
The TESCREAL bundle: Eugenics and the promise of utopia through artificial general intelligence

The stated goal of many organizations in the field of artificial intelligence (AI) is to develop artificial
general intelligence (AGI), an imagined system with more intelligence than anything we have ever seen.
Without seriously questioning whether such a system can and should be built, researchers are working to
create “safe AGI” that is “beneficial for all of humanity.” We argue that, unlike systems with specific
applications which can be evaluated following standard engineering principles, undefined systems like
“AGI” cannot be appropriately tested for safety. Why, then, is building AGI often framed as an
unquestioned goal in the field of AI? In this paper, we argue that the normative framework that motivates
much of this goal is rooted in the Anglo-American eugenics tradition of the twentieth century. As a result,
many of the very same discriminatory attitudes that animated eugenicists in the past (e.g., racism,
xenophobia, classism, ableism, and sexism) remain widespread within the movement to build AGI,
resulting in systems that harm marginalized groups and centralize power, while using the language of
“safety” and “benefiting humanity” to evade accountability. We conclude by urging researchers to work on
defined tasks for which we can develop safety protocols, rather than attempting to build a presumably all-
knowing system such as AGI.
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1. Introduction

Recent years have seen a resurgence of the goal to build artificial general intelligence (AGI), a system
defined differently by the various people and organizations that seek to build it. For instance, OpenAI
defines AGI as “highly autonomous systems that outperform humans at most economically valuable work”
[1]. Pennachin and Goertzel, who popularized the term in 2007, define it as “a software program that can
solve a variety of complex problems in a variety of different domains, and that controls itself



The TESCREAL bundle: Eugenics and the promise of utopia through artificial general intelligence

autonomously, with its own thoughts, worries, feelings, strengths, weaknesses and predispositions” [2].
Peter Voss, who claims to have helped coin the term, defines it as “a computer system that matches or
exceeds the real time cognitive (not physical) abilities of a smart, well-educated human” [3]. And
prominent AI researchers Stuart Russell and Peter Norvig define it as “a universal algorithm for learning
and acting in any environment” [4]. While a number of the researchers who coined the term “artificial
intelligence” (AI) in 1955 had the goal of creating “machines performing the most advanced human thought
activities” (McCarthy, et al., 1955), this goal was abandoned by many scholars in the field by the 1990s, in
part because they did not want to be associated with grandiose claims that researchers didn’t deliver on [5].
Such claims led to the “AI winters” of the 1970s and 1990s, with much of the research focused on building
“general intelligence” losing funding. After that, the field was mostly focused on building specialized
systems that some call “narrow AI” [6].

Recently, however, there has been a proliferation of organizations aiming to build AGI and asserting that
their products are close to achieving it (Bubeck, et al., 2023; Cuthbertson, 2022). While a number of
researchers have debated whether or not various methodologies can achieve AGI (Shevlin, et al., 2019;
Agüera y Arcas and Norvig, 2023; Silver, et al., 2021), we have seen little discussion of why AGI is
considered desirable by many in the field of AI, and whether this is a goal that should be pursued — or is
even possible in the first place. The quest to build what seems like an all-knowing system capable of
performing any task under any circumstance has already resulted in many documented harms to
marginalized groups, including worker exploitation (Gray and Suri, 2019; Williams, et al., 2022), data theft
(Khan and Hanna, 2022), environmental racism (Bender and Gebru, et al., 2021), the spread of
misinformation and disinformation (Bender and Gebru, et al., 2021; Shah and Bender, 2022), plagiarism
(Jiang, et al., 2023), and systems that amplify hegemonic views like racism, ableism, homophobia, and
classism (Bender and Gebru, et al., 2021).

In this paper, we ask: What ideologies are driving the race to attempt to build AGI? To answer this
question, we analyze primary sources by leading figures investing in, advocating for, and attempting to
build AGI. Disturbingly, we trace this goal back to the Anglo-American eugenics movement, via
transhumanism. In doing this, we delineate a genealogy of interconnected and overlapping ideologies that
we dub the “TESCREAL bundle,” where the acronym “TESCREAL” denotes “transhumanism,
Extropianism, singularitarianism, (modern) cosmism, Rationalism, Effective Altruism, and longtermism”
[7].

These ideologies, which are direct descendants of first-wave eugenics, emerged in roughly this order, and
many were shaped or founded by the same individuals. We show how the TESCREAL bundle has come to
animate the AGI race by examining how advocates of the bundle initiated and funded the push to build
AGI. For instance, the first book on AGI (Pennachin and Goertzel, 2007b) was co-authored by a
transhumanist, cosmist, and participant in the Extropian movement whose express aim was to create
“transhuman AGI” [8], and much of the billionaire funding for projects focused on AGI comes from
wealthy individuals aligned or explicitly affiliated with one or more of these ideologies. Consequently,
those most responsible for the current AGI race are inspired by utopian ideals similar to the visions of first-
wave eugenicists (i.e., the twentieth-century eugenicists who were the forerunners of the TESCREAL
movement), and see AGI as integral to the realization of these visions. Meanwhile, the race to build AGI is
proliferating products that harm the very same groups that were harmed by first-wave eugenicists.

While organizations working to build AGI discuss the need for “AI safety” and note that “misaligned” AGI
— that is, an “intelligent” system with “values” that are misaligned with “our” values — can pose an
“existential risk” to humanity [9], we argue that this notion of safety is rooted in the utopian-apocalyptic
visions of the TESCREAL bundle inherited from first-wave eugenicists. But TESCREALists have
influenced policy-makers and researchers who may not be aligned with these utopian ideals into prioritizing
the AGI agenda, while creating unsafe products, evading accountability, and siphoning resources away
from organizations around the world building task-specific models that serve the needs of specific
communities.
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We urge researchers in AI to stop their quest to build a system that even those in favor of AGI concede is
not well-defined [10]. We note that systems that are built with the goal of performing any task under any
circumstance are fundamentally unsafe: they cannot be designed or tested for safety using fundamental
engineering principles (Khlaaf, 2023). Building safe systems requires us to envision them as well-scoped
and constrained rather than what AGI is billed to be.

The rest of our paper is organized as follows. Section 2 briefly discusses our methodology. Section 3 gives
background information on the eugenics movement. Section 4 introduces what we dub the “TESCREAL
bundle” of ideologies that, we claim, constitutes a more radical version of the eugenics movement. Section
5 discusses how the TESCREAL movement drives the quest to build AGI. Section 6 outlines the harms
caused by the march towards AGI. Finally, section 7 urges researchers to re-orient themselves to building
well-defined systems instead of AGI.

2. Methodology

While the historical importance of race science, colonialism, and eugenics to the field of AI as a whole has
been studied by a number of scholars (McQuillan, 2022; West, 2020; Katz, 2020; Ali, 2019), our paper
specifically addresses the recent AGI race, which we argue has dominated the field of AI. The co-authors
have seen this race develop from different angles. One of us is an electrical engineer who has worked in the
tech industry for nearly two decades (with more than a decade of that in the field of AI). Another is a
philosopher and historian who was a noted contributor to, and advocate of, the TESCREAL movement for
nearly a decade before leaving the movement.

During this time, we interacted with many people involved in the AGI race, including students, professors,
engineers, investors, and journalists, and were ourselves in groups and institutions that are now part of this
race. This experience gave us insights into the main ideologies driving this race, which we further
investigated by: (1) analyzing primary sources from leading figures working on, funding, and discussing
AGI, including conference talks, scholarly articles, governmental testimonies, blog posts, social media
posts, e-mail messages, forum entries, podcasts, and other interviews; (2) garnering information from our
own and other investigative reporting on these figures’ beliefs, backgrounds, projects, and financial
connections between various organizations involved in the AGI race and wealthy donors; and (3) analyzing
the secondary literature on the history of eugenics, transhumanism, and other relevant social phenomena.

We coined the acronym “TESCREAL” while writing an early draft of this paper. While tracing the origins
of the AGI race through analyses of primary sources, we found eugenic ideals to be central to this work:
such ideals are often explicitly stated, and in some cases first-wave eugenicists are specifically referenced,
as we discuss throughout this paper. In describing this influence on leading figures and organizations in the
AGI race, we found ourselves constantly referencing seven ideologies: transhumanism, Extropianism,
singularitarianism, cosmism, Rationalism, Effective Altruism, and longtermism. Because referring to each
ideology individually became cumbersome, and because many notable contributors to the discourse
surrounding AGI are associated with multiple ideologies, we opted to streamline our discussion by
grouping them together under a single acronym. Once we did this, it became clear that conceptualizing
these ideologies as constituting a single, coherent movement stretching across the past three decades is
warranted by historical, sociological, and philosophical considerations (see section 4.2). The acronym has
already started to be used by researchers and journalists investigating AGI and other phenomena (Devenot,
2023; Zuckerman, 2024).

The communities that coalesced around each ideology in the TESCREAL bundle have overlapped
significantly, and their respective visions of the future, value commitments, and epistemic tendencies can
often be indistinguishable. Our work supports the thesis of Ahmed, et al. (2024), which, independently
from us, concludes that overlapping communities that are interested in Effective Altruism, longtermism,
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and existential risk are foundational to the field of “AI safety,” forming what they call, an “AI safety
epistemic community.” Haas (1992) identifies an epistemic community as a group of people with 1) a
shared set of normative and principled beliefs; 2) shared causal beliefs; 3) shared notions of validity; and 4)
a common policy enterprise. While we do not claim that the TESCREAL bundle of ideologies specifically
form the basis of an epistemic community, we do claim that these ideologies should be understood as a
cohesive family unit, of sorts, as we discuss in section 4.

3. Historical background: Modern eugenics

The idea of eugenics can be traced back to the origins of the Western intellectual tradition [11]. In his
Republic, Plato proposed a system of selective breeding in which members of the ruling class, or guardians,
who were deemed to be superior, would be given a greater opportunity to produce offspring. The offspring
of inferior individuals would “be secretly taken away by officials and almost certainly left to die, along with
the visibly defective offspring of the superior guardians” [12]. Aristotle endorsed infanticide targeting “any
children born with deformities” [13]. Later, during the eighteenth-century Enlightenment, some urged
against “miscegenation,” or sexual reproduction between members of different ethnic groups, on the
grounds that it would corrupt bloodlines and “produce disfigured children” [14].

These are instances of what could be called “proto-eugenics.” The modern eugenics movement, in contrast,
originated in the post-Darwinian work of Francis Galton (1869), who defended the “hereditarian” thesis that
“a man’s natural abilities are derived by inheritance.” Hence, Galton argued that just as we can “obtain by
careful selection a permanent breed of dogs or horses gifted with peculiar powers of running ... so it would
be quite practicable to produce a highly-gifted race of men by judicious marriages during several
consecutive generations” [15]. This laid the “scientific” groundwork for eugenics, a word Galton coined in
1883.

The history of modern eugenics can be partitioned into two waves, the second of which emerged most
notably in the 1990s, as we will discuss in section 4. First-wave eugenicists recognized two strategies for
improving the “human stock,” known as “positive” and “negative” eugenics. Positive eugenics aims to
increase the frequency of “desirable” traits within the human population, such as high “intelligence,” by
encouraging those with such traits to reproduce more. “Better baby” and “fitter family” contests, popular in
the early twentieth century, are examples of positive eugenics, as they encouraged people with “desirable”
traits and “good heritage” to reproduce more. Negative eugenics strives to prevent “unfit” individuals from
passing their hereditary material on to the next generation. Negative eugenics is what justified restrictive
immigration and anti-miscegenation laws throughout the twentieth century, as well as the forced
sterilization programs implemented in states such as California. California’s eugenics program, which
started in 1909, was subsequently adopted by the Nazis as a template for the “racial hygiene” policies that
ultimately led to the Holocaust (Black, 2003; Stern, et al., 2017).

It is noteworthy that negative eugenics was embraced by not just German fascists but progressives and
liberals elsewhere in Europe and North America [16]. As Bashford and Levine (2010) observe, “the
optimism of eugenics, and its aspiration to apply scientific ideas actively, was among the reasons it so
frequently attracted progressives and liberals” [17]. Nor did the eugenics movement vanish after the
atrocities of World War II, as many people believe. To the contrary, California’s sterilization program
continued until 1979 [18], and the British Eugenics Society still persists today, albeit under a different
name. The organization changed its name to the Galton Institute in 1989, and then, in 2021, to the Adelphi
Genetics Forum (Bland and Hall, 2010; Stern, 2005) [19]. The 1970s witnessed growing criticism of
eugenics, which catalyzed its temporary decline, although it was only a decade or so later that a second
wave of eugenics emerged.

The first-wave eugenics movement was repugnant for many reasons. One of them is the underlying racist,
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xenophobic, ableist, classist, and sexist attitudes that animated both negative and positive eugenics. Those
deemed “unfit” were variously labeled “defectives,” “imbeciles,” “idiots,” “congenital invalids,” “morons,”
and “feeble-minded,” and were often identified using IQ tests (Roige, 2014). “High-achieving” individuals
were encouraged to produce larger families. Many eugenicists also accepted the superiority of the white
race, which “justified” the aforementioned anti-miscegenation laws (Bashford and Levine, 2010).
According to Galton, poverty was largely the result of one’s inferior nature. This notion was more recently
defended by Herrnstein and Murray (1994), claiming that social welfare policies were unlikely to have
significant positive effects given genetically determined differences in IQ.

This brings us to the second wave of modern eugenics, which differs from the first wave, most notably,
with respect to its methodology. Whereas first-wave eugenicists strove to improve the “human stock” by
altering society-wide patterns of reproduction, a process that would require many generations to work,
second-wave eugenics arose in response to new technological possibilities associated with genetic
engineering and biotechnology [20]. Such technologies opened the door to human “improvements” that do
not necessitate population-level policies, nor do they require transgenerational timescales to operate: across
just one generation, parents could potentially “design” their children by selecting genes that, based on
hereditarian assumptions, determine purported phenotypic traits like exceptional “intelligence” [21].

Consequently, the new eugenics claims to be “liberal,” emphasizing the freedom of parents to decide
whether, and how, to produce “enhanced” offspring (Agar, 1998). However, some philosophers have
argued that in practice this new, “liberal” eugenics — sometimes dubbed “neo-eugenics” — would have the
very same liberty-undermining consequences as the eugenics programs of the twentieth century (Koch,
2020; Sparrow, 2011). And while many second-wave eugenicists claim that their version of eugenics has
shaken itself free of the discriminatory attitudes that animated first-wave eugenicists [22], we will see in the
next section that this is dubious.

4. The TESCREAL bundle

This section turns to what we call the “TESCREAL bundle” of ideologies, which exemplifies the second
wave of modern eugenics. These ideologies are, once again: transhumanism, Extropianism,
singularitarianism, cosmism, Rationalism, Effective Altruism, and longtermism, which emerged in roughly
this order and have significantly overlapped both contemporarily and historically. We summarize the
TESCREAL bundle in Table 1.

4.1. Introducing the TESCREAL bundle

Transhumanism and Extropianism. We begin our discussion with transhumanism, a version of second-wave
eugenics that affirms the feasibility and desirability of radical “human enhancement.” The word
“transhumanism” may have been coined in 1940 by W. D. Lighthall, although the idea was developed even
earlier by a number of twentieth century eugenicists, including Julian Huxley, president of the British
Eugenics Society from 1959 to 1962 (Dard and Moatti, 2017). By controlling “the mechanisms of
heredity,” he wrote, “the human species can, if it wishes, transcend itself — not just sporadically ... but in
its entirety, as humanity.” If enough people “can truly say ... ‘I believe in transhumanism,’” then “the
human species will be on the threshold of a new kind of existence, as different from ours as ours is from
that of Pekin [sic] man. It will at last be consciously fulfilling its real destiny” [34].

What makes Huxley’s notion of transhumanism, which we can call “early transhumanism,” different from
other conceptions of eugenics at the time was its vision: the aim was not merely to create the best version of
our species possible, but to “transcend” humanity altogether. Early transhumanism thus combined this new
vision with the old methodology of first-wave eugenics. In contrast, “modern transhumanism,” as we can
label it, took shape in the late 1980s and early 1990s, and combined the Huxleyan vision of transcendence



The TESCREAL bundle: Eugenics and the promise of utopia through artificial general intelligence

with the new methodology of second-wave eugenics. Hence, advocates imagined that by enabling
individuals to freely choose whether, and how, to undergo radical enhancement, a superior new
“posthuman” species could be created. According to Nick Bostrom (2013, 2005a), a “posthuman” is any
being that possesses one or more posthuman capacities, such as an indefinitely long “healthspan,”
augmented cognitive capacities, enhanced rationality, and so on.

The first organized group of modern transhumanists was the Extropian movement. It can be traced back to
the late 1980s, after Max More and T.O. Morrow founded the Extropy Institute in 1988. The neologism
“extropy” was defined by More as “the extent of a system’s intelligence, information, order, vitality, and
capacity for improvement” [35], and was intended to contrast with “entropy.” More (1998) specified five
fundamental commitments of this ideology: Boundless Expansion, Self-Transformation, Dynamic
Optimism, Intelligent Technology, and Spontaneous Order (Regis, 1994). Several years later, Bostrom and
David Pearce founded the World Transhumanist Association (WTA), which aimed to be “a more mature
and academically respectable form of transhumanism” [36].

Singularitarianism. Around the same time that the WTA was founded, another variant of transhumanism
emerged: singularitarianism, whose leading advocates included Ray Kurzweil and Eliezer Yudkowsky. This
emphasized the coming “technological Singularity,” which can be defined in several subtly distinct ways:
first, it could refer to the point at which the rate of technological “progress” becomes so rapid that it causes
a fundamental rupture in human history. On Kurzweil’s account, humans will merge with machines,
inaugurating a new epoch in cosmic history. Our descendants will then spread beyond Earth and flood the
universe with consciousness, thus enabling the universe to “wake up.” He predicts the Singularity will
happen in 2045 (Kurzweil, 2005), while Yudkowsky, who has described himself as a “genius,” once
predicted that it will occur in 2025 — less than a year from now as we write this paper [37]. The second
definition of the “Singularity” concerns the idea of an “intelligence explosion,” whereby algorithms
undergo “recursive self-improvement” until they become “superintelligent.” This, too, would supposedly
constitute a transformative moment in human history, with the resulting superintelligence(s) enabling us to
become posthuman and colonize space. Singularitarians, on one account, are those who believe “that
technologically creating a greater-than-human intelligence is desirable, and who works to that end” [38].
The term “singularitarian” was coined by an Extropian named Mark Plus in 1991 [39].

Cosmism. The third techno-futuristic ideology in the TESCREAL bundle is cosmism, which has been
championed most notably by Ben Goertzel, a transhumanist who participated in the Extropian movement
and later founded SingularityNET.io, which aims to help create “a decentralized, democratic, inclusive and
beneficial Artificial General Intelligence” [40]. Goertzel (2010) wrote that cosmism subsumes the
transhumanist goal of radical human enhancement, yet goes beyond this in various respects. For example, it
affirms that “humans will merge with technology,” which will inaugurate “a new phase of the evolution of
our species,” and that “we will develop sentient AI and mind uploading technology” that permits “an
indefinite lifespan to those who choose to leave biology behind and upload.” But cosmism also predicts that
“we will spread to the stars and roam the universe,” create “synthetic realities” (i.e., virtual worlds), and
“develop spacetime engineering and scientific ‘future magic’ much beyond our current understanding and
imagination” [41]. Cosmists can thus be understood as transhumanists whose focus is less on what
humanity could become and more on how our posthuman descendants could radically transform the
universe itself [42].

Rationalism. In the late 2000s, yet another community arose: the Rationalists. This centered around the
community blogging website LessWrong, founded in 2009 by Yudkowsky, which describes itself as “an
online forum and community dedicated to improving human reasoning and decision-making.” One of its
primary aims is rationality “training,” and its website notes that “many members ... are heavily motivated
by trying to improve the world as much as possible.” This, it explains, is one reason many Rationalists
became “convinced many years ago that AI was a very big deal for the future of humanity,” and
consequently “the LessWrong team ... are predominantly motivated by trying to cause powerful AI
outcomes to be good” [43]. While Extropianism and singularitarianism are variants of transhumanism, there
is no necessary connection between Rationalism and transhumanism. However, many Rationalists are
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transhumanists or sympathetic with the transhumanist worldview, and one of the most popular topics
discussed on the LessWrong website has been the Singularity in the second sense above: the possibility of
an intelligence explosion [44].

Effective Altruism and Longtermism. The last two components of the TESCREAL bundle are Effective
Altruism (EA) and longtermism. The former emerged around the same time as Rationalism, and can be
seen as its sibling: whereas the Rationalists are primarily concerned with rationality, Effective Altruists
(EAs) are primarily concerned with ethics. There is considerable overlap between these communities, and
one can understand EA as what happens when the principles of Rationalism are applied to the ethical
domain. The central aim of EA is to do the “most good” possible with finite resources [45], and its initial
focus was on alleviating global poverty. However, leading figures within the EA community have, over the
past few years, pivoted toward issues relating to the very long-term future of humanity — “millions,
billions, and trillions of years” from now, as one wrote [46] — due in part to the work of Bostrom and
others. In particular, Bostrom (2003) not only imagined a utopian future enabled by radical human
enhancement, but noted that if humanity colonizes the universe and creates planet-sized computers to run
virtual-reality worlds populated by digital people, the future posthuman population could be enormous. In
the Virgo Supercluster alone Bostrom estimates that there could be 1038 digital people, and at least 1058

such people within the accessible universe (Bostrom, 2014, 2003) [47]. Why does this matter? Because,
from the ethical perspective of “totalist utilitarianism,” which has been very influential among EAs and
longtermists [48], our sole moral obligation is to maximize the total quantity of “value” in the universe.
Hence, if these 1058 people in computer simulations were to have net-positive lives on average, the result
would be literally “astronomical” amounts of “value” — which would be very “good.” Since totalist
utilitarianism bases what is morally right on what is good, this view entails that failing to bring these future
digital people into existence would be profoundly wrong.

Longtermism was born when EAs reasoned: If our aim is to do the most good possible, and if the future
could contain astronomical amounts of “value,” then we should focus on the far future rather than the
present (Greaves and MacAskill, 2019). Similarly, if our aim is to positively affect the greatest number of
people possible, and if most people who could exist will exist in the far future, then we should focus on
them instead of current people and contemporary problems, except insofar as doing the latter would
influence the far future. Longtermists Hilary Greaves and William MacAskill (2019) thus wrote that we
may simply ignore “the effects contained in the first 100 (or even 1,000) years.” According to the most
influential longtermists, becoming posthuman is a central component of “fulfilling our long-term potential”
(words that echo Huxley’s characterization of transhumanism), as is colonizing space and maximizing
“value” (Bostrom, 2003; Ord, 2020; MacAskill, 2022). The aim, then, is to take actions that increase the
probability of fulfilling our “potential.” As Bostrom observed, even miniscule probability increases
affecting this ultimate goal are equivalent, in expected value, to saving literally billions of human lives
today (Bostrom, 2013). Longtermism thus aims to provide a systematic ethical foundation for mitigating
“existential risk,” while also ensuring the development of artificial superintelligence (ASI), a type of AGI
that many followers of the ideology consider integral to realizing what one longtermist describes as our
“vast and glorious” future in the universe (Ord, 2020).

4.2. Properties of the TESCREAL bundle

The TESCREAL bundle of ideologies share a number of important properties, four of which we discuss
here.

Historical roots and contemporary communities. The bundle’s constituent ideologies have a common
genealogy going back to first-wave eugenics. All are intimately connected to transhumanism, and — as
noted — transhumanism was initially developed by twentieth century eugenicists [49]. Indeed,
transhumanism, Extropianism, singularitarianism, and cosmism are examples of second-wave eugenics,
since all endorse the use of emerging technologies to radically “enhance” humanity and create a new
“posthuman” species.
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There is also significant overlap in their contemporary communities, with many community members
falling into multiple TESCREAL categories. Bostrom, for example, is a leading transhumanist who
participated in the Extropian movement, anticipates the Singularity with excitement and trepidation,
advocates a vision of the future nearly identical to that of cosmism, is enormously influential within the
Rationalist and EA communities, and cofounded the longtermist ideology. Similarly, Sam Altman has been
influenced by the Rationalist and EA communities (and used to be an EA himself, according to a profile by
Weil [2023]), is a transhumanist who believes our brains will be digitized within his lifetime (Regalado,
2018), and promotes ideas closely aligned with cosmist and longtermist aims like colonizing the galaxy. He
argues that “galaxies are indeed at risk” if we fail to control AGI [50]. Finally, Elon Musk is a
transhumanist whose company Neuralink aims to merge our minds with AI, is immensely influential within
the Rationalist community, founded and cofounded multiple companies that aim to build AGI, and
describes longtermism as “a close match for my philosophy” [51], which comports with his claims that “we
have a duty to maintain the light of consciousness, to make sure it continues into the future” (D’Orazio,
2014) and “what matters ... is maximizing cumulative civilizational net happiness over time” [52]. The
sociological crossover between the communities associated with each letter in the acronym is significant.

Eschatology. The TESCREAL bundle shares certain “eschatological” (relating to “last things”) convictions.
As with religions like Christianity, these take two forms: utopian and apocalyptic, which are inextricably
bound up together. For example, the aforementioned cofounder of WTA, David Pearce, describes part of
the transhumanist project as “paradise-engineering,” resulting in “the complete abolition of suffering in
Homo sapiens.” Ultimately, “the option of ... redesigning the global ecosystem, extends the prospect of
paradise-engineering to the rest of the living world,” including beyond Earth, which he describes as a
“cosmic rescue mission to promote paradise engineering throughout the universe” (Pearce, 1995). Bostrom
(2005b) also used the term “paradise-engineering” in offering a glimpse of what our techno-utopian future
— that is, a utopian future brought about through advanced science and technology — could look like from
the point of view of an immortal, cognitively enhanced posthuman who reports so much pleasure in
“Utopia” that they “sprinkle it in our tea.” Kurzweil (2006), who was personally hired at Google by its
cofounder Larry Page (Hill, 2013), wrote that the merging of “man and machine,” coupled with the sudden
explosion in machine intelligence and rapid innovation within the fields of gene research and
nanotechnology, “will allow us to transcend our frail bodies with all their limitations. Illness, as we know it,
will be eradicated.” Such utopian proclamations are perhaps unsurprising given that many first-wave
eugenicists also understood their project in more or less utopian terms (Wells, 1902; Wells, et al., 1931).
Galton, the founder of the modern eugenics movement, admitted to having “indulged in many” utopian
ideas, and just before his death penned a “utopian” novel titled The Eugenic College of Kantsaywhere [53].
It described a society where “prospective parents are required to undergo physical and psychometric tests
before being pronounced fit to reproduce — and those found unfit are banished from the state” (Sweet,
2011).

The apocalyptic aspect of the TESCREAL bundle arises from two considerations unique to the
methodology of second-wave eugenics: first, transhumanists in the late 1990s realized that the very same
technologies needed to create a posthuman utopia would also introduce unprecedented threats to humanity.
Kurzweil (1999) referred to some of these hypothetical risks as “a clear and future danger” [54]. The reason
for concern is that emerging technologies are expected to be (a) extremely powerful; (b) increasingly
accessible to both state and nonstate actors; and (c) dual-use, as exemplified by CRISPR-Cas9, which could
enable us to cure diseases but also synthesize designer pathogens unleashing an “engineered pandemic”
(see Torres, 2019; Wadhwa, 2020). Hence, developing these technologies was deemed necessary, but they
potentially could destroy humanity. The second consideration parallels the first, though it specifically
pertains to AGI. On the one hand, if we create a “value-aligned” AGI, it could solve all of the world’s
problems and enable people to live forever [55]. On the other hand, a number of TESCREAL advocates
believe that if the AGI isn’t properly “value-aligned,” the “default outcome” will be “doom” (i.e., an
existential catastrophe), to quote Bostrom (2014). However, many of these same prominent figures contend
that the potential benefits of advanced technology are worth the extreme risks; building these technologies
to bring about utopia should be our primary focus.
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Discriminatory attitudes. The same discriminatory attitudes that animated first-wave eugenics are pervasive
within the TESCREAL literature and community. For example, the Extropian listserv contains numerous
examples of alarming remarks by notable figures in the TESCREAL movement. In 1996, Bostrom argued
that “Blacks are more stupid than whites,” lamenting that he couldn’t say this in public without being
vilified as a racist, and then mentioned the N-word (Torres, 2023a). In a subsequent “apology” for the e-
mail message, he denounced his use of the N-word but failed to retract his claim that whites are more
“intelligent” (Torres, 2023a) [56]. Also in 1996, Yudkowsky expressed concerns about superintelligence,
writing: “Superintelligent robots = Aryans, humans = Jews. The only thing preventing this is sufficiently
intelligent robots” [57]. Others worried that “since we as transhumans are seeking to attain the next level of
human evolution, we run serious risks in having our ideas and programs branded by the popular media as
neo-eugenics, racist, neo-nazi, etc.” [58]. In fact, leading figures in the TESCREAL community have
approvingly cited, or expressed support for, the work of Charles Murray, known for his scientific racism,
and worried about “dysgenic” pressures (the opposite of “eugenic”) (see Torres, 2023a). Bostrom himself
identifies “‘dysgenic’ pressures” as one possible existential risk in his 2002 paper, alongside nuclear war
and a superintelligence takeover. He wrote: “Currently it seems that there is a negative correlation in some
places between intellectual achievement and fertility. If such selection were to operate over a long period of
time, we might evolve into a less brainy but more fertile species, homo philoprogenitus (‘lover of many
offspring’)” (Bostrom, 2002). More recently, Yudkowsky tweeted about IQs apparently dropping in
Norway, although he added that the “effect appears within families, so it’s not due to immigration or
dysgenic reproduction” — i.e., less intelligent foreigners immigrating to Norway or individuals with lower
“intelligence” having more children [59].

An obsession with “intelligence” and “IQ” is widespread among TESCREAL advocates. “Intelligence,”
typically understood as the property measured by IQ tests, matters greatly because of its instrumental value
for achieving the aims of TESCREAL projects, such as becoming posthuman, colonizing space, and
building “safe” AGI. Hence, a number of leading TESCREALists see cognitive enhancement as an
important intermediate goal, and consequently have written extensively about the possibility of cognitive
enhancements like nootropics (“smart drugs”), brain-computer interfaces (BCIs), and even mind-uploading
(which could make “enhancing” the mind much easier) (Sandberg and Bostrom, 2008; Bostrom and
Sandberg, 2009). More recently, Carla Cremer, a former EA, reports that the Centre for Effective Altruism
tested “a new measure of value to apply to people: a metric called PELTIV, which stood for ‘Potential
Expected Long-Term Instrumental Value.’” The aim was to identify members of the community “who were
likely to develop high ‘dedication’ to EA,” and the score was based in part on members’ IQs. She wrote:

A candidate with a normal IQ of 100 would be subtracted
PELTIV points, because points could only be earned above an
IQ of 120. Low PELTIV value was assigned to applicants who
worked to reduce global poverty or mitigate climate change,
while the highest value was assigned to those who directly
worked for EA organizations or on artificial intelligence
(Cremer, 2023).

The obsession with IQ can be traced back to first-wave eugenicists, who used IQ tests to identify
“defectives” and the “feeble-minded.” As Daphne Martschenko (2017) observed, “in their darkest
moments, IQ tests became a powerful way to exclude and control marginalised communities using
empirical and scientific language.”

Influence and variants. The TESCREAL bundle of ideologies has become enormously influential,
especially within certain powerful corners of the tech industry. Current and former billionaires who
subscribe to, or are associated with, one or more TESCREAL ideologies and its techno-utopian vision of
the future include: Elon Musk, Peter Thiel, Jaan Tallinn, Sam Altman, Dustin Moskovitz, Vitalik Buterin,
Sam Bankman-Fried, and Marc Andreessen, the last of whom included “TESCREAList” in his Twitter
profile for several weeks in 2023 (Gebru, 2022; Torres, 2023b) [60]. These billionaires have co-founded
TESCREAList institutes, promoted TESCREAL researchers and philosophers like Bostrom, MacAskill,
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and Kurzweil, and TESCREAL Internet personalities like Yudkowsky who have endorsed military strikes
against data centers, if necessary, to stop a hypothetical AGI apocalypse (Yudkowsky, 2023). Collectively,
TESCREAL billionaires have supported the movement with tens of billions of dollars in donations and
funding (Gebru, 2022; Tiku, 2023) [61]. Table 1 summarizes our discussion of the TESCREAL bundle of
ideologies. As we will show in the rest of the paper, the TESCREAL bundle has been a crucial motivating
force behind much of the well-funded research and development focused on creating AGI, which many
TESCREALists believe will — or could — quickly lead to ASI (artificial superintelligence) via recursive
self-improvement. This is, indeed, one of the central claims of this paper: the bundle of ideologies discussed
above, which grew out of the first-wave eugenics movement of the twentieth century, is now driving a
considerable amount of research in the field of AI.

Table 1: “TESCREAL bundle” of ideologies.

Ideology Definition Influential
figures Organizations

Transhumanism

An ideology centered around the idea
of humanity “transcending itself” (see
Huxley, 1957). Modern transhumanists
affirm the feasibility and desirability of
radically “enhancing” the human
organism, thus enabling us to become
immortal, superintelligent, more
rational, and so on.

Julian Huxley
(1957).
Nick Bostrom
(2005c, 2009a).
David Pearce
(Bostrom,
2005a).
Max More
(Bostrom,
2005a).

Extropy
Institute.
Alcor.
World
Transhumanist
Association.
Future of
Humanity
Institute.

Extropianism

A broadly libertarian variant of
transhumanism that emphasizes
rationality, self-transformation,
scientific and technological progress,
and economic growth.

Max More
(current) [23].
Nick Bostrom
(1990s)
(Khatchadourian,
2015).
Eliezer
Yudkowsky
(1990s) [24].

Extropy
Institute.

Singularitarianism

A variant of transhumanism that
emphasizes the merging of humans and
machines, and anticipates a future event
called the “Singularity” (Kurzweil,
2005).

Ray Kurzweil
(2005).
Eliezer
Yudkowsky
(2000).

Singularity
Institute
(defunct).
Singularity
University
(cofounded by
Kurzweil).
Machine
Intelligence
Research
Institute.

Cosmism

A vision of the future that anticipates
humans and machines merging, the
development of “sentient AI” and mind
uploading, space colonization, and
“scientific ‘future magic’ much beyond

Ben Goertzel
(2010).
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our current understanding and
imagination” (Goertzel, 2010).

Rationalism

An ideology that emerged from the
LessWrong website, founded by
Eliezer Yudkowsky in 2009.
Rationalists focus on “improving
human reasoning and decision
making,” and many members believe
that advanced AI is “a very big deal for
the future of humanity” [25].

Eliezer
Yudkowsky.
Jaan Tallinn
[26].
Peter Thiel [27].
Nick Bostrom.
Scott Alexander
[28].
Vitalik Buterin
[29].

LessWrong
community
blogging
website.
Machine
Intelligence
Research
Institute.

Effective
Altruism

A movement that could be seen as the
twin sibling of Rationalism. Whereas
Rationalists aim to maximize their
rationality, Effective Altruists strive to
maximize their “positive impact” on
the world [30].

William
MacAskill
(MacAskill,
2015).
Toby Ord [31].
Nick Bostrom
(Matthews,
2015).
Dustin
Moskovitz [32].
Sam Bankman-
Fried [33].

Centre for
Effective
Altruism.
Open
Philanthropy.
Future of
Humanity
Institute.

Longtermism

An “ethic” that combines many central
features of the other TESCREAL
ideologies (Ord, 2020). It emphasizes
the moral importance of becoming a
new posthuman species, colonizing
space, controlling nature, maximizing
economic productivity and creating as
much value within the accessible
universe as possible.

Nick Bostrom
(Crary, 2023).
William
MacAskill
(Greaves and
MacAskill,
2019).
Toby Ord (Ord,
2020).
Nick Beckstead
(Beckstead,
2013).
Hilary Greaves
(Greaves and
MacAskill,
2019)
Elon Musk (see
Torres, 2023c)
Jaan Tallinn (see
Torres, 2021).
Sam Bankman-
Fried (see Lewis-
Kraus, 2022).

Future of
Humanity
Institute.
Future of Life
Institute.
Centre for the
Study of
Existential
Risk.
Machine
Intelligence
Research
Institute.

Since we coined the term “TESCREAL,” a new variant of the ideologies in this group, called effective
accelerationism (e/acc), has emerged. Effective accelerationists believe that the probability of a bad
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outcome due to AGI is very low, and hence that “progress” toward increasingly “powerful” AI systems
should be made to accelerate (Torres, 2023c). Venture capitalists like Andreessen who recently authored a
manifesto saying “we believe any deceleration of AI will cost lives” and “we ... believe in overcoming
nature” [62], describe themselves as e/acc [63]. Venture capitalist and CEO of the famed Silicon Valley
startup accelerator Y Combinator, Garry Tan, also describes himself as e/acc [64].

In the following sections, we describe major figures in the TESCREAL movement as TESCREALists, and
organizations associated with the movement, as TESCREAL organizations. It is important to note that not
everyone associated with ideologies in this bundle believes in the totality of the dominant views in this
bundle, and some people may even object to being bundled in this manner. Many people working on AGI
may be unaware of their proximity to TESCREAL views and communities. Our argument is that the
TESCREAList ideologies drive the AGI race even though not everyone associated with the goal of building
AGI subscribes to these worldviews.

5. From transhumanism to AGI

While the prior sections have discussed the roots of the TESCREAL bundle of ideologies and their
relationship with the eugenic ideals of the twentieth century, this one outlines how TESCREAList groups
are steering the field of AI toward the goal of creating AGI.

5.1. The history of AGI

In 1955, four white men officially launched the field of AI with a proposal for a workshop focused on “the
artificial intelligence problem” [65]. By the 1990s, however, many researchers in fields currently associated
with AI, such as natural language processing (NLP), machine learning (ML), and computer vision (CV),
explicitly distanced themselves from the term “AI,” in part because it became associated with unfulfilled
grandiose promises [66]. Nonetheless, some groups continued to work toward “artificial general
intelligence,” a term used as early as 1997, though it was popularized by Pennachin and Goertzel (2007b)
(see Table 1). Pennachin and Goertzel (2007b) noted:

Our goal ... has been to fill an apparent gap in the scientific
literature, by providing a coherent presentation of a body of
contemporary research that, in spite of its integral importance,
has hitherto kept a very low profile within the scientific and
intellectual community. This body of work has not been given
a name before; in this book we christen it “Artificial General
Intelligence” (AGI) [67].

Contributors to Pennachin and Goertzel (2007b) outlined a number of potential reasons for the dearth of
AGI research, one of them being that “a great number of researchers reject the validity or importance of
‘general intelligence.’ For many, controversies in psychology (such as those stoked by The Bell Curve)
make this an unpopular, if not taboo subject” [68]. One of the people thanked in the acknowledgements of
Pennachin and Goertzel (2007b) was the future co-founder of DeepMind, Shane Legg, who also co-
authored a chapter in it and was cited for his suggestions on the definitions of intelligence (Goertzel and
Pennachin, 2007b). According to Goertzel, it was Legg — a former employee of Goertzel — who devised
the term “artificial general intelligence” after Goertzel mentioned that he was looking for a new term to
describe human-level or superhuman AI systems (Goertzel’s original title for his 2007 book was Real AI)
[69]. Another chapter in the book was authored by Yudkowsky, the founder of Rationalism, as discussed
earlier.

5.2. Eugenic definitions of “general intelligence”
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Pennachin and Goertzel (2007b) wrote that “what distinguishes AGI work from run-of-the-mill artificial
intelligence” research is that “it is explicitly focused on engineering general intelligence in the short term,”
even though they note that “general intelligence does not mean exactly the same thing to all researchers”
and that “it is not a fully well-defined term” [70]. How, then, would researchers know that they have
achieved their goals of building AGI? They need to know how to define and measure “general
intelligence.” Unsurprisingly, these definitions rest on notions of “intelligence” that depend on IQ and other
racist concepts espoused by the likes of Charles Murray and Linda Gottfredson [71]. Peter Voss cites
Gottfredson’s article, “The General Intelligence Factor,” in his chapter in Peannichin and Goertzel (2007b)
(Voss, 2007). In his 2008 Ph.D. thesis titled “Machine Superintelligence” and associated 2007 paper
“Universal Intelligence: A Definition of Machine Intelligence” (Legg, 2008; Legg and Hutter, 2007), Legg
pointed to a 1994 Wall Street Journal editorial in defense of Herrnstein and Murray’s (1994) The Bell
Curve to argue that “a fair degree of consensus about the scientific definition of intelligence and how to
measure it has been achieved” (Legg and Hutter, 2007).

The editorial, also cited (then removed) in a 2023 Microsoft preprint pertaining to AGI (Bubeck, et al.,
2023), was written by Gottfredson, who argued numerous times that most Black people are not employable
as their IQ averages around 70 and “IQ 75 to 80 thus seems to define the threshold below which individuals
risk being unemployable in modern economies” [72]. According to the Southern Poverty Law Center, 20 of
the editorial signatories received funding from the white supremacist organization Pioneer Fund, including
Gottfredson herself, who litigated her university for two years to receive funding from that source despite
their objection (Kaufman, 1992) [73]. Others whose definitions of intelligence are (uncritically) discussed
in Legg’s thesis include Cattell who founded the eugenics-based religion Beyondism, and Spearman who
devoted himself to improving Galton’s eugenic theories (Mehler, 1997; Clayton, 2020).

For these reasons, Keira Havens, who has written extensively on race science, asks those attempting to
build AGI: “Why are you relying on eugenic definitions, eugenic concepts, eugenic thinking to inform your
work? Why [...] do you want to enshrine these static and limited ways of thinking about humanity and
intelligence?” [74]

5.3. Organizations working on AGI

By 2007, when Pennachin and Goertzel co-authored and co-edited the first book on AGI, few organizations
specified building AGI as their goal (Pennachin and Goertzel, 2007a). Six years earlier, in 2001, Goertzel
co-founded the Artificial General Intelligence Research Institute with the mission to “foster the creation of
powerful and ethically positive Artificial General Intelligence” [75], with Goertzel’s colleague noting that
“the goal of AGI research is the creation of broad human-like and transhuman intelligence, rather than
narrowly ‘smart’ systems that can operate only as tools for human operators in well-defined domains” [76].
Goertzel later became director of research at the Machine Intelligence Research Institute (MIRI), initially
called the Singularity Institute for Artificial Intelligence, which was founded by Yudkowsky with more than
US$1.6M in funding from the tech billionaire and fellow TESCREAList Peter Thiel (see Table 1). Other
MIRI funders include TESCREAList billionaires Dustin Moskovitz and Vitalik Buterin [77]. MIRI’s
mission is to “develop formal tools for the clean design and analysis of general-purpose AI systems, with
the intent of making such systems safer and more reliable when they are developed” [78].

In 2010, Demis Hassabis, Mustafa Suleyman, and Shane Legg founded DeepMind, also with funding from
TESCREAList billionaires Elon Musk, Peter Thiel, and Jaan Tallinn, among others (Shead, 2017) (see
Table 1). DeepMind’s mission is “solving intelligence to advance science and benefit humanity” [79], with
CEO Hassabis describing himself as “working on AGI,” which he believes is “going to be the greatest thing
ever to happen to humanity,” if we get it “right” [80]. Meanwhile, Legg delivered a talk on methods of
defining and measuring “intelligence” at the 2010 Singularity Summit, based on his works discussed earlier
[81]. The Singularity Summit was an annual event from 2006 to 2012, founded by Yudkowsky, Kurzweil,
and Thiel [82]. It was after the summit in 2010 that, at Thiel’s California mansion, Hassabis approached
Thiel in hopes of securing funding, which he received (Shead, 2020).
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In 2017, DeepMind launched a new research unit called “DeepMind ethics and society” [83], with Bostrom
as one of its advisors (Temperton, 2017). (We have discussed Bostrom’s TESCREAList eugenic ideals and
problematic beliefs at length in section 4). DeepMind was acquired by Google in 2014, the same year that
Bostrom published his book Superintelligence, which, as noted, argues that the “default outcome” of a
“misaligned” AGI is existential catastrophe, though Bostrom is also explicit that we should nonetheless
create AGI, since an “aligned” AGI would help fulfill the utopian promises at the heart of TESCREALism
(Bostrom, 2014). Musk and Thiel were both influenced by Bostrom’s book, leading Musk to cite AGI as
the “biggest existential threat” to humanity (Dowd, 2017).

In 2015, Musk, Thiel, Altman and others founded the non-profit OpenAI, and collectively pledged US$1B
to the project (Novet, 2015). The mission of OpenAI is to “ensure that artificial general intelligence (AGI)
— by which we mean highly autonomous systems that outperform humans at most economically valuable
work—benefits all of humanity” [84]. OpenAI also received a US$30M grant from the TESCREAL
organization Open Philanthropy [85]. One report on the culture of the company notes that many employees
“subscribe to the rational philosophy of ‘effective altruism’” (Hao, 2020). Four years later, OpenAI became
a “capped-profit” corporation [86], received a US$1B investment from Microsoft and entered an exclusive
licensing deal with them [87]. In 2022, OpenAI released their chatbot ChatGPT, which acquired 100
million users in two months and, according to a New York Magazine profile on Sam Altman, became “the
greatest product launch in tech history” (Weil, 2023). In 2023, Microsoft reportedly invested US$10B in
OpenAI (Bass, 2023).

In 2021, former OpenAI vice presidents of research and safety, siblings Dario and Daniella Amodei,
founded Anthropic (Fortune Editors, 2023). They were joined by 11 OpenAI employees who reportedly
believed that the company had wandered from its original ideals that were more closely aligned with those
of Effective Altruism (EA) (Russell and Black, 2023; Roose, 2023). Anthropic, which is described as an
“AI safety and research company” [88], raised US$704M within a year of its founding, with most of its
funding coming from TESCREAL billionaires like Tallinn, Moskovitz, and Bankman-Fried (whose
companies FTX and Alameda Research invested US$500M) (Coldewey, 2022, 2021; Sambo, et al., 2023).
Bankman-Fried is currently in federal prison for perpetuating one of the biggest financial fraud schemes in
U.S. history (Sigalos, 2023). Bankman-Fried reportedly decided to amass as much wealth as possible after
William MacAskill, cofounder of the Effective Altruism movement, convinced him to “earn to give”
(Lewis-Kraus, 2022) — an idea developed by the EA community, whereby one strives to become as
wealthy as possible to donate more money to causes deemed “charitable” by them (see MacAskill, 2013).
The top two charitable causes listed on the Centre of Effective Altruism’s career advice center, 80,000
Hours, are “AI safety technical research” and “AI governance and coordination” [89].

After investing in some of the most widely known companies working on AGI, Musk has now founded
another startup, xAI, focused on the topic [90]. One of the company’s advisors is Dan Hendrycks, the
executive and research director of the Center for AI Safety, which was awarded a grant of US$5,160,000
from Open Philanthropy [91]. A post coauthored by Hendrycks published on the Effective Altruism Forum,
stated that he “was advised ... to get into AI to reduce [existential risk], and so settled on this rather than
proprietary trading for earning to give” [92].

At the time of this writing, most BigTech companies have made significant investments in the AGI race. In
2023, Anthropic announced that Amazon “will invest up to $4 billion in Anthropic” [93]. In a 2024
interview with The Verge, Mark Zuckerberg said that Meta has “built up the capacity to” work on AGI “at a
scale that may be larger than any other individual company” (Heath, 2024). Thus, while attempting to build
AGI was once considered a “low profile” research area [94], thanks to the resources and focus of the
TESCREALists discussed in section 4, it is currently a multi-billion dollar endeavor funded by powerful
billionaires and prominent corporations.
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6. The AGI utopia and apocalypse: Two sides of the same coin

As discussed in section 4, techno-utopianism is one of the four important properties central to the
TESCREAL bundle of ideologies. There are two arguments for how AGI will usher in techno-utopia. One
conjecture is that the resulting AGI will be so intelligent that it will figure out what the best thing to do is in
any potential situation. DeepMind VP of Research Koray Kavukcuoglu noted: “as algorithms become more
general, more real-world problems will be solved, gradually contributing to a system that one day will help
solve everything else, too” [95]. Others, like the cosmist contingent of the TESCREALists, envision AGI
resulting in transhuman minds benefiting “the cosmos” and experiencing “growth and joy beyond what
humans are capable of” [96]. The AGI-enabled utopia promises “abundances of wealth, growth ... to all
minds who so desire” [97], with Altman predicting “it is clear” that we will have “unlimited intelligence
and energy before the decade is out” [98]. Consistent with the singularitarian component of the
TESCREAL bundle, he predicted that “once AI starts to arrive, growth will be extremely rapid ... the
changes coming are unstoppable ... we can use them to create a much fairer world” [99].

However, a number of leading figures in the TESCREAL movement believe that while we can potentially
achieve utopia through AGI, AGI that is “misaligned” with our “human values” would destroy humanity
(Bostrom, 2014; Dowd, 2017) [100]. Indeed, in July 2023, OpenAI announced the creation of a
“Superalignment team,” a research group that aims to solve the problem of “steering or controlling a
potentially superintelligent AI, and preventing it from going rogue,” given that “the vast power of
superintelligence could ... be very dangerous, and could lead to the disempowerment of humanity or even
human extinction.” The announcement also states that, if controllable, superintelligence could also “help us
solve many of the world’s most important problems” [101]. Sam Altman had said in 2019 that
superintelligence could “maybe capture the light cone of all future value in the universe” (Loizos, 2019).

A number of TESCREAList leaders argue that the probability of an “existential risk” — i.e., any event that
would destroy our chances of creating a posthuman “Utopia” full of astronomical amounts of “value” —
happening this century is rather high, with some putting the probability at least at 16–20 percent [102],
although others, like Yudkowsky, claim that the probability of doom resulting from AGI is more or less
certain if AGI is created in the near future (Yudkowsky, 2023). According to a number of leaders of the
TESCREAL movement, we are morally obligated both to work on realizing the techno-utopian world that
AGI could bring about, and to do everything we can to prevent an extinction scenario involving
“misaligned” AGI (Bostrom, 2014).

In this section, we outline the impacts of both building AGI driven by the goal of achieving TESCREAL
utopian ideals, and directing resources to prevent the hypothetical AGI apocalypse warned by
TESCREALists.

6.1. Building unscoped systems

The TESCREAL utopian ideals discussed earlier are more radical than the utopian societies envisioned by
their first-wave eugenics predecessors. As discussed in sections 3 and 4, contingents of the TESCREAL
bundle do not strive to merely build a “superior human stock,” that is, an “improved” human species
consisting of qualities they deem desirable such as their racist and ableist definitions of “intelligence” as
measured by IQ tests. TESCREALists aim to build an entirely new entity deemed superior to any type of
human first-wave eugenicists could create. And this quest to create a superior being akin to a machine-god
has resulted in current (real, non-AGI) systems that are unscoped and thus unsafe.

Organizations attempting to build AGI have set off a race to create systems that are advertised as being able
to perform nearly any task under any circumstance. In their earliest days, the likes of DeepMind and
OpenAI focused their efforts on reinforcement learning (RL) based systems which they believed were
stepping stones towards AGI (Mnih, et al., 2015) [103]. Even though these systems were solely trained to
play games such as Atari, they were advertised as “baby steps” towards building “a single set of generic
algorithms, like the human brain” (Rowan, 2015). After the advent of transformers in 2017 (Vaswani, et al.,
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2017), the most resourced AGI proponents pivoted to large language model (LLM) based systems, with
Google VP Blaise Agüera y Arcas and prominent AI researcher Peter Norvig writing “the most important
parts of AGI have already been achieved by the current generation of advanced AI large language models”
(Agüera y Arcas and Norvig, 2023). OpenAI’s latest large multimodal model, GPT-4, is described as
having “broad general knowledge and domain expertise,” that “can follow complex instructions in natural
language and solve difficult problems with accuracy” [104]. In 2022, Meta advertised their LLM Galactica
as being able to “summarize academic papers, solve math problems, generate Wiki articles, write scientific
code, annotate molecules and proteins, and more” [105].

Unlike the “narrow AI” systems that TESCREALists lamented the field of AI was focused on, attempting
to build something akin to an everything machine results in systems that are unscoped and therefore
inherently unsafe, as one cannot design appropriate tests to determine what the systems should and should
not be used for. Meta’s Galactica elucidates this problem. What would be the standard operating conditions
for a system advertised as able to “summarize academic papers, solve math problems, generate Wiki
articles, write scientific code, annotate molecules and proteins, and more”? It is impossible to say, as even
after taking into account the number of tasks this system has been advertised to excel at, we still don’t know
the totality of the tasks it was built for and the types of expected inputs and outputs of the system, since the
advertisement ends with “and more.” More generally, system safety engineering expert Heidy Khlaaf
wrote: “The lack of a defined operational envelope for the deployment for general multi-modal models has
rendered the evaluation of their risk and safety intractable, due to the sheer number of applications and,
therefore, risks posed” (Khlaaf, 2023). In contrast, “narrow AI” tools that, for instance, might specifically
be trained to identify certain types of plant disease (e.g., Mwebaze, et al., 2019) or perform machine
translation in specific languages [106], have task definitions and expected inputs and outputs for which
appropriate tests can be created and results can be compared to expected behavior. The Galactica public
demo was removed three days later after people produced “research papers and wiki entries on a wide
variety of subjects ranging from the benefits of committing suicide, eating crushed glass, and antisemitism,
to why homosexuals are evil” (Greene, 2022).

6.2. Building resource intensive systems

The AGI race fueled by the TESCREAList goal to build “transhuman minds” (Goertzel, 2010) and bring
about “unlimited intelligence” has also resulted in systems that consume more and more resources in terms
of data and compute power. This leads to a high environmental impact, increases the risks that arise due to
the lack of appropriate scoping discussed earlier, and results in the centralization of power among a handful
of entities. But from the perspective of TESCREALism, such harms may be justifiable given the utopian
potential of AGI. To quote Bostrom, even a “giant massacre for man” could amount to nothing more than a
“small misstep for mankind,” so long as the relevant harms do not jeopardize our “vast and glorious” future
among the stars (Bostrom, 2009a; Ord, 2020).

As outlined by Bender and Gebru, et al. (2021), the release of OpenAI’s third generation LLM, called GPT-
3, started a race to build larger language models, with size measured by the number of model parameters
and amount of training data. The race has since expanded to generative AI systems with text, images,
videos, voice, and music as inputs and outputs (Fergusson, et al., 2023). Prominent researchers have hailed
these models as bringing us closer to AGI, with DeepMind senior director Nando de Freitas exclaiming that
“it’s all about scale now! The Game is Over! It’s about making these models bigger ... solving these scaling
challenges is what will deliver AGI” [107].

Unlike small, “narrow AI” models built for specific tasks and trained using curated datasets, systems that
are advertised as having “broad general knowledge and domain expertise” require models with upwards of
hundreds of billions of parameters and training datasets of upwards of hundreds of gigabytes [108]. The
staggering environmental costs of training and performing inference on models of this size have been
documented by a number of researchers (Luccioni, et al., 2023). But from the TESCREAL perspective, this
cost should not be of much concern, because the impending climate catastrophe does not pose an existential
risk to humanity, while stopping work on building “value-aligned” AGI could (see Torres, 2022, 2021; Ord,
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2020). Other AGI proponents, like DeepMind’s Kavukcuoglu, promise that “advances in AGI research will
supercharge society’s ability to tackle and manage climate change,” while the AGI race has been
documented to do just the opposite [109].

In addition to these costs, the size of the datasets used in systems advertised to be stepping stones towards
AGI also exacerbates the dangers caused by the lack of appropriate scoping discussed earlier, because
model builders are less likely to curate, document and understand their datasets when they reach such sizes
(Bender and Gebru, et al., 2021). For instance, the LAION-5B dataset was taken down in December 2023
after Child Sexual Abuse Material (CSAM) was found in the dataset (Thiel, 2023; Cole, 2023; Birhane, et
al., 2021). The dataset was used to train models like Stability AI’s Stable Diffusion which has millions of
daily users (Jiang, et al., 2023).

As detailed by a number of scholars, both the environmental impacts and the unsafe outputs of these
systems disproportionately affect marginalized groups like racial and gender minorities, disabled people,
and citizens of developing countries bearing the brunt of the climate catastrophe (Bender and Gebru, et al.,
2021). The AGI race not only perpetuates these harms to marginalized groups, but it does so while
depleting resources from these same groups to pursue the race. Resources that could go to many entities
around the world, each building computational systems that serve the needs of specific communities, are
being siphoned away to a handful of corporations trying to build AGI. For instance, the CTO of Lesan AI, a
machine translation startup specializing in a number of Ethiopian languages, reported that potential
investors were discouraged from investing in his startup after believing that OpenAI and Meta had made his
organization obsolete (Donastorg, 2023; Gebru, 2023), in spite of evidence demonstrating that some of their
models perform poorly for the languages in question (Hadgu, et al., 2023).

Thus, the end result of pursuing the AGI race has been an accumulation of resources by organizations like
OpenAI (US$100B+ valuation) and Anthropic (US$18B+ valuation) that position themselves as leaders of
an endeavor to “benefit all of humanity” (Tan, et al., 2023; Field, 2023) [110], and a depletion of resources
from the many organizations around the world working on tools to serve the needs of specific communities.
Indeed, some leading TESCREALists have suggested that AGI should be developed by “some small
vanguard of elite super-programmers and uber-scientists” (Goertzel, 2015), an attitude that mirrors that of
first-wave eugenicists who used IQ tests to determine who is “fit” to lead society. Instead of having the
multitudes of humans around the world building tools serving their own needs, the TESCREAList techno-
utopia entails diverting resources to create their singular vision of a superior being with characteristics
determined and controlled by them.

6.3. Evading accountability

The veneer of building a complex, all-knowing being, as imagined by TESCREALists, has given
organizations cover to evade accountability for the labor exploitation and deceptive practices that, in
practice, fuel the systems they advertise as stepping stones towards AGI. Organizations working on AGI
depend on millions of exploited workers around the world (Gray and Suri, 2019; Williams, et al., 2022)
who label data to train, evaluate and moderate their systems. For example, in 2023, Time reported that
Kenyan workers paid as low as US$1.32/hour were hired to label toxic content such as “textual descriptions
of sexual abuse, hate speech, and violence” to help OpenAI develop automated filters that prevent the
public from seeing these outputs (Perrigo, 2023). Workers also had to label images including those
containing “bestiality, rape, and sexual slavery.” In the process, they reported being “mentally scarred by
the work,” living in the opposite reality from an AGI ushered utopia where “people will be freed up to
spend more time with people they care about” [111]. As Williams, et al. (2022) wrote, while corporations
such as OpenAI headquartered in Silicon Valley receive billions of dollars in investment, with their
executives and AI researchers paid six to seven figures, this salary is not afforded to the low-income
essential workers around the world mitigating the harms of these systems at a cost to their own mental
health.

Anthropomorphizing systems output by organizations striving to build AGI by calling them “thinking” or
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“sentient” machines obfuscates the many exploited humans involved in training and evaluating these
systems, as well as the resources that are consumed in the process. Ensuring system safety requires an
ecosystem of agencies, lawmakers, and internal groups that scrutinize organizational practices, audit
processes by which products are built and deployed, and hold organizations accountable in cases of safety
violations (Raji, et al., 2020). When organizations advertise their systems as a step toward AGI, or when
researchers ask if machines can learn “morality” and whether they “understand us” (Agüera y Arcas, 2022;
Jiang, et al., 2022), they move attention away from organizations’ responsibility to create products with
certain requirements, or protecting the wellbeing of the workers involved in the process, to discussions of
AI systems as if they exist on their own (Tucker, 2022). This is particularly harmful because ascribing such
agency to AI systems also misleads the public into the actual capabilities of these systems, which can result
in erroneous or even harmful outcomes, while allowing organizations who build these products and
encourage such uses to evade accountability (Gebru and Mitchell, 2022).

For example, OpenAI’s leaders have described their tools as “slightly conscious” [112], and predict that “in
the next five years, computer programs that can think will read legal documents and give medical advice”
[113]. Venkatasubramanian discussed the anthropomorphization in ChatGPT’s design in his interview with
VentureBeat noting: “... Google Bard doesn’t do this. Google Bard is a system for making queries and
getting answers. ChatGPT puts little three dots [as if it’s] ‘thinking’ just like your text message does.
ChatGPT puts out words one at a time as if it’s typing. The system is designed to make it look like there’s a
person at the other end of it. That is deceptive” (Goldman, 2023). In spite of the marketing of ChatGPT and
similar systems as nearly all-knowing machines, they should not be used for search purposes for many
reasons, one of them being that they can completely fabricate information while presenting it to users with
confident-sounding prose (Bender and Gebru, et al., 2021; Shah and Bender, 2022), resulting in what
Bender has called the equivalent of an oil spill on the information ecosystem (Shah and Bender, 2024)
[114].

However, due to the claims of those building these systems and the design choices that anthropomorphize
them, organizations have used tools like ChatGPT in high-stakes scenarios like providing mental health
advice without informing people that they were engaging with a chatbot (Biron, 2023), and claiming to be
able to replace lawyers with chatbots fine-tuned on ChatGPT (Cerullo, 2023). In a tragic event, a man
reportedly died by suicide in Belgium, after text output by an LLM based chatbot encouraged him to do so
(Xiang, 2023). Nevertheless, OpenAI’s former chief scientist recently tweeted that “in the future, once the
robustness of our models will exceed some threshold, we will have *wildly effective* and dirt cheap AI
therapy” [115]. Recently, a judge penalized two U.S. lawyers who used ChatGPT to generate fake court
cases in their demand letters (Milmo and Agency, 2023). While OpenAI’s terms of use simply place all
responsibility to uphold the law on the user, thus evading accountability, its leaders simultaneously inspire
such high-stakes uses of their products by associating their tools with AGI and implying that those
capabilities are imminent.

A similar dynamic can be observed with text-to-image models like Stability AI’s Stable Diffusion and
OpenAI’s Dall-E, which journalists have described as being “inspired” by artists, just like artists are
inspired by other artists [116]. Jiang, et al. (2023) described the consequences of this type of
anthropomorphization by noting that it “devalues artists’ works, robs them of credit and compensation” for
the data that is taken from them to train these models, “and ascribes accountability to the image generators
rather than holding the entities that create them accountable.” As Karla Ortiz remarked: “AI companies
claimed to bring art to the masses, but ... they just gave potential art theft/plagiarism to the masses” [117].
By ascribing human-like qualities to models trained by corporations to generate profit, using troves of
artists’ works without obtaining their consent or compensating them, our attention is directed away from
investigating the processes by which corporations create these products, the harms their practices cause
artists, and the mechanisms that need to be put in place to hold the corporations accountable.

6.4. Co-opting safety

Another way in which those attempting to build AGI have evaded accountability is by framing the AGI race
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as existential to humans in spite of the harms caused by the race as detailed earlier. Like their first-wave
eugenicist predecessors who believed that “improving the human stock” was the only way to safeguard
“human civilization,” leaders of the TESCREAL bundle argue that creating aligned AGI is a way to
safeguard civilization, and thus, the most important task for humanity this century (Ord, 2020). As
Yudkowsky remarked, “ours is the era of inadequate AI alignment theory. Any other facts about this era are
relatively unimportant” [118].

Framing the AGI agenda as a safety issue allows companies working toward it to describe themselves as
“AI safety” organizations safeguarding humanity’s future, while simultaneously creating unsafe products,
centralizing power, and evading accountability, as discussed earlier. According to some leading
TESCREALists, such harms would be classified as nothing more than “mere ripples on the surface of the
great sea of life,” as Nick Bostrom (2009b) described the worst disasters and atrocities of the twentieth
century. To them, the far more pressing “risk” arises from the possibility of never realizing the eugenic
ideals promised through creating “transhuman AGI” (Goertzel, 2010) that is orders of magnitude more
“intelligent” and “morally superior” (Fitzgerald, et al., 2020) than human beings. TESCREALists Greaves
and MacAskill (2019) write that “for the purposes of evaluating actions, we can in the first instance often
simply ignore all the effects contained in the first 100 (or even 1,000) years, focussing primarily on the
further-future effects. Short-run effects act as little more than tie-breakers.”

TESCREAList leaders have argued that AGI is inevitable — someone is going to build it [119]. If it is built
by those who are not “value-aligned,” and according to them China would fit into this category, it would be
a national security risk to those Western countries that TESCREAL leaders are from, or worse, could render
all of humanity extinct (Davis, 2023). Hence, Western nations should make building “value-aligned” AGI
national priorities, as they are the ones who can build “value-aligned” AGI beneficial to “all of humanity”
(Davis, 2023). By tapping into Cold War rhetoric and framing the need to build AGI as a safety concern,
TESCREALists have started to steer Western politicians and global multilateral organizations into investing
in, legitimizing, and prioritizing their AGI agenda. Weiss-Blatt has detailed the amount of lobbying and
media influence campaigns by TESCREAL organizations to ensure that the hypothetical AGI apocalypse is
prioritized by policy-makers worldwide [120].

This legitimization has had concrete policy impacts, with legislators who may not want to advance
TESCREAList utopian ideals nonetheless being heavily influenced by them. An investigation by Politico
detailed how this influence is steering U.S. and U.K. AI policy towards preventing a hypothetical human
extinction event from nonexistent superintelligent machines (Bordelon, 2023; Clarke, 2023). Meanwhile,
corporations like OpenAI are evading scrutiny by presenting their products as too powerful for regulators to
understand and regulate, while exploiting labor and profiting off of people’s data without consent or
compensation as noted earlier. In May 2023, Sam Altman testified before the U.S. Senate urging regulation
on AI, and warned in a blogpost less than a week later that there needs to be an agency, akin to the
International Atomic Agency, to regulate “superintelligence” since it “will be more powerful than other
technologies humanity has had to contend with in the past” [121]. He was shortly after described in the
media as an “Oppenheimer of our age” warning about his own powerful creation (Weil, 2023). However,
while warning the public about the dangers of nonexistent superintelligent machines that would need to be
regulated, OpenAI was simultaneously threatening to exit the EU, stating that the draft of the EU AI Act at
the time would result in “over-regulating” them (Reuters, 2023a).

In this way, TESCREALists have been able to divert resources toward trying to build AGI and stopping
their version of an apocalypse in the far future, while dissuading the public from scrutinizing the actual
harms that they cause in their attempts to build AGI. As another example, Max Tegmark, cofounder of the
Future of Life Institute along with Jaan Tallinn, delivered a talk at the 2017 Effective Altruism conference
(EA Global) in which he argued that “if we don’t improve our technology, we are doomed ... but with tech,
life can flourish for billions of years” [122]. But in 2023 the Future of Life Institute circulated a widely
publicized petition signed by Tegmark and many of those responsible for the AGI race, including Musk and
Altman, to “pause giant AI experiments” to stop “nonhuman minds that might eventually outnumber,
outsmart, obsolete and replace us” [123]. Appearing on Democracy Now!, when asked about the present
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day dangers like biometric surveillance warned by researchers and activists like Tawnana Petty, Tegmark
stated: “Extinction is not something in the very distant future ... And once we’re all extinct, you know, all
these other issues cease to even matter” (Bengio, et al., 2023). Similarly, when Geoffery Hinton, who also
signed the petition, was asked by Rolling Stone about the issues raised by Timnit Gebru who was fired by
Google after writing a paper on the dangers of large language models, he answered: “I believe that the
possibility that digital intelligence will become much smarter than humans and will replace us as the apex
intelligence is a more serious threat to humanity than bias and discrimination” (O’Neil, 2023).

While ringing the alarm about these hypothetical apocalyptic scenarios, TESCREALists simultaneously
create organizations to pursue building the very AGI that they warn could render us extinct, because they
would do it in a way that is “safe” and “beneficial” as noted by companies like OpenAI, DeepMind,
Anthropic, and Musk’s xAI. Three months after signing the “Pause AI” letter, Elon Musk announced his
new AI organization aiming to develop AGI that is “maximally curious” (Reuters, 2023b). He was joined,
in an advisory role, by Dan Hendrycks, founder of the Center of AI Safety, a TESCREAList institute which
circulated a 22-word statement similar to the “pause letter,” warning about the existential risks of AI [124].
Thus, TESCREALists use the language of “safety” to first drive resources into the goal of building AGI,
which in turn causes harm to marginalized groups, and then use the language of “safety” to dissuade
investigations into those harms and once again divert resources into preventing a hypothetical AGI
apocalypse.

7. Building well-scoped and well-defined systems

While those working to build AGI describe their work as scientific and engineering endeavors, we argue
that attempting to build AGI follows neither scientific nor engineering principles. The scientific method
often involves postulating specific hypotheses and testing them with extensive experimentation (Hepburn
and Andersen, 2021). Engineering requires us to provide specifications for expected behavior, tolerance,
and safety protocols for the tools that we build (Khlaaf, 2023; Kossiakoff, et al., 2020). Engineers often
model idealized versions of their systems, as well as nonidealities and their impacts on system functionality
(Khlaaf. 2023; Kossiakoff, et al., 2020; Tripathy and Naik, 2011). They then perform stress tests to
understand the behavior of the systems they build under various circumstances: those considered standard
operating conditions, and those deviating from the norm (Kossiakoff, et al., 2020).

As an example, one of us worked as a hardware engineer designing audio circuitry for devices such as
laptops. Some of the tests that we performed as part of our work included drop testing, constantly dropping
devices to understand the manner in which their functionality degrades when they are exposed to shocks
[125], placing the devices in extremely cold or hot environments (International Electrotechnical
Commission, 2020), frequently restarting them [126], and performing different types of tests to understand
the behavior of these systems under conditions that they were not normally meant to operate in. These
stress tests occurred in addition to extensive testing and documentation under conditions that the devices
were meant to be operational. Engineers had to ensure compliance with various laws such as the Restriction
of Hazardous Substances Directive in the European Union, which requires electrical and electronic
components to be free of hazardous materials such as lead (European Union, 2011).

What would be the standard operating conditions for a system advertised as a “universal algorithm for
learning and acting in any environment” [127]? How could experiments designed to test the functionality of
such a system have construct validity: the ability of an experiment to faithfully portray a system’s expected
performance in the real world (O’Leary-Kelly and Vokurka, 1998)? We argue that these are not questions
that can be answered for a system like AGI, which is not well defined but is purported to be able to
accomplish infinitely many tasks under infinitely many conditions. Hence, while TESCREALists like
Goertzel lamented the focus on “narrow AI” described as “collections of dumb specialists in small
domains” before the current resurgence of the excitement towards AGI [128], we argue that the first steps
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in making any AI system safe are attempting to build well-scoped and well-defined systems like those
described as “narrow AI,” rather than a machine that can supposedly do any task under any circumstance.

The AGI race is not an inevitable, unstoppable march towards technological progress, grounded in careful
scientific and engineering principles (van Rooij, et al., 2023). It is a movement created by adherents of the
TESCREAL bundle seeking to “safeguard humanity” (Ord, 2020) by, in Altman’s words, building a “magic
intelligence in the sky” (Germain, 2023), just like their first-wave eugenicist predecessors who thought they
could “perfect” the “human-stock” through selective breeding (see Bloomfield, 1949). Through concerted
campaigns to influence AI research and policy practices backed by billions of dollars, TESCREALists have
steered the field into prioritizing attempts to build unscoped systems which are inherently unsafe, and have
resulted in documented harms to marginalized groups. As reported by Nitasha Tiku (2023), Open
Philanthropy alone has spent more than half a billion dollars on initiatives pertaining to AGI. They have
done this by:

developing a pipeline of talent to fight rogue AI, building a
scaffolding of think tanks, YouTube channels, prize
competitions, grants, research funding and scholarships — as
well as a new fellowship that can pay student leaders as much
as $80,000 a year, plus tens of thousands of dollars in expenses.

This investment has succeeded in legitimizing the AGI race such that many students and practitioners who
may not be aligned with TESCREAL utopian ideals are working to advance the AGI agenda because it is
presented as a natural progression in the field of AI. In the same way that first-wave eugenicists and race
scientists sought and achieved academic legitimacy for their research (Saini, 2019), TESCREALists have
created a veneer of scientific authority that makes their ideas more palatable to uncritical audiences, and
thus have succeeded in influencing research and policy directions in the field of AI. First-wave eugenics
proved to be ineffective and catastrophic. But as Jean Gayon and Daniel Jacobi signify with the term
“eternal return of eugenics,” eugenic ideals keep on being repackaged in different forms [129]. The AGI
race is yet another attempt, diverting resources and attention away from potentially useful research
directions, and causing harm in the process of trying to achieve a techno-utopian ideal crafted by self
appointed “vanguards” of humanity.

8. Conclusion

In this paper, we have asked: what motivates those who aspire to build AGI — a system, which, although it
does not have one definition even among those who claim to be building it, seems to be an all-knowing
machine akin to a “god”? The answer is that the current push for AGI is driven by a set of ideologies which
we label the “second wave” of eugenics. Leaders of the AGI movement subscribe to this set of ideologies,
which directly emerged from the modern eugenics movement, and therefore have inherited similar ideals.
We trace the influence of this set of ideologies throughout the AGI movement, and show the manner in
which its harmful ideals have resulted in systems that perpetuate inequity, centralize power, and harm the
same groups that were targeted by the first-wave modern eugenics movement. We argue that attempting to
build something akin to a god is an inherently unsafe practice, and urge researchers and practitioners to
abandon this goal in lieu of building well-defined, well-scoped systems that prioritize people’s safety. 
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