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Preface

This book comprises 157 problems in classical electromagnetism, originating from
the second-year course given by the authors to the undergraduate students of
physics at the University of Pisa in the years from 2002 to 2017. Our course covers
the basics of classical electromagnetism in a fairly complete way. In the first part,
we present electrostatics and magnetostatics, electric currents, and magnetic
induction, introducing the complete set of Maxwell’s equations. The second part is
devoted to the conservation properties of Maxwell’s equations, the classical theory
of radiation, the relativistic transformation of the fields, and the propagation of
electromagnetic waves in matter or along transmission lines and waveguides.
Typically, the total amount of lectures and exercise classes is about 90 and
45 hours, respectively. Most of the problems of this book were prepared for the
intermediate and final examinations. In an examination test, a student is requested
to solve two or three problems in 3 hours. The more complex problems are pre-
sented and discussed in detail during the classes.

The prerequisite for tackling these problems is having successfully passed the
first year of undergraduate studies in physics, mathematics, or engineering,
acquiring a good knowledge of elementary classical mechanics, linear algebra,
differential calculus for functions of one variable. Obviously, classical electro-
magnetism requires differential calculus involving functions of more than one
variable. This, in our undergraduate programme, is taught in parallel courses
of the second year. Typically, however, the basic concepts needed to write down the
Maxwell equations in differential form are introduced and discussed in our elec-
tromagnetism course, in the simplest possible way. Actually, while we do not
require higher mathematical methods as a prerequisite, the electromagnetism course
is probably the place where the students will encounter for the first time topics such
as Fourier series and transform, at least in a heuristic way.

In our approach to teaching, we are convinced that checking the ability to solve a
problem is the best way, or perhaps the only way, to verify the understanding of the
theory. At the same time, the problems offer examples of the application
of the theory to the real world. For this reason, we present each problem with a title
that often highlights its connection to different areas of physics or technology,
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so that the book is also a survey of historical discoveries and applications of
classical electromagnetism. We tried in particular to pick examples from different
contexts, such as, e.g., astrophysics or geophysics, and to include topics that, for
some reason, seem not to be considered in several important textbooks, such as,
e.g., radiation pressure or homopolar/unipolar motors and generators. We also
included a few examples inspired by recent and modern research areas, including,
e.g., optical metamaterials, plasmonics, superintense lasers. These latter topics
show that nowadays, more than 150 years after Maxwell's equations, classical
electromagnetism is still a vital area, which continuously needs to be understood
and revisited in its deeper aspects. These certainly cannot be covered in detail in a
second-year course, but a selection of examples (with the removal of unnecessary
mathematical complexity) can serve as a useful introduction to them. In our
problems, the students can have a first glance at “advanced” topics such as, e.g., the
angular momentum of light, longitudinal waves and surface plasmons, the princi-
ples of laser cooling and of optomechanics, or the longstanding issue of radiation
friction. At the same time, they can find the essential notions on, e.g., how an
optical fiber works, where a plasma display gets its name from, or the principles of
funny homemade electrical motors seen on YouTube.

The organization of our book is inspired by at least two sources, the book
Selected Problems in Theoretical Physics (ETS Pisa, 1992, in Italian, World
Scientific, 1994, in English) by our former teachers and colleagues A. Di Giacomo,
G. Paffuti and P. Rossi, and the great archive of Physics Examples and other
Pedagogic Diversions by Prof. K. McDonald (http:/puhepl.princeton.edu/%
7Emcdonald/examples/) which includes probably the widest source of advanced
problems and examples in classical electromagnetism. Both these collections are
aimed at graduate and postgraduate students, while our aim is to present a set of
problems and examples with valuable physical contents, but accessible at the
undergraduate level, although hopefully also a useful reference for the graduate
student as well.

Because of our scientific background, our inspirations mostly come from the
physics of condensed matter, materials and plasmas as well as from optics, atomic
physics and laser—matter interactions. It can be argued that most of these subjects
essentially require the knowledge of quantum mechanics. However, many phe-
nomena and applications can be introduced within a classical framework, at least in
a phenomenological way. In addition, since classical electromagnetism is the first
field theory met by the students, the detailed study of its properties (with particular
regard to conservation laws, symmetry relations and relativistic covariance) pro-
vides an important training for the study of wave mechanics and quantum field
theories, that the students will encounter in their further years of physics study.

In our book (and in the preparation of tests and examinations as well), we tried to
introduce as many original problems as possible, so that we believe that we have
reached a substantial degree of novelty with respect to previous textbooks.
Of course, the book also contains problems and examples which can be found in
existing literature: this is unavoidable since many classical electromagnetism
problems are, indeed, classics! In any case, the solutions constitute the most
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important part of the book. We did our best to make the solutions as complete and
detailed as possible, taking typical questions, doubts and possible mistakes by the
students into account. When appropriate, alternative paths to the solutions are
presented. To some extent, we tried not to bypass tricky concepts and ostensible
ambiguities or “paradoxes” which, in classical electromagnetism, may appear more
often than one would expect.

The sequence of Chapters 1-12 follows the typical order in which the contents
are presented during the course, each chapter focusing on a well-defined topic.
Chapter 13 contains a set of problems where concepts from different chapters are
used, and may serve for a general review. To our knowledge, in some under-
graduate programs the second-year physics may be “lighter” than at our department,
i.e., mostly limited to the contents presented in the first six chapters of our book
(i.e., up to Maxwell's equations) plus some preliminary coverage of radiation
(Chapter 10) and wave propagation (Chapter 11). Probably this would be the choice
also for physics courses in the mathematics or engineering programs. In a physics
program, most of the contents of our Chapters 7—12 might be possibly presented in
a more advanced course at the third year, for which we believe our book can still be
an appropriate tool.

Of course, this book of problems must be accompanied by a good textbook
explaining the theory of the electromagnetic field in detail. In our course, in
addition to lecture notes (unpublished so far), we mostly recommend the volume II
of the celebrated Feynman Lectures on Physics and the volume 2 of the Berkeley
Physics Course by E. M. Purcell. For some advanced topics, the famous Classical
Electrodynamics by J. D. Jackson is also recommended, although most of this book
is adequate for a higher course. The formulas and brief descriptions given at the
beginning of the chapter are not meant at all to provide a complete survey of the-
oretical concepts, and should serve mostly as a quick reference for most important
equations and to clarify the notation we use as well.

In the first Chapters 1-6, we use both the SI and Gaussian c.g.s. system of units.
This choice was made because, while we are aware of the wide use of SI units, still
we believe the Gaussian system to be the most appropriate for electromagnetism
because of fundamental reasons, such as the appearance of a single fundamental
constant (the speed of light ¢) or the same physical dimensions for the electric and
magnetic fields, which seems very appropriate when one realizes that such fields are
parts of the same object, the electromagnetic field. As a compromise we used both
units in that part of the book which would serve for a “lighter” and more general
course as defined above, and switched definitely (except for a few problems) to
Gaussian units in the “advanced” part of the book, i.e., Chapters 7-13. This choice
is similar to what made in the 3rd Edition of the above-mentioned book by Jackson.

Problem-solving can be one of the most difficult tasks for the young physicist,
but also one of the most rewarding and entertaining ones. This is even truer for the
older physicist who tries to create a new problem, and admittedly we learned a lot
from this activity which we pursued for 15 years (some say that the only person
who certainly learns something in a course is the teacher!). Over this long time,
occasionally we shared this effort and amusement with colleagues including in
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particular Francesco Ceccherini, Fulvio Cornolti, Vanni Ghimenti, and Pietro
Menotti, whom we wish to warmly acknowledge. We also thank Giuseppe Bertin
for a critical reading of the manuscript. Our final thanks go to the students who did
their best to solve these problems, contributing to an essential extent to improve
them.

Pisa, Tuscany, Italy Andrea Macchi
May 2017 Giovanni Moruzzi
Francesco Pegoraro



Contents

1 Basics of Electrostatics . ................ ... .. ...... .. ....

1.1

Overlapping Charged Spheres. . ....................

1.2 Charged Sphere with Internal Spherical Cavity.........
1.3 Energy of a Charged Sphere . . .....................
1.4 Plasma Oscillations . . . .......... .. ... .. ..........
1.5 Mie Oscillations .. ............. .. ... ..
1.6 Coulomb explosions .. ........... ... ... ... ... ....
1.7 Plane and Cylindrical Coulomb Explosions. . . .........
1.8 Collision of two Charged Spheres. . .................
1.9 Oscillations in a Positively Charged Conducting
Sphere. ... ...
1.10 Interaction between a Point Charge and an Electric
Dipole. . ...
1.11 Electric Field of a Charged Hemispherical Surface. . . . ..
2 Electrostatics of Conductors. . ............................
2.1 Metal Sphere in an External Field. . .............. ...
2.2 Electrostatic Energy with Image Charges .............
2.3 Fields Generated by Surface Charge Densities . ........
2.4 A Point Charge in Front of a Conducting Sphere . . . .. ..
2.5 Dipoles and Spheres . ... ....... ... ... .. .. ...
2.6 Coulomb’s Experiment . . .........................
2.7 A Solution Looking for a Problem . .................
2.8 Electrically Connected Spheres . .. ..................
2.9 A Charge Inside a Conducting Shell. . ............ ...
2.10 A Charged Wire in Front of a Cylindrical Conductor-. . . .
2.11 Hemispherical Conducting Surfaces .................
2.12 The Force Between the Plates of a Capacitor . .. .......
2.13 Electrostatic Pressure on a Conducting Sphere .. .......
2.14 Conducting Prolate Ellipsoid. . .....................

BN e NV, BT B N S N N

ix



Contents

Electrostatics of Dielectric Media. ... ................... ... 17
3.1 An Artificial Dielectric .. ........ .. ... .. .. .. ... .. 19
32 Charge in Front of a Dielectric Half-Space . ........... 19
33 An Electrically Polarized Sphere.................... 19
34 Dielectric Sphere in an External Field. .. ............. 20
35 Refraction of the Electric Field at a Dielectric

Boundary. . ... ... ... 20
3.6 Contact Force between a Conducting Slab and a

Dielectric Half-Space. ... .......... ... ... .. ... ... 21
3.7 A Conducting Sphere between two Dielectrics . ... ... .. 21
3.8 Measuring the Dielectric Constant of a Liquid . ........ 22
39 A Conducting Cylinder in a Dielectric Liquid. . ........ 22
3.10 A Dielectric Slab in Contact with a Charged Conductor ... 23
3.11 A Transversally Polarized Cylinder. . ................ 23
Reference . ... ... ... . . .. . . 23
Electric Currents. . . .. ... ... ... . ... ... ... 25
4.1 The Tolman-Stewart Experiment. . .. ................ 27
4.2 Charge Relaxation in a Conducting Sphere............ 27
43 A Coaxial Resistor . ............. ... ... ... ..... 27
4.4 Electrical Resistance between two Submerged

Spheres (1) .. ... 28
4.5 Electrical Resistance between two Submerged

Spheres (2) .. ... 28
4.6 Effects of non-uniform resistivity ................... 29
4.7 Charge Decay in a Lossy Spherical Capacitor. . ........ 29
4.8 Dielectric-Barrier Discharge ....................... 29
4.9 Charge Distribution in a Long Cylindrical Conductor. ... 30
4.10 An Infinite Resistor Ladder. . . ..................... 31
References. . .. ... ... . 31
Magnetostatics . . . .......... .. ... .. 33
5.1 The Rowland Experiment . .. ...................... 37
5.2 Pinch Effect in a Cylindrical Wire. . . ................ 37
53 A Magnetic Dipole in Front of a Magnetic

Half-Space. . . ...... .. .. .. 38
54 Magnetic Levitation. . . ........................... 38
5.5 Uniformly Magnetized Cylinder .. .................. 38
5.6 Charged Particle in Crossed Electric and Magnetic

Fields ... .. 39
5.7 Cylindrical Conductor with an Off-Center Cavity . . ... .. 39
5.8 Conducting Cylinder in a Magnetic Field . .. .......... 40
5.9 Rotating Cylindrical Capacitor .. ................... 40

5.10 Magnetized Spheres ... ........ ... ... .. . . . .. 40



Contents xi

6 Magnetic Induction and Time-Varying Fields. . .............. 43
6.1 A Square Wave Generator. . . ...................... 44
6.2 A Coil Moving in an Inhomogeneous Magnetic Field. ... 44
6.3 A Circuit with “Free-Falling” Parts. .. ............... 45
6.4 The Tethered Satellite . . .......................... 46
6.5 Eddy Currents in a Solenoid . . ..................... 46
6.6 Feynman’s “Paradox™ . .......... .. ... .. ... ...... 47
6.7 Induced Electric Currents in the Ocean. .............. 47
6.8 A Magnetized Sphere as Unipolar Motor . ... ......... 48
6.9 Induction Heating . . ............................. 48
6.10 A Magnetized Cylinder as DC Generator .. ........... 49
6.11 The Faraday Disk and a Self-Sustained Dynamo . ...... 49
6.12 Mutual Induction between Circular Loops. ... ......... 50
6.13 Mutual Induction between a Solenoid and a Loop ... ... 51
6.14 Skin Effect and Eddy Inductance in an Ohmic Wire. . . . . 51
6.15 Magnetic Pressure and Pinch effect for a Surface

Current . . ... 52
6.16 Magnetic Pressure on a Solenoid .. ................. 52
6.17 A Homopolar Motor . ... .......... ... ... ........ 53
References. . .. ... . . 53

7 Electromagnetic Oscillators and Wave Propagation........... 55
7.1 Coupled RLC Oscillators (1). .. .................... 56
7.2 Coupled RLC Oscillators (2). .. ...t 56
7.3 Coupled RLC Oscillators (3). ... ... ... 57
7.4 The LC Ladder Network. ... ................... ... 57
7.5 The CL Ladder Network. .......... ... ... .. ... ... 58
7.6 Non-Dispersive Transmission Line . .. ............... 58
7.7 An “Alternate” LC Ladder Network . . ............... 59
7.8 Resonances in an LC Ladder Network ... ............ 60
7.9 Cyclotron Resonances (1) .. ....................... 60
7.10 Cyclotron Resonances (2) .. .................c..... 61
7.11 A Quasi-Gaussian Wave Packet . ................... 61
7.12 A Wave Packet along a Weakly Dispersive Line . ... ... 62

8 Maxwell Equations and Conservation Laws . ................ 65
8.1 Poynting Vector(s) in an Ohmic Wire. ... ............ 67
8.2 Poynting Vector(s) in a Capacitor. . ................. 67
8.3 Poynting’s Theorem in a Solenoid . ................. 67
8.4 Poynting Vector in a Capacitor with Moving Plates . . . . . 68
8.5 Radiation Pressure on a Perfect Mirror . . . ............ 68
8.6 A Gaussian Beam .. ........ .. ... ... .. oL L 69

8.7 Intensity and Angular Momentum of a Light Beam . . . .. 69



xii

10

11

Contents

8.8 Feynman’s Paradox solved . ....................... 70
8.9 Magnetic Monopoles. .. ........ ... ... ... .. ... ... 71
Relativistic Transformations of the Fields . . . ................ 73
9.1 The Fields of a Current-Carrying Wire . . . ............ 74
9.2 The Fields of a Plane Capacitor .. .................. 74
9.3 The Fields of a Solenoid. . ........................ 75
9.4 The Four-Potential of a Plane Wave . ................ 75
9.5 The Force on a Magnetic Monopole . . ............... 75
9.6 Reflection from a Moving Mirror . . ................. 76
9.7 Oblique Incidence on a Moving Mirror. . . ............ 76
9.8 Pulse Modification by a Moving Mirror . . ............ 77
9.9 Boundary Conditions on a Moving Mirror ... ......... 77
Reference . ... ... .. .. . . . . 78
Radiation Emission and Scattering. . ... .................... 79
10.1 Cyclotron Radiation ............................. 79
10.2 Atomic Collapse . .. ....... ... .. .. .. .. 80
10.3 Radiative Damping of the Elastically Bound Electron.... 80
10.4 Radiation Emitted by Orbiting Charges. .. ............ 81
10.5 Spin-Down Rate and Magnetic Field of a Pulsar ....... 81
10.6 A Bent Dipole Antenna. . . ........................ 82
10.7 A Receiving Circular Antenna .. ................... 83
10.8 Polarization of Scattered Radiation . . ................ 83
10.9 Polarization Effects on Thomson Scattering ........... 83
10.10 Scattering and Interference . ....................... 84
10.11 Optical Beats Generating a “Lighthouse Effect” ........ 85
10.12 Radiation Friction Force .. ........................ 85
References. . . ... .. 86
Electromagnetic Waves in Matter ......................... 87
11.1 Wave Propagation in a Conductor at High and Low

Frequencies. ... .......... .. .. . . i 88
11.2 Energy Densities in a Free Electron Gas. . ............ 88
11.3 Longitudinal Waves . .......... ... ... ... ... ... ... 89
11.4 Transmission and Reflection by a Thin Conducting

Foil . ... 89
11.5 Anti-reflection Coating . .......................... 90
11.6 Birefringence and Waveplates. .. ................... 91
11.7 Magnetic Birefringence and Faraday Effect............ 91
11.8 Whistler Waves. . ............. ... .. . .. 92
11.9 Wave Propagation in a “Pair” Plasma. ............... 93
11.10 Surface Waves ......... .. ... . ... . L 93
11.11 Mie Resonance and a “Plasmonic Metamaterial” .. ... .. 94

Reference . ......... . 94



Contents xiii

12 Transmission Lines, Waveguides, Resonant Cavities . ......... 95
12.1 The Coaxial Cable. . . ........... .. ... .. ... .. ..... 96
12.2 Electric Power Transmission Line. . ................. 96
12.3 TEM and TM Modes in an “Open” Waveguide . . ... ... 97
12.4 Square and Triangular Waveguides. . .. .............. 97
12.5 Waveguide Modes as an Interference Effect .. ... ... ... 98
12.6 Propagation in an Optical Fiber. . .......... ... ... ... 99
12.7 Wave Propagation in a Filled Waveguide . . .. ......... 100
12.8 Schumann Resonances . .......................... 100

13 Additional Problems . . ..... ... ... ... ... .. . . L. 103
13.1 Electrically and Magnetically Polarized Cylinders. . . . . .. 103
13.2 Oscillations of a Triatomic Molecule. . .. ............. 103
13.3 Impedance of an Infinite Ladder Network. ... ......... 104
13.4 Discharge of a Cylindrical Capacitor. . .. ............. 105
13.5 Fields Generated by Spatially Periodic Surface

Sources . . ... 105
13.6 Energy and Momentum Flow Close to a Perfect

MIITor . . .o 106
13.7 Laser Cooling of a Mirror. . . ...................... 106
13.8 Radiation Pressure on a Thin Foil. ... ............ ... 107
13.9 Thomson Scattering in the Presence of a Magnetic

Field . ... 107
13.10 Undulator Radiation . ............................ 108
13.11 Electromagnetic Torque on a Conducting Sphere . . . . . .. 108
13.12 Surface Waves in a Thin Foil . . .................... 109
13.13 The Fizeau Effect .. ... ... ... ... .. .. .. ... ... 109
13.14 Lorentz Transformations for Longitudinal Waves . .. .. .. 110
13.15 Lorentz Transformations for a Transmission Cable. . . . .. 110
13.16 A Waveguide with a Moving End. . ................. 111
13.17 A “Relativistically” Strong Electromagnetic Wave . . . . .. 111
13.18 Electric Current in a Solenoid . .. ................... 112
13.19 An Optomechanical Cavity . ....................... 113
13.20 Radiation Pressure on an Absorbing Medium . ......... 113
13.21 Scattering from a Perfectly Conducting Sphere. ... ... .. 114
13.22 Radiation and Scattering from a Linear Molecule . . . . . .. 114
13.23 Radiation Drag Force . ........................... 115
Reference ... ... .. .. .. 115

S-1  Solutions for Chapter 1........... ... ... ... ... ......... 117
S-1.1 Overlapping Charged Spheres. . .................... 117
S-1.2 Charged Sphere with Internal Spherical Cavity......... 118
S-1.3 Energy of a Charged Sphere . . ..................... 119

S-14 Plasma Oscillations . . .. .......... ... . ... ....... 121



Xiv

S-2

S-3

S-4

S-1.5
S-1.6
S-1.7
S-1.8
S-1.9

S-1.10

S-1.11

Solutions
S-2.1
S-2.2
S-2.3
S-2.4
S-2.5
S-2.6
S-2.7
S-2.8
S-2.9
S-2.10
S-2.11
S-2.12
S-2.13
S-2.14

Solutions
S-3.1
S-3.2
S-3.3
S-3.4
S-3.5

S-3.6

S-3.7
S-3.8
S-3.9
S-3.10

S-3.11

Solutions
S-4.1
S-4.2

Contents

Mie Oscillations . .......... .. ... ... ... ... .....
Coulomb Explosions . . . .......... ... .. ... ... ....
Plane and Cylindrical Coulomb Explosions. .. .........
Collision of two Charged Spheres. .. ................
Oscillations in a Positively Charged Conducting

Interaction between a Point Charge and an Electric
Dipole. ... ...
Electric Field of a Charged Hemispherical surface . . . ...

for Chapter 2. ........ ... .. ... .. ... .. ... ......
Metal Sphere in an External Field. . .............. ...
Electrostatic Energy with Image Charges .............
Fields Generated by Surface Charge Densities ... ... ...
A Point Charge in Front of a Conducting Sphere . . . . . ..
Dipoles and Spheres . . .......... ... ... ... .......
Coulomb’s Experiment . . .........................
A Solution Looking for a Problem .. .......... ... ...
Electrically Connected Spheres . . ...................
A Charge Inside a Conducting Shell . . ...............
A Charged Wire in Front of a Cylindrical Conductor . . . .
Hemispherical Conducting Surfaces .................
The Force between the Plates of a Capacitor. . ... ......
Electrostatic Pressure on a Conducting Sphere .. .......
Conducting Prolate Ellipsoid. . .....................

for Chapter 3. .......... ... ... .. ... .. ..........
An Artificial Dielectric .. ........ .. ... .. ... ... ...
Charge in Front of a Dielectric Half-Space . . ..........
An Electrically Polarized Sphere....................
Dielectric Sphere in an External Field. ... ............
Refraction of the Electric Field at a Dielectric

Boundary. . ....... ... ...
Contact Force between a Conducting Slab

and a Dielectric Half-Space. .. ........... ... ... ...
A Conducting Sphere between two Dielectrics . ... ... ..
Measuring the Dielectric Constant of a Liquid .. .......
A Conducting Cylinder in a Dielectric Liquid. ... ......
A Dielectric Slab in Contact with a Charged

Conductor . .. ...
A Transversally Polarized Cylinder. . ................

for Chapter 4. .......... ... ... ... ... .........
The Tolman-Stewart Experiment. . . .................
Charge Relaxation in a Conducting Sphere............



Contents

S-5

S-6

S-4.3
S-4.4

S-4.5

S-4.6
S-4.7
S-4.8
S-4.9
S-4.10

Solutions
S-5.1
S-5.2
S-5.3

S-5.4
S-5.5
S-5.6

S-5.7
S-5.8
S-5.9
S-5.10

Solutions
S-6.1
S-6.2
S-6.3
S-6.4
S-6.5
S-6.6
S-6.7
S-6.8
S-6.9
S-6.10
S-6.11
S-6.12
S-6.13
S-6.14
S-6.15

S-6.16
S-6.17

A Coaxial Resistor . ............ . ... ... ... ....
Electrical Resistance between two Submerged

Spheres (1) .. ...
Electrical Resistance between two Submerged

Spheres (2) .. ...
Effects of non-uniform resistivity ...................
Charge Decay in a Lossy Spherical Capacitor. . ........
Dielectric-Barrier Discharge . ......................
Charge Distribution in a Long Cylindrical Conductor-. . . .
An Infinite Resistor Ladder. .. .....................

for Chapter 5. ......... ... .. ... ... ... ... .....
The Rowland Experiment . .. ......................
Pinch Effect in a Cylindrical Wire. . .. ...............
A Magnetic Dipole in Front of a Magnetic

Half-Space. . . ........ .. .. .
Magnetic Levitation. . . .......... ... .. ... .......
Uniformly Magnetized Cylinder ... .................
Charged Particle in Crossed Electric and Magnetic

Fields ... ... .
Cylindrical Conductor with an Off-Center Cavity . . . .. ..
Conducting Cylinder in a Magnetic Field . . ...........
Rotating Cylindrical Capacitor . ....................
Magnetized Spheres ... ........ ... ... ... .. .. ...

for Chapter 6. .................................
A Square Wave Generator. . .. .....................
A Coil Moving in an Inhomogeneous Magnetic Field. . . .
A Circuit with “Free-Falling” Parts. . ................
The Tethered Satellite . . . .........................
Eddy Currents in a Solenoid . . .. ...................
Feynman’s “Paradox™ . ...........................
Induced Electric Currents in the Ocean...............
A Magnetized Sphere as Unipolar Motor . .. ..........
Induction Heating . . ............ .. .. .. ... .. .....
A Magnetized Cylinder as DC Generator . ............
The Faraday Disk and a Self-sustained Dynamo. . ... ...
Mutual Induction Between Circular Loops ... .........
Mutual Induction between a Solenoid and a Loop ... ...
Skin Effect and Eddy Inductance in an Ohmic Wire. . . ..
Magnetic Pressure and Pinch Effect for a Surface

Current . . ...
Magnetic Pressure on a Solenoid ...................
A Homopolar Motor . . . ......... .. .. .. ..........

XV

196

198

199
201
202
204
205
209

211
211
212

214
217
219



XVi

S-7

S-8

S-9

S-10

Solutions
S-7.1
S-7.2
S-7.3
S-7.4
S-7.5
S-7.6
S-7.7
S-7.8
S-7.9
S-7.10
S-7.11
S-7.12

Solutions
S-8.1
S-8.2
S-8.3
S-8.4
S-8.5
S-8.6
S-8.7
S-8.8
S-8.9

Solutions
S-9.1
S-9.2
S-9.3
S-94
S-9.5
S-9.6
S-9.7
S-9.8
S-9.9

Solutions
S-10.1
S-10.2
S-10.3
S-104
S-10.5

Contents

for Chapter 7. ........ ... ... . .. ... ... ... ...... 273
Coupled RLC Oscillators (1). . ............... ... ... 273
Coupled RLC Oscillators (2). .. .................... 276
Coupled RLC Oscillators (3). . .. ... ... 276
The LC Ladder Network. . .......... .. ... ... ..... 279
The CL Ladder Network . . .......... ... ... .. .. ... 282
A non-dispersive transmission line .. ................ 283
An “Alternate” LC Ladder Network . ................ 285
Resonances in an LC Ladder Network . .............. 288
Cyclotron Resonances (1) .. ....................... 290
Cyclotron Resonances (2) .. ....................... 293
A Quasi-Gaussian Wave Packet . ................... 295
A Wave Packet Traveling along a Weakly Dispersive

Line. .. ... . 296
for Chapter 8. .......... ... ... ... ... ........... 299
Poynting Vector(s) in an Ohmic Wire. .. ............. 299
Poynting Vector(s) in a Capacitor. . ................. 301
Poynting’s Theorem in a Solenoid . ................. 302
Poynting Vector in a Capacitor with Moving Plates . . . . . 303
Radiation Pressure on a Perfect Mirror . . . ............ 307
Poynting Vector for a Gaussian Light Beam........ ... 310
Intensity and Angular Momentum of a Light Beam . . . .. 312
Feynman’s Paradox solved .. .......... ... ... ... ... 314
Magnetic Monopoles. ... ............. ... ... ... 316
for Chapter 9. ........ ... ... ... ... .. ... ....... 319
The Fields of a Current-Carrying Wire . . . ............ 319
The Fields of a Plane Capacitor .. .................. 323
The Fields of a Solenoid. ... ...................... 324
The Four-Potential of a Plane Wave .. ............... 325
The Force on a Magnetic Monopole . ... ............. 327
Reflection from a Moving Mirror . . ................. 328
Oblique Incidence on a Moving Mirror. . ............. 332
Pulse Modification by a Moving Mirror . . ............ 333
Boundary Conditions on a Moving Mirror .. .......... 335
for Chapter 10. ... ... ... ... ... .. ... .. ... ....... 339
Cyclotron Radiation .......... ... ... .. .. ....... 339
Atomic Collapse . .. ... 342
Radiative Damping of the Elastically Bound Electron. ... 343
Radiation Emitted by Orbiting Charges. .. ............ 345
Spin-Down Rate and Magnetic Field of a Pulsar ....... 347



Contents

S-11

S-12

S-13

S-10.6 A Bent Dipole Antenna. . .........................
S-10.7 A Receiving Circular Antenna . ....................
S-10.8  Polarization of Scattered Radiation . .................
S-10.9  Polarization Effects on Thomson Scattering ...........
S-10.10  Scattering and Interference . .......................
S-10.11 Optical Beats Generating a “Lighthouse Effect” ........
S-10.12  Radiation Friction Force . .......... ... ... ... ... ...
Solutions for Chapter 11.......... ... ... ... ... ... .........
S-11.1 ~ Wave Propagation in a Conductor at High and Low

Frequencies. . .......... ... .
S-11.2  Energy Densities in a Free Electron Gas. . ............
S-11.3  Longitudinal Waves . .......... ... ... ... ... ......
S-11.4  Transmission and Reflection by a Thin Conducting

Foil . ...
S-11.5  Anti-Reflection Coating. . . ......... ... ... ... ......
S-11.6  Birefringence and Waveplates. . ....................
S-11.7  Magnetic Birefringence and Faraday Effect............
S-11.8 Whistler Waves. . ............... ...
S-11.9  Wave Propagation in a “Pair” Plasma................
S-11.10 Surface Waves .. ........ .. ... .. ... ...
S-11.11 Mie Resonance and a “Plasmonic Metamaterial” . ... ...
Solutions for Chapter 12. . ....... .. ... ... ... ... .. ... ...
S-12.1  The Coaxial Cable. . . ............. ... . ... ........
S-12.2  Electric Power Transmission Line. . .................
S-12.3  TEM and TM Modes in an “Open” Waveguide . ... .. ..
S-12.4  Square and Triangular Waveguides. . ... .............
S-12.5  Waveguide Modes as an Interference Effect . ..........
S-12.6  Propagation in an Optical Fiber. . .. .............. ...
S-12.7  Wave Propagation in a Filled Waveguide . . . ... .......
S-12.8  Schumann Resonances . ..........................
References. .. ... ... ... .
Solutions for Chapter 13......... .. ... ... ... ... .. ... ...
S-13.1  Electrically and Magnetically Polarized Cylinders. . . . . ..
S-13.2  Oscillations of a Triatomic Molecule. . ... ............
S-13.3  Impedance of an Infinite Ladder Network. ... .........
S-13.4  Discharge of a Cylindrical Capacitor. . ... ............
S-13.5  Fields Generated by Spatially Periodic Surface

SOUICES . . v e et
S-13.6  Energy and Momentum Flow Close to a Perfect

MIITOr . . ..o
S-13.7  Laser Cooling of a Mirror. . .......................

S-13.8

Radiation Pressure on a Thin Foil. . .................



Xviil Contents
S-13.9  Thomson Scattering in the Presence of a Magnetic
Field . .. ... 417
S-13.10 Undulator Radiation . ............................ 417
S-13.11  Electromagnetic Torque on a Conducting Sphere . . . . . .. 419
S-13.12  Surface Waves ina Thin Foil . . ........... ... .. ... 421
S-13.13 The Fizeau Effect ... ...... ... ... ... ... .. ... ... 423
S-13.14 Lorentz Transformations for Longitudinal Waves . . ... .. 425
S-13.15 Lorentz Transformations for a Transmission Cable. . . . .. 426
S-13.16 A Waveguide with a Moving End. . ................. 429
S-13.17 A “Relativistically” Strong Electromagnetic Wave . . .. .. 431
S-13.18  Electric Current in a Solenoid . ... ....... ... ... .. .. 433
S-13.19  An Optomechanical Cavity . . .......... ... ... ...... 434
S-13.20 Radiation Pressure on an Absorbing Medium.......... 436
S-13.21  Scattering from a Perfectly Conducting Sphere. .. ... ... 438
S-13.22 Radiation and Scattering from a Linear Molecule . . . . . .. 439
S-13.23 Radiation Drag Force ............. ... ... ... ... ... 442
References. . . ... .. .. . 443
Appendix A: Some Useful Vector Formulas . . . .................... 445
Index . . ... ... 449



Chapter 1
Basics of Electrostatics

Topics. The electric charge. The electric field. The superposition principle. Gauss’s
law. Symmetry considerations. The electric field of simple charge distributions
(plane layer, straight wire, sphere). Point charges and Coulomb’s law. The equations
of electrostatics. Potential energy and electric potential. The equations of Poisson
and Laplace. Electrostatic energy. Multipole expansions. The field of an electric
dipole.

Units. An aim of this book is to provide formulas compatible with both SI (French:
Systeme International d’Unités) units and Gaussian units in Chapters 1-6, while
only Gaussian units will be used in Chapters 7-13. This is achieved by introducing
some system-of-units-dependent constants.

The first constant we need is Coulomb’s constant, k., which for instance appears
in the expression for the force between two electric point charges g and ¢, in vac-
uum, with position vectors r; and r, respectively. The Coulomb force acting, for
instance, on ¢ is

1492 4
£ =ke—2L . (L.1)
[ry —ra|

where k. is Coulomb’s constant, dependent on the units used for force, electric
charge, and length. The vector ri, = r| —r; is the distance from ¢, to g, point-
ing towards ¢, and 1, the corresponding unit vector. Coulomb’s constant is

1 9 2 —2~ 9
o= | e 8987 X 10 Nom? € 910" myFF S 12

1 Gaussian.

Constant £y ~ 8.854 187817620 ---x 10~!2 F/m is the so-called “dielectric permit-
tivity of free space”, and is defined by the formula

© Springer International Publishing AG 2017 1
A. Macchi et al., Problems in Classical Electromagnetism,
DOI 10.1007/978-3-319-63133-2_1


http://dx.doi.org/10.1007/978-3-319-63133-2_1
http://dx.doi.org/10.1007/978-3-319-63133-2_6
http://dx.doi.org/10.1007/978-3-319-63133-2_7
http://dx.doi.org/10.1007/978-3-319-63133-2_13

2 1 Basics of Electrostatics

1
g =—>, (1.3)
MoC

where p1g = 47 x 1077 H/m (by definition) is the vacuum magnetic permeability, and
c is the speed of light in vacuum, ¢ = 299792458 m/s (this is a precise value, since
the length of the meter is defined from this constant and the international standard
for time).

Basic equations The two basic equations of this Chapter are, in differential and
integral form,

V.E:47TkeQ, éE'dszé‘ﬂ'kefQCﬁr (1.4)
N 1%

VXE=0, SEE-dfzo. (1.5)
C

where E(r,?) is the electric field, and o(r, ) is the volume charge density, at a point
of location vector r at time ¢. The infinitesimal volume element is d*r = dxdydz.
In (1.4) the functions to be integrated are evaluated over an arbitrary volume V, or
over the surface S enclosing the volume V. The function to be integrated in (1.5) is
evaluated over an arbitrary closed path C. Since VX E = 0, it is possible to define an
electric potential ¢ = ¢(r) such that

E=-Vo. (1.6)

The general expression of the potential generated by a given charge distribution o(r)
is
o) 5,

= - . 1.
o=k | S (1.7)

The force acting on a volume charge distribution o(r) is

f= f o E)dr . (1.8)
\%

As a consequence, the force acting on a point charge g located at r (which corre-
sponds to a charge distribution o(r’) = g6(r —r’), with é(r) the Dirac-delta function)
is

£ = gEr). (1.9)

The electrostatic energy U, associated with a given distribution of electric
charges and fields is given by the following expressions

E?
Ues = d’r. 1.10
e ;ﬁSMb g (1.10)
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Ues = lfg(pd3r, (1.11)
2Jv

Equations (1.10-1.11) are valid provided that the volume integrals are finite and

that all involved quantities are well defined.

The multipole expansion allows us to obtain simple expressions for the leading
terms of the potential and field generated by a charge distribution at a distance much
larger than its extension. In the following we will need only the expansion up to the
dipole term,

Q pr )

¢(r):ke(7+r—3+... (1.12)

where Q is the total charge of the distribution and the electric dipole moment is

p= fr'p(r')d3r’ ) (1.13)
|4

If 0 =0, then p is independent on the choice of the origin of the reference frame.
The field generated by a dipolar distribution centered at r = 0 is

3¢ (p- 1) —

g eD-p

3 (1.14)

We will briefly refer to a localized charge distribution having a dipole moment as
“an electric dipole” (the simplest case being two opposite point charges +g with a
spatial separation d, so that p = gd). A dipole placed in an external field E¢y has a
potential energy

Up=—p-Eex . (1.15)

1.1 Overlapping Charged Spheres

We assume that a neutral sphere of radius R can be
regarded as the superposition of two “rigid” spheres:
one of uniform positive charge density +0p, com-
prising the nuclei of the atoms, and a second sphere
of the same radius, but of negative uniform charge
density —op, comprising the electrons. We further
assume that its is possible to shift the two spheres

Fig. 1.1 relative to each other by a quantity 6, as shown in
Fig. 1.1, without perturbing the internal structure of
either sphere.

Find the electrostatic field generated by the global charge distribution
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a) in the “inner” region, where the two spheres overlap,

b) in the “outer” region, i.e., outside both spheres, discussing the limit of small
displacements § < R.

1.2 Charged Sphere with Internal Spherical Cavity

A sphere of radius a has uniform charge density o

over all its volume, excluding a spherical cavity of

radius b < a, where p = 0. The center of the cavity,
d_/b Oy, is located at a distance d, with |d| < (a—b), from
the center of the sphere, O,. The mass distribution of
the sphere is proportional to its charge distribution.

a) Find the electric field inside the cavity.

Fig. 1.2 Now we apply an external, uniform electric field Ey.
Find
b) the force on the sphere,

¢) the torque with respect to the center of the sphere, and the torque with respect to
the center of mass.

1.3 Energy of a Charged Sphere

A total charge Q is distributed uniformly over the volume of a sphere of radius R.
Evaluate the electrostatic energy of this charge configuration in the following three
alternative ways:

a) Evaluate the work needed to assemble the charged sphere by moving successive
infinitesimals shells of charge from infinity to their final location.

b) Evaluate the volume integral of ug = [E|?/(87k.) where E is the electric field
[Eq. (1.10)].

¢) Evaluate the volume integral of p¢/2 where o is the charge density and ¢ is the

electrostatic potential [Eq. (1.11)]. Discuss the differences with the calculation made
in b).
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1.4 Plasma Oscillations

A square metal slab of side L has thickness i, with
h < L. The conduction-electron and ion densities in
the slab are n. and n; = n./Z, respectively, Z being
the ion charge. + =

An external electric field shifts all conduction
electrons by the same amount ¢, such that |6| < A, L |+ _
perpendicularly to the base of the slab. We assume
that both n, and n; are constant, that the ion lattice is
unperturbed by the external field, and that boundary
effects are negligible.

a) Evaluate the electrostatic field generated by the 3

displacement of the electrons. .
Fig. 1.3

b) Evaluate the electrostatic energy of the system.

Now the external field is removed, and the “electron slab” starts oscillating around
its equilibrium position.

¢) Find the oscillation frequency, at the small displacement limit (6 < h).

1.5 Mie Oscillations

Now, instead of a the metal slab of Problem 1.4, consider a metal sphere of radius R.
Initially, all the conduction electrons (7, per unit volume) are displaced by —¢ (with
0 < R) by an external electric field, analogously to Problem 1.1.

a) At time ¢ = 0 the external field is suddenly removed. Describe the subsequent
motion of the conduction electrons under the action of the self-consistent electro-
static field, neglecting the boundary effects on the electrons close to the surface of
the sphere.

b) At the limit § — 0 (but assuming en.d = 0 to remain finite, i.e., the charge
distribution is a surface density), find the electrostatic energy of the sphere as a
function of § and use the result to discuss the electron motion as in point a).

1.6 Coulomb explosions

At r = 0 we have a spherical cloud of radius R and total charge Q, comprising N
point-like particles. Each particle has charge ¢ = Q/N and mass m. The particle
density is uniform, and all particles are at rest.
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a) Evaluate the electrostatic potential energy of a charge located at a distance r < R
from the center at = 0.

b) Due to the Coulomb repul-
sion, the cloud begins to expand

AN N / radially, keeping its spherical
; symmetry. Assume that the
7s(f) particles do not overtake one

another, i.e., that if two par-

. ticles were initially located at

P \ ri(0) and r,(0), with r,(0) >

¢ r1(0), then ry(¢) > r(¢) at any

subsequent time ¢ > 0. Con-

Fig. 1.4 sider the particles located in

the infinitesimal spherical shell

ro < rs < ro+dr, with ro +dr < R, at r = 0. Show that the equation of motion of the
layer is

m-——- =Ke
dr? r?

d?rg q0 (1r0\3

L=k (%) 1.16

R (1.16)

¢) Find the initial position of the particles that acquire the maximum kinetic energy
during the cloud expansion, and determinate the value of such maximum energy.

d) Find the energy spectrum, i.e., the distribution of the particles as a function of
their final kinetic energy. Compare the total kinetic energy with the potential energy
initially stored in the electrostatic field.

e) Show that the particle density remains spatially uniform during the expansion.

1.7 Plane and Cylindrical Coulomb Explosions

Particles of identical mass m and charge ¢ are distributed with zero initial velocity
and uniform density ng in the infinite slab |x| < a/2 at t = 0. For 7 > 0 the slab expands
because of the electrostatic repulsion between the pairs of particles.

a) Find the equation of motion for the particles, its solution, and the kinetic energy
acquired by the particles.

b) Consider the analogous problem of the explosion of a uniform distribution having
cylindrical symmetry.
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1.8 Collision of two Charged Spheres

Two rigid spheres have the same radius R and the same mass M, and opposite
charges Q. Both charges are uniformly and rigidly distributed over the volumes of
the two spheres. The two spheres are initially at rest, at a distance xo > R between
their centers, such that their interaction energy is negligible compared to the sum of
their “internal” (construction) energies.

a) Evaluate the initial energy of the system.

The two spheres, having opposite charges, attract each other, and start moving at
t=0.

b) Evaluate the velocity of the spheres when they touch each other (i.e. when the
distance between their centers is x = 2R).

¢) Assume that, after touching, the two spheres penetrate each other without friction.
Evaluate the velocity of the spheres when the two centers overlap (x = 0).

1.9 Oscillations in a Positively Charged Conducting Sphere

An electrically neutral metal sphere of radius a contains N conduction electrons. A
fraction f of the conduction electrons (0 < f < 1) is removed from the sphere, and the
remaining (1 — f)N conduction electrons redistribute themselves to an equilibrium
configurations, while the N lattice ions remain fixed.

a) Evaluate the conduction-electron density and the radius of their distribution in
the sphere.

Now the conduction-electron sphere is rigidly displaced by ¢ relatively to the ion
lattice, with |4] small enough for the conduction-electron sphere to remain inside the
ion sphere.

b) Evaluate the electric field inside the conduction-electron sphere.

¢) Evaluate the oscillation frequency of the conduction-electron sphere when it is
released.

1.10 Interaction between a Point Charge and an Electric Dipole

., An electric dipole p is located at a distance
r from a point charge ¢, as in Fig. 1.5. The

q r p \\9 angle between p and r is 6.
’—71’ R a) Evaluate the electrostatic force on the
dipole.
b) Evaluate the torque acting on the dipole.
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1.11 Electric Field of a Charged Hemispherical Surface

A hemispherical surface of radius R is uniformly
charged with surface charge density o. Evaluate the
electric field and potential at the center of curva-
ture (hint: start from the electric field of a uniformly
charged ring along its axis).

Fig. 1.6



Chapter 2
Electrostatics of Conductors

Topics. The electrostatic potential in vacuum. The uniqueness theorem for Poisson’s
equation. Laplace’s equation, harmonic functions and their properties. Boundary
conditions at the surfaces of conductors: Dirichlet, Neumann and mixed boundary
conditions. The capacity of a conductor. Plane, cylindrical and spherical capaci-
tors. Electrostatic field and electrostatic pressure at the surface of a conductor. The
method of image charges: point charges in front of plane and spherical conductors.

Basic equations Poisson’s equation is
V2(r) = ~4nke o(r), 2.1

where ¢(r) is the electrostatic potential, and o(r) is the electric charge density, at the
point of vector position r. The solution of Poisson’s equation is unique if one of the
following boundary conditions is true

1. Dirichlet boundary condition: ¢ is known and well defined on all of the
boundary surfaces.

2. Neumann boundary condition: E = —V¢ is known and well defined on all of
the boundary surfaces.

3. Modified Neumann boundary condition (also called Robin boundary con-
dition): conditions where boundaries are specified as conductors with known
charges.

4. Mixed boundary conditions: a combination of Dirichlet, Neumann, and mod-
ified Neumann boundary conditions:

Laplace’s equation is the special case of Poisson’s equation
V2(r) =0, (2.2)
which is valid in vacuum.

© Springer International Publishing AG 2017 9
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2.1 Metal Sphere in an External Field

A ametal sphere of radius R consists of a “rigid” lattice of ions, each of charge +Ze,
and valence electrons each of charge —e. We denote by #n; the ion density, and by
ne the electron density. The net charge of the sphere is zero, therefore n. = Zn;. The
sphere is located in an external, constant, and uniform electric field Ey. The field
causes a displacement ¢ of the “electron sea” with respect to the ion lattice, so that
the total field inside the sphere, E, is zero. Using Problem 1.1 as a model, evaluate

a) the displacement &, giving a numerical estimate for Eq = 10° V/m;
b) the field generated by the sphere at its exterior, as a function of E;
¢) the surface charge density on the sphere.

2.2 Electrostatic Energy with Image Charges

Consider the configurations of
point charges in the presence
of conducting planes shown in
q -C_ Fig. 2.1. For each case, find the
- ! solution for the electrostatic

'd potential over the whole space
X w and evaluate the electrostatic
. _4 energy of the system. Use the

-4 method of image charges.

(b)

a) A charge g is located at a
distance @ from an infinite con-
ducting plane.

b) Two opposite charges +q
and —q are at a distance d from

Fig. 2.1
each other, both at the same

distance a from an infinite conducting plane.

¢) A charge g is at distances « and b, respectively, from two infinite conducting half
planes forming a right dihedral angle.

2.3 Fields Generated by Surface Charge Densities

Consider the case a) of Problem 2.2: we have a point charge ¢ at a distance a from
an infinite conducting plane.

a) Evaluate the surface charge density o, and the total induced charge ging, on the
plane.
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b) Now assume to have a nonconducting plane with the same surface charge distri-
bution as in point a). Find the electric field in the whole space.

¢) A non conducting spherical surface of radius a has the same charge distribution
as the conducting sphere of Problem 2.4. Evaluate the electric field in the whole
space.

2.4 A Point Charge in Front of a Conducting Sphere

A point charge ¢ is located at a distance d from
the center of a conducting grounded sphere of radius \\a
-

*Q

a < d. Evaluate
a) the electric potential ¢ over the whole space;
b) the force on the point charge;

¢) the electrostatic energy of the system.
. . Fig. 2.2
Answer the above questions also in the case of an

isolated, uncharged conducting sphere.

2.5 Dipoles and Spheres

An electric dipole p is located at a distance d from (a)
the center of a conducting sphere of radius a. Evalu- ‘{
ate the electrostatic potential ¢ over the whole space

assuming that

a) p is perpendicular to the direction from p to the (b)
center of the sphere, ‘{
b) p is directed towards the center of the sphere.

¢) p forms an arbitrary angle 6 with respect to the d
straight line passing through the center of the sphere  (¢)
and the dipole location. \{ P,
In all three cases consider the two possibilities of "~ 77777 / "
i) a grounded sphere, and ii) an electrically unchar- d

ged isolated sphere.

Fig. 2.3

2.6 Coulomb’s Experiment

Coulomb, in his original experiment, measured the force between two charged metal
spheres, rather than the force between two “point charges”. We know that the field
of a sphere whose surface is uniformly charged equals the field of a point charge,
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and that the force between two charge distributions, each of spherical symmetry,
equals the force between two point charges

F=k 2%, 2.3)
r

where ¢g; and ¢, are the charges on the spheres, and r = rf is the distance between
the two centers of symmetry. But we also know that electric induction modifies the
surface charge densities of conductors, so that a correction to (2.3) is needed. We
expect the induction effects to be important if the radius a of the spheres is not
negligibly small with respect to r.

0 0 a) Using the method of image
charges, find the solution for
the electrical potential outside
the spheres as a series expan-
sion, and identify the expan-

r

sion parameter. For simplic-
Fig. 2.4 ity, assume the spheres to be
identical and to have the same
charge Q, as in the figure.

b) Evaluate the lowest order correction to the force between the spheres with respect
to Coulomb’s law (2.3).

2.7 A Solution Looking for a Problem

An electric dipole p is located at the origin of a Cartesian frame, parallel to the z
axis, in the presence of a uniform electric field E, also parallel to the z axis.

(b) E, T ©

Fig. 2.5

a) Find the total electrostatic potential ¢ = ¢(r), with the condition ¢ = 0 on the xy
plane. Show that, in addition to the xy plane, there is another equipotential surface
with ¢ = 0, that this surface is spherical, and calculate its radius R.

Now use the result from point a) to find the electric potential in the whole space for
the following problems:
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b) A conducting sphere of radius a is placed in a uniform electric field Eo;
¢) a dipole pg is placed in the center of a conducting spherical shell of radius b.
d) Find the solution to problem c¢) using the method of image charges.

2.8 Electrically Connected Spheres

Two conducting spheres of radii @ and b < a, respectively, are connected by a
thin metal wire of negligible capacitance. The centers of the two spheres are at a
distance d > a > b from each other. A total net charge Q is located on the system.

Evaluate to zeroth order approximation, neglecting the induction effects on the
surfaces of the two spheres,

a) how the charge Q is partitioned between the two spheres,

b) the value V of the elec-

trostatic potential of the sys-

tem (assuming zero potential

at infinity) and the capacitance

Cc=90/V,

¢) the electric field at the sur-

face of each sphere, comparing

the intensities and discussing - .1
the limit b — 0. | d |
d) Now take the electrostatic  pjg, 2.6

induction effects into account

and improve the preceding

results to the first order in a/d

and b/d.

2.9 A Charge Inside a Conducting Shell

A point charge g is located at a distance d from
the center of a spherical conducting shell of internal
radius R > d, and external radius R’ > R. The shell is
grounded, so that its electric potential is zero.

a) Find the electric potential and the electric field in
the whole space.

b) Evaluate the force acting on the charge. Fig. 2.7

¢) Show that the total charge induced on the surface

of the internal sphere is —g.

d) How does the answer to a) change if the shell is not grounded, but electrically
isolated with a total charge equal to zero?
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2.10 A Charged Wire in Front of a Cylindrical Conductor

Fig. 2.8

We have two fixed points P = (—a,0)
and P’ = (+a,0) on the xy plane, and a
third, generic point Q = (x,y). Let r =
OP and ¥’ = QP’ be the distances of Q
from P and P’, respectively.

a) Show that the family of curves
defined by the equation r/r’ = K, with
K > 0 a constant, is the family of cir-
cumferences drawn in Fig. 2.8.

b) Now consider the electrostatic field
generated by two straight infinite, par-
allel wires of linear charge densities
A and —A, respectively. We choose a
Cartesian reference frame such that
the z axis is parallel to the wires, and
the two wires intersect the xy plane at

(—a,0) and (+a,0), respectively. Use the geometrical result of point a) to show that
the equipotential surfaces of the electrostatic field generated by the two wires are
infinite cylindrical surfaces whose intersections with the xy plane are the circumfer-

ences shown in Fig. 2.8.

-----------

Fig. 2.9

¢) Use the results of points a) and b) to
solve the following problem by the method
of image charges. An infinite straight wire
of linear charge density A is located in front
of an infinite conducting cylindrical surface
of radius R. The wire is parallel to the axis
of the cylinder, and the distance between the
wire and axis of the cylinder is d, with d > R,
as shown in Fig.2.9. Find the electrostatic
potential in the whole space.

2.11 Hemispherical Conducting Surfaces

@ (b)

N
\
DR

Find the configurations of image
charges that solve the problems repr-
esented in Fig.2.10a, 2.10b, and the
corresponding induced-charge distrib-
utions, remembering that the electric
potential of an infinite conductor is
Zero.

a) The plane infinite surface of a con-
ductor has a hemispherical boss of
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radius R, with curvature center in O. A point charge ¢ is located at a distance a > R
from O, the line segment from O to g forms an angle 6 with the symmetry axis of
the problem.

b) An infinite conductor has a hemispherical cavity of radius R. A point charge g is
located inside the cavity, at a distance b < R from O. Again, the line segment from
O to g forms an angle 6 with the symmetry axis of the problem.

2.12 The Force Between the Plates of a Capacitor

The plates of a flat, parallel-plate capacitor have surface S and separation & < VS.
Find the force between the plates, both for an isolated capacitor (as a function of
the constant charge ), and for a capacitor connected to an ideal voltage source (as
a function of the constant voltage V). In both cases, use two different methods, i.e.,
calculate the force

a) from the electrostatic pressure on the surface of the plates,

b) from the expression of the energy as a function of the distance between the plates.

2.13 Electrostatic Pressure on a Conducting Sphere

A conducting sphere of radius a has a net charge Q and it is electrically isolated.
Find the electrostatic pressure at the surface of the sphere

a) directly, from the surface charge density and the electric field on the sphere,

b) by evaluating variation of the electrostatic energy with respect to a.

¢) Now calculate again the pressure on the sphere, assuming that the sphere is not
isolated, but connected to an ideal voltage source, keeping the sphere at the constant
potential V with respect to infinity.

2.14 Conducting Prolate Ellipsoid

a) Show that the equipotential surfaces generated by a uniformly charged line
segment are prolate ellipsoids of revolution, with the focal points coinciding with
the end points of the segment.

b) Evaluate the electric field generated by a conducting prolate ellipsoid of revolu-
tion of major axis 2a and minor axis 2b, carrying a charge Q. Evaluate the electric
capacity of the ellipsoid, and the capacity of a confocal ellipsoidal capacitor.

¢) Use the above results to evaluate an approximation for the capacity of a straight
conducting cylindrical wire of length 4, and diameter 2b.



Chapter 3
Electrostatics of Dielectric Media

Topics. Polarization charges. Dielectrics. Permanent and induced polarization. The
auxiliary vector D. Boundary conditions at the surface of dielectrics. Relative dielec-
tric permittivity &.

Basic equations We P denote the electric polarization (electric dipole moment per
unit volume) of a material. Some special materials have a permanent non-zero elec-
tric polarization, but in most cases a polarization appears only in the presence of an
electric field E. We consider linear dielectric materials, for which P is parallel and
proportional to E, thus

eoxE, where y=&-1, SI

P= &—1 ) 3.1
xE, where y = ypt Gaussian,
g

where y is called the electric susceptibility and &, the relative permittivity of the
material.' Notice that &, is a dimensionless quantity with the same numerical value
both in ST and Gaussian units.

We shall denote by o, and of the volume densities of bound electric charge and
of free electric charge, respectively, and by o, and o the surface densities of bound
charge. Quantities oy and o7, are related to the electric polarization P by

opb=-V-P, and o, =P-ii, (3.2)

'In anisotropic media (such as non-cubic crystals) P and E may be not parallel to each other, in this
case y and &; are actually second rank tensors. Here, however, we are interested only in isotropic
and homogeneous media, for which y and &; are scalar quantities.

© Springer International Publishing AG 2017 17
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where 1i is the unit vector pointing outwards from the boundary surface of the polar-
ized material. We may thus rewrite (1.4) as

or+op _or 1
2T _v.op, SI
V . E = {-,‘0 80 80 (33)

4n(os +op) = 4mor —4nV -P,  Gaussian.

We can also introduce the auxiliary vector D (also called electrical displacement)
defined as

_(&E+P,  SI
D= { E+47P, Gaussian, 3.4)
so that
D)ot SI,
v-D= {47TQf ,  Gaussian. 3.5)

In addition, V X E = 0 holds in static conditions. Thus, at the interface between two
different dielectric materials, the component of E parallel to the interface surface,
and the perpendicular component of D are continuous. In a material of electric per-
mittivity &

_JeosE, SI
D= {er , Gaussian. (3.6)

To facilitate the use of the basic equations in this chapter also with the system
independent units, we summarize some of them in the following table:

Table 3.1 Basic equations for electrostatics in dielectrics

Quantity SI Gaussian System independent

-1 -1
Polarization P of an isotropic eoler—1HE 8r4 E Zr T
dielectric medium of relative d e
permittivity &;

0f +0b

V-E 80'9 4r(or +0b) 4rke (of +0b)
V- (&E) o 4mor dnke of

VXE 0 0 0


http://dx.doi.org/10.1007/978-3-319-63133-2_1

3.1 An Artificial Dielectric 19

3.1 An Artificial Dielectric

We have a tenuous suspension of conducting spheres, each of radius a, in a liquid
dielectric material of relative dielectric permittivity & = 1. The number of spheres
per unit volume is n.

a) Evaluate the dielectric susceptibility y of the system as a function of the fraction
of the volume filled by the conducting spheres. Use the mean field approximation
(MFA), according to which the electric field may be assumed to be uniform through-
out the medium.

b) The MFA requires the field generated by a single sphere on its nearest neighbor
to be much smaller than the mean field due to the collective contribution of all the
spheres. Derive a condition on 7 and a for the validity of the MFA.

3.2 Charge in Front of a Dielectric Half-Space

A plane divides the whole space into two halves, one

of which is empty and the other filled by a dielectric

medium of relative permittivity &;. A point charge g

is located in vacuum at a distance d from the medium q &
as shown in Fig. 3.1. ®--omo

a) Find the electric potential and electric field in the :
whole space, using the method of image charges.

b) Evaluate the surface polarization charge density
on the interface plane, and the total polarization Fig. 3.1
charge of the plane.

¢) Find the field generated by the polarization charge

in the whole space.

3.3 An Electrically Polarized Sphere

Ferroelectricity is the property of some materials like Rochelle salt, carnauba wax,
barium titanate, lead titanate, . .., that possess a spontaneous electric polarization in
the absence of external fields.

a) Consider a ferroelectric sphere of radius a and uniform polarization P, in the
absence of external fields, and evaluate the electric field in the whole space (hint:
see Problem 1.1).

b) Now consider again a ferroelectric sphere of radius a and uniform polarization P,
but with a concentrical spherical hole of radius b < a. Evaluate the electric field and
the displacement field in the whole space.


http://dx.doi.org/10.1007/978-3-319-63133-2_1
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3.4 Dielectric Sphere in an External Field

A dielectric sphere of relative permittivity &, and radius a is placed in vacuum, in an
initially uniform external electric field E¢, as shown in Fig. 3.2.

a) Find the electric field in the whole space (hint: use the results of Problem 3.3 and
the superposition principle).

| D) Eq
&
Fig. 3.2
Fig. 3.3

A spherical cavity of radius a is located inside an infinite dielectric medium of
relative permittivity &, as in Fig. 3.3. The system is in the presence of an external
electric field which, far from the cavity (i.e., at a distance > a), is uniform and equal
to Eq.

b) Find the electric field in the whole space.

3.5 Refraction of the Electric Field at a Dielectric Boundary

A dielectric slab of thickness &, length L >> h, and

L dielectric permittivity &, is placed in an external
& h t uniform electric field Eg. The angle between E
! and the normal to the slab surface is 0, as in Fig.
E/ 34.
9\_} a) Find the electric field E’ inside the slab and

the angle ¢’ between E’ and the normal to the
Fig. 3.4 slab surface.
b) Find the polarization charge densities in the
dielectric medium.
¢) Evaluate the torque exerted by the external field on the slab, if any.
Neglect all boundary effects.


http://dx.doi.org/10.1007/978-3-319-63133-2_3
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3.6 Contact Force between a Conducting Slab and a Dielectric
Half-Space

A conducting square slab of surface S = a?

and thickness # < a is in contact with a (@)
dielectric medium of relative permittivity &;.

The dielectric medium is much larger than the

slab, thus, we can consider it as a hemisphere

of radius R > a, with the slab in contact with S[
its base, as shown in Fig. 3.5.a. Part b) of Fig.
3.5 is an enlargement of the area enclosed
in the dashed rectangle of part a). With this
assumption, we can assume the slab to be in
contact with a semi-infinite medium filling
the half-space x > 0, while we have vacuum
in the half space x < 0. The conducting slab
carries a total charge Q, and we assume that the boundary effects at its edges are
negligible.

a) Considering both the cases in which the slab is in contact with the dielectric, and
in which it is displaced by an amount £ < a to the left, find the free charge densities
on the left (o7;) and right (o) surfaces of the slab, the polarization charge density
(o) at the surface of the dielectric, and the electric field in the whole space.

b) Calculate the electrostatic force acting on the slab.

¢) How do these results change if the dielectric medium is assumed to be an infinite
(in the y and z directions) layer of finite thickness w in the x direction?

Fig. 3.5

3.7 A Conducting Sphere between two
Dielectrics En 0

A conducting sphere of mass density o and

radius R floats in a liquid of density o1 > 20 En O

and relative dielectric permittivity & in the

presence of the gravitational field. Above the gjg 3.6

liquid there is a gaseous medium of mass den-

sity 02 < o and relative dielectric permittivity

&p < &. The sphere is given a charge Q such that exactly one half of its volume is
submerged. Evaluate

a) the electric field in the whole space, the surface free charge densities on the
sphere, and the surface polarization charge densities of the two dielectrics, as func-
tions of R, &, &, and Q;

b) the value of Q.
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3.8 Measuring the Dielectric Constant of a Liquid

+ -
wl —
— gi
T
b
-
g N
M~
i

&r

Fig. 3.7

A cylindrical capacitor has internal radius a,
external radius b > a, and length £ > b, so that
the boundary effects are negligible. The axis
of the capacitor is vertical, and the bottom of
the capacitor is immersed in a vessel contain-
ing a liquid of mass density ¢ and dielectric
permittivity &, in the presence of the gravi-
tational field. If a voltage source maintains a
potential difference V between the two cylin-
drical plates, the liquid rises for a height 4 in
the cylindrical shell between the plates. Show
how one can evaluate the value of &; from the
measurement of /.

(This is a problem from Ref. [1]).

3.9 A Conducting Cylinder in a Dielectric Liquid

&

_________

A conducting cylinder of mass M, radius a and
height L > a is immersed for a depth L —h (with
h > a) in a dielectric liquid having relative per-
mittivity &;. The liquid is contained in a cylindri-
cal vessel of radius b > a, with conducting lateral
surface. A free charge Q is located on the inter-
nal cylinder. Boundary effects are assumed to be
negligible. The cylinder is free to move vertically
preserving its axis. Find

a) the electric field E(a) at the surface of the
internal cylinder, and the surface charge densi-
ties;

b) the electric field in the region between the lat-
eral surface of the internal cylinder and the con-
tainer of the liquid (a < r < b);

¢) the electrostatic force on the internal cylinder.
d) Assume that the internal cylinder has mass M,

and the liquid has mass density o > M/(wa”L). Discuss the equilibrium conditions.
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3.10 A Dielectric Slab in Contact with a Charged Conductor

A dielectric slab of relative permeability &, thickness 4 and surface S > h is in
contact with a plane conducting surface, carrying a uniform surface charge density
o, as in Fig. 3.9. Boundary effects are negligible.

a) Evaluate the electric field in the whole space.

b) Evaluate the polarization surface-charge densities on the dielectric surfaces.

¢) How do the answers to points a)
and b) change if the slab is moved

at a distance s < h from the conduct- R & S
ing plane? How does the electrostatic o h |E& o ___
* conductor

energy of the system depend on s? Is
there an interaction force between slab  Fig. 3.9
and conductor?

3.11 A Transversally Polarized Cylinder

An infinite cylinder of radius a has an internal
uniform electric polarization P, perpendicular
to its axis, as shown in Fig. 3.10. Evaluate the
electric charge density on the lateral surface
of the cylinder, the electric potential and the
electric field in the whole space.

Hint: see Problem 1.1.

Fig. 3.10

Reference

1. J. D. Jackson, Classical Electrodynamics, John Wiley & Sons, New York,1975, Problem 4.13
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Chapter 4
Electric Currents

Topics. Electric current density. Continuity equation. Stationary electric currents.
Drude model for a conductor. Ohm’s law. Joule heating.

Basic equations The electric current density J = J(r,?) is the local flow of charge
per unit area and surface, which appears in the continuity equation

ap+V-J=0, 4.1)

that states the conservation of the total electric charge. In integral form

d—QE/atpd3r:/J~dSEl. 4.2)
dr 1% S

where Q is the total charge contained into the volume V bounded by the closed
surface S. Usually the flux (or electric current) I is defined also for an open surface,
as the total charge crossing the surface per unit time.
The quantity
w=J-E 4.3)

is interpreted as the work per unit time and volume done by the EM fields on a
distribution of currents.

In a model of matter where there are several species of charged particles (labeled
with the index s) each having a charge ¢y, a density of particles ny = ny(r,t) and
flowing with velocity v = v4(r,¢), the current density is given by

J= Zq‘vnsvs . (44)
N
In a metal where electrons are the only charge carrier, J = —en,v..
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Drude’s model for electrons in a metal assumes the classical equation of motion

dv
med—: =—cE—m,vv,, 4.5)

where v is a phenomenological friction coefficient. In a steady state (dv,/dr = 0)
this leads to Ohm’s law for a conductor

2
E
B E=oE=2= (4.6)
meV P

J:

where o is the conductivity and p = 1/0 the resistivity of the material.!

In a material satisfying (4.6), the latter implies that the current / flowing between
two points (or layers) at different values of the electric potential, the potential drop
V is proportional to I, leading to the definition of the resistance R:

V=RI. 4.7

In the common (but particular) example of a straight conductor of length ¢ and
cross-section area A, such that the electric field is uniform inside the conductor,
one obtains R = {/(cA) = pl/A. The equations (Kirchoff’s laws) describing DC
electric circuits, i.e. networks of interconnected conductors each satisfying (4.7),
can be found in any textbook and will not be repeated here.

Equation (4.7) is known as Ohm’s law, but it is appropriate to use this name
also for the underlying and more general Equation (4.6) due to G. Kirchoff. An
Ohmic conductor is defined as any material which satisfies (4.6). For such materials,
Equation (4.3) gives the power per unit volume dissipated into the material as a
consequence of the friction term,

2
J.E:GEzz%, 4.8)

which causes the heating of the material (Joule effect). For the above mentioned
example, this is equivalent to state that the power dissipated into the whole conduc-
tor is W = RI>.

Notice that all the above equations have the same form both in the SI and in
the Gaussian system. However, the units of measure are different. For example, the
current / is measure in C/s or Ampere (1 A = 1 C/S) in SI, and in statCoulomb/s or
“statAmpere” in Gaussian units, while the resistance is measured in Ohms (£2) in
SI and in s/cm in Gaussian units. For the latter, ¢ has the dimensions of the inverse
of a time, and is thus measured in s~!, while p can be measured in s.

Unfortunately the lower-case Greek letters commonly used as symbols for resistivity and con-
ductivity are the same used for volume and surface charge densities, respectively. However, the
meaning of the symbols used in the formulas throughout the book should be clear from the con-
text.
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4.1 The Tolman-Stewart Experiment
2b

The experiment of Tolman and Stewart [1] was con-
ceived in order to show that conduction in metals is due
to electrons. A metallic torus (ring) of major radius a
and minor radius b is spun at a very high angular veloc-
ity @ around its axis. We assume that b < a, so that the
radial motion of the charge carriers can be neglected.
The cross section of the ring is S = wb?.

At time ¢ = 0 the rotation of the ring is suddenly
stopped. A current I = I(¢) flowing in the ring and
decaying in time is observed for r > 0.

a) Using the Drude model for conduction in metals, find I = I(¢) and its characteris-
tic decay time 7 for a ring of copper (electrical conductivity 6 ~ 10’ Q~'m~! and
electron density ne = 8.5 x 102 m3).

b) Evaluate the charge that flows in the ring from ¢ = 0 to t = oo as a function of ©.

Fig. 4.1

4.2 Charge Relaxation in a Conducting Sphere

A conducting sphere of radius a and conductivity ¢ has a net charge Q. At time
t = 0 the charge is uniformly distributed over the volume of the sphere, with a
volume charge density pg = Q(3/4ma?). Since in static conditions the charge in
an isolated conductor can only be located on the conductor’s surface, for ¢ > O the
charge progressively migrates to the surface of the sphere.

a) Evaluate the time evolution of the charge distribution on the sphere, and of the
electric field everywhere in space. Give a numerical value for the time constant 7 in
the case of a good conductor (e.g., copper).

b) Evaluate the time evolution of the electrostatic energy of the sphere during the
charge redistribution.

¢) Show that the energy dissipated into Joule heat equals the loss of electrostatic
energy.

4.3 A Coaxial Resistor

Two coaxial cylindrical plates of very low
resistivity po have radii a and b, respectively,
with a < b. The space between the cylindrical
plates is filled up to a height 4 with a medium
of resistivity p > po, as in Fig. 4.2. A voltage
source maintains a constant potential differ-
ence V between the plates.
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a) Evaluate the resistance R of the system.
b) Discuss the relation between R and the capacitance of a cylindrical capacitor of
radii @ and b.

4.4 Electrical Resistance between two Submerged Spheres (1)

a) Two highly conducting spheres of radii a
and b, respectively, are deeply submerged in
the water of a lake, at a distance x from each
other, with x > a and x > b. The water of the
lake has resistivity p. Evaluate the approx-
imate resistance between the two spheres,
using the results of the answer to point b) of
problem 4.3.

b) Now suppose that the two spheres are not
completely submerged, but just sunk so that
their centers are exactly at the level of the sur-
P face of the lake, as shown in the figure. Eval-
uate the resistance between them.

Fig. 4.4

4.5 Electrical Resistance between two Submerged Spheres (2)

Two identical, perfectly con-

o 4 ducting spheres of radius a are

@ N 14 Q immersed in a fluid of resis-

}| I tivity p and relative electric

permittivity &. The distance

Fig. 4.5 between the centers of the two

spheres is £ > a. A constant
potential difference difference
V is maintained between the spheres by a suitable voltage source.
As a first approximation, assume the charge to be uniformly distributed over the
surface of each sphere, neglecting electrostatic induction effects. Evaluate
a) the charge on each sphere,
b) the resistance R and the current / flowing between the spheres.
¢) Find the temporal law and the decay time for the discharge of the spheres when
the voltage source is disconnected.
d) Discuss how electrostatic induction modifies the previous answers, to the lowest
orderina//.
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4.6 Effects of non-uniform resistivity

Two geometrically identical cylindrical conductors have both height # and radius
a, but different resistivities p; and p,. The two cylinders are connected in series
as in Fig. 4.6, forming a single conducting cylinder of height 2/ and cross section
S = ma®. The two opposite bases are connected to a voltage source maintaining a
potential difference V through the system, as shown in the figure.

a) Evaluate the electric fields, ‘ h ‘ h

the electric current and the ] ! \
current densities flowing in “I O <

-l p p2

the two cylinders in stationary
conditions.

b) Evaluate the surface charge 14
densities at the surface separat- \,
ing the two materials, and at

the base surfaces connected to Fig. 4.6
the voltage source.

4.7 Charge Decay in a Lossy Spherical Capacitor

A spherical capacitor has internal radius a
and external radius b. The spherical shell a <
r < b is filled by a lossy dielectric medium
of relative dielectric permittivity & and con-
ductivity o. At time ¢ = 0, the charge of the
capacitor is Qp.

a) Evaluate the time constant for the dis-
charge of the capacitor.

b) Evaluate the power dissipated by Joule
heating inside the capacitor, and compare it Fig. 4.7
with the temporal variation of the electrosta-

tic energy.

4.8 Dielectric-Barrier Discharge

The plates of a parallel-plate capacitor have surface S and separation d. The space
between the plates is divided into two layers, parallel to the plates, of thickness
dy and d», respectively, with d| +dy = d, as in Fig. 4.8. The layer of thickness d is
filled with a gas of negligible dielectric susceptibility (¥ =0, & ~ 1), while the layer
of thickness d, is filled with a dielectric material of dielectric permittivity & > 1.
The electric potential difference between the plates, V, is kept constant by a voltage
source. Boundary effects can be neglected.
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a) Find the electric field inside the capacitor.
+ An ionization discharge is started in the
4 —=—_V gaseous layer at t = 0, and the gas instan-
d> & taneously becomes conducting. We assume
that, for # > 0, the ionized gas can be consid-
ered as an Ohmic conductor of constant and

Fig. 4.8 uniform resistivity p.
b) After a sufficiently long time we observe
that the current stops flowing in the gas, and

the system reaches a steady state (i.e., all
physical quantities are constant). Find the
+ . . . .
d, i i J i i i e electric field in the capacitor in these con-
b . T- ditions, and the surface free charge density
between the two layers.
¢) Find the time dependence of the electric

field during the transient phase (¢ > 0), and
the relaxation time needed by the system to
reach the steady state condition.

Fig. 4.9

4.9 Charge Distribution in a Long Cylindrical Conductor

v Consider a conducting homogeneous

| |} cylindrical wire of radius a and length

§ 2h, with a < h, and resistivity p. The

J . wire is connected to a voltage source

P S . that keeps a constant potential dif-

. ference V across its ends. We know

‘h 0‘ }‘z Z~  that the electric field E and, conse-

quently, the current density J = E/p
Fig. 4.10 must be uniform inside the wire, see

Problem 4.6. This implies the pres-

ence of charge distributions generat-
ing the uniform field. Only surface charge distributions are allowed in a conductor
in steady conditions. The charge distributions on the bases of the cylinder are not
sufficient for generating an even approximately uniform field in our case of a < 2h.
Thus, a charge density o1 must be present also on the lateral surface. Verify that a
surface charge density o, = Yz, where 7 is a constant and z is the coordinate along
the cylinder axis, leads to a good approximation for the field inside the conductor
far from the ends [2].
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4.10 An Infinite Resistor Ladder

An infinite resistor ladder consists
of an infinite number of resistors,
all of resistance R, arranged as in
Fig. 4.11. Evaluate the resistance mea-
sured between the terminals A and B.
Hint: use an invariance property of the
ladder.
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Chapter 5
Magnetostatics

Topics. Stationary magnetic field in vacuum. Lorentz force. Motion of an electric
point charge in a magnetic field. The magnetic force on a current. The magnetic field
of steady currents. “Mechanical” energy of a circuit in a magnetic field. Biot-Savart
law. Amperes’ circuital law. The magnetism of matter. Volume and surface magne-
tization current densities (bound currents). Magnetic susceptibility. The “auxiliary”
vector H. Magnetic field boundary conditions. Equivalent magnetic charge method.

Units. In order to write formulas compatible with both SI and Gaussian units, we
introduce two new “system dependent” constants, ky, and by, defined as

B g, 1, sL
iy
km = 1 bm = 1 (5.1)
-, Gaussian, —, Gaussian,
c c

where, again, 19 = 47 x 1077 T-m/A is the “magnetic permeability of vacuum”, and
¢ =29979245800 cm/s is the light speed in vacuum.

Basic equations The two Maxwell equations for the magnetic field B relevant to
this chapter are

V-B=0, (5.2)
V xB =47k J . (5.3)

Equation (5.2) is always valid (in the absence of magnetic monopoles), while (5.3) is

valid in the absence of time-dependent electric fields. It is thus possible to introduce
a vector potential A, such that

B(r) = VXA(r), (5.4)
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Imposing the gauge condition V- A = 0, the vector potential satisfies
VZA(r) = —4mknJ(r), (5.5)

which is the vector analogous of Poisson’s equation (2.1). Thus,

A®®) = ki, f I gy, (5.6)
14

r—r’|

A particular and typical case is that of closed “line” currents, e.g. flowing in a
circuit having wires of negligible thickness. In such case one may replace J(r’)d>r’
by I(r")d¢ and calculate the field via the Biot-Savart formula

B(r):kmgg I(r—r’)dt’x(r—r’)’ 5.7)

r—r/?

where the integral is extended to the closed path of the current.
The force exerted by a magnetic field over a distribution of currents is

f=b, f Ja)xB@) d*r. (5.8)

A single point charge g located at r and moving with velocity v is equivalent to a
current density j(r’) = gd(r —r’)v, so that the magnetic force on the point charge is

f=bngvxB. (5.9)

The energy associated to a magnetic field distribution is given by the expression

bmB?
Umzfm—d3r. (5.10)
v 8Tk [y

In the absence of magnetic monopoles, the first non-vanishing term of the multi-
pole expansion is the magnetic dipole m

m= lfr’xJ(r’)cPr'. (5.11)
2 |4

In the simple case of a small plane coil of area A and electric current / this reduces
to the line integral over the coil path C

1
m:—ggr’xdt’zAlﬁ, (5.12)
2 Jc
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where i is perpendicular to the coil surface. A magnetic dipole term located at r = 0
generates a magnetic field

3t(m-f)—m

B(r) = knyy 3 (5.13)
r
In an external magnetic field B¢y, the magnetic force on a magnetic dipole is
f=(m- V)By; . (5.14)

The magnetization density M of a material is defined as the dipole moment per
unit volue,
dm
=— 5.15
qv (5.15)
Ampere equivalence theorem states that a magnetization density M = M(r) is always
equivalent to a distribution of volume current density J,, and surface current density
K bound to the material, and given by

1

Jn=—VxM, (5.16)
bm
1

Kn=—M-h, (5.17)
bm

where 1 is the unit normal vector pointing outwards from the boundary surface of
the material. The total volume and surface current densities are thus

J=Je+Jm, K=Kr+K,, (5.18)

the subscript f denoting the free (e.g., conduction) current densities.
The auxiliary field H is defined as

B
~_-M, Sl
H=1{ 1o (5.19)

B—-47M, Gaussian,
so that Equation (5.3) becomes
VxH =4nknJ¢, (5.20)
A material may have either a permanent magnetization, or a magnetization
induced by a magnetic field. In linear, isotropic diamagnetic and paramagnetic mate-

rials M is parallel and proportional to H,

M= \,H, (5.21)
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where xn, is the magnetic susceptibility of the material, with x, < O for diamag-
netic materials and y, > O for paramagnetic materials.'. The (relative) magnetic
permeability p, is defined as

—_ 1 + Xm ’ SI,
o { 1+4mxm, Gaussian. (5.22)

We have p, < 1 for diamagnetic materials and p, > 1 for paramagnetic materials.
Inserting (5.21) and (5.22) into (5.19) we obtain

_ pope H, ST,
b= {MrH , Gaussian, (5.23)

valid for isotropic, non-ferromagnetic, materials.

To facilitate the use of the basic equations in this chapter also with the system
independent units, we summarize some of them in the following table (Table 5.1):

Table 5.1 Basic equations for magnetostatics

Quantity SI Gaussian System independent
il
VxB 10d Ty k]
c
Magnetic forceona | gvxB qX xB bmqvxB
c

point charge ¢ moving
with velocity vin a
magnetic field B

Magnetic field dB
generated by a wire
element df carrying a
current / at a distance
r (Biot-Savart’s law)

o 1dExT 1 Id¢xt Ide xt
Ar ) kin —

T 72 c r

Magnetic momentm | IS -IS b IS
of a ring circuit
carrying an electric
current /, and
enclosing a surface S

Volumetric magnetic

energy density iy, 2piopx 87 pur 87kin i

IThe magnetization is expressed in terms of the auxiliary field H, rather than in terms of the
magnetic field B, for historical reasons. In ferromagnetic materials there is no one-to-one corre-
spondence between M and H (between M and B) because of magnetic hysteresis
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5.1 The Rowland Experiment

This experiment by Henry (0 . a |
A. Rowland (1876) aimed at Q 1 I
showing that moving charges b¢ y -
generate magnetic fields. A

metallic disk or radius a and - ||+
thickness b < a is electrically '
charged and kept in rotation 14

with a constant angular veloc-  gjg 51

ity w.

a) The disk rotates between

two conducting plates, one at a distance & ~ 0.5 cm above its upper surface, and
the other at & below its lower surface, as in Fig. 5.1. The two plates are connected to
the same terminal of a voltage source maintaining a potential difference Vo = 10* V,
while the other terminal is connected to the disk by a sliding contact. Evaluate the
surface charge density on the disk surfaces.

b) Calculate the magnetic field B. near the center of the disk and the magnetic field
component B, parallel and close to the disk surfaces, as a function of the distance r
from the axis. Typical experimental values were a = 10 cm, and w ~ 27 X 10% rad/s
(period T = 27/w = 1072 s).

¢) The field component B, generated by the disk at r = a can be measured by ori-
enting the apparatus so that f is perpendicular to the Earth’s magnetic field Bg, of
strength B ~ 5x 107 T, and measuring the deviation of a magnetic needle when
the disk rotates. Find the deviation angle of the needle.

5.2 Pinch Effect in a Cylindrical Wire

A uniform current density J i

. . . . . ro 1)) roa
flows in an infinite cylindri- Lo a -, [
. ! | [} I}
. T Lo
cal conductor of radius a. The " L

current carriers are electrons L J Vo

(charge —e) of number volume -—---—"—7——— -~
density n. and drift velocity v, Fig. 5.2

parallel to the axis of the cylin-

der. Tons can be considered as fixed in space, with uniform number density »; and
charge Ze. The system is globally neutral.

a) Evaluate the magnetic field generated by the current, and the resulting magnetic
force on the electrons.
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The magnetic force modifies the volume distribution of the electrons and this, in
turn, gives origin to a static electric field. At equilibrium the magnetic force on the
electrons is compensated by the electrostatic force.

b) Evaluate the electric field that compensates the magnetic force on the electrons,
and the corresponding charge distribution.

¢) Evaluate the effect in “standard” conditions for a good Ohmic conductor.

5.3 A Magnetic Dipole in Front of a Magnetic Half-Space

The plane x = 0 divides the space into two half-

1 2
Y U spaces, labeled 1 and 2, respectively. We have vac-
mT : uum in half-space 1, while half-space 2 is filled by
a medium of magnetic permittivity .. A magnetic
I 19} P dipole m, parallel to the y axis, is located in vacuum
—-d at position x = —d. Find
a) the magnetic field B in the whole space,
Fig. 5.3

b) the force acting on the magnetic dipole.

5.4 Magnetic Levitation

In a given region of space we have a static magnetic field, which, in a cylindrical
reference frame (r,¢,z), is symmetric around the z axis, i.e., is independent of ¢,
and can be written B = B(7, 7). The field component along z is B.(z) = Byoz/L, where
By and L are constant parameters.

a) Find the radial component B, close to the z axis.

A particle of magnetic polarizability « (such that it acquires an induced magnetic
dipole moment m = aB in a magnetic field B), is located close to the z axis.

b) Find the potential energy of the particle in the magnetic field.

¢) Discuss the existence of equilibrium positions for the particle, and find the fre-
quency of oscillations for small displacements from equilibrium either along z or r
(let M be the mass of the particle).

5.5 Uniformly Magnetized Cylinder

A magnetically “hard” cylinder of radius R and height A, with R < h, carries a
uniform magnetization M parallel to its axis.
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a) Show that the volume magnetization current density Jy, is zero inside the cylin-
der, while the lateral surface of the cylinder carries a surface magnetization current
density Ky, with |[Kp,| = M.

b) Find the magnetic field B inside and outside the cylinder, at the limit 7 — co.

¢) Now consider the opposite case of a “flat” cylinder, i.e., # < R, and evaluate the
magnetic field By at the center of the cylinder.

d) According to the result of ¢), limg/s—c Bo = 0. Obtain the same result using the
equivalent magnetic charge method.

5.6 Charged Particle in Crossed Electric and Magnetic Fields

A particle of electric charge g and
B h It mass m is initially at rest in the pres-
UV}hﬁib};5h~~~ —y =V ence of a uniform electric field E and a
” uniform magnetic field B, perpendicu-
lar to E.
Fig. 5.4 a) Describe the subsequent motion of

the particle.

b) Use the above result to discuss the
following problem. We have a parallel-plate capacitor with surface S, plate sepa-
ration A and voltage V, as in Fig. 5.4. A uniform magnetic field B is applied to
the capacitor, perpendicular to the capacitor electric field, i.e., parallel to the plates.
Ultraviolet radiation causes the negative plate to emit electrons with zero initial
velocity. Evaluate the minimum value of B for which the electrons cannot reach the
positive plate.

5.7 Cylindrical Conductor with an Off-Center Cavity

An infinite cylindrical conductor of radius a has a
cylindrical cavity of radius b bored parallel to, and
centered at a distance & < a — b from the cylinder
axis as in Fig. 5.5, which shows a section of the
conductor. The current density J is perpendicular to,
and uniform over the section of the conductor (i.e.,
excluding the cavity!). The figure shows a section of
Fig. 5.5 the conductor. Evaluate the magnetic field B, show-
ing that it is uniform inside the cavity.
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5.8 Conducting Cylinder in a Magnetic Field

A conducting cylinder of radius @ and height / > a rotates around its axis at constant
angular velocity w in a uniform magnetic field By, parallel to the cylinder axis.

Fig. 5.6

a) Evaluate the magnetic force acting on the con-
duction electrons, assuming w = 27 x 10?>s~! and
B =5x107T (the Earth’s magnetic field), and the
ratio of the magnetic force to the centrifugal force.
Assume that the cylinder is rotating in stationary
conditions. Evaluate

b) the electric field inside the cylinder, and the vol-
ume and surface charge densities;

¢) the magnetic field B generated by the rotation
currents inside the cylinder, and the order of magni-
tude of By/By (assume a ~ 0.1 m).

5.9 Rotating Cylindrical Capacitor

Fig. 5.7

the electrostatic forces.

The concentric cylindrical shells of a cylindrical
capacitor have radii a and b > a, respectively, and
height & > b. The capacitor charge is Q, with +Q
on the inner shell of radius a, and —Q on the outer
shell of radius b, as in Fig. 5.7. The whole capacitor
rotates about its axis with angular velocity w =27 /T.
Boundary effects are negligible.

a) Evaluate the magnetic field B generated by the
rotating capacitor over the whole space.

b) Evaluate the magnetic forces on the charges of the
two rotating cylindrical shells, and compare them to

5.10 Magnetized Spheres

a) A sphere of radius R has a uniform and permanent magnetization M. Calculate
the magnetic field inside and outside the sphere. (Hint: see Problem 3.3.)

b) A sphere of radius R has a total charge Q uniformly distributed on its surface.
The sphere rotates with angular velocity w. Calculate the magnetic field inside and

outside the sphere.


http://dx.doi.org/10.1007/978-3-319-63133-2_3
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¢) A sphere of radius R has a magnetic permeability y, and is located in an external,
uniform magnetic field Bg. Calculate the total magnetic field inside and outside
the sphere, discussing the limit of a perfectly diamagnetic material (x, = 0), as a
superconductor.



Chapter 6
Magnetic Induction and Time-Varying Fields

Topics. Magnetic induction. Faraday’s law. Electromotive force. The slowly varying
current approximation. Mutual inductance and self-inductance. Energy stored in an
inductor. Magnetically coupled circuits. Magnetic energy. Displacement current and
the complete Maxwell’s equations.

Basic equations In the presence of a time-varying magnetic field, Equation (1.5) is
modified into the exact equation

VXE = -bnd/B, 6.1)

so that the line integral of V X E around a closed path C is

SEE-df = —bm f 9,B-dS 6.2)
C N

Thus, for a fixed path, the line integral of E equals the time derivative of the flux of
the time-varying field B through a surface delimited by the contour C.

The electromotive force (emf) & in a real circuit having moving parts is the work
done by the Lorentz force on a unit charge over the circuit path,

d
E= (E+bnVxB)-df = _bm_t Dirc(B) , (6.3)

circ d

where V is the velocity of the circuit element; now in (6.3) the flux @,.(B) of B
through the circuit may vary because of both the temporal variation of B and of the
circuit geometry. Equation (6.3) is the general Faraday’s law of induction.

For a system of two electric circuits, the magnetic flux through each circuit can
be written as a function of the currents flowing in each circuit,

Dy =Ly + My 1>, D =Lolb+ Mol (6.4)

© Springer International Publishing AG 2017 43
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where the terms containing the (self-)inductance coefficients L; are the contribution
to flux generated by the circuit itself, and the terms containing the mutual inductance
coefficients M| = M|, give the flux generated by one circuit over the other.
Finally, for time-varying fields the complete Maxwell’s equation replacing (5.3)
is
4z 1
k i - .
VxB=dnk, J+ M oE=] ¢ J+ C(%E (Gaussian),

(6.5)
ke 10d +p0£0d,E (SL.)

6.1 A Square Wave Generator

We have a uniform magnetic field B = Bz in the
half space x < 0 of a Cartesian coordinate system,
while the field is zero for x > 0. A semicircular
loop of radius a and resistance R lyes in the xy
plane, with the center of the full circumference at
the origin O of our coordinate system, as in Fig.
6.1. The loop rotates around the z axis at constant
angular velocity w.

First, assume that the self-inductance of the coil
is negligible and evaluate
a) the current circulating in the coil;
Fig. 6.1 b) the torque exerted by the magnetic forces on the

coil, and the mechanical power needed to keep the

coil in rotation. Compare this to the electric power dissipated in the coil.
¢) Now consider the presence of the self-inductance of the coil, and discuss how it
affects the answer to point a).

6.2 A Coil Moving in an Inhomogeneous Magnetic Field

A magnetic field has rotational symmetry around

z a straight line, that we choose as the longitudinal

axis, z, of a cylindrical reference frame (7, ¢,z). The

z component of the field on the z axis, B;(0,z), is

B(r,2) known and equals B,(0,z) = Boz/L, where L is a
’ constant. A circular coil has radius a, resistance R,

and axis coinciding with the z axis of our reference
frame. The coil performs a translational motion at
constant velocity v = v Z, and its radius a is assumed

to be small enough that the magnetic field is always
Fig. 6.2 approximately uniform over the surface limited by
the coil.
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a) Find the current I flowing in the coil.

b) Find the power P dissipated by the coil due to Joule heating, and the correspond-
ing frictional force f on the coil.

c¢) Calculate f as the resultant magnetic force on the loop carrying the
current /.

6.3 A Circuit with “Free-Falling” Parts

In the presence of the Earth’s gravitational field g, two high-conducting bars are
located vertically, at a distance a from each other. A uniform, horizontal magnetic
field B is perpendicular to the plane defined by the vertical bars. Two horizontal
bars, both of mass m, resistance R/2 and length a, are constrained to move, without
friction, with their ends steadily in contact with the two vertical bars. The resistance
of the two fixed vertical bars is assumed to be much smaller than R/2, so that the
net resistance of the resulting rectangular circuit is, with very good approximation,
always R, independently of the positions of the two horizontal bars.

First, assume that the upper horizontal R/2
bar is fixed, while the lower bar starts a pr————— ——
“free” fall at + = 0. Let’s denote by v = B
v(t) the velocity of the falling bar at time ®
£, with v(0) = 0. R/
a) Write the equation of motion for the gi v,
falling bar, find the solution for wv(¢) R/2
and show that, asymptotically, the bar g1 B
approaches a terminal velocity ;. v ©
b) Evaluate the power dissipated in the

circuit by Joule heating when v(f) = vy, R/2
and the mechanical work done per unit
time by gravity in these conditions.

Now consider the case in which, at t =0,
the upper bar already has a velocity vg #0 | <————» -~
directed downwards, while the lower bar
starts a “free” fall.

¢) Write the equations of motion for both
falling bars, and discuss the asymptotic behavior of their velocities v (#) and v(?),
and of the current in the circuit /(¢).

Fig. 6.3
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6.4 The Tethered Satellite

Fig. 6.4

6 Magnetic Induction and Time-Varying Fields

The Earth’s magnetic field at the Earth’s sur-
face roughly approximates the field of a mag-
netic dipole placed at the Earth’s center. Its
magnitude ranges from 2.5 x 107 to 6.5 x
10T (0.25 to 0.65G in Gaussian units),
with a value Beg ~ 3.2 X 1073 T at the equator.
A satellite moves on the magnetic equatorial
plane with a velocity v ~ 8km/s at a constant
height & ~ 100km over the Earth’s surface, as
shown in the figure (not to scale!). A tether

(leash, or lead line), consisting in a metal cable of length £ = 1 km, hangs from the
satellite, pointing to the Earth’s center.

a) Find the electromotive force on the wire.

b) The satellite is traveling through the ionosphere, where charge carriers in outer
space are available to close the circuit, thus a current can flow along the wire.
Assume that the ionosphere is rigidly rotating at the same angular velocity as the
Earth. Find the power dissipated by Joule heating in the wire and the mechanical
force on the wire as a function of its resistance R.

6.5 Eddy Currents in a Solenoid

;ur R
o Z
WWINMNNNIN NN NN
()
N
Iy cos wt
Fig. 6.5

A long solenoid consists of a helical coil
of n turns per unit length wound around a
soft ferromagnetic cylinder of radius R and
length ¢ > R. The ferromagnetic material has
a relative magnetic permittivity y;, and an
electrical conductivity o. An AC current [ =
Iy cos wt flows in the coil.

a) Find the electric field induced in the
solenoid.

b) Explain why the cylinder warms up and evaluate the dissipated power.
¢) Evaluate how the induced currents affect the magnetic field in the solenoid.
(Boundary effects and the displacement current are assumed to be negligible).
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6.6 Feynman’s “Paradox”

A non-conducting ring of radius R is at rest on the xy plane, with its center at the
origin of the coordinate system. The ring has mass m, negligible thickness, and an
electric charge Q distributed uniformly on it, so that the ring has a linear charge
density A = Q/(2ra). The ring is free to rotate around its axis without friction.

A superconducting circular ring of radius a <
R, coaxial to the charged ring and carrying an
electric current Iy, also lies on the xy plane, as
in Fig. 6.6. At time ¢ = 0 the superconducting
loop is heated above its critical temperature,
and switches to normal conductivity. Conse-
quently, its current decays to zero according
to alaw I = I(¥).

a) Neglecting self-induction effects, evaluate
the angular velocity w = w(¢) of the charged
ring as a function of the current /(¢) in the
smaller ring. Evaluate the final angular veloc- Fig. 6.6

ity wy, and the final angular momentum Ly, of the charged ring.

b) Evaluate the magnetic field at the ring center, B., generated by the rotation of the
ring.

¢) Discuss how the results of a) are modified by taking the “self-inductance” £ of
the charged ring into account.

This is one of the possible versions of the so-called Feynman’s disc paradox
[2], presented in Vol. II, Section 17-4, of The Feynman’s Lectures on Physics. The
apparent paradox arises because the initial total mechanical angular momentum of
the system is zero, no external torque is applied, and one could (wrongly) expect the
final total angular momentum to be zero, i.e., no rotation of the ring. This conclusion
is wrong, of course, for reasons further discussed in Prob. 8.8.

6.7 Induced Electric Currents in the Ocean

A fluid flows with uniform velocity v in the presence of a constant and uniform
magnetic field B perpendicular to v. The fluid has an electrical conductivity o and
volumetric mass density o.

a) Evaluate the electric current density J induced in the fluid.

b) Give a numerical estimate of |J| for the terrestrial oceans, knowing that the Earth’s
magnetic field has an average value B~ 0.5G = 5x 107> T, the conductivity of sea
water is o ~4Q 'm™! (0 ~3.6x10'%s"'em™! in Gaussian units), and a typical
value of the flow velocity is v = 1 m/s.

¢) Due to the presence of the induced current, the magnetic force tends to slow down
the fluid. Estimate the order of magnitude for the time constant of this effect.
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6.8 A Magnetized Sphere as Unipolar Motor

A magnetized, non-conducting sphere has radius a,
mass m and permanent, uniform magnetization M
throughout its volume. An electric circuit is formed
by pasting a conducting wire along a half meridian,
from the pole P to the equator, and another conduct-
ing wire around the whole equator of the sphere, as
shown in Fig. 6.7. The circuit is closed by two brush
contacts (the white arrows in Fig. 6.7) connecting the
pole P, and a point A of the wire on the equator of
the sphere, to a voltage source of electromotive force
V. The resulting circuit has resistance R.

a) Evaluate the torque on the sphere when a current / flows in the circuit.

b) If the sphere is free to rotate without friction around the z axis of a cylindrical
coordinate system, parallel to M and passing through the center O of the sphere, it
reaches asymptotically a terminal angular velocity wy. Evaluated w; and the charac-
teristic time of the system.

Fig. 6.7

6.9 Induction Heating

Consider a homogeneous material of electrical conductivity o and relative mag-
netic permeability y, both real, positive and independent of frequency. The electric
permittivity is & = 1.

a) Show that, if the displacement current density d,E/(4nk.) can be neglected, the
magnetic field B inside the material obeys the equation

4B =aV’B, (6.6)

and determine the value of the real constant a.

The material fills the half-space x > 0 in the presence of a uniform oscillating
magnetic field By = ¥ By cos(w?f) = § Re (Bo e iwt ) in the half-space x < 0.
b) Evaluate the magnetic field B(x, ) for x > 0, assuming that the displacement cur-
rent is negligible. Discuss under what conditions the result is a good approximation
for the case of a finite slab of the material.
¢) Evaluate the power dissipated in the medium by Joule heating.
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6.10 A Magnetized Cylinder as DC Generator

A long hard-iron cylinder has height &, radius z
a < h, and permanent, uniform magnetiza- Q

tion M throughout its volume. The magneti- a—=
zation is parallel to the cylinder axis, which A ‘
we choose as the z axis of a cylindrical coor-
dinate system (7, ¢, z).

a) Show that the magnetic field inside the [M
cylinder, far from the two bases, is By =

47(km/bm)M, or By =~ uoM in SI units, By =

47M in Gaussian units. Show that the magni-

tude of the z component of the field at the two

bases is B, ~ By/2.

b) Two brush contacts (the white arrows in

Fig. 6.8) connect the center of the upper base ~Fig- 6.8
of the cylinder, A, and a point on the equator

of the cylinder, B, to a voltmeter. The cylinder

is kept in rotation around the z axis with constant angular velocity w. Evaluate the
electromotive force measured by the voltmeter.

This problem is taken from an example of [1], Section 88, page 379.

6.11 The Faraday Disk and a Self-Sustained Dynamo

A perfectly conducting disk, of radius a and
thickness 7 < a, rotates at constant angular R

velocity w (parallel to the disk axis), in the 2

presence of a uniform and constant magnetic TI
field B parallel to w. i 0<

a) Evaluate the electric field E in the disk in

steady state conditions, and the correspond- T T TB T T

ing potential drop between the center and the
boundary of the disk (hint: the total force on
charge carriers must be zero at equilibrium).
b) We now form a closed circuit by connecting the center of the disk to a point of
the circumference by brush contacts (white arrows in the figure), as in Fig. 6.9. Let
R be the total resistance of the resulting circuit. Calculate the external torque needed
to keep the disk in rotation at constant angular speed.

¢) Finally, we place the rotating disk at the center of a long solenoid of radius b > a

and n turns per unit length. The disk and the solenoid are coaxial, as shown in Fig.
6.10.

Fig. 6.9
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Fig. 6.10
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The two brush contacts of point b) are now
connected to the ends of the solenoid coil,
so that the rotating disk provides the current
circulating in the turns. The total resistance
of the disk-solenoid circuit is R. The circu-
lating current is thus due to the disk rotation
and to the presence of the magnetic field B,
that the current itself generates by circulating
in the solenoid (self-sustained dynamo). Find
the value of w for steady-state conditions.
This is an elementary model for a dynamo
self-sustained by rotation, such as the gener-

ation mechanism of the Earth’s magnetic field [3].

6.12 Mutual Induction between Circular Loops

Fig. 6.11

The centers of two circular conducting loops
A and B, of radii a and b > a, respectively,
are located at the origin O of a Cartesian ref-
erence frame. At time 7 = 0 both loops lie on
the xy plane. While the larger loop remains at
rest, the smaller loop, of resistance R, rotates
about one of its diameters, lying on the x
axis, with angular velocity w, as shown in
Fig. 6.11. A constant current / circulates in
the larger loop.

a) Evaluate the current /4 induced in loop A,
neglecting self-inductance effects.

b) Evaluate the power dissipated in loop A due to Joule heating.
¢) Evaluated the torque needed to keep loop A in rotation, and the associated

mechanical power.

d) Now consider the case when loop A is at rest on the xy plane, with a constant
current / circulating in it, while loop B rotates around the x axis with constant
angular velocity w. Evaluate the electromotive force induced in B, neglecting self-

inductance effects.
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6.13 Mutual Induction between a Solenoid and a Loop

A conducting loop of radius a and
resistance R is located with its cen-
ter at the center of solenoid of radius
b > a and n turns per unit length, as in
Fig. 6.12. The loop rotates at constant
angular velocity w around a diame-
ter perpendicular to the solenoid axis,
while a steady current / flows in the
solenoid.

a) Evaluate the flux of the magnetic
field through the rotating coil as a
function of time.

b) Evaluate the torque exerted by the
external forces on the loop in order
to keep it rotating at constant angular
velocity.

Now assume that the solenoid is dis-
connected from the current source,
and that the rotating loop is replaced
by a magnetic dipole m, still rotating
at constant angular velocity w, as in Fig. 6.13.

¢) Evaluate the electromotive force induced in the solenoid.

Fig. 6.12

Fig. 6.13

6.14 Skin Effect and Eddy Inductance in an Ohmic Wire

A long, straight cylindrical wire of radius ry and conductivity o (which we assume
to be real and constant in the frequency range considered) carries an alternating
current of angular frequency w. The impedance per unit length of the wire, Z,, can
be defined as the ratio of the electric field at the wire surface to the total current
through the wire cross section. Evaluate Z; as a function of w.
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6.15 Magnetic Pressure and Pinch effect for a Surface Current

‘ A ‘ A current / flows on the surface of a cylinder of
‘ radius @ and infinite length, in the direction parallel
S ER Y to the axis Z. The current layer has negligible thick-
AT S ness, so that we can write I = 2raK, with K = K7 the
surface current density. Calculate
K a) the magnetic field B in the whole space,
b) the force per unit surface P on the cylinder surface
¢) the variation of magnetic field energy (per unit
length) dU, associated to an infinitesimal variation
of the radius da. Explain why P # —(27a)~'dUy,/da
! and how to calculate P correctly from the energy
Fig. 6.14 variation.

Notice: for point b) it might be useful to show first
that for a magnetostatic field we have

1 1y p2
B=—(B-V)B-5VB°]. .
IxB= | BB~ 6.7)

6.16 Magnetic Pressure on a Solenoid

A current source supplies a constant current / to a solenoid of radius a, length & > a,
so that boundary effects are negligible, and n coils per unit length.

a) Evaluate the magnetic pressure on the solenoid surface directly, by computing
the magnetic force on the coils.

b) Now evaluate the magnetic pressure on the solenoid surface by evaluating the
variation of the magnetic energy of the system for an infinitesimal increase da of
the radius of the solenoid, and the corresponding work done by the current source
in order to keep / constant.
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6.17 A Homopolar Motor

A homopolar motor is a direct current electric motor
consisting of a circuit carrying a direct current / in
the presence of a static magnetic field. The circuit is
free to rotate around a fixed axis, so that the angle
between the current and the magnetic field remains
constant in time in each part of the circuit. The
resulting electromotive force is continuous, and the
homopolar motor needs no device, like a commuta-
tor, to switch the current flow. But it still requires
slip rings (or brush contacts) to operate. “Homopo-
lar” means that the electrical polarity of the conduc-
tor (the direction of the current flow at each point of
the circuit) and the magnetic field do not change in
time, and the motor does not require commutation. A
simple practical realization of a homopolar motor is
shown in Figs. 6.15 and 6.16, based on a Wikipedia
entry.

The idea is the following: an electrochemical cell
drives a DC current into the double circuit shown in
the figures, while a magnetic field is generated gen-
erated by the permanent magnet cylindrical located
at the bottom of the cell, in electrical contact with its
negative pole, as shown in Fig. 6.16. The magnetic
field has rotational symmetry around the z axis and
is constant in time, in spite of the magnet rotation,
and the circuit is free to rotate around the z axis. The
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Fig. 6.16

magnetic forces on the current-carrying circuit exert a torque, and the circuit starts

to rotate.

The dimensions, mass and resistance of the circuit (the mass includes battery and
magnet), the voltage of the battery and the magnetic field strength generated by the
magnet at each point of the circuit are known. Find the torque acting on the circuit,
and the angular velocity of the system as a function of time,
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Chapter 7
Electromagnetic Oscillators
and Wave Propagation

Topics Harmonic oscillators. Resonances. Coupled oscillators, normal modes and
eigenfrequencies. Basics of the Fourier transform. Electric circuits:
impedances, simple LC and RLC circuits. Waves. The wave equation. Monochro-
matic waves. Dispersion. Wavepackets. Phase velocity and group velocity. Trans-
mission lines.

Useful formulas for this chapter:

Fourier transform of the Gaussian function

f e e—(ak)’l ok gk = ﬁ e—;{é‘/m2 i (7.1)

0 a

where in general « is a complex number with Re(a) > 0.
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7.1 Coupled RLC Oscillators (1)

R L C R L c Consider an elecFrical ci.rcuit consist-
A ing of two identical resistors R, two
identical inductors L, two identical
Co capacitors Cy, and a capacitor Co, all
I T A arranged in two meshes as in Fig. 7.1.
Let 11 and I, be the current intensities
B flowing in the left and right mesh of
Fig. 7.1 the circuit, respectively, as shown in
the figure. Initially, assume that /; and
I, are flowing in the absence of voltage sources, and assume R = 0.

a) Find the equations for the time evolution of /| and /5. Describe the normal modes
of the system, i.e., look for steady-state solutions of the form

L(t)=Ae ™, L(t)=Ae ", (7.2)

determining the possible values for w. Find a mechanical equivalent of the circuit.
b) Now consider the effect of the nonzero resistances R in series with each of the
two inductances L. Find the solutions for /; and I, in this case.

¢), Evaluate I; and I, as functions of w if a voltage source V = Ve
into the left mesh of the circuit.

~lWI g inserted

7.2 Coupled RLC Oscillators (2)

R L C R L c An electrical circuit consists of two

A identical resistors R, two identical

inductors L, two identical capacitors

Lo C, and an inductor Ly, all arranged in

I b two meshes as in Fig. 7.2. Let I} and I,

be the currents flowing in the left and

right mesh of the circuit, respectively,
Fig. 7.2 as shown in the figure.

a) Initially, assume that the currents
are flowing in the absence of sources, and assume R = 0. Find the equations for
the time evolution of I} = I1(¢) and I, = I(¢). Determine the normal modes of the
circuit.

b) Now assume R # 0. Show that now the modes of the system are damped, and
determine the damping rates.
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7.3 Coupled RLC Oscillators (3)

An electrical circuit consists
of three identical resistors R,
three identical inductors L,
and two identical capacitors C,
arranged in three meshes as in
Fig.7.3.Let I}, I, and I3 be the
currents flowing in the three
meshes, as in the figure. Ini-
tially, assume R = 0.

a) Write the equations for the time evolution of ,(¢). Find a mechanical system with
three degrees of freedom and the same equations of motion as those for 7,,(¢).

b) Determine the normal oscillation modes of the system and their frequencies.

¢) Now assume R # 0, and determine the decay rate of the normal modes.

7.4 The LC Ladder Network

An LC ladder network is

formed by N inductors L, and 1172 A Ij:‘ D IL F ﬁi]

N capacitors C, arranged as W
shown in Fig.7.4. We denote - Lc=0,, On el e
by I, = I,(¢) the current in T m

the nth inductor. Resistance B E G

effects are assumed to be neg- Fig. 7.4

ligible. The distance between

two neighboring nodes is a.

a) Find the equations for the time evolution of /,,. Which is a mechanical equivalent
of the system?

b) Show that solutions exist in the form of propagating monochromatic waves

I, = Celkna=on (7.3)

and find the dispersion relation between k and w.

¢) For a given value of w, find the allowed values of k with the boundary conditions
Iy=1Iy=0.

d) Discuss the limit to a continuum system, N — oo, n — oo, a — 0, with na — x. In
this case inductance and capacity are continuously distributed, i.e., defined per unit
length.
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7.5 The CL Ladder Network

Ci v v y Consider an infinite ladder network of

H nl H . H ol identical capacitors C and inductors
On-1 O Qe L, arranged as shown in Fig.7.5. Let
. L @ . On = On(1) be the charge on the nth
nl " ! capacitor, V, = V,,(¢) the voltage drop

on the nth inductor, and 7, = I,,(¢t) =
dQ,/dt is the current flowing in the
nth mesh, across the nth capacitor, i.e., between the network nodes at V,_; and
Va.

a) Show that the currents 1, satisfy the coupled equations

Fig. 7.5

Li(l =21, +1 )—ﬁ (7.4)
dl2 n+1 n n—1 _C. .

b) Show that the solutions of (7.4) have the form
I, = Aei(kna—wt) , (75)

with a the distance between two adjacent network elements, and determine the dis-
persion relation w = w(k).

7.6 Non-Dispersive Transmission Line

The “elementary cell”
scheme of a transmis-
sion line is sketched in
the figure. In addition
to the inductance L and
x xr +dx . .

capacitance C typical of
Fig. 7.6 the ideal “LC” trans-
mission line, there is a resistance R in series with L, which accounts for the finite
resistivity of the two conductors which form the line. In addition, we assume a finite
leakage of current between the two conductors (i.e., in the direction “transverse”
to the propagation) which is modeled by a second resistance R; in parallel to C.
The corresponding conductance is G = 1/Ry. In the limit of a continuous system
with homogeneous, distributed properties, we define all quantities per unit length
by replacing R with Rydx, L with L,dx, C with C,dx and G with G,dx (it is proper
to use G as a quantity defined per unit length instead of R; because the latter is
proportional to the inverse of the length of the line).
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a) Show that the current intensity / = I(x, t) satisfies the equation
(0% = LeCrd*)] = (ReCy+ LeG)d:I + RGel =0 . (7.6)

b) Study the propagation of a monochromatic current signal of frequency w, i.e.,
search for solutions

I= Ioeikx—iu)t , (7.7)
for x > 0 with the boundary condition /(0,7) = Ioe’i“” , and determine the dispersion
relation k = k(w).
¢) Find the condition on the line parameters for which a wavepacket traveling along
the lines undergoes attenuation of the amplitude but no dispersion. This condition
corresponds to solutions having the general form

I(x,0) = e ¥ f(x—v1), (7.8)

where f(x) is an arbitrary differentiable function. Find the expression for v and «.

7.7 An “Alternate” LC Ladder Network

Ly L, Ly L,
W
by T by, T Dyt T Dyi2

Fig. 7.7

Consider an “alternate” LC ladder network comprising identical capacitors C and
inductors of value alternatively L; and L,, as shown in Fig. 7.7. Let I, be the current
flowing in the mesh of the nth inductor of value L,, and /5,4 the current flowing in
the n-th inductor of value L;.

a) Show that the currents satisfy the equations

d% Iy

. d’b,
dr?

1
o a2 = E (]2,1_1 —2[2;1 +I2n+1) , Ly

1
=z (I =241 + Iops2) - (7.9

What is a mechanical equivalent of this network?
b) Search for solutions of (7.9) of the form

12n — Ie ei [2nka—wt] , 12n+1 — 10 ei [(2n+1) ka—wt] , (710)
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where I. and I, (the subscripts “e” and “0” stand for even and odd, respectively)

are two constants, and determine the dispersion relation w = w(k). Determine the
allowed frequency range for wave propagation (for simplicity, assume Ly < Ly).

7.8 Resonances in an LC Ladder Network

Consider the semi-infinite LC ladder network shown in Fig. 7.8. Let I, = I,,(¢) be the
current flowing in the n-th mesh of the circuit. An ideal current source provides the
input current ‘

I(t) = e ", (7.11)
where
a) Assuming w < 2wy, evaluate 7,() as a function of /5 and w.
b) Now find 7,(¢) assuming w > 2wy. Hint: search for a solution of the form

L) = A" e, (7.12)

determining the dependence of @ on w and wy.
’W 00 j
» E\gm WYY\—IF T

L

TSRS T

Fig. 7.8

Fig.7.9

Now assume that our LC ladder is finite, comprising N meshes numbered from
0to N—1, as in Fig. 7.9. Evaluate I,,(r) both for the case w > 2wy and for the case
w < 2wy, determining for which values of w resonances are observed.

7.9 Cyclotron Resonances (1)

Consider a particle of charge ¢ and mass m in the presence of a constant, uniform
magnetic field B = By Z, and of a uniform electric field of amplitude E, rotating with
frequency w in the (x,y) plane, either in clockwise or in counterclockwise direction
(Fig.7.10 shows the counterclockwise case).
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a) Describe the motion of the particle as a function
of B, E, and w, and show that, given B, a resonance
is observed for the appropriate sign and value of w.
b) Evaluate the solution of the equations of motion
at resonance in the absence of friction.

¢) Now assume the presence of a frictional force f =
—myv, where v is the velocity of the particle. Find
the steady-state solution of the equations of motion, Fig. 7.10
and calculate the power dissipated by friction as a

function of w.

7.10 Cyclotron Resonances (2)

Consider a particle of charge g and mass m in the presence of a constant uniform
magnetic field B = ByZ, and of an oscillating uniform electric field E = EgXcos wt.
a) Write the equations of motion (assuming no friction) and determine the resonance
frequency of the system (hint: show that the equations for the velocity components
vy and vy can be separated into two uncoupled equations of the forced harmonic
oscillator type)

b) Now assume the presence of a frictional force f = —myv where y < w and y <
qBy/m. Find the steady state solution of the equations of motion and the spectrum
of the absorbed power (hint: the equations for v, and v, cannot be separated in this
case, but seeking a solution in the form v = voe @ with vo a complex vector, will
work).

7.11 A Quasi-Gaussian Wave Packet

Let us consider a wave packet of Gaussian
profile propagating with velocity v along
the x axis in a non-dispersive medium,
with dispersion relation w(k) = kv. In
these conditions, the wave packet’s pro-
file remains constant, and the packet is
described by the function g(x —v?) (Fig.
7.11)
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g(x - Vt) = ﬁ% eikO(X—Vt)e—(x—vt)2/4L2

+00
= f gk e "dk, (7.13)

(o)

272 . .
where L, A and ko are constant parameters, and g(k) = Ae~*~%0)"L" is the Fourier
transform of g. Now consider a second wave packet described by a function f,
whose Fourier transform is

Fh) = g(k) 90 = A~ kRo?L2 giob) (7.14)

where the “phase perturbation” ¢(k) is a smooth function, that can be approximated
by its Taylor polynomial expansion of degree 2 around k = k),

1
¢(k) = (ko) + ¢’ (ko)(k — ko) + §¢”(k0)(k —ko)’, (7.15)

where ¢’ and ¢”" are the first and second derivatives of ¢. The second wave packet
can be considered as an “attempt” to build up a Gaussian wave packet from its
spectral components, but with some error on the relative phases of the components
themselves. Find the width of the wave packet and discuss its shape in order to show
its deviations from the Gaussian profile.

7.12 A Wave Packet along a Weakly Dispersive Line

A transmission line extends from x = 0 to x = +co0. A generator at x = 0 inputs a
signal
: 2.2
f(6)=Ae7 e/ (7.16)

where A and 7 are constant and wo7 > 1, i.e., the signal is “quasi-monochromatic”.
The dispersion relation of the transmission line can be written

w = wk) =kv(l+bk), (7.17)

where v and b are known constants, and we assume k > 0.
a) Find the expression f(x,f) for the propagating signal, i.e., for the wave packet
traveling along the line, assuming b = 0.

From now on, assume dispersive effects to be small but not negligible, i.e.,
assume bky < 1, where ko = k(wy) according to (7.17).
b) Within the above approximation, write the phase and group velocities as functions
of wy to the lowest order at which dispersive effects are present.
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¢) Give an estimate of the instant ¢, when the “peak” of the signal reaches the posi-
tion x, and of the corresponding length of the wave packet.

d) Now find the expression of the wave-packet shape as a function of (x,f), by
calculating the integral

flx,1) = f K@=t F )y dw, (7.18)

where f(w) is the Fourier transform of the wave packet. As a reasonable approxi-
mation, keep only factors up to the second order in (k — ko)?, for instance use

1
k(w) = k(wo) + kK (wo)(w — wo) + Ek”(wo)(w —wp)?. (7.19)



Chapter 8
Maxwell Equations and Conservation Laws

Topics Maxwell’s equations. Conservation laws: energy, momentum and angular
momentum of the electromagnetic field. Poynting’s theorem. Radiation pressure.
Basic equations of this chapter:
(Note: Gaussian cgs units are used in this chapter unless otherwise specified.)
Maxwell’s equations

V-E =4np, (8.1)
V-B=0, (8.2)
VxE=-198B. (8.3)
C
4r_ 1
VxB=2J+-0E. (8.4)
C C

Energy conservation (Poynting’s) theorem
ou+V-S=-J-E, (8.5)
where
p= (E?+B?) (8.6)
8
is the energy density of the EM field, and
c
S=—ExB 8.7)
4n
is the Poynting (also named Poynting-Umov) vector.
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Momentum conservation theorem:
1
0g+V-T=—|pE+-JxB]|, (8.8)
c

where

1
g=—

S
= (ExB)=— (8.9)

is the momentum density of the EM field, and T is Maxwell’s stress tensor with
components

1|1
Tij = E [E(Ez +B2)5,’j—EiEj—BiBJ] . (810)

Thus, V- T is a vector with components

j=3
(V-T)i= 0T 8.11)
j=1

Angular momentum density of an EM field

S
f=rxg=rx-—. (8.12)
C
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8.1 Poynting Vector(s) in an Ohmic Wire

A constant and uniformly distributed current density J = o’E flows inside an infinite
straight wire of radius a and conductivity o.

a) Calculate the Poynting vector S = (¢/47)E X B and discuss the energy conserva-
tion in the wire.

b) The Poynting vector occurs in Poynting’s theorem only through its divergence,
since the theorem only requires that the flux of the Poynting vector through any a
closed surface describes the net flow of electromagnetic energy. Show that, conse-
quently, S’ = ¢J, where ¢ is the electrostatic potential, is also a suitable choice for
S (hint: substitute E = —V¢ into (8.7) and manipulate the result).

8.2 Poynting Vector(s) in a Capacitor

A plane capacitor consists of two par-

allel circular plates of radius a, at a @
distance h < a from each other. The hl

electric field inside the capacitor is

slowly varying in time, E = E(7)Z, for

instance, assume E = Eyt/7. Bound-

ary effects are negligible (Fig. 8.1). Fig. 8.1

a) Evaluate the magnetic field B inside

the capacitor.

b) Calculate the Poynting vector S = (¢/47) EX B, and show that the flux of S though
any surface enclosing the capacitor equals the time variation of the energy associated
to the electromagnetic field.

¢) Show that an alternative Poynting vector is

1
S'=—piE, (8.13)
4

where ¢ is the electric potential (E = —V). Verify that also the flux of S’ through
the closed surface of point b) equals the variation of the energy in the volume inside
the surface [hint: proceed as in point b) of Problem 8.1].

8.3 Poynting’s Theorem in a Solenoid

A time-dependent current, I = I(¢) = Iyt/7, flows through the coils of an infinitely
long, cylindrical solenoid. The solenoid has radius a and n turns per unit length.
a) Find the magnetic and electric fields, B and E, inside the solenoid.
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b) Verify the law of energy conservation (Poynting’s theorem), for a closed internal
cylindrical surface, coaxial to the solenoid.

¢) Now verify Poynting’s theorem for an external, coaxial cylindrical surface
(remember that B = 0 outside an infinite solenoid).

8.4 Poynting Vector in a Capacitor with Moving Plates

A plane capacitor consists of two circular

+Qo) v metallic plates of radius a, parallel to each

o other. One plate is kept at rest while the other

‘# moves at constant velocity v, so that the dis-

_—  tance between the plates is & = h(t) = ho + vt.

=T In the following we consider only the case in

which & < a at any time ¢, so that bound-

(=0Qvp) ary effects are negligible. We also assume

that v is small enough to ensure the valid-

ity of the slowly varying current approxi-

mation7.11 A Quasi-Gaussian Wave Packet
(Fig. 8.2).

Considering both the case of electrically isolated plates having opposite charges
+(Qo, and the case of plates connected through a voltage source keeping a constant
electric potential drop V) between them, calculate
a) the force F needed to keep v constant,

b) the rate of change of the electrostatic energy U,

¢) the magnetic field between the plates,

d) the Poynting vector S and its flux through a cylindrical surface enclosing, and
coaxial with, the capacitor; use this last result to discuss energy conservation in the
system.

h(f) Vo)

Fig. 8.2

8.5 Radiation Pressure on a Perfect Mirror

A perfect mirror is defined as a medium inside which E = 0 and B = 0. Thus, an EM
wave cannot penetrate the mirror surface and will be reflected by it.

Find the radiation pressure Pi,q, i.e., the cycle—averaged force per unit surface
exerted by a plane wave incident on the surface of a perfect plane mirror, as a func-
tion of the intensity / of the wave by each of the following three methods:

a) Consider the reflection of a square wave packet of arbitrary, but finite, duration.
Determine P.,q from the difference between the total momentum of the incident
wave packet and the momentum of the reflected wave packet.
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b) Calculate the force on the mirror directly, from the knowledge of the EM fields
and of the charge and current densities on the mirror surface.
¢) Determine P,,q from Maxwell’s stress tensor.

8.6 A Gaussian Beam

In optics, a Gaussian beam is a beam of monochromatic electromagnetic radiation
whose transverse magnetic and electric field amplitude profiles are given by the
Gaussian function. Gaussian beams are important because they are a very good
approximation of the radiation emitted by most laser sources. Here we consider
a linearly-polarized Gaussian beam propagating along the z-axis and whose trans-
verse profile is symmetrical around such axis. The origin of the coordinate systems
is chosen so that the beam has minimum width on the z = 0 plane. We assume that,
close to the z =0 plane, the transverse components of the EM fields can be written as

E = Ey(r)cos(kz — wt) = Ey eI cos(kz — wt),

B, = By(r)cos(kz - wt) = By eI cos(kz — wt), (8.14)

where r = y/x2+y2 < rg and k = w/c. The parameter r is called the waist of the
beam.

a) Show that, in addition to the transverse components (8.14), longitudinal compo-
nents E, and B, must exist, and give their expression.

b) Compute the Poynting vector of the beam S, and its average over a period (S),
showing which components are vanishing.

¢) Verify that the fields (8.14) do not satisfy the wave equation in vacuum, hence
they are only an approximate expression, as mentioned above. Explain in which
range of z, depending on the value of krg, the approximate expressions are accurate.

8.7 Intensity and Angular Momentum of a Light Beam

A circularly polarized monochromatic light beam of frequency w propagates along
the z direction. The beam has a finite width in the plane perpendicular to z. We
assume that in a region of space, close to the “waist” (i.e., to the plane where the
beam has minimal width), the transverse components of the EM fields can be written
approximately as

E. =+Ey(r)cos(kz—wt) , Ey = —Ey(r)sin(kz — wt) ,
B, = Ey(r)sin(kz — wt) , By = Eo(r)cos(kz — wt) , (8.15)

where r = \/x2+y2, k= w/c, and Eo(r) is a known real function.
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a) Write the intensity I = I(r), defined as the “energy flow along 77, i.e., I(r) =S, =
S-Z where S is the Poynting vector.

b) Show that, in addition to the transverse components of the fields, also longitudinal
components (E,, B;) must exist, and give their expression.

¢) Evaluate the S ; and Sy component of S, and discuss the result.

d) Show that the density of angular momentum (8.12) of the beam can be written as

6, =t.(r) = —ﬁ drl (8.16)

and compute the quantity
L, = f €,(r)2nrdr (8.17)
0

as a function of the total power of the beam W = fooo I(r)2nrdr.

8.8 Feynman’s Paradox solved

The system in Fig. 8.3 is composed by a non-

TBO conducting cylindrical surface of height # and

L, radius a, over which there is a net charge

Q uniformly distributed with surface density

o = Q/(2rah), and a wire of same length

g oriented along the cylinder axis and having

charge —Q distributed with uniform linear

density A = —Q/h, so that the system is glob-

: ally neutral. The cylindrical surface is free to

TV rotate around its axis without friction, and has

moment of inertia J per unit length. The sys-

tem is at rest in the presence of an external

uniform magnetic field Bey, parallel to the system axis. Assume that boundary
effects can be neglected.

Starting at time ¢ = 0, the external magnetic field is reduced from its initial value
By = By to zero at a time ¢y > a/c, according to some temporal law Bey; = Bex((?).
a) Initially assuming that the field generated by the motion of the charges on the
cylinder is negligible, evaluate the angular velocity w = w(f) of the cylinder as a
function of time during the decay of By, and the corresponding mechanical angular
momentum L. of the cylinder.

b) Now take the field generated by rotating charges into account, and evaluate how
the results of a) change.

¢) Consistently with Egs. (8.8-8.9), we introduce the angular momentum of a given
distribution of electromagnetic fields as

O/ 2rah)

o=
A

Fig. 8.3
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Ley = frxgd3r, (8.18)

where g = E X B/4nx is the electromagnetic momentum density. Use Eq. (8.18) to
check the conservation of the fotal angular momentum for the system (thus solving
the “paradox” as outlined in Problem 6.6).

8.9 Magnetic Monopoles

Assume that an experiment gives evidence of the existence of “magnetic monopoles”,
i.e., of point-like particles with a net magnetic charge qn, such that the magnetic
field B,, generated by such charge is

B,=al™t, (8.19)

\M|§

while in the presence of an “external” magnetic field B¢y, the force on the particle
is f = gmBext. Thus, for example, the interaction force between two particles with
magnetic charges gm; and g, is given by

fioo=« w P2, fr1=-fs. (8.20)

"
where ry; is the distance vector directed from charge 1 to charge 2. We also assume
that conservation of the total magnetic charge holds.
a) Determine, both in SI and Gaussian units, the expressions for the coefficient a
and the dimensions of the magnetic charge g, with respect to the electric charge
ge. (Hint: we may assume that the field generated by two magnetic charges +¢n
and —gn,, separated by a distance h, is equivalent to the field of a magnetic dipole
m = g h at distances r > |h|.)
b) Complete Maxwell’s equations in order to take the presence of magnetic monopoles
into account.
¢) Now consider a beam of magnetic monopoles of radius a, of uniform density and
infinite length. The number density of the particles of the beam is n, and all particles
have the same magnetic charge g, and the same velocity v. Find the electric and
magnetic fields generated by the beam.
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Chapter 9
Relativistic Transformations of the Fields

Topics Relativistic covariance of Maxwell’s equations. Four-vectors in electromag-
netism: four-current, four-potential. The electromagnetic four-tensor. Lorentz trans-
formations of the fields.

Basic equations of this chapter:
Relation of four-current and four-potential to densities and potentials in three-
dimensional space

Ju=(pc,)),  Au=(9,A). 9.1

Lorentz transformations of a four-vector K, = (Ko, K) from the frame S to the
frame S’ moving with relative velocity v = B¢ with respect to S':

Ky=y(Ko-B-K). K| =yK -BK). K, =K., 9.2)
where the subscripts “||”” and “L” denote the directions parallel and perpendicular to
B, respectively, and y = 1/ /1 —32.

Compact three-dimensional formulas for the transformation of the EM fields are

E\’|:E“’ E/J_:y(EJ_-i-ﬂXB), B(\:B”’ Bl:y(Bl_ﬂxE), (93)

or, equivalently
y2
E' =y(E+BxB)- —pBB-E), 9.4
y+1
72
B’ =yB-BxE)-—pB(B-B). 9.5
y+1
The three-dimensional “Newtonian” force transforms as
© Springer International Publishing AG 2017 73
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VF-v, /c? , F,

Fl=F——— Y o 7L
[ PV T 1=V /)

(9.6)

where V is the boost velocity, and v and v, are the components of the particle
velocity parallel and perpendicular to V, respectively. We have F = dp/d¢ in the S
frame and F’ = dp’/d¢’ in the S’ frame.

9.1 The Fields of a Current-Carrying Wire

g v In the laboratory frame S, a constant current /
; flows in an infinitely long wire. The wire has
r 3 no net charge density. A test charge ¢ moves
L ! ___ with a velocity v parallel to the current at a
e distance r from the wire, as shown in Fig. 9.1.
I a) Find the force F acting on ¢ in the labora-
Fig. 9.1 tory frame. Then evaluate the force F” acting
on the charge in the reference frame S’ where
the charge is at rest, applying the appropri-
ate Lorentz transformation. What can be inferred on the EM fields in S’ from the
expression of F’?
b) Use the Lorentz transformations to obtain the charge and current densities of the
wire in §’, and the related EM fields. Evaluate the scalar and vector potentials in S”.
Compare the results to what obtained from the direct transformation rules for the
EM field.
¢) The answers to points a) and b) imply that in S’ there is a net charge density on
the wire. Recover this result by calculating the linear densities of electrons (flowing
with velocity v, in S) and ions (at rest in §') in S’ via the Lorentz transformations
for velocity and length. (this last point corresponds to the one presented by E.M.
Purcell in Ref. [1].)

9.2 The Fields of a Plane Capacitor

2 Ll In the laboratory frame S, a plane capaci-
L 0 tor has parallel square plates of area A = L?,

Y L . S located at a distance i < L from each other,
S -0 so that the boundary effects can be assumed
0 . to be negligible. The plates have electric

charges +Q, uniformly distributed over their
surfaces, with surface charge density +o =
+(Q/A, respectively (Fig. 9.2).

Evaluate, in a reference frame S’ moving with respect to S with velocity v = B¢
parallel to the capacitor plates,

Fig. 9.2



9.2 The Fields of a Plane Capacitor 75

a) the electric and magnetic fields in the region between the plates;

b) the sources of the fields;

¢) the force per unit surface and the total force on each plate, comparing the results
to the corresponding values in S.

9.3 The Fields of a Solenoid

In the laboratory frame S a constant current / flows ,

in an infinite solenoid of radius R and n turns per /

unit length. At a given instant ¢ = 0 a test particle of

charge ¢ is located inside the solenoid, with a veloc-

ity v perpendicular to the axis of the solenoid, as /‘I
shown in Fig.9.3.

a) Find the electromagnetic fields and the force on

the particle both in S, and in the frame S’ where the Fig. 9.3

particle is instantaneously at rest (v/ = 0).

b) Assuming v/c < 1, evaluate the sources of the fields in S’ up to the first order in
v/c.

9.4 The Four-Potential of a Plane Wave

Consider a monochromatic plane wave, propagating in vacuum along the x axis of
the Cartesian laboratory frame S, linearly polarized along ¥, and of frequency w.
a) Show that the electric field E = E(x,) and the magnetic field B = B(x, ) of the
wave can be obtained from a suitable four-potential A,, = (®,A) = (0,0,A,,0).

Now consider the same wave observed in a frame S’, moving with velocity v = v§y
with respect to S.

b) Evaluate the frequency w’ and the wave vector k” of the wave in §’. Calculate the
electric field E’ = E/(r’,¢") and the magnetic field B’ = B’(r’,#') in S’ as functions
of E in the S frame.

¢) Verify that the wave is linearly polarized in S’ and show that E’ and B’ can be
obtained from a four-potential Al’, =(0,A’), where A’ = A’(x’, 7).

d) Find the four-potential A_}ll obtained from A, through a Lorentz transformation.
Verify that E” and B’ can be obtained also from AL.

e) Show that A}, and AL are related by a gauge transformation.

9.5 The Force on a Magnetic Monopole

Assume that an experiment has given evidence for the existence of magnetic
monopoles, i.e., point-like particles which, in the presence of a magnetic field B,
are subject to a force

Fin=qmB, .7)
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where g, is the magnetic charge of the monopole. We assume that these particles
have no electric charge.

a) Show that the force exerted by an electric field E on a monopole moving in the
laboratory frame with velocity v is

Fe = —gm_ XE . 9.8)
C

b) The “Lorentz force” on a magnetic monopole is the sum of (9.7) and (9.8). Use
this expression to study the motion of a magnetic monopole of mass m in either an
electric field E or in perpendicular E and B fields, where the fields are both constant
and uniform, and E > B. For simplicity assume a non-relativistic motion. Compare
the results to those of Problem 5.6, point a).

9.6 Reflection from a Moving Mirror

An electromagnetic wave of frequency w and electric field amplitude Ej, linearly
polarized along the y axis, is perpendicularly incident on a perfect conductor whose
bounding surface lies on the yz plane. The perfect conductor behaves as a perfect
mirror, i.e., we have E = 0 and B = 0 inside the material (x > 0).

a) Evaluate the the field of the reflected wave and the total electromagnetic field.
The mirror is now set in motion with respect to the laboratory frame S, with a
constant velocity v = Xv parallel to the x axis.

b) Find the frequencies and the fields of the incident and reflected waves in the S’
frame, where the mirror is at rest.

¢) Find the frequency and the fields of the reflected wave in the S frame.

d) Discuss the continuity of the fields at the moving mirror surface.

9.7 Oblique Incidence on a Moving Mirror

In the laboratory frame S, a perfectly reflecting mir-
ror moves with constant velocity v, perpendicular to
its surface. In §, the wave vector k; of an incident
EM wave makes an angle ¢; with the normal to the
mirror surface, as in Fig. 9.4. The incident wave has
frequency w;. Find

a) the frequency ! of the incident wave, the inci-
dence angle ¢/, and the reflection angle 6; in the in
the S’ frame, where the mirror is at rest;

b) the frequency w; of the reflected wave, and the
Fig. 9.4 reflection angle 6, in the S frame. What happens if
cosb; = v/c?
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9.8 Pulse Modification by a Moving Mirror

In the laboratory frame S we have an EM square

wave packet of amplitude Ej, comprising N com- v
plete oscillations of frequency wj, therefore of dura- \/\/\W —
tion 73 = 27N /wji. Assume that N > 1, so that the N ;

packet is “quasi-monochromatic”. The wave packet
impinges perpendicularly on a perfect mirror. In the Fig. 9.5

laboratory frame, the mirror itself is moving with

constant velocity v perpendicularly to its surface

(Fig. 9.5).

a) Determine the form, duration and amplitude of the reflected wave packet.

b) Compare the total energies of the incident and reflected wave packets, and deter-
mine the amount of mechanical work W done by the mirror during the reflection
stage (consider all quantities per unit surface).

¢) Show that W is equal to the integral over time and volume of J - E, in agreement
with Poynting’s theorem.

9.9 Boundary Conditions on a Moving Mirror

The reflecting surface of a perfect
mirror is parallel to the yz plane of a
laboratory Cartesian reference frame
S. The mirror is translating with con-
stant velocity v parallel to the x axis,
as in Fig. 9.6. A plane monochromatic
wave of frequency wj, amplitude Ej,
and wave vector K; = Xwj/c, linearly
polarized along the y axis, impinges
onto the mirror.

a) Show that in the laboratory frame S both fotal (i.e., incident + reflected) fields
E and B are discontinuous at the mirror surface, lying on the plane x = x(¢), with
dx/dr =v.

b) The EM fields can be derived from a vector potential A(x,t). Show that the bound-
ary conditions for the EM fields at the mirror surface are equivalent to the condition

Fig. 9.6

d
d—tA[x(t),t] =0, 9.9)

which states that the value of the vector potential at the surface is constant (i.e.,
time-independent) in the laboratory frame.
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¢) As a consequence of (9.9), we can assume A[x(?),?] = 0. Use this boundary con-

dition to obtain the frequency (w;) and amplitude (E;) of the reflected wave in the
laboratory frame.

Reference

1. E.M. Purcell, Electricity and Magnetism (Berkeley Physics Course—Vol. 2, Section 5.9), 2nd
edn. (McGraw-Hill Book Company, New York, 1984)



Chapter 10
Radiation Emission and Scattering

Topics The radiation field. Multipole expansion. Electric dipole radiation. Magnetic
dipole radiation.

Basic equations of this chapter:
Fields in the radiation zone of a point-like source at r = 0 having an electric dipole
moment p(t):

[P(fret) X B X F

E(r,f) = =

., Br=fxE (10.1)

where t,et = t—r/c.
Instantaneous radiation power from the electric dipole source and its angular distri-
bution

dPrag _ 3Prag si 2

2 2
P, — b n-o 10.2
rad 33 |P| > 10 | s ( )

where 6 is the angle between p and r, and the infinitesimal solid angle dQ =
2msin6d6.
Analogous formulas for the fields and the power of a magnetic dipole m(z):

AN
E(r,t):-M, B(r,/) = £ xE, (10.3)
rc
dPug 3P
Prg = — >,  —2d - mdgplg (10.4)

33 do 4r

10.1 Cyclotron Radiation

An electron moves in the xy plane in the presence of a constant and uniform
magnetic field B = ByZ. The initial velocity is vy < ¢, so that the motion is non-
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A. Macchi et al., Problems in Classical Electromagnetism,
DOI 10.1007/978-3-319-63133-2_10



80 10 Radiation Emission and Scattering

relativistic and the electron moves on a circular orbit of radius r; = vo/w; and fre-
quency wy = eBy/mec (Larmor frequency).

a) Describe the radiation emitted by the electron in the dipole approximation spec-
ifying its frequency, its polarization for radiation observed along the z axis, and
along a direction lying in the xy plane, and the total irradiated power Ppaq. Discuss
the validity of the dipole approximation.

b) The electron gradually loses energy because of the emitted radiation. Use the
equation Ppq = —dU/dt, where U is the total energy of the electron, to show that the
electron actually spirals toward the “center” of its orbit. Evaluate the time constant
7 of the energy loss, assuming 7 > w; !, and provide a numerical estimate.

¢) The spiral motion cannot occur if we consider the Lorentz force f; = —(e/c)v xB
as the only force acting on the electron. Show that a spiral motion can be obtained
by adding a friction force fy. proportional to the electron velocity.

10.2 Atomic Collapse

In the classical model for the hydrogen atom, an electron travels in a circular orbit
of radius ag around the proton.

a) Evaluate the frequency w of the radiation emitted by the orbiting electron, and
the emitted radiation power, both as functions of ay.

b) Use the results of point a) to show that, classically, the electron would collapse
on the nucleus, and find the decay time assuming ag = 0.53 x 10~8 cm (Bohr radius,
actually obtained from quantum considerations) .

10.3 Radiative Damping of the Elastically Bound Electron

The motion of a classical, elastically bound electron in the absence of external fields
is described by the equation

d’r )
@+n—+w0r=0, (105)

where the vector r is the distance of the electron from its equilibrium position, 7 is
a friction coefficient, and wy is the undamped angular frequency. We assume that at
time ¢ = 0 the electron is located at r(0) = sg, with zero initial velocity.

a) As a first step, find the solution of (10.5) assuming n = 0, and evaluate the cycle-
averaged emitted radiation power P4 due to the electron acceleration.

b) Assuming the oscillation amplitude to decay due to the radiative energy loss,
estimated the decay time 7 using the result of point a) for the emitted power Ppyq.
Determine under which conditions 7 is much longer than one oscillation period.
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Now assume 1 # 0, with 1 < wq, in Eq.(10.5). In the following, neglect quantities
of the order (n/ wp)? or higher.

¢) Describe the motion of the electron and determine, a posteriori, the value of n
that reproduces the radiative damping.

10.4 Radiation Emitted by Orbiting Charges

Two identical point charges g rotate with constant angular velocity w on the circular
orbit x> +y? = R? on the z = 0 plane of a Cartesian reference frame.

a) Write the most general trajectory for the charges both in polar coordinates r; =
ri(t), ¢; = ¢;i(t) and in Cartesian coordinates x; = x;(¢), y; = y;(¢) (where i = 1,2 labels
the charge) and calculate the electric dipole moment of the system.

b) Characterize the dipole radiation emitted by the two-charge system, discussing
how the power depends on the initial conditions, and finding the polarization of the
radiation emitted along the X, ¥ and Z directions.

¢) Answer questions a) and b) in the case where the charges are orbiting with oppo-
site angular velocity.

d) Now consider a system of three identical charges on the circular orbit with the
same angular velocity. Find the initial conditions for which the radiation power is
either zero or has its maximum.

e) Determine whether the magnetic dipole moment gives some contribution to the
radiation, for each of the above specified cases.

10.5 Spin-Down Rate and Magnetic Field of a Pulsar

A pulsar is a neutron star with mass M ~ 1.4Mg ~
2.8 x 10°3 g (where M is the Sun mass), and radius
R =~ 10km = 10°cm. The star rotates with angular
velocity w and has a magnetic moment m, which is,
in general, not parallel to the rotation axis. [1]

a) Describe the radiation emitted by the pulsar, and
find the total radiated power, assuming that the angle
between the magnetic moment and the rotation axis
is a, as in Fig. 10.1.

b) Find the “spindown rate” (decay constant of the
rotation) of the pulsar, assuming that energy loss is
due to radiation only.

Fig. 10.1
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¢) Explain how, from the knowledge of mass, radius, rotation period 7', and time
derivative d7'/dt of the pulsar one can estimate the magnetic field at the pulsar sur-
face. Give a numerical approximation based on the results of observations [3] which
give T =7.476551 +3 s and T = (2.8 + 1.4) x 1071 =~ 1073 s/year (for simplicity
assume that m is perpendicular.

10.6 A Bent Dipole Antenna

(a) A dipole antenna consists of two identical con-
< ductive elements, usually two metal rods, each
+al of length a and resistance R. The driving cur-
rent is applied between the two halves of the
‘1 (b) antenna, so that the current flows as shown
I in Fig. 10.2a). For a “short” antenna (¢ < A =
071 27tc/w) the current can be approximately spec-
‘ 7 1‘ ified as [2]
—at : : Iz —iwt
(‘) ta X I:I(z,t):Re[Io(l—E)e ] . (10.6)
Fig. 10.2

The dependence of the current oscillation
amplitude on z is shown in Fig. 10.3. Calculate
a) the cycle-averaged the dissipated power Pgigs;

b) the linear charge density g, on the rods of the antenna, and the antenna electric
dipole moment p;

¢) the cycle-averaged radiated power P4 and the ratio Ppaq/ Pdiss-

d) Find the directions along which there no

s radiation is observed.
= Iy Now assume that the upper rod of the dipole
|_ antenna is bent by 90°, so that it is parallel
) ‘ ‘ ‘ to the x axis, as shown in Fig. 10.2b), with-
< —q 0 +a* out perturbing either the current or the charge
density anywhere in the two rods.
Fig. 10.3 e) Answer questions a), b) and ¢) again for

the bent antenna, pointing out the differences
with the straight antenna.
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10.7 A Receiving Circular Antenna

A receiving circular antenna is a circular coil of

radius a and resistance R. The amplitude of the

received signal is proportional to the current induced

in the antenna by an incoming EM wave (Fig. 10.4).

a) Assume that the incoming signal is a monochro-

matic, linearly polarized wave of wavelength A > a,

and electric field amplitude Ey. Find how the antenna 0 €

must be oriented with respect to the wave vector K gjg 1.4

and to the polarization in order to detect the maxi-

mum signal, and evaluate the signal amplitude.

b) In a receiving linear antenna the signal is approximately proportional to EZ,
where E|| is the component of the electric field of the wave parallel to the antenna,
and ¢ is the length of the antenna. Old portable TV sets were provided with both a
linear and a circular antenna, typical dimensions were £ ~ 50cm and a ~ £/2. Which
antenna is best suited to detect EM waves with [ in the 10>~103 cm range?

¢) Calculate the power P,q scattered by the antenna, and the ratio Pyaq/Pgiss, Where
Pjiss 1s the power dissipated in the antenna by Joule heating.

10.8 Polarization of Scattered Radiation

An EM wave impinges on a particle that acquires an electric dipole moment p = ¢E,
where E is the electric field of the wave at the position of the particle. Assume that
the size of the particle is much smaller than the wavelength of the incoming wave.
a) Find the polarization of the scattered radiation as a function of the polarization
of the incoming wave, and of the angle between the directions of observation and
propagation.

b) If the incoming radiation is unpolarized, what can be said about the polarization
of the scattered radiation?

10.9 Polarization Effects on Thomson Scattering

An electron is in the field of an elliptically polarized plane wave of frequency w
propagating along the z axis of a Cartesian reference frame. The electric field of the
wave can be written as

E = Ey[XcosOcos(kz — wt) + § sinFsin(kz — wr)], (10.7)
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where 6 is a constant real number with 0 < 6 < 7r/2. such that we have linear polar-
ization along the x axis for 6 = 0, linear polarization along the y axis for 6 = n/2,
and circular polarization for 8 = /4.

First, neglecting the effects of the magnetic force —evxB/c,
a) characterize the radiation scattered by the electron by determining the frequency
and the polarization observed along each axis (x, y, z), and find a direction along
which the radiation is circularly polarized;
b) calculate the total (cycle-averaged) scattered power and discuss its dependence
on 6;
Now consider the effect of the magnetic force on the scattering process.
¢) Evaluate the —ev X B/c term by calculating the B field from (10.7) and using the
result of point a) for v. Discuss the direction and frequency of the magnetic force
and its dependence on 8 as well.
d) Discuss how the scattering of the incident wave is modified by the magnetic
force by specifying which new frequencies are observed, in which direction and
with which polarization, and the modification of the scattered power.

10.10 Scattering and Interference

A monochromatic plane wave prop-
agates along the x axis of a Carte-
sian coordinate system. The wave is
linearly polarized in the Z direction,
and has wavelength A. Two identical,

E c s
—n point-like scatterers are placed on the
k X axis at x = +d/2, respectively, as in
Fig. 10.5. The dipole moment of each
Fig. 10.5 scatterer is p = aE, where E is the

electric field of the incoming wave at
the scatterer position. The intensity I of the scattered radiation is measured on the
y = L plane, with both L > d and L > A.

a) Evaluate the phase difference 4¢ between the two scattered waves in a generic
point P = (x,L,0), with L a constant, as a function of the observation angle 6 =
arctan(x/L), as shown in Fig. 10.5.

b) Study the scattered intensity distribution /5 = I5(6) as a function of kd, where k is
the wave vector of the incoming wave. Determine for which values of kd interfer-
ence fringes appear.
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10.11 Optical Beats Generating a “Lighthouse Effect”

Two oscillating dipoles, p- and p., are
located at (0,—d/2,0) and (0,+d/2,0), respec-
tively, in a Cartesian reference frame. The
two dipoles are parallel to the z axis and
oscillate, with equal amplitude, at slightly
different frequencies w. = wo * dw/2, with
0w < wyp. In complex representation we have
P+ = poe '+’ The distance between the two
dipoles is d = Ayg/2 = nc/wo. The radiation
emitted by the dipoles is observed at a point Fig. 10.6

P at a distance r from the origin, with r > Ay,

on the z = 0 plane. Let ¢ be the angle between

r and the x axis, as shown in Fig. 10.6.

a) Determine the direction of the electric field in P and its dependence on ¢ and w..,
up to the first order in dw/wy.

The wave intensity in P is measured by two detectors with different temporal reso-
lutions: the first detector measures the “instantaneous” flux averaged over an inter-
val At such that 27/wg < At < 2m/dw, while the second detector averages over
At > 2n/dw.

b) Determine the dependence on the angle ¢ and the time ¢ of the fluxes measured
with the two detectors.

¢) How do the above results change if the observation point is located in the x = 0
plane?

10.12 Radiation Friction Force

An accelerated point charge emits radiation. Considering for definiteness an electron
performing a periodic (non-relativistic for simplicity) motion in an oscillating exter-
nal field, there is a finite amount of energy leaving the electron as radiation, but on
the average the external field produces no work. Thus, to account self-consistently
for the energy lost as radiation, it is necessary to modify the Newton-Lorentz force
by adding a new “friction” term F.,q so that the mechanical work done by Fi g
equals the radiated energy.!
We thus write for the electron

d
me—vz—e(E+K><B)+Frad, (10.8)
dr c

1From another viewpoint, Fy,q aims to describe the back-action or reaction of the self-generated
EM fields on the accelerated charge.
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and look for a suitable expression for Fy,q starting from the condition

+T +T
f Fraa(t) - v(t)dt = - f Pra()dr, (10.9)
t t

where T is the period of the electron motion and Py,4(%) is the instantaneous radiated
power, which is given by the Larmor formula

2¢% |dv|?
Prg(t) = — |— 10.10
rad( ) 3C2 dr ( )
a) Show by direct substitution of the expression for Fiag
d?v
Frag =merﬁ (10.11)

into (10.9), that the equation is verified, and find the expression of the constant 7,
estimating its numerical value.

b) Determine the steady state solution of (10.8), where F,,q is given by (10.11), for
an electron in a uniform, oscillating electric field

E(1) =Re(—eEge ") . (10.12)

Compare the result with what obtained using the simple classical model an electron
subject to a frictional force

dv

5 = Fex=menyv. (10.13)

me

References

1. C. Bernardini, C. Guaraldo, Fisica del Nucleo (Editori Riuniti, Roma, 1982)

2. 1.D. Jackson, Classical Electrodynamics, §9.2 and 9.4, 3rd edn. (Wiley, New York, London,
Sydney, 1998)

3. C. Kouveliotou et al., An X-ray pulsar with a superstrong magnetic field in the soft y-ray
repeater SGR1806-20. Nature 393, 235-237 (1998)



Chapter 11
Electromagnetic Waves in Matter

Topics Wave equation in continuous media. Classical model of the electron, bound
and free electrons. Frequency-dependent conductivity o(w) and dielectric permit-
tivity &(w) for harmonic fields. Relation between o(w) and &(w). Transverse and
longitudinal waves. The refraction index. Propagation of monochromatic waves in
matter. Dispersion relations. Reflection and transmission at a plane interface: Snell’s
law, Fresnel’s formulas, total reflection, Brewster’s angle. Anisotropic media.
Basic equations of this chapter:
Wave equation for the electric field:

1 in. 4
VE- S0E-V(V-E)= =] = 2P, (11.1)
C C C

(Notice that J = 9,P.) ‘
Definition of o(w), y(w) and &(w) for harmonic fields E(r,7) = Re [E(r)e“”t],
J(x.0) = Re[J(r)e |, P(r,1) = Re [P(r)e'|:

J=0()E, P=y(wE, (11.2)
i0(w)

gw)=1+4ny(w), x(w) = (w#0). (11.3)

Dispersion relation in a medium and refraction index n(w):

K c?
— =&(w) =’ (w). (11.4)
w
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11.1 Wave Propagation in a Conductor at High and Low
Frequencies

In a classical treatment, a metal has n. conduction electrons per unit volume, whose
equations of motion in the presence of an external electric field E(r, ) are

d d
me—v = —ceE(r,t) —menv, 1% r

=—, 11.5
dr dr ( )

where —e and m, are electron charge and mass, respectively, and 7 is a constant
describing friction.

a) Determine the complex conductivity of the metal, o = o-(w), as a function of the
angular frequency w of the electric field, and the values of w for which o is either
purely real or purely imaginary. Discuss these limits for a good conductor, whose
DC conductivity (i.e., its conductivity for static fields) has values of the order of
opc ~5%x107 7L

Now consider a monochromatic, plane EM wave, linearly polarized along the y axis
and traveling in the positive direction along the x axis of a Cartesian coordinate
system. The wave is incident on a conductor filling the x > 0 half-space, while we
have vacuum in the x < 0 half-space.

b) Consider both cases of o purely real and purely imaginary, and determine the
frequency ranges in which the wave is evanescent inside the metal.

¢) Find the time-averaged EM energy flux through the metal surface and show that
it is equal to the amount of energy dissipated inside the metal.

11.2 Energy Densities in a Free Electron Gas

A plane, monochromatic, transverse electromagnetic wave propagates in a medium
containing n. free electrons per unit volume. The electrons move with negligible
friction. Calculate

a) the dispersion relation of the wave, the phase (v,,) and group (v¢) velocities, and
the relation between the amplitudes of the electric (Ep) and magnetic (By) fields;
b) the EM energy density ugy (averaged over an oscillation period) as a function of
Eo;

¢) the kinetic energy density ux (averaged over an oscillation period), defined as
ug = neme{v?)/2, where v is the electron oscillation velocity, and the foral energy
density u = ugm + ux.

d) Assume that the medium fills the half-space x > 0, while we have vacuum in the
half-space x < 0. An EM wave, propagating along the x axis, enters the medium.
Assume that both v, and v, are real quantities. Use the above results to verify the
conservation of the energy flux, expressed by the relation
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c(ui — ur) = vyl (11.6)

where u;, u; and u, are the total energy densities for the incident, reflected and trans-
mitted waves, respectively.

11.3 Longitudinal Waves

Consider a longitudinal monochromatic plane wave, propagating in a medium along
the x axis of a Cartesian reference frame. “Longitudinal” means that the electric field
E of the wave is parallel to the wavevector k. Assume that the electric and magnetic
fields of the wave are

E=E(x, ) =%E)e* @  B=0, (11.7)

respectively, and that the optical properties of the medium are described by a given
frequency-dependent dielectric permittivity &(w).

a) Show that the possible frequencies for the wave (11.7) correspond to zeros of the
dielectric permittivity, &(w) = 0.

b) Find the charge and current densities in the medium associated to the presence of
the wave fields (11.7).

¢) Assuming that the optical properties of the medium are determined by n, classical
electrons per unit volume, bound to atoms by an elastic force —mewgr, determine
&r(w) and the dispersion relation for the longitudinal wave.

11.4 Transmission and Reflection by a Thin Conducting Foil

A plane wave of frequency w = 2mc/A strikes
at normal incidence a thin metal foil of thick-

ness d < A. At the limit of an infinitely thin LdJ
foil, the volume electron density in space can
be approximated as ny(x) = ned 6(x), where n, T k; K,
is the volume electron density in the conduc- Eij| —— | ——
tor, so that n.d is the surface electron density <k7
T

on the foil, and 6(x) is the Dirac delta func-
tion. Analogously, the volume current den-
sity in space can be approximated as J(x,7) = \ X
K(?)6(x), where K(¢) is the surface current 0

density on the foil.

a) Prove the following relations for the field
components parallel to the foil surface

Fig. 11.1
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+ - + - 4n
Ej(0")-E(07) =0, By(0")—-By(07) = ?K. (11.8)

b) Evaluate the EM field in the whole space as a function of the foil conductivity
o, with o, in general, a complex scalar quantity. Assume a linear dependence of the
current density J on the electric field E, using the complex notation J = Re (j e it )
¢) Now use the classical equation of motion for the electrons in the metal

dv
mea =—eE—menv, (11.9)
where 7 is a damping constant, to obtain an expression for o-, and evaluate the cycle-
averaged absorbed power at the limits v > w and v < w, respectively.
d) Verify the conservation of energy for the system by showing that the flux of EM
energy into the foil equals the absorbed power.

11.5 Anti-reflection Coating

A monochromatic plane EM wave of angular fre-

M2 quency w travels in vacuum (x < 0) along the x direc-
ki ke tion of a Cartesian coordinate system. On the plane
—--X- x = 0 the wave strikes normally a semi-infinite com-

k; posite medium. The medium comprises a first layer,

between the planes x = 0 and x = d, of real refractive

0 d X index ny, followed by a semi-infinite layer filling the

Fig. 11.2 half-space x > d, of real refractive index n;, as shown
in Fig. 11.2.

We want to determine the conditions on ny and d
in order to have a fotal transmission of the incident wave, so that there is no reflected
wave in the vacuum region. Proceed as follows:

a) write the general solution for the EM wave in each region of space;

b) write the relations between the amplitudes of the EM fields in each region due to
matching conditions at the two interfaces;

¢) having determined from point b) the relation between ny, n, and d necessary to
the absence of reflection, find the values of n; and d for which a solution exists in
the np = 1 case.

d) How does the answer to point ¢) change if ny # 1?
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11.6 Birefringence and Waveplates

The refractive index of anisotropic crystals y
depends on both the propagation direction
and the polarization of the incoming EM
wave. We choose a Cartesian reference frame

such that the x = O plane separates the inves- 7|

tigated medium from vacuum. The wave vec- L i ‘ o
tor of the incident wave, k;, lies in the xy L

plane and forms an angle 6; with the x axis, /:\

as shown in Fig. 11.3. In this context we con-

sider a material whose refractive index has

the values ny for a wave polarized perpendic- g, 11.3
ularly to the incidence xy plane (S polariza-

tion, from German senkrecht, perpendicular),

and n, for waves whose electric field lies in the xy plane (P polarization, from par-
allel). Here, both ng and n;, are assumed to be real and positive, with n;, > ns. The
treatment of the opposite case, ng > ny, is straightforward.

a) Assume that the incoming wave is linearly polarized, and that its electric field
forms an angle = /4 with the z axis, so that its polarization is a mixture of S and P
polarizations. The incident ray splits into two refracted rays at different angles, 6, =
6; = a, as shown in Fig. 11.3, where k¢, corresponds to S, and k_ to P polarization.
Show how the values of ng and n, can be obtained from the measurements of 6;
and «. Assume that n, = A +¢n, and n_ = N —¢n, with on/A < 1, and keep only
first-order therms in 6n/n.

b) Now assume normal incidence (6; =
0), and that the electric field of the
linearly polarized incoming wave, E;,
still forms an angle ¥ = /4 with the
Z axis, as in Fig. 11.4. The crystal has
a thickness d > A. Find the values of
d such that the light exiting the crys- 1 d
tal is either circularly polarized, or
linearly polarized, but rotated by 7/2
with respect to the polarization of the
incident light. Neglect the difference between the reflection coefficients for S and P
polarizations.

Fig. 11.4

11.7 Magnetic Birefringence and Faraday Effect

An EM plane wave of frequency w travels in a medium in the presence of a static
uniform magnetic field By = By Z, where Z is the z unit vector of a Cartesian reference
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frame. By is much stronger than the magnetic field of the wave. The direction of the
wave propagation is also parallel to Z. The medium contains n, bound electrons per
unit volume, obeying the classical equations of motion

d’r

_dr
e

=—e(E+ExB)—mewSr, v—a.

(11.10)
where m. and —e are the electron mass and charge, respectively.

a) Show that the propagation of the wave depends on its polarization by evaluating
the refractive index for circular polarization, either left-handed or right-handed.

b) Now consider the propagation of a linearly polarized wave. Assume the electric
field at z = 0 to be given by E;(z = 0,7) = X E;e !, and a relatively weak magnetic
field so that w > w, and terms of order higher than w./w may be neglected. Find the
electric field at the position z = ¢, showing that the polarization has rotated (Faraday
effect).

11.8 Whistler Waves

Lightnings excite transverse EM signals which propagate in the ionosphere, mostly
in the direction parallel to the Earth’s magnetic field lines.

a) Show that, in a frequency range to be determined, and depending on the wave
polarization, the dispersion relation for such signals has the form

w=ak*, (11.11)

with @ a constant depending on the free electron density 7. and the magnetic field
By (both assumed to be uniform for simplicity). Give a numerical estimate for the
frequency range, knowing that typical values are n, ~ 10’ cm™3, and By ~ 0.5 G.

b) Determine the group and phase velocities following from (11.11) as functions of
w, and compare them to c.

¢) Suppose that a lightning locally excites a pulse having a frequency spectrum
extending from a value w; to w; = 2w, within the frequency range determined
at point a). Assuming the pulse to be “short” (in a sense to be clarified a posteri-
ori), estimate the pulse length after propagation over a distance L ~ 10* km. Try to
explain why these signals are called whistlers.

(Refer to [1], Sect. 7.6, and to Problem 11.7 for the propagation of EM waves along
a magnetic field).
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11.9 Wave Propagation in a “Pair”’ Plasma

A “pair” plasma is composed by electrons and positrons with equal density ng (pair
annihilation is neglected).

a) In the absence of external fields, find the dispersion relation for transverse EM
waves, determining cut-off and/or resonance frequencies, if any.

b) Find and discuss the dispersion relation as in a), but for waves propagating along
the direction of an external, static magnetic field By (see also Problem 11.7).

11.10 Surface Waves

A homogeneous medium fills the x > 0 half-space of a Cartesian reference frame,
while we have vacuum for x < 0. The dielectric permittivity of the medium, € = &(w),
assumes real values in the frequency range of interest. A monochromatic EM wave
propagates along the y-direction, parallel to the interface between the medium and
vacuum. Inside the medium, the magnetic field of the wave has the z-component
only, given by

B. = Bye #cos(ky—wr) =Re(Bpe ) (x>0),  (11.12)

where ¢ is a real and positive quantity.

a) Using the wave equation for B inside the dielectric medium, find a relation
between ¢, k and w.

b) Write the expression for the electric field E inside the medium.

¢) Calculate the Poynting vector S and specify the direction of the time-averaged

EM energy flow.
Y Now consider two different homogeneous media
of dielectric permittivities &, and &, respectively,
1 filling the x < 0 and x > 0 half-spaces. A linearly-
polarized EM wave propagates along the y-axis on
the x = 0 interface, with the magnetic field given by
T

B =Re (2B (x)e® 7] (11.13)

Fig. 11.5 where

[ Bietr, x<0
Bz(x)_{Bze‘q”, >0 (11.14)
d) Using the boundary conditions for B, at the x = O surface, find the relation
between B; and B».
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e) Using the continuity of Ey at the x = 0 surface, find the relation between ¢ and ¢5.
Show that £; and &, must have opposite sign in order to have gy > 0, i.e., vanishing
fields for |x| — oo.

f) From the results of points a) and e) find the dispersion relation w = w(k) as a
function of &1 and &;, showing that wave propagation requires & + &, < 0.

g) If medium 1 is vacuum (g7 = 1), how should medium 2 and the wave frequency
be chosen in order to fulfill the condition found at point f)?

11.11 Mie Resonance and a ‘“Plasmonic Metamaterial”’

A plane, monochromatic wave of frequency w impinges on a a small sphere of radius
a < A =2nc/w. The sphere is made of a material whose dielectric function & = &(w)
can be written as

O OO O &
QQ Q Q O w* - wj+iwn
Q Q O OO where, according to the model of the elastically
O O O bound electron, w, is the plasma frequency, wy is
@ O Q O the resonance frequency of bound electrons, and 7 is
Q Q a damping constant.

Q s O O a) Find the induced field and polarization inside the
sphere, and discuss any resonant behavior. (Hint:
Fig. 11.6 have a look back at Problem 3.4)

b) Assume that the EM wave is propagating inside
a material where there are ng metallic (wg = 0)
nanospheres per unit volume, with ngA3 > 1> A/a. Find the macroscopic polar-

ization of the material and discuss the propagation of the wave as a function of the
frequency w.

Reference
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12.1 The Coaxial Cable

A coaxial cable consists of two coaxial, infi-
nitely long conductors: an inner cylinder of
radius a, and an outer cylindrical shell of
internal radius b > a. In general, if there is
a charge per unit length A on the inner con-
ductor, there is an opposite charge —A on the
outer conductor. Similarly, if a total current
I flows through the inner conductor, an oppo-
site “return” current —/ flows in the outer one.
We use a cylindrical coordinate system (r, ¢,z) with the cable axis as z axis, and,
at first, we assume that the region a < r < b is filled by an insulating medium of
dielectric permittivity &€ = 1 and magnetic permeability u = 1.
a) Evaluate the capacitance and inductance per unit length of the cable.
b) Describe the propagation of a current signal /(z,f) and of an associated linear
charge signal A(z,t) along the cable, remembering the results of Problem 7.4. How
are I(z,1) and A(z,t) related to each other?
¢) For given I(z,f) and A(z,7), find the electric field E and the magnetic field B in
the space between the conductors, assuming that both E and B are transverse, i.e.
perpendicular to the direction of propagation (such configuration is called TEM
mode).
d) Now consider a semi-infinite cable with an ideal source imposing the voltage V(¢)
between the inner and outer conductors at the end of the cable. Show that the work
done by the generator equals the flux of the Poynting vector through the cable (far
enough from the end, so that we may neglect boundary effects).
e) How do the preceding answers change if the medium between the internal and
external conductors has real and positive values for & and y, but different from unity?

12.2 Electric Power Transmission Line

Consider a thin, infinite straight wire along the z axis of a cylindrical coordinate
system (r,¢,z). The wire is located in a medium of relative electric permittivity
& = 1 and relative magnetic permeability u, = 1. Assume a current I = I(z,7) to flow
in the wire, with

I=1(z,1) = [he* ! (12.1)
a) Calculate the linear charge density A = A(z,f) on the wire.
b) Assume that the electric and magnetic fields have only their radial and azimuthal

components, respectively,

Ey=E.=0, E, = E (e’ B, =B =0, By=By(r)e™*.  (12.2)
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Calculate E, and B,, as functions of Iy and w, and use Max- d
well’s equations to evaluate the phase velocity of the signal o [
vy = w/k. \ /
¢) A high voltage transmission line comprises two straight h V)
parallel wires, at a constant distance d = 5 m and typical Y
height over the ground / = 30 m. The two wires have oppo- y
site current intensities +/(z,¢) given by (12.1), where typi-
cally Iy = 10° A and w = 27 x50 s~!. Calculate the electric
and magnetic fields on the symmetry plane between the two
wires, and evaluate their magnitude on the ground.

Fig. 12.2

12.3 TEM and TM Modes in an “Open” Waveguide

An “open” waveguide comprises two par-
allel, perfectly conducting planes, between
which the waves propagate. Let us choose a 1 .
Cartesian coordinate system (x,y,z) such that Teaay B
the two conducting planes are at y = +a/2, a \y
respectively, as in Fig.12.3. An EM wave 2 L
of frequency w propagates in the waveguide

along X. The magnetic field of the wave is Fig. 12.3
directed along Z and has the form

B.(x,,1) = By cos(kyy)ek=>ior (12.3)

a) Find the relations between w, k. and k.

b) Find the expression for the electric field E = E(x, y, 1) of the EM wave.

¢) Find how the possible values for k, are determined by the boundary conditions
on E, and discuss the existence of cut-off frequencies.

d) Find the flux of energy along the direction of propagation X, showing that it is
proportional to the group velocity of the wave.

12.4 Square and Triangular Waveguides

A waveguide has perfectly conduct- y
ing walls and a square section of side
a, as shown in Fig. 12.4. We choose E
a = .

a Cartesian coordinate system (x,y,z)
where the interior of the waveguide
is delimited by the four planes x = 0, X
x=a,y=0and y = a. Consider the a

Fig. 12.4
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propagation along Z of a wave of frequency w, whose electric field E(x,y,z,?) is
perpendicular to Z (a TE mode). Assume that the electric field can be written as

E(x,y,z,1) = E(x,y)e=ier (12.4)

where E(x,y) on x and y only.

a) Assume that E is parallel to X, i.e. E = XE,, and determine the lowest value of
w for which the TE mode can propagate in the waveguide, and the corresponding
expressions for the electric and magnetic fields.

b) Determine the lowest frequency and the EM fields for a waveguide delimited
by the conducting planes x = 0, y = 0, and y = x, whose cross section is the right
isosceles triangle shown in Fig. 12.5.

12.5 Waveguide Modes as an Interference Effect

An electric dipole p = p¥ is located at the origin of a Cartesian coordinate system
(x,y,z), between two infinite, perfectly conducting planes located at y = +a, respec-
tively, as shown in Fig. 12.6.

a) Find the the electrostatic potential between the

YA two conducting planes, using the method of images.

+a Now assume that the dipole is oscillating, in com-

| n., plex notation p = poe™'*’, and consider the emitted

0 %p X radiation in the region between the two conducting

—a planes, at large distances from the dipole, i.e., with
both |x| > A and |x| > a.

Fig. 12.6 b) Find in which directions fi, lying in the z =0

plane, we observe constructive interference between

the waves emitted by the dipole and its images, and
the corresponding constraints on the possible values of the oscillation frequency w.
Now consider two types of waves, labeled “0” and “1”, respectively, propagating
between the two conducting planes with their wavevectors Ko ; lying in the z =0
plane. Assume that the only nonzero component of the magnetic field of both waves
is parallel to Z (TM waves), and that the magnetic fields have the form

Bo = 2 Boelfo- i | By =3By sin(kyyy)elfeior, (12.5)

¢) Find the relation between the components of the wavevectors and w for both
waves.

d) Find the expressions for the electric fields Eq ; of the waves corresponding to the
magnetic fields (12.5).
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e) Verify (or impose when appropriate) that for the expressions found in d) the com-
ponent of E parallel to the planes vanishes at their surface, and the related constraints
on k = (ky,k,). What is the relation with the orders of interference found at point b)?

12.6 Propagation in an Optical Fiber

Figure 12.7 represents a simple model for an

optical fiber. In a Cartesian reference frame 3’ ne1
(x,y,7) the space between the planes y = +a/2 7 o
is filled by a material of a real and positive E .— 07
refractive index n> 1 (in the frequency range e 0.: * =
of interest), while we have vacuum (n= 1) in a LT
the regions y > a/2 and y < —a/2. A mono- 2 ,_,
chromatic electromagnetic wave of frequency
Fig. 12.7

w propagates parallel to X inside the fiber. We
assume that the only nonzero component of the electric field E of the wave is par-
allel to z (i.e. perpendicular to the plane of the figure). Further, we assume that
the wave is the superposition of two plane waves with wavevectors K = (k,,k,,0) =
k(sinf,co0s6,0), and kp = (ky,—ky,0) = k(sin6, — cos §,0), where 6 is the angle of inci-
dence shown in the figure. We have, in complex notation,

E=9VE.(x,y,1) = )A,(E1 elkir-ior | g, eikz-r—iwz)

— y(E] eikxx-#ik)-y—iwt + E2 eikxx—ikyy—iwt) . (126)

a) Find the relation between k and w, and the range of 6 for which the wave propa-
gates without energy loss through the boundary surfaces at y = +a/2.

b) The amplitude reflection coefficient r= E./ Ej is the ratio of the complex amplitude
of the reflected wave to the amplitude of the incident wave, at the surface separating
two media. In the case of total reflection we have r= e, with § a real number. Show
that, in our case, we have

kya+6=mmn, with meN, (12.7)
and write the equation for the cut-off frequencies of the fiber. Find the values of k,

explicitly at the nsinf > 1, § — /2 limit.
¢) How do the results change if E lies in the xy plane?
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12.7 Wave Propagation in a Filled Waveguide

A waveguide has rectangular cross section and perfectly conducting walls. We
choose a Cartesian reference frame where the waves propagate parallel to the x axis,
and the conducting walls lie on the y = +a/2 and z = +a/2 planes, as in Fig. 12.8.
The waveguide is uniformly filled with a medium having refractive index n=n(w).
e a) Consider the propagation of
y =4 a TE mode of frequency w, for
Yy which the electric field is E =
ZE_(y)e** 1! Find the general
/ Z expression for E(y) and the dis-
, persion relation w = w(k). Deter-
mine the cut-off frequencies for
Fig. 12.8 the particular case in which the
filling medium is a gas of free
electrons, i.e., a plasma, with plasma frequency wp. In this case we have for the
refractive index n%(w) = 1 — a)?, Jw?.
b) Now assume that the medium fills only the x > 0 region of the waveguide. A
monochromatic wave of the lowest frequency that can propagate in both regions
(x <0 and x > 0) travels in the guide from x = —oo. Find the amplitudes of the
reflected and transmitted waves at the x = 0 interface.

—d —
QS

i 0

12.8 Schumann Resonances

The system formed by the Earth and the ionosphere
can be considered as a resonant cavity. The cavity is
delimited by two conducting, concentrical spherical
surfaces: the Earth’s surface (radius Rg ~ 6400 km)
and to the lower border of the ionosphere, located at
an altitude 4 =~ 100 km above, as shown in Fig. 12.9,
obviously out of scale. Inside this “cavity” there
are standing electromagnetic waves of particular fre-
quencies, called Schumann resonances.

We want to estimate the typical frequency w of these resonances, assuming that
both the Earth and the ionosphere are perfect conductors, and thus completely reflect
the electromagnetic waves in the resonant frequency range.

. ‘ In order to avoid mathematical complications due

Tonosphere

Fig. 12.9

to the spherical geometry of the problem, we choose
a simplified, flat model consisting in a rectangular

A -
,lh/ [E ,/Z y parallelepiped with two square, conducting bases of
X

side L, and height 4. In a Cartesian reference frame,
the base standing for the Earth surface lies on the
Fig. 12.10 z =0 plane, while the base standing for the surface
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at the bottom of the ionosphere lies on the z = & plane, as shown in Fig. 12.10.
We choose L = 2nRg, and, in order to reproduce somehow spherical geometry, we
impose periodic boundary conditions on the lateral surface of the parallelepiped,
namely

EQ,y,z,t)=E(L,y,z,t), E(x,0,z,1) =E(x,L,z,1), (12.8)

where E is the field of the wave, the same conditions are assumed for the magnetic
field of the wave. We assume &; = 1 and y; = 1 in the interior of our parallelepiped.
Further, we assume a TE mode with an electric field of the form

E — iE() eikxx+ikyy—iwt . (129)

a) Find the possible values of ky, k,, w and give a numerical estimate of w and the
corresponding wavelength for the lowest frequency mode.

b) The low-frequency conductivity of sea water is o ~ 4.4 Q 'm~!. Discuss if
approximating the surface of the oceans as a perfect conductor is reasonable at the
frequency of the Schumann resonances .



Chapter 13
Additional Problems

13.1 Electrically and Magnetically Polarized Cylinders

Let us consider a cylinder of relative magnetic per-
meabilty y, located in a uniform magnetic field By
parallel to the cylinder axis, and the analogous prob-
lem of a cylinder of relative electric permittivity &;
located in a uniform electric field Eg parallel to the
cylinder axis. In both cases the cylinder has radius a
an height A.

a) First, consider “long” cylinders, with a < h. Eval-
uate the magnetic field B;, and, respectively, the elec-
tric field E;, inside the cylinders, neglecting bound-
ary effects.

b) Now evaluate the internal magnetic and electric
fields in the case of “flat” cylinders, a > h, again
neglecting boundary effects.

¢) Evaluate the fields of point a) at the next order of
accuracy, taking the boundary effects at the lowest
nonzero order in a/h into account.

d) Evaluate the fields of point b) at the lowest nonzero order in A/a.

13.2 Oscillations of a Triatomic Molecule

A triatomic symmetric linear molecule, like OWOWO

CO,, can be schematized as a central point

mass M, of charge 2¢, and two identical point ‘
masses m, each of charge —¢g, which, when X1
the molecule is at rest, are located symmetri- Fig. 13.2

© Springer International Publishing AG 2017
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cally around M, as shown in Fig. 13.2. In the case of longitudinal small-amplitude
vibrations, the interactions between the three masses (including the electrostatic
forces) can be described as two identical springs, each of rest length ¢ and elas-
tic constant k, located as in the figure.

Let x; and x, be the positions of the two lateral masses, and x. the position of
the central mass. We want to study the longitudinal vibrations of the molecule in its
center-of-mass reference frame, defined by the condition

mx| +mxs + Mx,

Xem = Y =0. (13.1)
‘When the molecule is at rest we have thus
x1=—€, x.=0, xp=_. (13.2)

a) Find the normal longitudinal oscillation modes of the molecule, and their
frequencies.

b) The molecule emits radiation because the charged masses oscillate around their
equilibrium positions. If the electric dipole term is dominant, the frequency of only
one of the normal modes is observed in the spectrum of the emitted radiation.
Explain why, and evaluate the observed frequency.

¢) Assume that, initially, the molecule is “excited” by locating the masses at x| =
—C+dy, x» = {+d>, and x; such that x.,, = 0. Then, at ¢ = O, the three masses are
simultaneously released. Find the power radiated at ¢ > 0.

13.3 Impedance of an Infinite Ladder Network

n—l

V 4’ Vn+l

SEENET

Consider the (semi-)infinite ladder of Fig. 13.3, where each (identical) section con-
tains a “horizontal” impedance Z; = Z;(w), and a “vertical” impedance Z, = Z>(w).
a) Calculate the input impedance Zj of the semi-infinite network. How can a real,
finite network be terminated after NV sections, so that its impedance has also the
value Zy?

b) Let V,, be the voltage at the nth node. Find the relation between V,, and V4| and,
from this, the dependence of V), on n and on the input voltage V(. Discuss the result
for the case of a purely resistive network (Z; = Ry, Z> = R»).

Fig. 13.3
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Now consider the case of an LC network, with Z; = —iwL and Z; = —1/iwC, in the
presence of an input signal V() = Ve ¢!,

¢) Find the frequency range in which signals can propagate in the network. Show
that there is a cut-off frequency wco, such that the signal is damped if w > wc,, and
evaluate the damping factor.

d) Discuss the case of a CL network, with Z; = —1/iwC and Z; = —iwL.

13.4 Discharge of a Cylindrical Capacitor

A
A cylindrical capacitor has internal radius a, exter- R M)
nal radius b > a, and height & > b. For t < 0, the V_\NW\/L @
two cylindrical plates have charges +Qy, respec- Eg\
tively, and are disconnected. At ¢ = 0 the plates s =
are connected through a resistor R as in Fig. 13.4. ]
We assume that during the discharge i) the slowly-
varying current approximation holds, ii) the surface
charge density on the plates remains uniform, iii) we h o, S 1S
can neglect the effects of the external circuit and the ,/ + !
resistance of the plates, iv) other boundary effects are 1 1
negligible. We use a cylindrical coordinate system
(r,¢,7) with the capacitor axis as z axis, and the ori- y 1

gin at the center of the capacitor. ot ®

a) Calculate the current I = I(z,t) flowing on the \—/
plates, and the magnetic field B = $B¢(r, z,t) inside
the capacitor, for |z| < (h/2).

b) Calculate the Poynting vector S for |z] < (h/2),
and verify that its flux through a cylindrical surface
coaxial to the capacitor equals the time variation of the electrostatic energy inside
the surface.

¢) Discuss the validity of the slowly varying current approximation and of the
assumption of uniform charge distribution over the plates.

Fig. 13.4

13.5 Fields Generated by Spatially Periodic Surface Sources

Evaluate the electromagnetic fields and potentials generated by the following three
surface charge and/or current densities, located on the y = O plane of a Cartesian
coordinate system,

a) a static surface charge density o = o coskx;

b) a static surface current density K = Z Ky cos kx;
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¢) a time-dependent surface current density K = ZKj e ! coskx, discussing for
which values of w (for fixed k) the fields are propagating.
d) In case ¢), calculate the time- and space-averaged power dissipated per unit sur-
face on the y = 0 plane
k +7/k
W=— (K(x,1)-E(x,y =0,1))dx, (13.3)
278 Jnjk

and find for which values of w we have W = 0. Discuss the result with respect to the
findings of point c).
13.6 Energy and Momentum Flow Close to a Perfect Mirror

Consider a plane EM wave, propagating along the x axis of a Cartesian coordinate
system, of frequency w and elliptical polarization, with electric field

E; = [§ cos(kx — wr) —Zesin(kx — wi)] , (13.4)

1+¢2

where k = w/c, and € is a real parameter, 0 < € < 1, characterizing the eccentricity
of the polarization ellipse. The normalization factor 1/ V1 + &2 has been chosen so
that the intensity of the wave is [ = cEé /8r for any value of €. The wave is incident
on a plane, perfect mirror located at x = 0.

a) Evaluate the Poynting vector S = S(x, ) in front of the mirror, including the con-
tribution of the reflected wave. Find the value of € for which S = 0 everywhere, and
the corresponding angle between the total electric (E) and magnetic (B) fields.

b) Find the force per unit surface on the mirror Fy = Ty, where Ty = T11(x =07)
is the (1,1) component of the stress tensor at x = 0~. Show that, in general, F', has
both a steady and an oscillating component, and find the frequency of the latter. For
which value of e the oscillating component is missing?

13.7 Laser Cooling of a Mirror

y A plane mirror has surface area A, finite

7 A I thickness, mass M, and its two opposite sur-

! z faces are perfectly reflecting. At 7 = 0 the mir-

ror lies on the x = 0 plane of a Cartesian coor-

k|l Tk dinate system, as in Fig. 13.5. Two plane EM

t T waves of intensities /; and I, respectively,

- are impinging at normal incidence on the two
surfaces.

Fig. 13.5
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a) Find the total force on the mirror and the direction of its acceleration if I} > I5.
Now assume that the two waves have equal intensities, Iy = I, = I, and that the
mirror is moving with velocity v = Xv.

b) Evaluate the force on the mirror, in the system where the mirror is at rest.

¢) Discuss the motion of the mirror under the action of the force found at point b),
at the limit v < c.

13.8 Radiation Pressure on a Thin Foil

An EM wave of frequency w, traveling along the x axis of a Cartesian coordinate
system, is impinging normally on a very thin foil of thickness d and surface A (see
Problem 11.4, in particular Fig. 11.1). The foil is perfectly conducting in a frequency
range containing w. As shown in the solution of Problem 11.4, the (complex) trans-
mission and reflection coefficients of the foil are

wid

1 n . Yp
t=—, r=——, h =i—, 13.5
1+7 1+n where =1 2wc ( )
and wy is the plasma frequency of the foil.
a) Show that the radiation pressure on the thin foil is
2RI
Prag = T P (13.6)

where [ is the intensity of the wave and R = r?.

b) Now assume that the foil is moving with velocity v = ScX in the laboratory frame.
Assuming R = 1 (a perfectly reflecting foil), evaluate the force on the foil.

¢) How does the answer to b) change if R = R(w) < 1?

13.9 Thomson Scattering in the Presence of a Magnetic Field

In a Cartesian reference frame, an electron moves in the presence of a uniform
and constant magnetic field By = ZBy and of a monochromatic plane EM wave,
propagating along 2, of electric field

E(z,1) = §Ejemior (13.7)
with E; < By.

a) Describe the motion of the electron in steady state conditions, neglecting friction
and the effect of the magnetic field of the wave.
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b) Calculate the power radiated by the electron. Discuss the dependence of the emit-
ted spectrum on w, and the angular distribution of the emitted radiation at the limits
w < we and w > w., where w. = eBy/m. is the cyclotron frequency of the electron
in the presence of By.

13.10 Undulator Radiation

In a Cartesian laboratory reference frame S = (x,y,z), we have a static magnetic
field B. In a certain region of space, free of charges and currents, the magnetic field
is independent of z, and its y and z components can be written as

By = b(y)cos(kx) , B, =0, (13.8)

where b(y) is an even function of y. The field is generated by sources located outside
the region of interest, at finite values of |y|.
a) Show that, in the region of interest, we must have

By = By cos(kx)cosh(ky) , (13.9)

and determine the expression for B,.

Now assume that, in the laboratory frame S, an electron enters our magnetic field
region with initial velocity v = Xv.
b) Describe the electron motion in the frame S’, moving at the velocity v relative
to the laboratory frame S , and discuss the emitted radiation. (Assume the electron
motion to be non-relativistic and keep only linear terms in the equation of motion.)
¢) Determine the frequency of the radiation emitted in the directions both parallel
and antiparallel to v, as observed in §. In which directions the radiation intensity is
zero in S’?

13.11 Electromagnetic Torque on a Conducting Sphere

A plane, monochromatic, circularly polarized electromagnetic wave, of wavelength
A =2nc/w and amplitude Ey, impinges on a small metallic sphere of radius a < A.
We assume that w is low enough so that the metal can be considered as an Ohmic
conductor, of conductivity o independent of frequency.

a) Evaluate the dipole moment induced on the sphere.

b) Show that the EM wave exerts a torque on the sphere.
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13.12 Surface Waves in a Thin Foil

A very thin conductive foil is located between the x = —{ and x = +¢ planes of a
Cartesian coordinate system. A surface wave propagates along both sides of the
foil, in the y-direction. The fields of the surface wave have only the following non-
zero components: Ey, Ey, and B, all of them independent of z. We know that the
electric field component parallel to the propagation direction is

Ey(x,y,1) = Ege dMlel®ven (13.10)

where the frequency w is such that A = 2nc/w > €. In these conditions, the foil
can be treated, with good approximation, as the superposition of a surface charge
o(y,z,t), and a surface current K(y,z,¢), all lying on the x = 0 plane.

Starting from (13.10) and Maxwell’s equations in vacuum, evaluate
a) the field components E, and B., specifying their parity with respect to X, and the
surface current K(y, z, 1),
b) the Poynting vector and the time-averaged flux of electromagnetic energy asso-
ciated to the surface wave,
¢) the relations between ¢, k, and w.

Now assume that, in the relevant frequency range, the relation between the
current density J and the electric field E in the foil can be written (for harmonic
fields) as

w2
J=47i—LE, (13.11)
w

where w), is the plasma frequency of the foil. Equation (13.11) characterizes of an
ideal conductor in the high-frequency regime (Problem 11.1)

d) Using (13.11) and the boundary conditions for the fields of a thin foil discussed
in Problem 11.4, obtain an additional relation between ¢, k, and w.

e) By combining the results of points d) and e) find the dispersion relation w = w(k)
and discuss its limits of validity.

13.13 The Fizeau Effect

A plane electromagnetic wave of frequency w and wavevector k = Xk propagates
in a homogenous medium, while the medium itself is moving with velocity u = Xu
(thus parallel to k) in the laboratory frame. The refractive index of the medium is
real and positive, n > 0, in the rest frame of the medium. Assume u < ¢, and answer
the following questions evaluating all results up to the first order in 5 = u/c.

First, assume a non-dispersive medium, with n independent of frequency.
a) Evaluate the phase velocity of the wave, v, in the laboratory frame.


http://dx.doi.org/10.1007/978-3-319-63133-2_11
http://dx.doi.org/10.1007/978-3-319-63133-2_11

110 13 Additional Problems

Now assume that the medium is dispersive, with n depending on frequency accord-
ing to a known law n = n(w), defined in the rest frame of the medium.

b) Evaluate the phase velocity in the laboratory frame in this case, showing that
now

~ e 2
"= nw) +'BC(1 n%(w) " ) 6wn(w))+()(5 ). (13.12)

Hint: use the first-order Doppler effect for evaluating the relation between the fre-
quency in the laboratory frame and the frequency observed in the rest frame of the
medium.

¢) Use (13.12) to show that, in a medium containing free electrons moving with
negligible friction (a simple metal or an ideal plasma), the phase velocity does not
depend on S up to to first order [1].

13.14 Lorentz Transformations for Longitudinal Waves

Consider a longitudinal wave with fields
E =E(x,) =R Ejel™)  B=0, (13.13)

in the (Cartesian) laboratory frame S. We have shown in Problem (11.3) that the
phase velocity of this wave, v, = wr/kr is undetermined, and can have arbitrary
values.

Find the frequency, wavevector and fields of the wave in a frame S’, moving with
velocity v with respect to S, for the three following cases:
a) v=y, X, with v, <¢;
b) v = (¢?/vy)R, with v, > c;
c)v=VywithV<ec.

13.15 Lorentz Transformations for a Transmission Cable

A transmission cable can be schematized as an infinite straight conducting wire.
We choose a cylindrical coordinate system (r,¢,z) with the z axis along the wire.
A monochromatic charge and current signal, of frequency w, propagates along the
cable, with total current I and linear charge density A given by, in complex notation,

I=1(z,1) = [pex " A= Az,1) = pekeior (13.14)

The cable is located in a uniform medium of real dielectric permittivity € > 1, and
magnetic permeability u = 1, in the frequency region of interest.
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a) Find the relation between I and Ag.
b) Evaluate the electric and magnetic fields in the medium, E(r,z,¢) and B(r,z,1),
assuming that they are in a TEM mode, i.e.,

E(nzn) =E@e™™ . B(rnzn=Bre ™, (13.15)

with E-Z =0 and B -Z = 0. Evaluate the dispersion relation between the frequency
w and the wave vector k.

¢) Show that the fields and their sources are independent of time in a reference frame
S’, moving at the phase velocity 2v, = Z(w/k) relative to the laboratory frame S
where the wire is at rest. Show that, in S/, we have E’ =0 and I’ = 0, while 2’ #0
and B’ # 0. Explain this apparently surprising result.

13.16 A Waveguide with a Moving End

Two perfectly conducting plane sur-
faces located at y = +a/2, respectively,
form a waveguide. The waveguide is ] — (D)
terminated at x = 0 by a perfectly con- ¢ \/\/\/\/L 0 X
ducting wall, as shown in Fig. 13.6. !
Consider the propagation of a mono-
chromatic TE ¢ wave along the x axis.
The electric field of the wave has only
the z component. In complex notation
we have E.(x,y,1) = E.(y)e** ! where w and k are related by the dispersion rela-
tion of the TE ¢ mode.
a) Find the total electric and magnetic fields inside the waveguide.

Now assume that the end of the waveguide moves with constant velocity v =v X.
b) Assuming v < kc?/w, determine the frequency w, and the wavevector k, of the
reflected wave. Verify that w, and k, are related by the dispersion relation of the
TE o mode.
¢) What happens in the v > kc?/w case?

Fig. 13.6

13.17 A “Relativistically’’ Strong Electromagnetic Wave

We consider a circularly polarized, plane electromagnetic wave propagating parallel
to the z axis of a Cartesian reference frame. The wave fields are

E = Eo [kcos(kz — wi) — § sin(kz — wi)] , (13.16)
B = Ey [&sin(kz — wt) + § cos(kz — wr)] . (13.17)
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We assume that the field is strong enough that electrons oscillate at relativistic veloc-
ities not much smaller than c. The relativistically correct equation of motion for an
electron in the presence of the intense wave is

d_Pz_e(E+XxB), (13.18)
dr c

where p = meyv, and y = 1/ /1 =v2/c2 = \[1+p2/(mec)?.

We want to study the propagation of such a “relativistic” wave in a medium with
free electrons (ions are considered at rest).
a) Show that it is self-consistent to assume that the electron motion occurs on the
xy plane. Do this in two steps. First we assume that, at # = 0, the z component of the
momentum of the electrons is zero, p, = 0. Then solve the equations of motion in
steady state conditions and verify the consistency of the assumption a posteriori.
b) Show that the Lorentz factor vy is time-independent, and give its expression.
¢) Calculate the refraction index for a medium with free electron density 7.
d) Find the dispersion relation and the cut-off frequency for the electromagnetic
wave, comparing the result with the “non-relativistic” case of low field amplitudes.

13.18 Electric Current in a Solenoid

A solenoid is made by winding a thin con-
ducting wire of radius @ and conductivity o
around a non-conducting cylinder of radius
b > a and height & > b. Thus the solenoid
coil has a pitch

a
Fig. 13.7 6= arctan(E) <1, (13.19)

since the wire moves in the Z direction by a step of length 2a at every turn of length
27b. The solenoid is located in an external uniform electric field E = EZ.

a) Evaluate the magnetic field B both inside (r < b) and outside (r > b) the solenoid,
neglecting boundary effects.

b) Calculate the flux of the Poynting vector S = cE X B/4x through a cylindrical
surface external and coaxial to the solenoid, and compare its value with the power
dissipated by Joule heating.
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13.19 An Optomechanical Cavity

We have a one-dimensional cavity limited
by two perfectly conducting plane surfaces
located at x = =+d/2, respectively, as in
Fig. 13.8. The electromagnetic field inside the
cavity has frequency w, peak amplitude of the
electric field Ey, and is linearly polarized par-
allel to the walls.

a) Find the possible values for w and write
the most general form of the electromagnetic
field.

b) Calculate the electromagnetic energy per
unit surface U inside the cavity.

¢) Calculate the radiation pressure P on the
walls as a function of Ey, and the ratio U/P.

d) Now assume that the two cavity walls are
finite squares, each of mass M and surface
S > d?. Each cavity wall is connected to an
external fixed wall by a spring of Hooke’s
constant K, as shown in Fig. 13.9. Neglect-
ing boundary effects, evaluate the relation
between frequency and amplitude of the elec-
tromagnetic modes of the cavity.

13.20 Radiation Pressure on an Absorbing Medium

NSNS
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2
Fig. 13.8
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Fig. 13.9
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In an appropriate Cartesian reference frame we have vacuum in the x < 0 half-space,

while the x > 0 half-space is filled with a medium of complex refractive index

n=n;+iny,

(13.20)

with n; > 1 > n2. A monochromatic plane wave of frequency w and intensity I;,

propagating in the positive x direction, is incident on the x = 0 plane. Calculate

a) the power absorbed by the medium, Wy, showing that Wy,s = (1 — R) [;, where
R is the reflection coefficient (R = |r|> where r is the usual amplitude coefficient for
the reflected wave as defined in the Fresnel formulas);
b) the pressure on the medium, P4, showing that Pr,g = (1 +R) [i/c.
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13.21 Scattering from a Perfectly Conducting Sphere

In a Cartesian reference frame (x,y,z), a linearly polarized, plane monochromatic
electromagnetic wave has electric field

E(x,f) = § Egcos(kx—wr), where k=2, (13.21)
C

and impinges on a metallic sphere of radius a <« A = 27/k, located at the origin of
the reference frame. We further assume that the sphere is “perfectly conducting” at
the frequency of the wave, so that the total electric field can be assumed to be zero
over the whole volume of the sphere.

a) Find the power scattered by the sphere in the electric dipole approximation, and
the corresponding scattering cross section.

b) Assuming that the sphere is also perfectly diamagnetic (B = 0 inside the sphere),
find the contribution of the magnetic dipole term to the scattering cross section.

13.22 Radiation and Scattering from a Linear Molecule

Fig. 13.10

A simple model for a polar linear molecule, neglecting vibrations, is a one-
dimensional rigid rotor associated to an electric dipole moment py. The molecule
has moment of inertia 7 about any rotational axis passing through its barycenter and
perpendicular to the molecule. Let us consider a polar linear molecule located in a
uniform and constant electric field Eg, parallel to the x axis of a Cartesian coordinate
system (right part of Fig. 13.10).

a) Find the equilibrium positions of the molecule, and discuss the motion when the
molecule at time ¢ = 0 is slightly displaced from its stable equilibrium position.

b) Describe the radiation emitted by the molecule during small amplitude oscilla-
tions, and estimate the damping time of such oscillations.

Now assume that a monochromatic plane wave, linearly polarized along the y
axis, of frequency w and electric field amplitude E1, is propagating along the x axis.
Also assume that the length of the molecule, d, is much smaller than the wavelength,
d< A1=2nrc/w="2n/k.
¢) Describe the motion of the molecule in these conditions.

d) Calculate the power scattered by the molecule and its scattering cross section.
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13.23 Radiation Drag Force

The classical motion of a particle of charge g and mass m, under the simultaneous
action of an electric field E and a magnetic field B, is described by the equation

2
%:i—j:%(E+ng)—nv, (13.22)
where 7 is a damping coefficient.

Given a Cartesian reference frame (x,y,z), consider the motion of the particle in
the presence of a plane, monochromatic electromagnetic wave propagating along
the x axis. The wave is linearly polarized along y with electric field amplitude EY,
has frequency w and wave vector k = Xw/c. Assume the velocity of the particle to
be much smaller than c, so that, as a first order approximation, we can neglect the
vXxB/c term.

a) Solve (13.22) in steady-state conditions.

b) Calculate the cycle-averaged power Pqs absorbed by the particle, i.e., the work
made by the electromagnetic force over an oscillation period.

¢) Calculate the cycle-averaged power P,q radiated by the particle, and obtain an
expression for the damping coefficient 77 assuming that all the absorbed power is
re-emitted as radiation, Prad = Paps.

d) Now use the result of point b) to evaluate the effect of the term vx B/c. The
cycle-averaged force along x, which accelerates the particle in the wave propagation
direction, is

F,= <q(§ xB)x> . (13.23)

Calculate F, and the P,/ F, ratio.

e) Assume that instead of a point particle we have a small sphere of radius a, such
that ka < 1, containing N > 1 particles (plus a neutralizing background). Find the
force on the sphere and the related acceleration as a function of N (neglect any
collective effect such as screening of the electromagnetic field inside the sphere).

Reference
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Chapter S-1
Solutions for Chapter 1

S-1.1 Overlapping Charged Spheres

a) The electrostatic field at any point in space
is the sum of the fields generated by each
charged sphere (superposition principle). The
field generated by a single uniformly charged
sphere at its interior is E(r) = 4mkcoor/3,
where o is the charge density and r is the
position vector relative to the center of the
sphere. Thus, the two spheres generate at
their interiors the fields E. = +4mk.oor./3,
respectively, r. being the position vectors rel-
ative to the two centers. We assume that the
centers are located on the x axis at points O, = (+6/2,0,0) and O- = (-6/2,0,0).
We thus have ry = r +4d/2, where r is the position vector relative to the origin
0 =(0,0,0). The total field in the overlap region is

Ark 6\ 4rk, 8 Ark
E, =+ 3ego(r—§)— 3390(”5):— 3‘*906. (S-1.1)

Fig. S-1.1

The internal field E;, is thus uniform and proportional to —4.

b) The electrostatic field generated by a uniformly charged sphere, with vol-
ume charge density og, outside its volume equals is the field of a point charge
0= 471R390/ 3 located at its center. Thus, the electrostatic field in the outer region
(outside both spheres) is the sum of the fields of two point charges +Q located at
O, and O_, respectively. If R > ¢, this is equivalent to the field of an electric dipole
of moment

p=06=——006 (S-1.2)
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located at the origin and lying on the x axis. The external field is thus

3t(p-B)-p

Eext(r) = ke 3 P (S'13)

where r = rt is the vector position relative to the origin.
In the two transition “shell” regions, of net charge densities +py, the field is the

sum of the inner field of one sphere and of the outer field of the other. We omit to
write down the expression for brevity (Fig. S-1.1).

S-1.2 Charged Sphere with Internal Spherical Cavity

a) Once again we use the superposition

principle. Our charged sphere with an inter-

nal spherical cavity can be thought of as

r a the superposition of two uniformly charged

0,d 0, spheres: a sphere of radius a centered in O,

with charge density o, and a smaller sphere

of radius b centered in Oy, with charge den-

sity —o. The electric field everywhere in space

Fig. S-1.2 is the sum of the fields generated by the

two spheres. The field generated by a uni-

formly charged sphere at its inside is E =

(4rtke/3)or, where r is the distance from the center of the sphere. The total field

inside the cavity at a point of vector position r relative to O,, and vector position r’
relative to Oy, is thus

4rk ,
Ecay = 3 eQ(r_r)z

Ak,
3

od, (S-1.4)

uniform and parallel to the straight line passing through O, and O;. If d = 0 we
obtain E = 0, as expected from Gauss’s law and symmetry considerations.

b) In an external field E the total force on the system is the sum of the forces that
E( would exert on the two point charges Q, = 47ra3g/ 3and Qp = —47Tb3Q /3, located
in O, and Oy, respectively, so that

4
F= ?ﬂg(cﬁ _DHE,. (S-1.5)

¢) Since the vector sum of the forces is different from zero, the torque depends on
our choice of the origin. The torque about the center of the sphere O, is

4
Tzdsz—?”Q#deo. (S-1.6)
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Let us introduce a reference system with the x axis passing through O, and O, and
the origin in O,. We denote by o, = ap the mass density, with @ some constant
value. Our coordinate origin is thus the location of the center of mass of the cavity-
less sphere of radius @ and mass My = 47m3gm/ 3, while x = d is the location of the
center of mass of a sphere of radius b and mass M}, = 47rb3,9m /3. Let us denote by
X the center of mass of the sphere with cavity, of mass M, = dn(ad® - b° )om/3. We
have

Mcxc +Mpd M, b’
0= ZeXe T TPe s xe=—d il =g (S-1.7)
Ml()t MC a3—b3
The torque about the center of mass x. is thus
Te= bzd 4 @’k xEg—|d+ bd )4z bk xEg=0 (S-1.8)

as was to be expected, since each charged volume element d*r is subject to the force
oEy d3r, and acquires an acceleration

_oEod’r K
=l T a (S-1.9)

equal for each charged volume element (Fig. S-1.2).

S-1.3 Energy of a Charged Sphere

a) We can assemble the sphere by moving successive infinitesimal shells of charge
from infinity to their final location. Let us assume that we have already assembled
a sphere of charge density o and radius r < R, and that we are adding a further shell
of thickness dr. The assembled sphere has charge g(r) = o(477> /3), and its potential
@(r,r") at any point at distance »* > r from the center of the sphere is

(90 q(r) 4nrd 1

o(r,r’) = Q@3- (S-1.10)
v

The work needed to move the new shell of charge dg = o4n7*dr from infinity to r
is

47 4
AW = o(r, /') dg = keg”T—m rdr = k, 7€ 3Q) 44 (S-1.11)
The total work needed to assemble the sphere is obtained by integrating dW from

r =0 (no sphere) up to the final radius R
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(4r0)? fR 4 (470)*R> 3k, O

Up =k dr=ke —— = ——, S-1.12
0= Ke 3 o rdr =Ke 15 5 R ( )

where Q = (Q47TR3) /3 is the total charge of the sphere.

b) The electric field everywhere in space is, according to Gauss’s law,
r

—3 . r< R

E() =k 0x{ K (S-1.13)

ﬁ’ rZR?

and the integral of the corresponding energy density ug = E2/(8nk.) over the whole

space is
oo 2 20> 0 (12
Uy = f (r) dnrtdr = Q 2dr+f =\ rdr
0 Sﬂ'k R }"2
0? 1) _ 3k Q2
= ke— . S-1.14
2 SR "RITS R (5-114)
¢) The electrostatic potential of the sphere everywhere in space is
2
——+—., r<R
o(r) =keQx| | 2R° 2R (S-1.15)
-, r>R

r

where the constant 3k. Q/(2R) appearing for r < R is needed for ¢(r) to be continuous
at ¥ = R. Since p = 0 for r > R, we need only the integral of o¢/2 inside the sphere

1 R 2 3 Q Q R2
Uo 2[ 0 eQ( T +§)47rr dr = ke Zm(—?+R2)
2 AR2 2
:3_keQ_4i:3_keQ_ (S-1.16)
4 BB 5 5 R
All methods, including b) and c¢), lead to the correct result, as expected. However,
a comparison between methods b) and ¢) shows that it is incorrect to interpret the
“energy density” of the electric field as the “energy stored in a given region of space
per unit volume”. If we give this meaning to quantity E?/(87k.), as in b), we con-
clude that the energy is spread over the whole space. If, on the other hand, we
assume the energy density to be %,Q(,D, as in ¢), the energy is “stored” only inside the
volume of the sphere, i.e., “where the charge is”. Thus, the concept of energy den-
sity is ambiguous, while the total electrostatic energy of the system is a well defined
quantity, at least in the absence of point charges.
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S-1.4 Plasma Oscillations

a) Assuming ¢ > 0, the collective rigid dis- N e’;
placement of the conduction electrons due to _‘ w
the external field gives origin to the charge +
density h = -
0| 6 X
0, x<0, U
+en, 0<x<o6, S RO,
o(x)=10, o<x<h, (§-1.17)
—en, h<x<h+9d, Fig. S-1.3
0, x>h+4.

The electrostatic field E(x) generated by this charge distribution is obtained by inte-
grating the equation V-E = 0,E, = 4nk.0 with the boundary condition E(—c0) = 0:

0, x<0,
X, O<x<d,
E (x) =4nenke 0, o<x<h,
h+o—x, h<x<h+o0, : :
0, x>h+6. ol § h X

G

+
(S-1.18) <
Fig. S-1.4

If we assume a negative displacement —¢ (with 6 > 0) the charge density and the
electric field are

0, x< -0, 0, x< =0,
—-en, —-0<x<0, -x-90, -0<x<0,

o(x)=<0, O<x<h—-6, E.x)=4nenk.s -9, O<x<h-96,
+en, h-06<x<h, x—h-06, h-06<x<h,
0, x>h. 0, x>h.

(S-1.19)
The plots are obtained from Figs. S-1.3 and S-1.4, respectively, by flipping around
the x axis and translating by ¢ towards the negative x values.
b) The electrostatic energy of the system, in the case of a positive displacement,
can be evaluated by integrating the “energy density” u = E2/(87k.) over the whole
space:

EZ L2 h+6
Ues = L dPr= E2d
e f 8ke 87rkef0 *

L2 5 h h+6
(4ren)? [ f dx+ f 5 dx+ f (h+6-x)? dx]
8rke 0 5 h

&, 53
= 6 h-6)+ —
3 T =0+

53
= 2tk (enL)? = 2ntke(enL)? (h62 - ?) , (S-1.20)
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where, due to the symmetry of the problem, we used d*r = L% dx. Exactly the same
result is obtained for a negative displacement by —¢. The ¢ appearing in the last line
of (S-1.20) is actually to be interpreted as the absolute value |9].

¢) At the limit 6 < h we can neglect the third-order term in ¢ of (S-1.20), and approx-
imate Ues ~ 2mk.(enL)?hs?, which is the potential energy of a harmonic oscillator.
The force on the “electron slab” is thus

_aUes

F= =5 = —4nke(enL)*hs, (S-1.21)

where ¢ can be positive or negative. The equation of motion for the electrons is
MS=F=-Mu*5, (S-1.22)
where M = menL?*h is the total mass of the conduction-electron slab. We thus have

4 2
o = drkene” _ o (S-1.23)

s
Me P

where w, is called the plasma frequency, and is an intrinsic property of the given
conductor, dependent only on the density of free electrons.

S-1.5 Mie Oscillations

a) In Problem 1.1 we showed that the electric field is uniform and equal to
—4rke 000/3, with oy = ene, in the region where the conduction-electrons sphere

overlap,
Artk,
\ Eiy = —% ened.  (S-1.24)

We assume that the displacement ¢ is suffi-

ciently small for the volumes a (only conduc-

tion electrons) and ¢ (only ion lattice) of Fig.
Fig. S-1.5 S-1.5 to be negligible compared to the over-

lap volume b, an order of magnitude for ¢
is found in (S-2.4) of Solution S-2.1. Assuming further that conduction electrons
behave like a “rigid” body, oscillating in phase with the same displacement § = §(¢)
from their rest positions, the equation of motion for the single electron is

a6 4tk w?
me— = —eEjy = —eTeene6 = —me?"a, (S-1.25)
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where wy, is the plasma frequency (S-1.23). Thus, the displacement of each conduc-
tion electron from its rest position is

8(t) = 6(0)cos (% r) , (S-1.26)

where 6(0) is a constant and wp/ V3 is called the Mie frequency. This type of motion
is known as Mie oscillation (or surface plasmon of the sphere).
b) The electrostatic energy of the system is given by the integral

E?
= d’r. S-1.27
Ues fgﬂke r ( )

For ¢ approaching 0, the electric field is given by (S-1.24) inside the sphere (» < R),
and by (S-1.3), i.e., an electric dipole field, outside the sphere (r > R). Thus we
can split the integral of (S-1.27) into the sum of two terms, corresponding to the
integration domains » < R and r > R, respectively

. 1
Ues = U+ UM = — f E2d3r+f E*dr| . (S-1.28)
87Tke r<R r<R

For r < R the field is uniform and we immediately find

2 2
. 1 ar 4 8
Ugsl = gke (ke ?ene(S) ? R3 = ke f (6n36)2R3 . (8-129)

For evaluating the contribution of the outer region, we substitute
kep :
d*r = r*sin@drdod¢, and E’= (6—3) (3cos?H+1), (S-1.30)
r

where p = Q6 = §en. 4nR> /3 (see Problem 1.1), into the second integral at the right-
hand side of (S-1.28)

oo o 3cos?6+1
Ut =2n S K2 p? fR P dr fo sinfdg ~—— . (S-1.31)
and obtain
Ues = ke% = ke 3 (eneé) ?R = ke 27 (6”36) R s (8-132)
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thus U™ = 2UR. For the total energy we have finally

A 82
Ues = UM+ UM = ke%(eneé)zRS . (S-1.33)

The derivative of U with respect to § gives the force associated to the displacement
of the electron sphere:

OU.s 1672
F=-— 0565 = —keTR3 (ene)’s . (S-1.34)

The equation of motion for the rigid sphere of electrons is M d>§/(ds*) = F, where
M = men4nR3 /3 is the total mass of electrons. Thus

d%s — & 4nnee? 5= _wg

@ © 3me 3

0, (S-1.35)

and we are back to the oscillations at the Mie frequency of (S-1.26).

S-1.6 Coulomb Explosions

a) The electric field has radial symmetry, E = E(r)t. According to Gauss’s law we
have 47r? E(r) = 4rtke Qine(r), where Qi () is the charge inside the sphere of radius
r. Att =0 we have Qi = Q(r/R)3 for r <R, and Qjy = QO for r > R, thus the electric
field inside and outside the cloud is, respectively,

L, r<R,
R3
E(r) = ke QX 1 (S-1.36)
—2, FZR
¥

Due to the spherical symmetry of the problem, we have E = —dg/0r, where ¢ is the
electric potential, and the potential at # = 0 can be obtained by a simple integration:

r? 3

—_—— + _’
o(r) = ke QX %RS 2R (S-137)
-, r>R.
-

As in Equation (S-1.15) of Problem 1.3, the integration constants have been chosen
so that ¢(c0) = 0 and ¢(7) is continuous at » = R. The potential energy of a test charge
q¢ located at distance r from the center is thus g, ¢(r).

b) Under the action of the electric field, the test charge would move and convert all

its potential energy into kinetic energy if the field remained stationary during the
charge motion, i.e., if all the source charges of the field remained fixed. At t = 0 the
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electric field inside the spherical cloud increases with r. Thus, the “outer” particles,
located at larger r, have a higher acceleration than the “inner” particles, located
at smaller r. After an infinitesimal time interval the “outer” particles will acquire a
higher velocity (we are assuming that all particles are at rest at # = 0), and will not be
overtaken by the “inner” ones. Moreover, also the acceleration has radial symmetry,
and thus any spherical shell preserves its shape in time. These arguments can be
iterated for any following time, proving the validity of our assumptions that the
particles do not overtake one another, and that the spherical symmetry is preserved.

Let us denote by r(rg, 7) the position of a particle initially located at r. Since the
particles do not overtake one another, the charge inside a sphere of radius (79, ?) is
constant. The electric field intensity at 75(rp,?) can be evaluated by applying Gauss’s
law: from

3
4772 (ro, 1) E [ro(ro, )] = 4zrkeQ(%0) (S-1.38)
we obtain
_ 0 (n)
E[rs(ro,0] —kem(ﬁ) , (5-1.39)

from which Equation (1.16) can be derived. The forces on the particles, and
thus their accelerations, increase with increasing rg, in agreement with our “non-
overtaking” result. Note that the electric field, and thus the force, at t = 0 is propor-
tional to ro, not to r, because we have rZ(ro,0) = rj at the denominator.

¢) Each infinitesimal spherical shell expands from its initial radius rg to its final
radius g (rg,00) = co under the action of the force (1.16). The final kinetic energy of
a particle belonging to the shell, Kg,(79), equals the work done by the force on the

particle

—+00 2
_ Q(r_of _ Q(r_of — kg0l i
Kiin(ro) = f ke 2 \R dr = ke o \R = keQQR3 . (S-1.40)

Ti0 1

Quantity Kgn(rp) is a monotonically increasing function of ry, thus its maximum
value K.« 1s observed for rp = R

Kumax = Kin(R) = ke %. (S-1.41)

This means that the particles initially located at rp = R, i.e., at the cloud surface,
acquire the maximum final kinetic energy.

d) The energy distribution, or energy spectrum, function f(K) is defined so that
the number dN of particles with kinetic energy in the interval (K, K + dK) equals
f(K)dK, therefore f(K)=dN/dK. A particle belonging to the shell ry < rg < rg+dry
at t = 0 has a kinetic energy in the interval (Kg,(r0), Kfn(70) + dKgp) at = co, where


http://dx.doi.org/10.1007/978-3-319-63133-2_1
http://dx.doi.org/10.1007/978-3-319-63133-2_1

126 S-1 Solutions for Chapter 1

2%
dKgy, = %Q’O dro. (S-1.42)

On the other hand, at # = 0 the number of particles in the shell (ry,ro +drg) is
2

3 5 3r;
dN:Nm47U’OdV():NFdVO, (S-143)

and the number of particles in a given shell is constant during the motion, since
the particles do not overtake one another. Thus, inserting (S-1.40) and (S-1.41), we
obtain

N 35 R o _ 3N
Koy = N _y2N0 _N - VK.  (S-1.44
T = Gk = VB 2keg0ry "V heq0 ~ o Vim 1A

valid for K, < Kax.
The final total kinetic energy is

K; K;
max 3N max 3N
f Kf(K)dK = 2—3/2f K3/2dK = _Kmax
0 0

Ktot 3

max
3ke NgQ _ 3ke O°
"5 R 5 RC (5145
which equals the total electrostatic energy stored in the charged sphere at ¢ = 0
(Problem 1.3). Here we have substituted Ng = Q. Thus, all the electrostatic energy
stored in the initial configuration is eventually converted into kinetic energy.

It is a relatively common error to assume that the final kinetic energy of a par-
ticle initially in the shell ry < rg < r9p +dr is equal to the potential energy of the
same particle at t = 0, i.e., that Ks, = g (r9), where ¢ is given by (S-1.37). This is
obviously wrong, because a particle initially at 7y = 0 has the highest possible initial
potential energy, ¢(0) = 3k.Q/(2R), while it undergoes the lowest possible gain in
kinetic energy (zero)! Moreover, this behavior would not preserve the total energy
of the system, because the initial potential energy of the sphere is (see Problem 1.3)

1
U©)=5 > aelriOl. nor UO)= ) qelri(O)].

The point is that while the field is electrostatic (V X E = 0) at any time, it is time
dependent. Thus, ¢ can be defined for any value of 7, but it cannot be used to evaluate
the final kinetic energy, because ¢ changes as the particles move.

The gain in kinetic energy equals the initial potential energy gp(R,t = 0) for the
particles initially at r; = R, i.e., for the most external ones. Only these particles are
accelerated by a field that can be treated as static, being simply equal to the field of
a point charge Q located at r = 0 at any time.

e) If we introduce the new variable x(¢) = r¢(ro,1)/rgy, (1.16) becomes
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d%x 0

. kelg—xz, (S-1.46)
which is independent of ry. The solution of (S-1.46), x = x(¢), with the initial con-
dition x(0) = 1, is thus valid for all the particles of the cloud. Thus, if two shells,
labeled 1 and 2, have initial radii rjg and ryg, with ry9 > ry, their subsequent radii
will be r((f) = rs(r10,1) = riox(¢) and ry(f) = rs(r20,1) = rpox(t). It will always be
rp(t) > ri(¢), and the internal shell cannot overtake the external one. The number of
particles contained between the layers 1 and 2 is constant and equal to

Nis 3
ONi = o (30=7%0) - (S-1.47)

Thus the particle density between the two layers at time ¢ is

3 3
3N - r 3N
p=— 2 103 =——x7(1). (S-148)
4R (r20_r10)x (1) 4nR

)= ————— 6N
" HORTHO) 1

This result does not depend on the particular choice of the two layers, and the parti-
cle density is uniform at any time ¢, and decreases with increasing time as x73(¢).

S-1.7 Plane and Cylindrical Coulomb Explosions

a) The electric field is parallel to the x

axis and independent of the y and z coor- L __E>
dinates for symmetry reasons, thus we

have E(x,y,z) = E(x)X. Again for symme-
try reasons, the electric field is antisym-
metric with respect to the x = 0 plane, so 0
that E(—x) = —E(x). Thus it is sufficient
to consider the field for x > 0. The charge

density at = 0 is o(x) = gno@(a/2 — |x|), 0 x
where @(x) is the Heaviside step function, a a
defined as @(x) = 1 for x>0, and O(x) =0 X )

for x < 0. The electric field at r = 0 can

be evaluated by integrating the equation Fig. S-1.6
V-E = 0,E, = 4nk.o(x), with the bound-

ary condition E(0) = 0, obtaining

qnox, X< =,

E(x) = 4rk, a (S-1.49)
qno=, x>

2

\SRIESY (S IS



128 S-1 Solutions for Chapter 1

Since the particles are at rest at t=0, and the electric field increases with increasing
x, the particles cannot overtake one another. The motion of a particle initially at xo
is described by an equation xs = xs(xo,?). Let us consider a parallelepiped of base S
lying on the x = 0 plane and height xs(xo,#). The charge inside our parallelepiped is
constant in time since no particle can cross the moving base. We can apply Gauss’s
law to evaluate the electric field on the particle located at xg(xo, )

E[xs(x0,1),t]1S = 4nke Qin(t) = 47ke Qin(0) = 4nkegnoxoS . (S-1.50)

Thus, the field accelerating each particle is constant in time, and equals
E(xp) = 4nkeqnoxo, (S-1.51)

where x is the particle position at # = 0. The equation of motion is thus

d®xs(x0,1
m—x;(t);o ) =qgE(xp) = 47Tkeq2nox0, (S-1.52)

with the initial conditions xs(xg,0) = x¢ and Xs(xp,0) = 0. The solution is
2 (4)2 2
X (X0, 1) = X0 + 271k L1OX0 2 =x0[1+p7], (S-1.53)
m

where wp, = \/4rkeg?ng/m is the “plasma frequency” of the infinite charged layer
at 1 = 0 (see Problem 1.4). Thus, the acceleration of an infinitesimal plane layer of
thickness dx is proportional to its initial x coordinate, and more external layers are
faster than more internal ones. The velocity, and the kinetic energy, of each layer
grow indefinitely with time, which is not surprising since the system has an infinite
initial potential energy (Fig. S-1.6).

If we introduce the dimensionless variable & = xg/xo, its equation of motion

& e
mEE = GE(x0) = dnkeq’no,  EO0)=1, dil(t -

= = 0,  (S-1.54)

is independent of xy. Thus the position of any particle can be written in the form
xs(x0,1) = x0£(2), (S-1.55)

which shows that the particle density, and the charge density, remain uniform during
the explosion.

b) The case of the Coulomb explosion of a system of charged particles initially
confined, at rest, inside an infinite cylinder of radius a, is similar. We use cylindrical
coordinates (7, ¢,z), and assume that the initial particle density is uniform and equal
to ng for r < a, and zero for r > a. All particles have mass m and charge g. According
to Gauss’s law, at t = 0 the field at position (ry, ¢, z), with ry < a, is
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E(ro) = 2mke nogq ro - (S-1.56)

Again, the particles cannot overtake one another because the electric field increases
with increasing rg. A particle initially at 7y will move along the r coordinate accord-
ing to a law rg = rs(r9, 1), with r4(rg,0) = ro. The field acting on the particle at time ¢
is

2tk noq 12
E(ro,1) = ——29%0 (S-1.57)
rs(r()’t)
and its equation of motion is
d2 f ke g 12
m L200D) _ e M0l ($-1.58)

a2 o

It is not possible to solve (S-1.58) for ry(rg,?) in a simple way, however, we can
multiply both sides by drg(rg,?)/dt, obtaining

drs(r()’t) dzrs(r()’t) 2.2 1 drS(r()’t)
= 2mk S-1.59
"Ta a2 TR0 oyt (5159
Equation (S-1.59) can be rewritten
m d [ dry(ro.0) | 55 d
E&[T} =27rken0q VO d—tln[rs(ro,t)] 5 (S—160)
which can be integrated with respect to time, leading to
m | drs(rg,1) 2
— |22 = 27tk nogPr2 In[rg(ro, 0]+ C
2 dr
t
= 2t no 1 1n(m), (S-1.61)
7o

where the integration constant C has been determined by the condition that the
kinetic energy of the particle must be zero at r = 0, when r(ro,7) = ro. The first
side of (S-1.61) is the kinetic energy K(rs) at time ¢, when the particle is located at
rs(ro,1), which we can simply denote by rs. Thus we have the following, seemingly
time-independent equation for the kinetic energy of a particle initially located at ry

I's

K(rs) = 2mke no g°r ln( ) . (S-1.62)
ro

At the limit r¢ — oo, — oo , the integral diverges logarithmically. Again, this is due
to the infinite potential energy initially stored in the system.
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S-1.8 Collision of two Charged Spheres

a) The electrostatic energy of a uniformly charged sphere of radius R and total
charge Q is, according to the result of Problem 1.3,

3 2
Up = g Q— (S-1.63)
so that the initial energy of our system of two spheres is
Q2
Ut =2Up = 5 k R (S-1.64)

b) Let us denote by x the distance between the centers of the two spheres. When x
is such that the interaction energy Uiy (x) is no longer negligible with respect to Uy,
but still larger than 2R, the total potential energy Upo(x) of the system is

Upot(x) = 2Up + Uine(x). (S-1.65)

As long as x > 2R the force between the spheres is identical to the force between
two point charges +(Q located at the centers of the spheres, and

2
Uin(x) = —ke Q7 . (S-1.66)

Both the total momentum and the total energy of the system are conserved. Thus,
the velocities of the two sphere are always equal and opposite. As long as x > 2R

the total energy of the system Uy, = 2U( equals the sum of the potential and kinetic
energies of the system

1
Ut =2 3 MV(x) +2Uo + Uiy (x) (S-1.67)

where M is the mass of each sphere, and +v(x) are the velocities of the two spheres.

Thus
2 2 2 2
—keQ = MV (x )+%Q——keQ , and v(x)zyfkeQ—. (S-1.68)
5 Mx

When x = 2R, the velocity is

Q2

2R) = +[ke —=— .
VR = ke 30rR

(S-1.69)

¢) When the two spheres overlap completely, the charge density and the electrostatic
field are zero over the whole space, so that also the electrostatic energy is zero. This
means that all the initial energy has been converted into kinetic energy, i.e.,
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1
2 3 MV (0) =2U,, (S-1.70)

_ .8, 2
V(O) = gkem. (S—171)

S-1.9 Oscillations in a Positively Charged Conducting Sphere

from which we obtain

a) At equilibrium, the remaining (1 — f)N conduction electrons must be subject
to zero electric field. For symmetry reasons, this is possible only if they occupy a
spherical volume of radius b < a concentric with the conducting sphere, where the
where e is the elementary electric charge, and n. and n; are the conduction-electron
density and the ion density, respectively. Thus, we must have n. = n;j, with total
charge density o is zero. We thus have

o(r)=emj—ne) =0 for r<b, (§8-1.72)
where
_ 3N _3(-/HN
ny = i and n = EwrEat
(S-1.73)

and we get

b=a1-f, (S-1.74)

Fig. S-1.7

and ig- §

o(r)= % for b<r<a. (S-1.75)
4ma’

Note that the electric field is nonzero in the
spherical shell b < r < a. However, this region
is not conducting, since the conduction elec-
trons are confined in the inner region r < b
(Fig. S-1.7).

b) Now the conduction electron sphere is
rigidly displaced by an amount § relative to
the metal sphere centered in O, so that its cen-
ter is in O’, as in Fig. S-1.8. The electric field

Fig. S-1.8
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in any point of space can be evaluated by superposition, adding the field generated
by the ion lattice, of charge density o; = en; and the field generated by the conduc-
tion electrons of charge density o = —en.. The electric field E in a point P inside
the conduction-electron sphere, of vector position r relative to O, and r’ relative to
0, 1is

Ak, . 4nke 3Ne ~_ keNe
E.= 3 (0ir —ger’) = 3 47m3(r—r)— 3 d, (S-1.76)
spatially uniform uniform and parallel to 6.
¢) Each conduction electron is subject to the force
keNe?
Fe=-eE.=-——6, (S-1.77)
a

proportional to the displacement from its equilibrium position. The equation of
motion for each electron is thus

e _F, - _keNe2

2
meﬁ o 0 =—mewy 0, (§-1.78)

where m, is the electron mass, and wy the oscillation frequency for the resulting
harmonic motion. The oscillation frequency is thus

/k Ne2
op = | (S-1.79)
Mmed

i.e., the Mie frequency of (S-1.26).

S-1.10 Interaction between a Point Charge and an Electric Dipole

The potential energy of an electric dipole p in the presence of an external electric
field E is

U=-p-E=-pEcos0, (S-1.80)
and, in our case, we have
0
E=k-L#, and U=-k L2 (S-1.81)
r r
a) The force acting on the dipole is thus
0
F=-VU =2k 7% (S-1.82)

3
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Assuming that the point charge ¢ is positive, the force is attractive if cosf > 0,
repulsive if cos@ < 0.
b) The torque acting on the dipole is

sind
qp . 3,

T=—-00UZ=—k (S-1.83)

%

where Z is the unit vector perpendicular to the plane determined by the vectors r and
p, pointing out of paper in Fig. 1.5. If ¢ > 0, the torque tends to align p tor.
Alternatively, we can think of
the dipole p as the limit approached
by a system of two opposite
charges ¢’ and —¢’, at a distance 24
from each other (as in Fig. S-1.9), q
as h — 0 and ¢ — oo, the prod- |
uct 2hqg’ = p being constant. We
assume that the point charges ¢ and
¢’ are positive. The distances r; of
¢’ from ¢, and r, of —¢’ from g,
can be written, as functions of r, A,
and 6,

Fig. S-1.9

r1= Vr2+h?2+2rhcosf, ry= Vr2+h?-2rhcosé, (S-1.84)

where we have used the law of cosines. The force f| acting on the positive charge
q’ of the dipole is

~

’

qq9 N
—r
r2+h%+2rhcos@

LN

q
-

fi =ke

£ = ke . (S-1.85)

and the force f; acting on —¢’ is

/ ’

9

—ke ———— 1, S-1.86
er2+hz—2rhcosér2 ( )

the minus sign meaning that the force is attractive for g > 0. Both angles | and ¢
approach zero as h — 0, and therefore

lim#; =, and limf|=FfF. (S-1.87)
h—0 h—0

Thus, the total force F acting on the dipole can be written
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1 1
F= lim (f;+f;)= lim fkeqq -
}}1—>0 (i +1) 1;1—>0 14 (r2+h2+2rhcos9 r2+h2—2rh0056’)
thq’=p 2qhq’=p
A , —4rhcosé
= lim tkeqq
h—0 (r2 + h% + 2rhcos 0)(r? + h? — 2rhcos 0)
thq/=p
6
= 2k P27, (S-1.88)
r

in agreement with (S-1.82).
As h — 0 and ¥; — 0, the angle a; approaches 6, and the limit of the torque of
f| on the dipole is

R . . qq’hsina gpsing

71 =-Z lim hfisina; = -Z lim &k = —k, z, (S-1.89
! h—0 hi ! h>0 12 +h2+2rhcos6 ¢ 22 ( )

g —oo g —o0

2hq’=p 2hq'=p

analogously, the limit of the torque of f; is
gpsiné
T = —ke z, (S-1.90)
2r2
and the total torque on the dipole is
qpsing

T=T1+7) = —ke V/ (§-1.91)

r? ’

in agreement with (S-1.83).

S-1.11 Electric Field of a Charged Hemispherical surface

We start from the electric field generated by
a ring of radius a and linear charge density A
in a generic point P on its axis, at a distance x
from the center O of the ring. With reference
to Fig. S-1.10, the infinitesimal ring arc d¢,
of charge Ad¢, generates a field dE in P. The
magnitude of dE is

Fig. S-1.10 dE = k. 24

e i (S-1.92)
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The field dE has a component dE, parallel to the ring axis, and a component dE |
perpendicular to the axis. We need only the parallel component

Adl X
dE, = cosOdE = ke —S_ %
= COS il Voo
Axde
=k — 2 (S-1.93)

(3 )
(a®+x2)°"?
because the perpendicular component cancels out because of symmetry when we

integrate over the whole ring. When we integrate, 6 and r do not depend on the
position of d¢, and the total field in P is

2ra
2
E =k f At = f,—2eAx
0

‘ (a® + x2)*? ‘ (@ +x2)*?
1 2nadx
ATt
m Gaussian,
which can be rewritten
E:ﬁke(a%?ﬁ’ (S-1.95)

where Q = 2raA is the total charge of the ring.

The charged hemispherical surface can be
divided into infinitesimal strips between “par-
allels” of colatitude 6 and 6 + df with respect
to the symmetry axis of the hemisphere, as in
Fig. S-1.11. Each infinitesimal strip is equiv-
alent to a charged ring of radius Rsin6 and
total charge dQ = o27R?sin6d6. The curva-
ture center of the hemisphere is located on the
axis of the rings, at a distance x = Rcos § from
the center of each ring. Thus, the contribution
of each strip to the field at the center is

Fig. S-1.11
o27R? sinfdOR cos
dE = k. -
(R2 sin 6+ R2 cos? 9)
27R3 cosHsinOdo
_ g, TR COSUSINOAY ) orcosOsinddo, (S-1.96)

R3
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and the total field is
/2
E=k 0'27rf cos@sinfdl = k. o, (§-1.97)
0

independent of the radius R.



Chapter S-2
Solutions for Chapter 2

S-2.1 Metal Sphere in an External Field

a) The total electric field inside a conductor must be zero in static conditions. Thus,
in the presence of an external field Eo, the surface charge distribution of our sphere
must generate a field E;, = —E¢ at its inside. As we found in Problem 1.1, a rigid
displacement —¢ of the electron sphere (or “electron sea”) with respect to the ion
lattice gives origin to the internal uniform field (S-1.1)

47
Ein = —ke?QO(S, (S-2.1)
where o = ene is the charge density of the “electron sphere”. The magnitude of the
displacement ¢ is thus

3Ey

=—. S-2.2
4rtke00 ( )

For a rough numerical estimate for n., we can assume that each atom contributes a
single conduction electron (Z = 1). If M is the atomic mass of our atoms, M grams
of metal contain N ~ 6.0 x 10>} atoms (Avogadro constant), and occupy a volume
of M/o,, cm?, where ,, is the mass density. Typical values for a metal are M ~ 60
and o, ~ 8 g/cm3, leading to

N Naom

T 102 cm™3, and o = ene ~ 5x 10" statC/em? . (S-2.3)

Ne

In SI units we have n. ~ 102 m™ and o9 ~ 1.6 x 107!9 C/m?>. Substituting into
(S-2.2) and assuming Ey = 1000 V/m (0.003 statV/cm), we finally obtain

5~1075 cm. (S-2.4)

This value for ¢ is smaller by orders of magnitude than the spacing between the
atoms in a crystalline lattice (~ 1078 cm), therefore it makes sense to consider the
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charge as distributed on the surface. Formally, this is equivalent to take the limits
0 — 0 and o9 — oo, keeping constant the product

(S-2.5)

b) According to Problem 1.1, the field generated by the charge distribution of the
metal sphere outside its volume equals the field of an electric dipole p = Q 9, where
0 = (4n/ 3)R3en., located at the center of the sphere. Replacing é by its value of
(S-2.2) we have for the dipole moment

R3

p=—E. (S-2.6)
ke

The field outside the sphere ( > R) is the sum of E and the field generated by p
R 3
E = Eo+[3(Eo - £)f — Eo] (—) . (S-2.7)
r

¢) The external field at the surface of the sphere is obtained by replacing r by R in

(S-2.7) A A
Esuf =Eo+3Eg-t)f—Eqg=3Ey-t)F, (S—ZS)

which is perpendicular to the surface, as expected. The surface charge density is
1

3
o= RESM ‘T = keEEO cosf = opcosh, (S-2.9)

where o9 = 3k.E/(4n), and 6 is the angle between f and Eo.

S-2.2 Electrostatic Energy with Image Charges

In all cases, the conducting (half-)planes divide the whole space into two regions:
one free of charges (A), and one containing electrical charges (B),as shown in
Fig. S-2.1. Since the charge distribution is finite, the electric potential ¢ equals

zero at the boundaries of both regions, i.e., on

A B the conducting surfaces and at infinity. We can
y i i ’

thus use the uniqueness theorem for Poisson’s

F equation. The potential ¢ (and therefore the

> electric field E) is uniformly equal to zero in
region A. The potential problem in region B is
solved if we find an image charge distribution,
Fig. S-2.1 located in region A, that replicates the bound-
ary conditions of region B. The potential and
the electric field (and thus the forces on the real

charges) in region B are the same as if the image charges were real.

) o g x
-a a
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a) We introduce a reference frame with the x axis perpendicular to the conducting
plane, and passing through the charge. The origin, and the y and z axes, lie on the
plane. The charge is thus located at (x = a,y = 0,z = 0), and the potential problem for
x> 0is solved by placing an image charge ¢’ = —¢ at (x = —a,y = 0,z = 0). The force
on the real charge is F = — eqz /(4a%). The electrostatic energy U of the system
equals the work W done by the field when the real charge ¢ moves from x = a to
X = +00. Simultaneously, the image charge will move from x = —a to x = —co, but no
additional work is needed for this, since what actually moves is the surface charge
on the conducting plane, which is constantly at zero potential. Thus we have

00 2 00 d 2
Ueszwzf Fdx:—keq—f L. i (5-2.10)
. 4 J, x2 4a

This is half the electrostatic energy Uy, of a system comprising two real charges,
g and —g, at a distance 2a from each other. The 1 b factor is due to the fact that, if
two real charges move to infinity in opposite directions, the work done by the field

18
+00 —00 +00 q2
Wieal =f Fdx—f (—F)dx:2f Fodx=—ked | (S-2.11)
+ - + 2a

a a a

since the force acting on —q is the opposite of the force acting on g, and Uyeg) = Wreql-

The 1/, factor can also be explained by evaluating the electrostatic energies for
our system, and for the system of the two real charges. In both cases, because of
the cylindrical symmetry around the x axis, the electrostatic field is a function of
the longitudinal coordinate x and of the radial distance r = +/y? +z2 only, i.e., E =
E(x,r). In the case of the two real charges we have

1 1 00 (o]
Ureal = Ske j‘d3rE2 = %Imdxfo 27TrdrE2(x,r)
1 00 00
=2 f dx f 2nrdrEX(x,r), (S-2.12)
87Tke 0 0

since E(x,r) = —=E(—x, r), so that E2(x,r) = E2(=x, r). In the case of the charge in
front of a conducting plane we have

1 00 00
Ues = —— f dx f 2rnrdrEX(x,r), (S-2.13)
8rke Jo 0

because E = 0 for x < 0 (in region A), while the field is the same as in the “real” case
for x > 0. Thus Ues = Upear/2. The electrostatic energy includes both the interaction
energy between the charges, Uiy, and the “self-energy”, Uss, of each charge. For
the “real” system we have

Ureal = Use1t(q) + Useit(=q) + Uin(¢, —q) = 2Use15(q) + Uini(q, =) , (S-2.14)

since Usei(—q) = Userr(q). For the charge in front of the conducting plane we have
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Ues = Usett(q) + Uine(g, plane) , (5-2.15)

since there is only one real charge. Actually, the self-energy Us.ir approaches infinity
if we let the charge radius approach 0, but this issue is not really relevant here.
In any case, the divergence may be treated by assuming an arbitrarily small, but
non-zero radius for the charge. Since Ueg = Urear/2, we also have Uiy(g, plane) =
Uin(q,—q)/2.

b) Again, we choose a reference frame with the x axis perpendicular to the conduct-
ing plane, so that ¢ has coordinates (a,d/2,0) and —g has coordinates (a,—d/2,0).
The potential problem for the x > 0 half-space is solved by placing an image charge
—q at (—a,d/2,0), and an image charge g at (—a,—d/2,0). According to the argu-
ments at the end of point a), the electrostatic energy U, of our system is one half of
the energy U, of a system of four charges, all of them real, at the same locations.
We can evaluate Uty by inserting the four charges one by one, each interacting only
with the previously inserted charges.

< ¢ 7
Ureal =ke|2—-2—+2 —| . S-2.16
real e( d 24 + d2 +4a2) ( )

A The same result is obtained by evaluating the
) work of the electric forces when the two real
q charges are moved to infinite distance from the
d plane, and infinite distance from each other.
) This can be done in two steps. First we move
d

2

X the charge at (a,d/2,0), then the charge at
(a,—d/2,0). When we move the first charge,
R g three forces are acting on it: Fy, due to its own
| | image, which is simultaneously moving to —oo,
—a a and F» and F3, due to the second real charge and
to its image, at distances r» and r3, respectively.
The total work on the first charge is thus

W=Wi+W+ W3

:f F1~dr+f Fz-dr+f F;-dr,
a a a

(S-2.17)

where r is the position vector of the first charge, and the first integral is the same as
the integral of (S-2.10) and equals —k. q2 /(4a). The second integral can be rewritten,
in terms of the angle 6 of Fig. S-2.3,
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00 q2
W, = —kef = sinfdx
a Iy
12 cos2 6 d
= —k.q* f sinf de
ed 0 d? cos26
e /2
= -k — sin6df
d Jo
2
- ke % , (S-2.18)
where we have used the facts that r, = d/cos@ A
and dx = (d/cos?>6)dd. The third integral of Y F3
(S-2.17) can be treated analogously, in terms of 74 Fl]
the angle  of Fig. S-2.3, d 14
00 q2 E 7 FZ
Sr3 )
Wi =k = sinyd g i -
3 efa i’% siny dx iy 0 H;’rz .
;[ 2 . §
=k 7 f siny dyr q -q
Yo
6]2 —-X —a a x
=k ———— -2.1
¢ m’ (5-2.19) Fig. S-2.3

where g is the value of  when ¢ is at x = a, i.e., Y = arccos(d/ V4a? +d?). Thus,
the work done by the electric field when the first charge is moved to infinity is

W=k I S (5-2.20)
4a d 42+ 2

We must still move the second real charge to infinity, this is done in the presence of
its own image charge only, and the work is —k g>/(4a). We finally have

2 2 2 2
q T 9 q
Us=W—-ke— =ke|-—— - — + ———|, S-2.21
. “4a e( 2a d " W/4a2+d2) ( )

i.e., one half of the value of U,y of (S-2.16), as expected.

¢) We choose a reference frame with the

half planes (x = 0,y > 0) and (y = 0,x > y

0) coinciding with the two conducting half- —¢ q
planes. Thus, the real charge ¢ is located [ A B a T "

at (x = a,y = b,z = 0). If we add two i 3 -
. b o b X
image charges ¢ = ¢} = —q at (-a,b,0) and b @A i

(a,—b,0), respectively, and an image charge
qg = g at (—a,—b,0), the potential is zero on
the x=0and y = 0 planes, and at infinity. This  Fig. S-2.4
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solves the potential problem in the dihedral angle where the real charge is located.
Following the discussions of points a) and b), the electrostatic energy of this system
is one quarter of the energy of a system comprising four charges, all of them real,
in the same locations, since the energy density is zero in three quarters of the whole
space.

1 (- ¢ P
Us=ke| ———+——] . S-2.22
S A R

Alternatively, we can calculate the work done by the electric field when the real
charge is moved from (a, b, 0) to (oo, 00,0).

S-2.3 Fields Generated by Surface Charge Densities

a) We use cylindrical coordinates (7, ¢, z) with the origin O on the conducting plane,
and the z axis perpendicular to the plane and passing through the real charge g. The
real charge is located at (0, ¢, 7), and the image charge at (0, ¢, —a), ¢ being irrelevant
when r = 0. The electric field on the conducting plane is perpendicular to the plane,

and depends only on r. At a generic point P =

real
Ff A (r,¢,0) on the plane the magnitude of the field
E, —% E™ generated by the real charge is
ke b
.~ E™ AN real _ q _ q
r E™ =k, ol ke a2 (§-2.23)

The field generated at P by the image charge,
E™, has the same magnitude, the same z com-
ponent, but opposite 7 component of E™ as in

-q a O a gz

Fig. §-2.5 Fig. S-2.5. The total electric field in P is thus per-
pendicular to the plane and has magnitude

E(r) = 2E%(r) = ~2ke — T -k 1% (5224

(r) z () ea2+r2 (a2+r2) e (a2+r2)3/2 ( )

The surface charge density is thus

1 qga

= ErnN=-———=>, S-2.25
T0= 4 FO = " @ (5-2.25)
and the annulus between r and r + dr on the conducting plain has a charge
_ _ gardr
dCIind = o 2nrdr= m
1 de
= —— 4 053027a* tan6 — _gsingdo, (5-2.26)

21 a2 cos2 6
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since r = atan@. The total induced charge on the conducting plane is
/2 /2
Gind = f dging = —qf sinfdf =—q . (S-2.27)
0 0

b) In the problem of a real charge g located on the
z axis, at z = a, in front of a conducting plane, the o
only real charges are ¢ and the surface charge distri-
bution o on the plane. What we observe is no field -, -_____|______ P
in the half-space z < 0, while in the half-space z>0 —4 @ O a ¢ z
we observe a field equivalent to the field of ¢, plus

the field of an image charge —q located on the z axis

at z = —a. The field generated by the surface charge Fig. S-2.6
distribution alone is thus equivalent to the field of a

charge —q located at z = +a in the half-space z -0,

and to the field of a charge —q located at z = —a in the half-space z > 0. In the half
space z < 0, the field of the surface charge distribution and the field or the real charge
cancel each other. The discontinuity of the field at z = 0 is due to the presence of
a finite surface charge density on the conducting plane, which implies an infinite
volume charge density.

¢) Let us introduce a spherical coordinate system (7,6, ¢) into Problem 2.4, with the
origin O at the center of the conducting sphere and the z axis on the line through
O and the real charge ¢g. The electric potential outside the sphere, r > a, is obtained
from (S-2.31) by replacing a by r, and ¢’ and d’ by their values of (S-2.37). We have

a
g=
o(r,0) = ke 1 - d . (S-2.28)
V2 +d2 —2drcosf o 2
r24+— —2r—-cosf
d? d

independent of ¢. The electric field at r = a*, on
the outer surface of the sphere, is

E (@ .0)==0,V(r0)|_, . (5229

and the surface charge density on the sphere is

o) = E (a*,0). (S-2.30)

A7k,

The actual evaluation does not pose particular
difficulties, but is rather involved, and we neglect  pjg. 5.2.7
it here. But we can use the same arguments as in
point b). The only real charges of the problem are the real charge ¢, and the surface
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charge distribution of the sphere. There is no net field inside the sphere, and the
field for r > 0 is equivalent to the field of g, plus the field of an image charge —ga/d
located at z = a*/d. Thus, the surface charge distribution alone generates a field
equivalent to a charge —qg located at z = d inside the sphere, and a field equivalent to
the field of the image charge —ga/d, located at z = a®/d, outside the sphere.

S-2.4 A Point Charge in Front of a Conducting Sphere

a) We have a conducting grounded sphere of radius a, and an electric charge g
located at a distance d > a from its center O. Again, the whole space is divided into
two regions: the inside (A) and the outside (B) of the sphere. The electrostatic poten-
tial is uniformly equal to zero in region A because the sphere is grounded. We try
to solve the potential problem in region B by locating an image charge ¢’ inside the
sphere, on the line through O and g, at a distance d’ from the center O. The problem
is solved if we can find values for ¢’ and d’ such that the electric potential ¢ is zero
everywhere on the surface of the sphere. This would replicate the boundary condi-
tions for region B, with ¢ = 0 both on the surface of the sphere and at infinity, and
only the real charge ¢ in between. Let us eval-
uate the potential ¢(P) at a generic point P of
the sphere surface, such that the line segment
OP forms an angle 6 with the line segment
Ogq, as shown in Fig. S-2.8. We must have

0=¢(P)=ke(51+q—,)
r r

- ke( g
Va2 +d? —2ad cos®

I ) . (S-2.31)

. q
Va2 +d’2 = 2ad’ cos®

where r is the distance from P to ¢, r’ the distance from P to ¢’, and we have used
the cosine rule. We see that the sign of ¢’ must be the opposite of the sign of ¢. If
we take the square of (S-2.31) we have

¢G> (@ +d’* = 2ad’ cos) = ¢'*(a* +d* - 2ad cos ), (S-2.32)

which must hold for any 6. We must thus have separately
@@ +d* =q¢*d*+d*), and (S-2.33)
2¢%ad’ cos6 = 2q"*ad cos6. (S-2.34)

Equation (S-2.34) leads to
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d d
72 2 ’ S
—_— N _— _— s _2.35

which can be inserted into (S-2.33), leading to
dd'2—(a* +d'*d +a*d =0, (S-2.36)

which has the two solutions @’ = d and d’ = a?/d. The first solution is not acceptable
because it is larger than the radius of the sphere a (it actually corresponds to the
trivial solution of superposing a charge —q to the charge ¢). Thus we are left with
d’ = a*/d, which can be substituted into (S-2.35), leading to our final solution

2
a a
'=qg-, d=—. S-2.37
=497 p ( )
If the sphere is isolated and has a net charge Q, the problem in region B is solved
by placing an image charge ¢’ at d’, as above, and a further point charge ¢’ = Q —¢’
in O, so that the potential is uniform over the sphere surface, and the total charge of
the sphere is Q. The case Q = 0 corresponds to an uncharged, isolated sphere.
b) The total force f on ¢ equals the sum of the forces exerted on g by the image
charge ¢’ located in d’, ¢ = —¢’ and Q, both located in O. Thus f ="+ + £,
with
aq’ g ad

ke——_ke—, ”:ke_
(d_d,)z (d2 _a2)2 f f

4 117 qQ
f = =ke ok (S-2.38)
with f” = f”” = 0 if the sphere is grounded.
¢) The electrostatic energy U of the system equals the work of the electric field if
the real charge g is moved to infinity. When ¢ is at a distance x from O we evaluate
the force on it by simply replacing d by x in (S-2.38). The work is thus the sum of

the three terms

oo_ qza
= [, e k[z(Z—a)] “ ey

2
_ 17 _ q-a _ q-a
Wz—f f dx-—ke[—zL —keﬁ,

Ws = f £ dx = ke qf. (S-2.39)

Thus we have U = W for the grounded sphere, U = W + W, for the isolated charge-
less sphere, and U = W + W, + W3 for the isolated charged sphere.

It is interesting to compare this result for the energy of the isolated chargeless
sphere with the electrostatic energy Uy, Of a system comprising three real charges
q, q’, and —¢’, located in d, d’ and O, respectively:
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’ ’ 72
qiqj 99 949 4
Useal = ke > 220 =, 994
real e L4y e(d—d' d 4 )
i<j z
2 2 2
_ qa qga q
= ke (—d2 _a2 + 5 E) . (S—240)

We see that U is obtained from Uy, by halving the interaction energies of the real
charge with the two image charges, and neglecting the interaction energy between
the two image charges.

S-2.5 Dipoles and Spheres

a) We consider the case of the grounded sphere first, so that its potential is zero. We
can treat the dipole as a system of two point charges +¢, separated by a distance 2h
as in Fig. S-2.9. Eventually, we shall let ¢ approach oo, and & approach zero, with
the product p = 2hg remaining constant. Following Problem 2.4, the two charges
induce two images

a
+q =Fq—x, (S-2.41)
Nd? + h?
respectively, each at a distance
P (S-2.42)
Va2 + 12 ‘

from the center of the sphere O, each lying on
+q the straight line passing through O and the cor-
+q -1 responding real charge. Since we are interested
- —:—’{-;,'; --- ——} in the limit 42 — O (thus, & < d), we can use the
E h approximations

4 -q
Cod | e @ 4 a’
1 =+ =~ +qg-—, an = —.
i ! q q d d
. p (S-2.43)
Fig. $-2.9 The two image charges are separated by a dis-
tance
d a\?
o =2 =h(—) , S§-2.44
7 y ( )

so that the moment of the image dipole is

3 3
p =24l = —2qh(§) - _p(f) . (S-2.45)
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The image dipole is antiparallel to the real dipole, i.e., the two dipoles lie on parallel
straight lines, but point in opposite directions. The sum of the image charges, which
equals the total induced charge on the sphere surface, is zero. Therefore this solution
is valid also for an isolated uncharged sphere.

b) Also in this case, we consider the grounded sphere first. Again, the dipole can be
treated as a system of two charges +¢, separated by a distance & = p/q. This time the
charge +¢ is at distance d from the center of the sphere O, while —¢g is at distance
d+h.

Thus, the images ¢’ of +¢, and ¢"" of —q, have

different absolute values, and are located at dif-

ferent distances from O, d’ and d”, respectively. 7'qd +q —q
We have i~ o
a_ pa a? L—»d; e
’ , ‘ ; !
=953 d =7 (S-2.46) i
"o a p a yo a2 ' d :
CIMER T T hden © T d T mgsaa

The absolute values of ¢’ and ¢” remain different
from each other also at the limits 4 — 0,g — oo,
so that a net image charge ¢’ is superposed to the image dipole
a h a
" =1 "+¢")=lim -p-——-=-p—. S-2.47
¢ =)= P aan - P (5247
The moment of the image electric dipole can be calculated as the limit of the
absolute value of ¢’ times (d’ —d"’)

pa a*h (a)3
p 4)

pr=lmlgid =y = im o aen - (5-248)
the same result is obtained by evaluating the limit of ¢”/(d’ —d”’). Thus the real
dipole p and the image dipole p’ lie on the same straight line and point in the same
direction. The image dipole is located at a distance a®/d from O.

Since a net charge ¢”” is needed to have zero potential on the surface of the
sphere, this solution is valid only in the case of a grounded sphere. The solution for
an isolated uncharged sphere requires an image charge —g’”’ = +pa/d” at the center
of the sphere, so that the total image charge is zero and the surface of the sphere is
equipotential.
¢) We start from the case of the grounded sphere, and use a Cartesian reference frame
with the origin located at the center of the sphere, O, the x axis passing through the
dipole p, and the y axis lying in the plane of the dipole. We denote by 6 the angle
between the electric dipole p and the x axis, as in Fig. S-2.11. We can decompose
the dipole into the vector sum of its x and y components

px=pcosfdX, and p,=psindy. (§-2.49)
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Both components generate images located on

y the x axis at a distance d’ = a*/d from O.
“ According to a) and b), p, and p, generate
AN , Y the images
| ps o
0. N6 X , ayd .
7 py = —(3) psinfy

a 3
P (3) peosX,  (S-2.50)

Fig. §-2.11 resulting in an image dipole p’, of modulus

p’ = p(a/d)?, forming an angle —6 with the x
axis, and superposed to a net charge ¢’’’ = +pcosf(a/d?), since now it is the “tail”
of p, which points toward O. In the case of an isolated uncharged sphere, we must
add a point charge —g””’ in O, so that the net charge of the sphere is zero.

S-2.6 Coulomb’s Experiment

a) The zeroth-order solution is obtained by neglecting the induction effects, con-
sidering the charges as uniformly distributed over the surfaces of the two spheres.
Thus, at zeroth order, the force between the two spheres equals the force between
two point charges, each equal to Q, located at their centers. In order to evaluate
higher-order solutions, it is convenient to introduce the dimensionless parameter
a = (a/r) < 1, where a is the radius of the two spheres, and r the distance between
their centers. The solution of order n is obtained by locating inside each sphere
a point charge g of the same order of magnitude as Q at its center, plus increas-
ingly smaller point charges ¢’, ¢”’, ...,q"™ at appropriate positions, with orders of
magnitude |¢’| ~ @Q, |¢”’| ~ @*Q, ..., |g"’| ~ @" Q. The charges must obey the nor-
malization condition g+ ¢’ +¢” +---+4¢™ = Q.

Fig. S-2.12

At the first order, the point charge ¢ at the center of each sphere induces an image
charge ¢’ = —aq inside the other sphere, located at a distance @’ = a?/r = ra® from its
center (see Problem 2.4), as shown in Fig. S-2.12. Thus, by solving the simultaneous
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equations ¢’ = —aq, and g+ ¢’ = Q, we obtain for the values of the two charges

4=—0, ¢ =-——0. (S-2.51)

Fig. S-2.13

At the second order, the first-order charge ¢’ inside each sphere induces an image
charge ¢” inside the other sphere, located a distance ¢’ from its center, as shown in
Fig. S-2.13. Since the distance of ¢’ from the center of the other sphere is r—a’ =
r(1—a?), we have

—_— a —_ ! a —_— —_—
A v ey R ;=T

(S-2.52)

Combining the above equation for ¢’ with equations ¢’ = —aq and g+¢’ +q"” = Q,
we finally obtain

1-a?

l—-a+a3’

a(l—az) " _0 a?

_— B S-2.53
l-a+a3 l-a+a3 ( )

q=0 q =-0

Higher order approximations are obtained by iterating the procedure. Thus we

obtain a sequence of image charges ¢,¢’,q"”,q"”,... inside each sphere. At each
iteration, the new image charge is of the order of « times the charge added at the
previous iteration. Therefore, the smaller the value of @ = a/r, the sooner one may
truncate the sequence obtaining a good approximation.
b) We obtain the first order approximation of the force between the two spheres
by considering only the charges of (S-2.51) for each sphere. To this approximation,
the force between the spheres is the sum of four terms. The first term is the force
between the two zeroth-order charges ¢, at a distance » from each other. The second
and third terms are the forces between the zeroth order charge g of one sphere and
the first-order charge ¢’ of the other. The distance between these charges is r—a’ =
r(1 —a?). The fourth term is the force between the two first-order charges ¢’, at a
distance r —2a’ = (1 — 2a) from each other. Summing up all these contributions
we obtain
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3 Q_2 1 ~ 2a a 2
= ke 2 (1-a)? [1 (1-a?2)? +(1 —2a2) ] (8-2.54)

From the Taylor expansion, valid for x < 1,

1
et 14+2x 4322 +4x° + 0(xY), (S-2.55)
- X
we obtain, to the fourth order,
1
Ao - 14202 +3a* + 0(a®), (S-2.56)
—
and
1
Esyorl 40 +120* + 0(x°), (S-2.57)
— 20
so that
QZ
F=k=(1+2a+3c +4a’ +...)(1- 20+’ -4’ +...)
I
QZ
= ke [1-40° + 0] (S-2.58)
I

since all the terms of order @ and @ vanish. The first non vanishing correction to
the “Coulomb” force is thus at the third order in a/r,

2 3
F:keQ—(1—4a—). (5-2.59)

This result can be interpreted in terms of multipole expansions of the charge dis-
tributions of the spheres. The first two multipole moments of the charge distrib-
ution of each sphere are a monopole equal to the total charge Q, and an electric
dipole p = —¢'d’t = —(¢Q)(@*r)# = —a’ Qrt, with f pointing toward the center of
the opposite sphere. The contribution of the monopole moments to the total force
is Fum = ke O%/r%. Now we need the force exerted by the monopole terms of each
sphere on the dipole term of the other. The monopole of, say, the left sphere gen-
erates a field E© = k. Q/r” at the center of the right sphere. We can consider the
dipole moment of the right sphere as the limit for 2z — 0 of two charges, —¢’ located
at r — h from the center of the left sphere, and ¢’ located at r, with ¢’k = |p|. The
force between the left monopole and the right dipole is thus

Funa = limke g’ B B d LI L
md = g e (r—h? 12| -0 ¢ N e B e
2h 2
= limke0g 2 = 21, 2P - ok d L (S-2.60)
h—0 73 3 r3
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where we have used the first-order Taylor expansion of (r —h)~2. Adding the force
between the right monopole and the left dipole, the total force is thus

Q2 3
F = Fuom + 2Fmd = ke = (1 4 %) (5-2.61)
r-

in agreement with (S-2.59). The same result can be obtained by applying the formula
for the force between a point charge and an electric dipole, F = (p- V)E. See also
Problem 1.10 on this subject.

From (S-2.59) we find that a ratio a/r ~ 0.13 is enough to reduce the systematic
deviation from the pure inverse-square law below 1%.

S-2.7 A Solution Looking for a Problem

a) The total electric potential in a point of position vector r is the sum of the dipole
potential and of the potential of the external uniform electric field,

0s6
o(r) = ke— p _Ez=k 227 Ercoss, (5-2.62)
}’

where 6 is the angle between r and the z axis. Note that it is not possible to take
the reference point for the electrostatic potential at infinity, since the potential of
our uniform electric field diverges for z — +co. Thus we have chosen ¢ = 0 on the
xy plane, which is an equipotential surface both for the dipole and for the uniform
electric field. Now we look for a possible further equipotential surface on which
¢ = 0. On this surface we must have

pcosf

@ =ke —Ercos6=0, (S-2.63)

r

and, in addition to the solution 6 = /2, corresponding to the xy plane, we have the
6-independent solution

1/3
r=kP(2) =R, (5-2.64)

E

corresponding to a sphere of radius R. Note that the two equipotential surfaces inter-
sect each other on the circumference x* +y?> = R? on the z = 0 plane. This is possible
because the electric field of the dipole on the intersection circumference is

3(p-t)r—
Egp=k 2o Py P _ g, (S-2.65)
r R
so that the total field on the circumference is zero, i.e., the only field that can be
perpendicular to both equipotential surfaces.
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b) We must find a solution for the potential ¢ that satisfies the condition ¢ = 0 at the
surface of the conducting sphere, i.e. ¢(|r| = a) = 0, and such that at large distance
from the conductor the field is E.

According to point a), the field outside the sphere must equal Eq plus the field
of an electric dipole p;, parallel to Eg and located at the center of the sphere. The
moment of the dipole is obtained by substituting R = a into (S-2.64),

pi=ke '@ Ey= V.Eo, (S-2.66)

3
A7k,
where V, is the volume of the sphere. The potential for r > a is thus

0= ke% —Eoz, (S-2.67)
while ¢ = 0 for < a. The total charge induced on the
sphere is zero, so that the solution is the same for a
grounded and for an isolated, uncharged sphere. The
solution is identical to the one obtained in Problem
2.1 via a different (heuristic) approach.
¢) For the dipole at the center of a spherical con-
ducting cavity, the boundary condition is ¢ = 0 at
r = b. The polarization charges on the inner surface
must generate a uniform field E; parallel to py and,
according to (S-2.64), of intensity

. po_, 4mpo , po
E, = keb—3 = kem = keﬁ . (S-2.68)

As in the preceding case, the total induced charge is
zero and thus it does not matter whether the shell is
grounded, or isolated and uncharged.

d) We can think of the dipole as a system of two
point charges +¢, respectively located at z = +d, with
p =2qd, as in Fig. S-2.14. According to the method
of the image charges, the charge +¢ modifies the
charge distribution of the inner surface of the shell, so that it generates a field
inside the sphere, equivalent to the field of an image charge ¢’ = —gb/d, located
at z =d’ = b*/d. Also the presence of the charge —g affects the surface charge dis-
tribution, so that the total field inside the shell is the sum of the fields of the two real
charges, plus the field of two image charges Fgb/d located at z = +b”/d, respec-
tively. Letting d — 0 and g — oo, keeping the product 2gd = p constant, the field
of the real charges approaches the field of a dipole p = pZ located at the center of
the shell, while the field of the image charges approaches a uniform field. Let us
evaluate the field of the image charges at the center of the shell:

Fig. S-2.14

b({d\ | 2qd
E. =2ke%(ﬁ) e L & (S-2.69)
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in agreement with the result of point ¢). The method of the image charges can also
be used to obtain the result of point b).

S-2.8 Electrically Connected Spheres

a) To the zeroth order in a/d and b/d, we assume the surface charges to be uniformly
distributed. The electrostatic potential generated by each sphere outside its volume
is thus equal to the potential of a point charge located at the center of the sphere. Let
us denote by Q, and Q;, the charges on each sphere, with Q, + Q) = Q. The charge
on the wire is negligible because we have assumed that its capacitance is negligible.
The electrostatic potentials of the spheres with respect to infinity are

Q. 0

Vo= ke—, Vi = ke 5 (S-2.70)
a b

respectively. Since the spheres are electrically connected, V, = V}, = V. Solving for
the charges we obtain

a
~Q—0, ~Q—0o, S-2.71
0,0 a+b Op=0 a+b ( )
so that Q, > Qp.
b) From the results of point a) it follows
(0] a+b
~ ko—— , C =~ . S-2.72
‘a+b ke ( )
¢) The electric fields at the sphere surfaces are
Qa 0 O» 0
E,~ke— =ke——, Ep~ke— =ke—, S-2.73
‘@ “ala+b) PR T h(a+b) ( )
with Ej, > E,. At the limit » — 0 we have E, — k.Q/a?, while Ej, — .
d) We proceed as in Problem
2.6. To zeroth order, we con-
sider the field of each sphere da q.; o q;‘ 4

outside its volume as due to
a point charge at the sphere
center. We denote by g, and
qp the values of these point
charges. To the first orders in
a/d and b/d, we consider that each zeroth-order charge induces an image charge
inside the other sphere, with values

Fig. S-2.15
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a

d=-as  d=-a, (8-2.74)
at distances a?/d and b?/d from the centers, respectively. At each successive order,
we add the images of the images added at the previous order. This leads to image
charges of higher and higher orders in a/d and b/d.

Up to the first order, we thus have four point charges with the condition g, + g5, +
4, +q, = Q- A further condition is that the potentials at the sphere surfaces are

Vo= keq_a s Vp = ke@ s (S-2.75)
a b

since, at the surface of each sphere, the potentials due to the external zeroth-order
charge and to the internal first-order charge cancel each other. Finally, we must have
V, =V}, because the spheres are connected by the wire, so that

Q 0

SRS SN 2.
1+bja—2b/d’ " T+a/b-2ajd (8-2.76)

qa

S-2.9 A Charge Inside a Conducting Shell

a) Let us first recall
Problem 2.4 , now with
a point charge Q at
a distance a from the
center O of a conduct-
ing, grounded sphere,
of radius R < a. We
Fig. S-2.16 introduce a spherical

coordinate system, with
the origin in O. We shall need only the radial coordinate r.

We have seen that the boundary conditions for r > R are replicated by locating
an image charge Q' = Q(a/R) inside the sphere, at a distance ¢’ = R?/a from O,
on the line joining O and Q. In the present case we are dealing with the reverse
problem, and we can obtain the solution in the region r < R by reversing the roles
of the real and image charges. The real charge ¢ is now inside the cavity of a spher-
ical conducting, grounded shell of internal radius R, at a distance d < R from the
center O. The boundary conditions inside the cavity are replicated by locating an
external image charge ¢’ = g(R/d) at a distance d’ = R?/d from O, on the straight
line through O and ¢, as in Fig. S-2.16. Thus, the electric potential inside the cavity
equals the sum of the potentials of g and ¢’. The potential ¢ in the region R < r < R’
is constant because here we are inside a conductor in static conditions, and equal
to zero because the shell is grounded. We have ¢ = 0 also for r > R’, because ¢ =0
both on the spherical surface at r = R, and at infinity, and there are no charges in
between.
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b) The force between g and the shell equals the Coulomb force between ¢ and its
image charge ¢’, and is attractive

qq ¢*Rd

F=ke———=-ke ———.
e (d’—d)2 e(132_6132)2

(S-2.77)

¢) Let us consider a spherical surface of radius R”, centered in O, with R<R” <R’.
The flux of the electric field through this closed surface is zero, because the field
is zero everywhere inside a conductor. The total charge inside the sphere must thus
be zero according to Gauss’s law. This implies that the charge induced on the inner
surface of the shell is —g, as may be verified directly by calculating the surface
charge and integrating over the whole surface.
d) The electric potential must still be constant for R < r < R’, but it is no longer
constrained to be zero. The electric potential in the region r < R is still equivalent to
the potential generated by the charges ¢ and ¢’ of point a), plus a constant quantity
¢ to be determined. The electric field in the region R < r < R’ is still zero, so that
the potential is constant and equal to ¢g. Since the total charge on the shell must
be zero, we must distribute a charge g over its external surface, of radius R’, to
compensate the charge —g distributed over the internal surface, of radius R. Since
the real charge ¢, and the charge —¢ distributed over the surface of radius R generate
a constant potential for r > R, the charge g must be distributed uniformly over the
external surface in order to keep the total potential constant in the region R<r < R’.
The potential in the region r > R’ is equivalent to the potential generated by a
point charge ¢ located in O. Thus we have ¢(r) = keq/r for r > R’, if we choose
@(00) = 0. Thus ¢g = (R’) = keg/R’, and ¢(r) = ¢o for R<r < R’. For r <R we
have

o(r) = ke(i + q_’) + o, (S-2.78)

rq Tq

where r, is the distance of the point from the real charge g, and r, is the distance
of the point from the image charge ¢’. The field inside the cavity is the same for a
grounded or for an isolated shell.

S-2.10 A Charged Wire in Front of a Cylindrical Conductor

a) We have r = 4/(x+a)? +y? and 7’ = +/(x—a)? +y2, x and y being the coordinates

of Q. Thus, squaring the equation r/r’ = K we get



156 S-2 Solutions for Chapter 2

(x+a)2+y2 0
(x—a)*+y?
)62+2ax+az+y2 = K2x2—2K2ax+K2a2+K2y2
—(+ K> =) +2ax(K*+1) = a*(K* - 1)
K>+1 )

2 +y? —2max =d°. (S-2.79)

On the other hand, the equation of a circumference centered at (xp,0) and radius R
is
(x— xo)2 +y2 =R?
x> +y2 —2x0x = R*- x(% . (S-2.80)

Comparing (S-2.80) to (S-2.79) we see that the curves defined by the equation r/r’ =
K are circumferences centered at

xo(K) = gja Y0 =0, (S-2.81)
of radius oK
RK) = e (5-2.82)
Note that 1 |
xo(}) = _x(K), and R(§) - R(K). (5-2.83)

Thus, we may restrict ourselves to K > 1, so that xo(K) > a > 0, and omit the
absolute-value sign in the expression for R(K). The circumferences corresponding
to 0 < K < 1 are obtained by reflection across the y axis of the circumferences cor-
responding to 1/K.

b) According to Gauss’s law, the electrostatic field and potential generated by an
infinite straight wire with linear charge density A are

m(i) , (S-2.84)

1o

A
Er)y=—— and ¢(r)=-
2negr TEQ

where r is the distance from the wire and r( an arbitrary constant, corresponding to
the distance at which we pose ¢ = 0. The potential generated by two parallel wires
of charge densities A and —4, respectively, is

A A d A ! A
o= [Z)+ S m( T )= Lm( D) (), (s-2.85)
2reg ro) 2meo \r 2reg r) 2me 0

where r6 is a second arbitrary constant, analogous to rg. The term

1 1n(r—?) (S-2.86)
2re o
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is actually a single arbitrary constant, which we can set equal to zero. With this
choice the electrostatic potential is zero on the x = 0 plane of a Cartesian reference
frame where the two wires lie on the straight lines (x = —a,y = 0) and (x = +a,y = 0).
The equation for the equipotential surfaces in this reference frame is

A ln(r—) =0, (5-2.87)
2reg r
which leads to -
—= e 2ne0p/d (S-2.88)
,

Thus we can substitute K = e~270¢/1 into (S-2.81) and (S-2.82). We see that the
equipotential surfaces are infinite cylindrical surfaces whose axes have the equations

e—47r604p//1 +1

xo(p) = , y0=0, (S-2.89)

e—47rso<p//l -1

and their radii are
2 e—27r80<,0 /A

R(p) = (5-2.90)

—_—d.
|e—47r£0(p//l _ 1|

By multiplying the numerators and denominators of the above expressions by
e?720¢/4 we finally obtain

—2rege/A 2negp/A
e +e 2renyp
o= A= coth( ‘ ) (5-291)
and
R(g) = 2 a= a ’ (8-2.92)
¥ = e 2me0eld — 2reoeld| ! T [sinh Qreop/ V)| '
If the negative wire is located on the (x = —a,y = : CA !
0) straight line, the ¢ > 0 equipotential cylinders are 1 R
located in the x < 0 half space (+ < in Fig. 2.8), and S~
the ¢ < 0 equipotentials in the x > 0 half space. ¥ d’i
¢) We can solve the problem by locating an image d w
wire with charge density A" = —A inside the cylinder. Soeebemd
In Fig. (2.8), let the real wire intersect the xy plane ) R i
at P = (—a,0), and the image wire at P’ = (a,0). The : N
surface of the conducting cylinder intersects the xy i P |
plane on one of the circumferences r/r’ = K. This is Fig. S-2.17

always possible as far as d > R. With these locations

of the real and image wires the potential of the cylin-

der surface is constant and equal to a certain value ¢y. Given R and d, we can find
the values of a and d’ by first defining the dimensionless constant ¢’ = 2wegpg /A,
and then solving the simultaneous equations
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2a+d =d, a+d =xp=acothy’, (S-2.93)

sinh¢’ -
From the first equation we obtain a = (d —d’)/2, which we substitute into the other

two equations
d+d d-d d-d

7 cothy’, = Rsinh¢y’, (S-2.94)
and the latter equation leads to
d-d
sinh¢’ = T (§-2.95)
independent of A. From the relations
h
cosh’x—sinh®>x=1, and cothx= C?S i R
sinh x
we obtain
VAR? +(d—d’)?
cothy’ = %, (5-2.96)
which, substituted into the first of (S-2.93) leads to
d+d d-d ~4R*+(d-d')*
= ( ) . (§-2.97)

2 2 d-d

Disregarding the trivial solution d’ = d (corresponding to two superposed wires of
linear charge density A and —A, generating zero field in the whole space), we have
R _d*+R? d*+ 3R2)

=" aron
a7 T L +R?

, ¢ = arccosh( (S-2.98)

Alternatively, may proceed analogously to the well-known problem of the poten-
tial of a point charge in front of a grounded, conducting sphere.

Figure S-2.18 shows the intersection with
the xy plane of the conducting cylinder of
radius R, the real charged wire at distance
) . d from the cylinder axis, and the image
l*”” ”””””””” ’ ‘ wire at distance d’ from the axis. We have
- translational symmetry perpendicularly to the
figure. The potential ¢ generated by the real
wire of linear charge density A, and by the
Fig. S-2.18 image wire of linear of linear charge density

A’ must be constant over the cylinder surface.
The potential at a generic point P of the surface is

A A
2re 2reg

Inr’ = const (S-2.99)
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where r is the distance of P from the real wire and r’ the distance of P from the
image wire. Multiplying by —2mep we obtain

Alnr+Alnr’ = const, (S-2.100)
which can be rewritten by expressing r and 7’ in terms of d, d’, R and the angle 6

between r and the radius joining P to the intersection of the cylinder axis with the
xy plane, O, and applying the law of cosines,

/lln( ViR —2Rdcos0)+/l’ ln( a2+ RE—2Rd’ cose) —const.  (S-2.101)

Differentiating with respect to § we obtain

ARdsin@ a AURd’ sin@
d2+R2—-2Rdcos®  d?+R2-2Rd’ cos6’

(5-2.102)

implying that A and A’ must have opposite signs. Dividing both sides by Rsinf we
obtain, after some algebra,

Ad(d” +R* = 2Rd' cos6) = —1'd'(d” + R* = 2Rd cos )
A(dd” +dR* - 2Rdd’ cost) = -1’ (d'd”* +d'R* - 2Rdd’ cos ) , (S-2.103)

which requires 2’ = —1 in order to make the equation independent of 6, and, disre-
garding the trivial solution d” = d, we finally obtain

R2

’ . -2.104
d=- (5-2.104)

S-2.11 Hemispherical Conducting Surfaces

a) We choose a cylindrical coordinate system (7, ¢, z) ;

with the symmetry axis of the problem as z axis, so 41 E q
that the point charge is located in (asiné, ¢,acos6), : g
with ¢ a given fixed angle, as in Fig. S-2.19. Thecon-
ductor surface, comprising the hemispherical boss i
and the plane part, is equipotential with ¢ = 0. If -2 g C»
the conductor surface were simply plane, with no
boss, the problem would be solved by locating an
image charge ¢ = —¢ in (asiné,¢,—acos@), as in
Fig. S-2.19. On the other hand, if the conductor were
a grounded spherical surface of radius R, the prob-
lem would be solved by locating an image charge
g2 = —q(R/a) in (' sinb,p,d’ cos ), with a’ = R?/a.
The real charge g, with the two image charges ¢g; and g3, gives origin to a potential

Fig. S$-2.19
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@(r) = 4(r) + @4, (r) + ¢4, (r) which is different from zero both on the plane surface,
where it equals ¢4, (1), since ¢4(r) + ¢4, (r) = 0 on the plane, and on the hemispher-
ical surface, where it equals ¢, (r). The problem is solved by adding a third image
charge g3 = g(R/a) at (a’ sinf, ¢, —a’ cos ), so that the pairs {¢, ¢} and {g2, g3} gener-
ate a potential ¢ = 0 on the plane surface, and the pairs {¢q,¢>} and {g1,g3} generate a
potential ¢ = 0 on the spherical (and hemispherical!) surface. According to Gauss’s
law, the total charge induced on the conductor equals the sum of the image charges

R R
9ind =41 +q2+4q3 =—q+(—;q)+(5q)= -q. (S-2.105)

Note that, since the electric field generated by the

qi ””””” ’ :22 real charge plus the three image charges is always
: ‘ ‘g\}}/ perpendicular to the conductor surface, it must be
0 . . zero on the circumference (R, ¢,0), here with ¢ any,

: qr.%%q where the hemisphere joins the plane.
T o ‘R 77777777 ™ b) Now the real charge ¢ is located at (bsin6,,
N bcos6) inside the hemispherical cavity of radius R >

b in the conductor, as in Fig. S-2.20. The solution is
analogous to the solution of point a): we locate three
image charges in the conductor, outside of the cavity,

Fig. §-2.20 namely, g1 = —q in (bsinf,¢,—bcos ), go = —(R/b)q
in (b’'sin®,¢,b’ cosd), with b’ = R%/b >R, and q3 =
—g2 = (R/b)q in (b’ sinf, ¢, —b’ cosb).

S-2.12 The Force between the Plates of a Capacitor

nd We present this simple problem in order to point

out, and prevent, two typical recurrent errors. The
first error regards the electrostatic pressure at the
surface of a conductor, the second the derivation

of the force from the energy of a system.

a) Let us consider the electrostatic pressure first.
If Q is the charge of the capacitor, and S the
surface of its plates, the surface charge density
(which is located on the inner surfaces only!)

i is £0 = £Q/S. Within our approximations, the
electric field is uniform between the two charged
Fig. $-2.21 surfaces, E = 4rk.o, and zero everywhere else.

This leads to an electrostatic pressure

1
P= Eo-E:2nke0'2. (S-2.106)
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Here, the typical mistake is to forget the 1/, factor and to write P = 0°E (the “w” on
the “=" sign stands for wrong!). In fact, only one half of the electric field is due to
the charge on the other plate. The force F is attractive because the two plates have
opposite charges, and we can write
0 0

F =—-PS = 2nk, 5 S = 2nk, 5 (S-2.107)
Thus the force depends on Q only, and is independent of the distance / between the
plates. (S-2.107) is valid both for an isolated capacitor, and for a capacitor connected
to a voltage source maintaining a fixed potential difference V. But, in the latter case,
the charge is no longer constant, and it is convenient to replace Q by the product
CV, remembering that the capacity of a parallel-plate capacitor is C = S/(4rkeh).
Thus

CVy _ VS
S 8mkeh?’

F = -2nk, (S-2.108)

b) In the case of an isolated capacitor, the force between the plates can also be
evaluated as minus the derivative of the electrostatic energy Ues of the capacitor
with respect to the distance between the plates, &. It is convenient to write Ugg as a
function of the charge Q, which is constant for an isolated capacitor,

0’ Q%h
== =2k, =— -2.1
Ve =20 =2 05 (5-2.109)
so that the force between the plates is
Q2
F=-0pUc = —27rke? , (S-2.110)

in agreement with (S-2.107).
If the capacitor is connected to a voltage source, the potential difference V
between the plates is the constant quantity. Thus, it is more convenient to write
U, as a function of V
1 1 Vs
Ue==-CV? = —_—
“T2 8rke h

(S-2.111)

At this point, it is tempting, but wrong, to evaluate the force between the plates as
minus the derivative of Ues with respect to 2. We would get

w 1 Vs

F=-0pUc =+ —_—,
hoes = T g nke B2

(S-2.112)

and, if the “+” sign were correct, now the force would be repulsive, although
equal in magnitude to (S-2.108)! Of course, this cannot be true, since the plates have
opposite charges and attract each other. The error is that the force equals minus the
gradient of the potential energy of an isolated system, which now includes also the
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voltage source. And the voltage source has to do some work to keep the potential dif-
ference of the capacitor constant while the capacity is changing. Let us consider an
infinitesimal variation of the plate separation, dz which leads to an infinitesimal vari-
ation of the capacity, dC. The voltage source must move a charge dQ = VdC across
the potential difference V, in order to keep V constant. The source thus does a work

dW = vdQ = vVZdC, (S-2.113)

and its internal energy (whatever its nature: mechanical, chemical, . ..) must change
by the amount

dUsource = —dW = —V2dC . (S-2.114)

Since at the same time the electrostatic energy of the capacitor changes by 1/, v2dc,
the variation of the fotal energy of the isolated system, dUyqy, is

V2 V2
dUot = AUsource +dUes = _Vde‘f' Tdc = —Tdc =—dUs . (S-2.115)
Thus, the force is
V2s

F ==0pUsot = +0Ues = (S-2.116)

 8rkeh?

in agreement with (S-2.108).

S-2.13 Electrostatic Pressure on a Conducting Sphere

a) The surface charge is o = Q/S, where S = 4ra? is the surface of the sphere. The
electric field at the surface is E = 4nk.0, so that the pressure is

1 ) 0?
P=-0E = 2mkeo? = ke—— . (S-2.117)
2 8ra*

b) According to Gauss’s law, the electric field of the sphere is

0, r<a,
E(r) = 0 (S-2.118)

ke—z, r>a,
r

and thus the electrostatic energy is

1 “ke (O 0?
Us = EX(r)dr = —e(—) A dr = ke 2o | S-2.11
. f Sake - T f gr\p2) TR, (52119
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The derivative of Ueg with respect to a, which has the dimensions of a force, can be
interpreted as the integral of the electrostatic pressure over the surface of the sphere.
Since the pressure is uniform for symmetry reasons, we can write

po L ((dUs)_ 1 kO O
" dna? da | 4na® 242 “8mat’

(5-2.120)

in agreement with (S-2.117).

¢) This problem is equivalent to locating a charge
0 on the sphere, such that the potential difference
between the sphere and infinity is V. The problem
can also be seen as a spherical capacitor with internal <>
radius a and external radius b, potential difference V, w
at the limit of b approaching infinity. The capacity is

1 ab a

C=lim — _
poskeb—a ke

(S-2.121)

Fig. S-2.22
while the electric potential inside the capacitor is

\% (r<a)
g =44 r>a) (S-2.122)
r

so that the charge on the sphere of radius a is Q = aV/k.. By substituting Q in
(S-2.117) we obtain

V2

=—. S-2.123
8rk.a? ( )

Alternatively, we can write the electrostatic energy (S-2.119) as a function of V,

1 ., aV?
UeS—ECV BT

(S-2.124)

and remember from Problem 2.12 that, if the radius a is increased by da at constant
voltage, the electrostatic energy of our “capacitor” changes by dU,, and, simulta-
neously, the voltage source does a work dW = 2dU,, so that the variation of the
“total” energy is

dUiot = dUes —dW = —dUses , (S-2.125)
and the pressure is
1 ( dUw 1 (dUes V2
P= - = = , S-2.126
dna? ( da ) 4ra? ( da ) 8mkeoa? ( )

in agreement with (S-2.123).
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S-2.14 Conducting Prolate Ellipsoid

a) Let us consider a line segment of length 2¢, of uniform linear electric charge den-
sity 4, so that the total charge of the segment is Q = 2cA. We start using a system of
cylindrical coordinates (7, ¢,z), such that the end points of the segment have coor-
dinates (0, ¢, +c), the value of ¢ being irrelevant when r = 0. The electric potential
©(P) of a generic point P, of coordinates (r, ¢, z), is

+C/ldz' +c a7
@(P) = ke f =ked f —_— (8-2.127)
e N e A ,(Z — Z')2 +72

where s is the distance from P to the
point of the charged segment of coor-

r
//ﬂgp dinate 7/, as shown in Fig. S-2.23. The
e indefinite integral is
sy 0 0
.7 8y ' P —
-7 dz” T (z—=2)*+1?
A A AR
T _—
- o . *c Uz =—1I1[2\/(Z—Z’)2+r2+2z—2z']
Z
Fig. S-2.23 +C, (S-2.128)

as can be checked by evaluating the derivative, leading to

2 2
G(P) = kedln | YEHO HIH e =kegln(w), (S-2.129)
[z=cR+r2+z7—c 2c \s2+z-c

where 51 = y/(z+¢)?+r? and 5, = /(z— ¢)? + r2 are the distances of P from the end

points of the charged line segment, as shown in Fig. S-2.23. We now introduce the
elliptic coordinates u and v

S1+ 82 S1— 82
=== == S-2.130
2c Y 2c ( )
so that
si=cu+v), sr=clu-v),
and ,
s7—§
wy=-1_2_% (S-2.131)
4 c

Because of (S-2.130), we have u > 1, and —1 < v < 1. The surfaces u = const are con-
focal ellipsoids of revolution, and the surfaces v = const are confocal hyperboloids
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of revolution, as shown in Fig. S-2.24. The surface u = 1 is the degenerate case of an
ellipsoid with major radius a = ¢ and minor radius b = 0, coinciding with segment
(—c,c¢). The surface v = 0 is the degenerate case of the plane z = 0, while v = %1 cor-
respond to the degenerate cases of hyperboloids collapsed to the half-lines (¢, +o0)
and (—c,—co). In terms of u and v, equation (S-2.129) becomes

o(P) = ky 2 | StV Fewvtel O 1w DvED
2¢c  |cu—v)+cuv—c 2¢c |(u-Dw+1)
_, 9 u+1
_kezc ln(u_l)’ (S_2132)

Thus, the electric potential depends only on the elliptical coordinate u, and is
constant on the ellipsoidal surfaces u = const. The surfaces v = const are perpendic-
ular to the equipotential surfaces u = const, so that the intersections of the surfaces
v = const with the planes ¢ = const (confocal hyperbolae) are the field lines of the
electric field. If we let # approach infinity, i.e., for s; + 52 > ¢, we have 51 ~ 5, and

u+1 2
~14+—,
u-1 u
2 2
1n(1+—): -, (S-2.133)
u u
and
2
lim ¢(P) = ke g -
u—00 2cu
=ke g ~ ke g , (§-2.134)
cu S1

Fig. S-2.24

since s; =~ sp. This is what expected for
a point charge. In other words, the ellip-
soidal equipotential surfaces approach
spheres as u — co.

b) For a prolate ellipsoid of revolution of
major and minor radii a and b, respec-
tively, the distance between the center O
and a focal point, c, is

c= Va2 -b2. (S-2.135)

At each point of the surface of the ellip-
soid we have s + 57 = 24, so that the equa-
tion of the surface in elliptic coordinates

Fig. S-2.25
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is u = a/c. A uniformly charged line segment with end points at (0,¢,—c) and
(0,9, ¢), and linear charge density 1 = Q/(2c), generates a constant electric potential
¢(a,b) on the surface of the ellipsoid

0. (u+l 0 a+ Va? -b?
b)=k. =1 =k 1 . S-2.136
#la.b) “2c n(”_l) e2\/412—172 n(a— Va? - b? ( )

On the other hand, the potential generated by the charged segment at infinity is zero,
and there are no charges between the surface of the ellipsoid and infinity. The flux
of the electric field through any closed surface containing the ellipsoid is Q. Thus,
the potential, and the electric field, generated by the charged segment outside the
surface of the ellipsoid equal the potential, and the electric field, generated by the
conducting ellipsoid carrying a charge Q, and this solves the problem. The capacity
of the ellipsoid is thus

-1
0 —2'“2"1’2[1 (‘” "2"1’2” . (S-2.137)

= = n
o(a,b) ke a—VNaZ2—p2

The denominator of the argument of the logarithm can be rationalized, leading to

2
a+ Va2 -b? (a+ az_bz) at Va2

= 5 = , (S-2.138)

a— N2 —p2 a—a?+b? b

and the capacity of the prolate ellipsoid can be rewritten
-1

N N )

C= “k b [m(“ Z b H . (S-2.139)
€

The plates of a confocal ellipsoidal capacitor are the surfaces of two prolate ellip-
soids of revolution, sharing the same focal points located at +¢ on the z axis, and
of major radii a; and a», respectively, with a; < ay. According to (S-2.135) and
(S-2.136) the potential on the two plates are

0 (“‘2—”) (S-2.140)

=ke— In
$1.2 ©2¢ ajp—c

so that the capacity is

2 2
c=_2 _ +C - - . (S-2.141)
o1 keln(al c a C) keln(amz—c +c(a2—a1))

ay—c ap+c

ajar —c?—c(ay—ap)
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¢) A straight wire of length /& and diameter 2b, with & > b, can be approximated by
an ellipsoid prolate in the extreme, with major radius a = 4/2 and minor radius b,
with, of course, b < a. From

2
\/az—bzza—b— valid for b<a, (S-2.142)
a

and (S-2.139) we have

a h

2koIn(2a/b) _ keln(h/b) (5-2.143)

Cyire =



Chapter S-3
Solutions for Chapter 3

S-3.1 An Artificial Dielectric

a) According to (S-2.6) of Problem 2.1, a metal sphere in a uniform external field E
acquires a dipole moment

3
a 3

—E= VE, S-3.1
ke A7k, ( )

p:

where V = 4/, na® is the volume of the sphere. The polarization of our suspension
is

3n

= VE. S-3.2
Arke ( )

P=np

In ST units we have P = gy yE, and y = 3f, while in Gaussian units we have P = yE,
and y = 3f/(4r). In both cases f = nV is the fraction of the volume occupied by the
spheres. Since the minimum distance between the centers of two spheres is 2a, we
have

dra’® 1
3

S-3.3
3 8a ( )

f<

Vg
=

leading to y < /2 in SI units, and y < 1/8 in Gaussian units.
b) The average distance £ between two sphere centers is of the order of n=!/3. The
electric field of a dipole at a distance ¢ is of the order of

a3

En=dEn. (S-3.4)
ke

14
Egip ~ ke E =~ ke
Thus, the condition Eg;, < E requires n < 1/ a.
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S-3.2 Charge in Front of a Dielectric Half-Space

We denote by A the z < 0, vacuum, half-space,
containing the real charge ¢, and by B the z > 0,
dielectric, half-space, containing no free charge.
We shall treat the two half spaces separately,
making educated guesses, in order to apply the
uniqueness theorem for the Poisson equation. We
use cylindrical coordinates (r,¢,z), with the real
charge located at (0, ¢, —d). All our formulas will
be independent of the azimuthal coordinate ¢,
which is not determined, and not relevant, when
r=0.

a) We treat the field in the half-space A assuming vacuum in the whole space,
including the half-space B. As ansatz, we locate an image charge ¢’, of value to
be determined, at (0,0, +d), in the half space that we are not considering, as in Fig.
S-3.1. Now we evaluate the electric field E©) in a generic point P = (r,¢,07) of
the plane z = 0~. The distance between P and g is Vd? +r2 and forms an angle
0 = arccos(d/ Vd? + r?) with the z axis. Also the distance between P and ¢’ will be
Vd2? + r2. The field at P, E, is the vector sum of the fields E due to the real charge
g, and E’ do to the image charge ¢’. The components of E(), perpendicular and
parallel to the z = 0 plane are, respectively

’

E(L_)—k cosH—keq—COSH:ke

q :
B 2+ 7 @+ypn )

O 9 nork—9 <ing=
EH = ke T sin@ + ke i sinf = ke

r ’
(d2+l"2)3/2 (q+q )
(S-3.5)

We treat the half-space B assuming that the
whole space, including the half-space A, is
filled by a dielectric medium of relative per-
mittivity &.. We are not allowed to introduce
charges or alter anything in B, but, as an edu-
cated guess, we replace the real charge g,
located in the half-space A that we are not treat-
ing, by a charge ¢”, of value to be determined
(Fig. S-3.2). We evaluate the field E®) at the
same point P as before, but on the z = 0" plane.
Fig. S-3.2 The components of E*) perpendicular and par-
allel to the z = 0 plane are
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ke ¢ k d
E(+) —— 6= e 7"
LT el Ty (d?+r?)312 1
ke g k
E(Y == 9__ ing d (S-3.6)

_ e ’7
& 2412 & @+

If our educated guesses are correct, the dielectric boundary conditions must hold at
z = 0. This implies E(l_) = er(f) and EI(I_) = E|(|+), corresponding to the equations

’’

g-¢ =q", and gq+q =L, (S-3.7)
&Er
with solutions
, &—1 " 2&;
=— , d = S-3.8
1 & +1 4 anc g e+1 1 ( )

We can easily check that, at the limit &, — 1 (vacuum in the whole space), we have
¢’ = 0 and ¢” — ¢, i.e., in the whole space we have the field of charge ¢ only. At
the limit &; — oo (dielectric — conductor limit) we have ¢ — —g and ¢" — 24, i.e.,
the field of the real charge ¢ and its image —q in the half-space A, and zero field in
the half space B, as at point a) of Problem 2.2. The finite value of ¢” is irrelevant
for the field in the half-space B, because of the infinite value of &;.

Notice that we can also write equations (S-3.6) without &; in the denominators,
thus including the dielectric bound charge into ¢”’. This leads to the equations

q-¢ =&q”, and qg+q =q" (S5-3.9)
with solutions | )
’ Er— 7"
= , d = s S-3.10
q &+1 9 and 4 & +1 1 ( )

which give the same expressions for the electric field as for the choice (S-3.6).
b) The polarization charge density on the z = 0 plane, o (r), is

1 d 17
_ ) oy a e, g
7o) =~ B B = (q i sr)

1 d  &-1 1 d

L Sk S — $-3.11
@yl e+ 11" @ sy (-3.10

The total polarization charge on the z = 0 plane is

00 -1 T/2
qp = f ov(r)2rrdr = — qf cosfdd=¢’, (S-3.12)
0 e+l 0

where we have substituted cosd = d/ Vd? + 2, r = d/ cos6 and dr = ddf/ cos? 6.
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¢) The polarization charge of the z = 0 plane generates an electric field equal to the
field of a charge ¢’ = —q(&; — 1)/(& + 1) located at (0,0, +d) in the half space z <0,
and equal to the field of a charge ¢’ located at (0,0, —d) in the half space z > 0.

S-3.3 An Electrically Polarized Sphere

a) Since the polarization P of the sphere is uniform, we have no volume bound-
charge density, according to g, = V - P. If we choose a spherical coordinate system
(r,6,¢) with the azimuthal axis parallel to P, as shown in Fig. S-3.3, we see that the
surface bound-charge density of the sphere is o, = Pcos#é, according to o, = P -fi.
Thus, in principle, we can evaluate the electric field everywhere in space as the field
generated by the bound-charge distribution on the sphere surface.

However, it is easier to consider the polarized sphere as the superposition of two
uniformly charged spheres, both of radius a, one of volume charge density o, and
one of volume charge density —p. The centers of the two spheres are separated by a
small distance 4, as in Fig. 1.1 of Problem 1.1. Thus, two initially superposed infini-
tesimal volume elements d®r of the two spheres, of charge +0d>r, respectively, give
origin to an infinitesimal electrical dipole moment dp = §od>r after the displace-

ment.

This corresponds to a polarization dp/dr = 08, we
must have P = 06, and are interested in the limit
[6] = 0, p — oo, with o6 = P = constant. Now we
can follow the solution of Problem 1.1. According to
(S-1.1), the electric field inside the sphere is uniform
and equals

. 4rtk Ak
Fig. S-3.3 Ejp= -2 p5=_"Xep (8-3.13)

The problem of the field outside the sphere is solved at point b) of Problem 1.1,
we have

3t(p-B)-p

Eex(r) = ke 3 5
r

(S-3.14)

where p = P(47a®/3) is the total dipole moment of the sphere.

b) The problem can be solved by the superposition
principle. The hole of radius b can be regarded as a
sphere of uniform electrical polarization —P super-
posed to the sphere of radius a and polarization P.
The sphere of radius b generates a field

4nk,
Fig. $-3.4 E=—"P (S-3.15)
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at its interior. Thus, the total field inside the spherical hole is Egr‘frb) = 0. The field
inside the spherical shell b < r < a is the sum of the uniform field (S-3.13) and the
field generated by an electric dipole of moment p’ located at the center O, with

4rb’
p® = — ”3 P. (S-3.16)

Finally, the external field (r > a) equals the field generated by a single dipole p¢+?
located in O with
4r(a® - 1)

3

pleth = P. (S-3.17)

S-3.4 Dielectric Sphere in an External Field

a) As an educated guess. Let us assume that the external field induces a uniform
electric polarization P in the sphere. We have seen in Problem 3.3 that a sphere of
uniform

electric polarization P generates a uniform elec-
tric field EP?' = —(47k./3)P at its interior. The
difference is that in the present case P is not per-
manent but it is induced by the local electric field,
and

&1 il

P= ,
Arke

(S-3.18)
Fig. S-3.5

where E%¢! s the field inside the dielectric

sphere, which is the sum of the external and the induced fields:

Ede = E) + EPO! . (S-3.19)
We thus have
Edel = K, - % P=E- &1 paie , (S-3.20)
which can be solved for Edi!:
el _ 3 E . (S-3.21)

&+2

Since &; > 1, the field inside the dielectric sphere is smaller than Ey.
The electric field outside the sphere E°" will be given by the sum of Eq and the
field of a dipole
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Ara’ _ @ & —1
3 Bkeg+2

p= Eo (S-3.22)

located at the center of the of the sphere. Thus

3(p-P)i— 3 e—1
3RDOT-p _ gl g hoE.  (53.23)
r3 3ke £r+2

E°U = E() + ke
It is instructive, and useful for the following, to check that the above solution
satisfies the boundary conditions at the surface of the sphere. Let us then restart the
problem by assuming that the field E4®! inside the sphere (r < @) is uniform and
parallel to the external field Eg, and that the field E®* outside the sphere (r > a)
is the sum of the external field and that of a dipole p located at the center of the
sphere and also parallel to Ey. Thus we can write Ediel = oK and p = nEo, with the
constants @ and 7 to be determined by the boundary conditions at » = a. Choosing
a spherical coordinate system with the origin O at the center of the sphere, and the
polar axis z parallel to Eg, we have

‘ 2cos6
Eglel = aEycosf E;’m = EycosO+kenEy 3
r
4 . . siné
Eglel = aEysinf Egm = Eysinf—kenEy }"_3
Egiel =0 Egut =0. (S—324)

The boundary conditions at the surface of the sphere are erdliel = E{" and E“Ihel =
El‘l)llt which yields, in spherical coordinates,

EM (r=a)=E™r=a")  E¥Gr=a)=EMr=a").  (S-325)

Using (S-3.24) and deleting the common factors we obtain

2k k
ga=1+=3571, a=1-=7, (S-3.26)
a a
whose solutions for @ and 7 are
3
-1
a=3/(e+2), np=LH"" (S-3.27)
ke & —2

and we eventually recover (S-3.21) and (S-3.22).

b) We make an educated guess analogous to the one of the previous point, i.e., we
assume that the field inside the cavity, E°?, is uniform and parallel to E4, and that
the field in the dielectric medium, E%€! is the sum of E4 and the field of an electric
dipole p, located at the center of the cavity and parallel to Eq. Thus we can write
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E® = (YEd , Pc= T]Ed ) (5-328)
where, again, « and 7 are constants to be determined by the boundary conditions.

Using again spherical coordinates with the origin at the center of the spherical cavity
and the z axis parallel to Eq, the expressions analogous to (S-3.24) are

ES = aE4c0s6 E™ = E,cos0+ke nEq 20:;56
ESY = aE;siné ENd = Eysin6—kenEqg 5%9
E§™ =0 Ey=0, (S-3.29)
with the boundary conditions
Er=a)=EM(r=a") EMr=a)=EM@r=da). (S-3.30)

The values for @ and n may thus be easily obtained by solving a linear system
of two equations as in point a). However, we can immediately obtain the solution
by noticing that (S-3.29) and (S-3.30) are identical to (S-3.24) and (S-3.25) but
for the replacements E; & Eg, ESY « Ediel pmed o, pout “and &, & 1/g,. Thus,
the solutions for E°® and p, are obtained from those for E4¢! and p, (S-3.21) and
(S-3.22), by substituting E4 for Ej and 1é&; for &;:

3 3g
E® = Eq = " Eq, S-3.31
e+2 ¢ 1128 ¢ ( )
@ 1/e—1 @ 1-g

- - E,. $-3.32
Pe = S e +2 4 3k 1425, ¢ ( )

Thus E“Y > Ey4, i.e. the field inside the cavity is stronger than that outside it, and p,
is antiparallel to Eq.

S-3.5 Refraction of the Electric Field at a Dielectric Boundary

a) First, we note that the electric field E( outside the Lﬂ
dielectric slab equals the field that we would have Eo
in vacuum in the absence of the slab. Neglecting the e 7T O

L. R T h
boundary effects, the bound surface charge densities :
of slab are analogous to the surface charge densities E/
of a parallel-plate capacitor. These generate a uni- 6

form electric field inside the capacitor, but no field
outside. Thus, the electric field inside the slab is the Fig. §-3.6
sum of Ey and the field generated by the surface
polarization charge densities. If we denote by E’ the



176 S-3 Solutions for Chapter 3
internal electric field, the boundary conditions at the dielectric surfaces are

Ey, = ErE . Eq =g E|

f (5-3.33)

where the subscripts L and || denote the field components perpendicular and parallel
to the interface surface, respectively. In terms of the angles 6 and ¢’ of Fig. S-3.6

we have
& & Eycosf = &.E’ cost/
Eosinf = E’sin€’ . (S-3.34)
If we divide the second of (S-3.34) by the first we
Fig. 8-3.7 obtain
1 /
—tan®@ =tané, (§8-3.35)
Er
and, since &; > 1, we have 6’ > 6.
b) From Gauss’s law we obtain
1 , 1
Op = T, Eor = El)— ke Eycosd 1_5_r (§8-3.36)
¢) The electrostatic energy density inside the slab is
§2
_ & o O .2
ues_gke _8 +E )= ( 2 +sin 6)
_ 1 2 (/.2 )
= mEO [(gr —1sin®0+ 1] , (S-3.37)

so that ueg increases with increasing 6, and we expect a torque 7 tending to rotate the
slab toward the angle of minimum energy, i.e., 8 = 0. Neglecting boundary effects,
the total electrostatic energy of the slab is Ues = Viues, where V is the volume of the
slab, and the torque exerted by the electric field is

L U1 2 e
ey rEov(sr—l)smzo<o. (S-3.38)
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S-3.6 Contact Force between a Conducting Slab and a Dielectric
Half-Space

a) Neglecting boundary effects at the edges of the —
slab, the electric field is parallel to the x axis in all E, Eq
the regions of interest because of symmetry reasons.
Thus, we can omit the vector notation, and we shall

use positive numbers for vectors whose unit vector “ el e
is X, negative numbers otherwise. S Sl
According to Gauss’s law, a uniformly charged
plane with surface charge density o, generates uni- ]
X

form fields at both its sides, of intensities E, =

+04/2¢&, respectively. In our problem we have three  fig, 5.3.8
charged parallel plane surfaces: we denote by o the

surface charge density on the left surface of the slab,

by o charge the density on its right surface, and by o the bound surface charge
density of the dielectric material on its surface, as shown in Fig. S-3.8. Since the
total free charge on the slab is O, we have

o1+o0o = % = 0ot - (§-3.39)
At any point in space the total electric field is the sum of the fields generated by
the three surface charges. Now, the electric field must be zero inside the conducting
slab. Thus the sum of all surface charge densities (including both free and bound
charges) at the left of the slab must equal the sum of all surface charge densities at
the right, so that their respective fields cancel out inside the slab. This conclusion
holds both when the slab is in contact with the dielectric, and when there is a vacuum
gap between them. Thus, we have

01=02+0p. (S-3.40)

The electric field E4 inside the dielectric medium is Eq = 4mke (072 + o). This
implies for the dielectric polarization of the medium P

B & —1
" Ank,

P Eq=(-1)o;. (S-3.41)

Since we also have o, = —P-X = —P, we obtain the additional relation
op=—(&—D(02+0p), (S-3.42)

that leads to

g —1

Op =— agy. (S—3.43)

Er
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From (S-3.39), (S-3.40) and (S-3.43) we finally obtain

1 & &—1
01=—"—"70tot» 02 = Ttot Op =—
&+1 © & +1 ° &+1

Ttot - (8-344)

The magnitudes of the electric field at the left of the slab E, and of the electric field
inside the dielectric medium Ey4, can be evaluated from Gauss’s law, recalling that
the field is zero inside the slab. We have

4rck
E| = —4nkeor) = —8”:1 0w and  Eq=4nke (2 +0p) = —E;.  (S-3.45)

T

In the case of a vacuum gap between the conducting slab and the dielectric medium,
as shown in Fig. S-3.9, the field E; in the gap is

Ej = drtke 07y = drtke % O = —&:EJ . (S-3.46)

Er

The values of E| and E4 are not affected by the presence of the vacuum gap.
As an alternative approach we can assume, following Problem 3.2, that the free
charge layers 0| and o7 induce image charge layers 07| and ¢} in the dielectric,

, &e—1 , &—1
=_ , = , S-3.47
71 &+1 a1 72 e+1 72 ( )
h & with the image planes located in position symmet-
rical with respect to the dielectric surface. Due to
E Ei Ei, Gauss’s law the bound surface charge density is the
sum of the image charge densities,
“ Q Er ’ ’ & — 1 Q
. ; 0'p=O'1+O'2=—8rT§. (S-3.48)
b b 5
The free charge densities can be now found by
requiring the field to vanish inside the slab: omitting
X a common multiplying factor we have
Fig. $-3.9 St — o
O=c1—0a—0 -0, =2""1"22 " (S-3.49
O1—02—0]—0, e il ( )

from which we obtain .01 = 0, and we eventually recover the free and bound
surface charge densities of (S-3.44).

b) In order to evaluate the electrostatic force acting on the conducting slab, we first
assume the presence of a small vacuum gap of width & between the slab and the
dielectric medium, as shown in Fig. S-3.9.
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We can evaluate the total electrostatic force F acting on the conducting slab in
three equivalent ways:

(i) We can evaluate the variation of the total electrostatic energy U.s when the
slab is displaced by an infinitesimal amount dx toward the right, thus decreas-
ing the gap. In this case Ugg increases by E%S dx/(8nk.) at the left of the
slab, because the width of region “filled” by the field E; increases by dx,
and correspondingly decreases by E%S dx/(8nk.) at its right. Thus, dU =
(E? - E3)S dx/(8mke), from which we obtain the force per unit surface

AU s 4rke (Q)2
— = -2 (2-1 =
dx 8nk gnr E1~E2) Sk, )(sr+1) S
e—1 Q2
=2k (S-3.50)

We have F > 0, meaning that the slab is attracted by the dielectric medium.
(i) We can multiply the charge of the slab Q by the local field, i.e., by the field
generated by all charges excluding the charges of the slab. In our case the local
field is the field E}, generated by the bound surface charge density o,. We have
&1 10
E, = -2nkeop = 2nke —— 0ot , and F =2 ke . (S-3.51)
&+1 +1 S

(iii) We can evaluate the force on the slab by summing the forces F; on its left
and F, on its right surface. These are obtained by multiplying the respective
charges Q1 = So1 and Q> = S0 by the average fields at the surfaces

QO 2nke &Q &2nke

E E,
F=F1+F,=01—+0,—=- +
1HR =015+ O m = P T Tt T T T

el-1 Q2_2 " &—10°

Cept+1?2 S e+l S

(S-3.52)

The force F is independent of &, thus the above result should be valid also at the
limit & — 0, i.e., when there is contact between the metal slab and the dielectric.
One may argue, however, that in these conditions the field at x = 0%, i.e., at the right
of the slab, is given by E; = —E1, so that following the approach (iii) one would
write

F = F1+F2—Q1—+Q2—¢Q1— Qz— (S-3.53)

This discrepancy comes out because actually the average field on the free charges
located on the right surface of the slab is not E;/2, which is the average field across
the two merging layers of free and bound charges; however, the force on the slab
must be calculated by taking the average field on free charges only.
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0 To illustrate this issue, let us assume for a
moment the free charges at the slab surfaces
to be distributed in a layer of small but finite
width, so that we can localize exactly where
free charges are without merging them with
bound charges. In particular, let the free sur-
face charge layer have thickness ¢, and vol-
ume charge density 0>(x) such that

Conductor &

0
Fig. S-3.10 f{ o2dx =0, (S§-3.54)
)

as shown in Fig. S-3.10. The electric field is
still directed along the x axis for symmetry
reasons. Gauss’s law in one dimension gives
0E = 4nk.o. Since E(—{;) = 0 (as deep into
the conductor the field should vanish) we have
for the electric field in the —¢> < x < 0 region

E(x) = 4nke f 02(x)dx’. (S-3.55)
£,
Fig. S-3.11 2

The total force on the free charges only can
thus be evaluated as

0
F2=Sf E(x)02(x)dx

%)
s s .,
= E(x)0,E(x)dx = 8, E*(x)d
ke I ., (x)0xE(x)dx Sk I 0 (x)dx
S, S@nkeor)? )
= E? = =2nke S, S-3.56
8k 2 8rke TTe > T3 ( )

the electric field at x = 0™ is E», as shown in Fig. S-3.11, and the resulting elec-
trostatic pressure is py = F»/S = 2nk. 02, independent of the particular distribution
02(x), and in agreement with the previous result (S-3.52). However, the electric field
at x = 0" is Eq because of the presence of the surface bound charge. !
¢) If the dielectric medium is actually a slab limited at x = w, as shown in Fig.
S-3.12, a further bound surface charge density —o, opposite to the density o, at
x =0, appears at its x = w surface. This charge distribution is identical to that of
a plane capacitor, so that the bound charges generate no field outside the dielectric

'We might assume that also the polarization charge fills a layer of small, but finite width £4 at the
surface of the dielectric. However, this would only imply that the field becomes E; at x > {4, and
would not affect our conclusions on the forces on the conductor.
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slab. As trivial consequences the surface charge densities on the conducting slab are
o1 =-0, = Q/2S, the field inside the dielectric is E /& = Q/(2&0&:S ), and there is
no force between the slab and the dielectric. Moreover, this result is independent of
w, and therefore should be valid also in the limit w — co.

The apparent contradiction with the results

of points a) and b) is that, in two attempts h w
to approximate real conditions by objects
of infinite size, we are assuming different ﬁ Eis:

boundary conditions at infinity. To discuss
this issue let us look again at Fig. 3.5, show-
ing the slab of charge Q located in front of a
dielectric hemisphere of radius R. At the limit
R — oo, the field in the dielectric half-space
approaches the field that we would have if
the dielectric medium filled the whole space, X

and the surface S had surface charge density

0" = 2&0 /(& + 1), see Problem 3.2. Thus, Fig $-3.12

the field, the polarization, and the polariza-

tion surface charge density all approach zero at the hemispherical surface. Part b)
of Fig. 3.5 is an enlargement of the area enclosed in the dashed rectangle of part
a) of the same figure, and the vanishing charge density on the hemisphere surface
does not contribute to the field in this area, according to the result of Problem 1.11.
This motivates the boundary condition assumed in points a) and b). In contrast, in
point ¢) the bound surface charge density does not vanish at infinity and generates
a uniform field, which in vacuum cancels out the field generated by the dielectric
surface at x = 0.

gl
(%)
Op
-

S-3.7 A Conducting Sphere between two Dielectrics

a) We use a spherical coordinate system (7,6, ¢) with the origin O at the center of
the sphere, and the zenith direction perpendicular to the plane separating the two
dielectric media, as shown in Fig. S-3.13. The electric field inside the conducting
sphere is zero. The electric field outside the sphere, E(r,6,¢), is independent of
¢ because of the symmetry of our problem. Since the sphere is conducting, the
electric field E(R",60,¢) must be perpendicular to its surface, and its only nonzero
component is E,. If we write Maxwell’s equation VX E = 0 in spherical coordinates
over the spherical surface r = R* (see Table A.1 of the Appendix), we see that the
r and 6 components of the curl are automatically zero because E4 = 0, Eg = 0, and
all derivatives with respect to ¢ are zero. The condition that also the ¢ component
of the curl must be zero is

OgE, = 0,(rEg) = Eg+r0,Ey . (8-3.57)
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The right-hand side of (S-3.57) is zero
because Eg(R™) = Eg(R*) = 0, implying that

&n also 9,Eg(R) = 0. Thus, dyE(R*) = 0, and
E.(R") does not depend on @ (and, conse-
quently, on the dielectric medium). If we
denote by oo the sum of the free surface

én charge density oy and the bound charge den-
sity o, the relation

Fig. $-3.13 _ E(R*,6,¢) ER")

(S-3.58)

Otot =

Arke  Arke

shows that o is constant over the whole surface of the sphere. Thus the electric
field in the whole space outside the sphere equals the field of a point charge Qi
located in O, with Ot = Q + Oy , Where Qy, is the total polarization (bound) charge:

R2
E,6,¢) = E(r) = 4mke oot - r, r>R, (§-3.59)
r

since the field depends on r only. The polarization charge densities on the surfaces
of the two dielectrics in contact with the sphere are, respectively,

. & — 1
b = 0-Pp = —Z——ER) = —(&r — 1) T
Ak,
~ ep—1
Oy =0 Py =~ ERR) = —(gn— 1) 0ot (S-3.60)
A7k,

where the unit vector fi points toward the center of the sphere. The free surface
charge densities in the regions in contact with the two dielectrics, o, and o7,, are,
respectively,

0f1 = Otot —Ob1 = &r10tot

Of2 = Otot —0b2 = €r20tot - (S-3.61)

Since 27R?(07f, + 071,) = Q, we finally obtain

R E(r) =2k — 2 i
277'R2(¢‘5r1 +é&n) (&r1 +é&n) r?
op = &en Q o = &nQ
I 27R% (g1 + &) : 2nR% (g1 + &)
-1 -1
N 1Y S o 11/ HE,

B 2nR2 (g1 + €) B 27R2(gr + €p)
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b) The electrostatic pressures on the two
hemispherical surfaces equal the electrostatic
energy densities in the corresponding dielec-
tric media, and are, respectively,

2
2rtk, 2rtk, i
Py = it ot = - e[ 28nQ o
Eri &i | 2nR*(&r + &)
2
Y
=k —— S-3.63 .
€ 27R (& + )2 ( ) Fig. S-3.14

with i = 1,2. Thus P > P, because & > &,

and the pressure pushes the sphere towards the medium of higher permittivity. The
force on the sphere surface element dS = R? sinfdfd¢ is dF = tPy;dS, withi =1 if
6>n/2,and i=2if 6 < /2. The total force acting on the upper hemisphere (6 < 7/2)
is thus

27 /2 £n Q2
F, = if d¢f doR? sinfcosfky ————————
0 0 2r(en + "5r2)2R4

én Q2
2(&n + 81‘2)2R2 '

(> Q2

=2nR%k —— 2=
“2n(er +£m)2R4

=2nR* P> = 2ke (S-3.64)

directed upwards, since the force components perpendicular to the z axis cancel out.
Note that F, simply equals %, times the section of the sphere 7R?. The total force
acting on the lower hemisphere (6 > 7/2) is, analogously,

2
F =ik, — % (S-3.65)
2(en + 8r2)2R2
The total electrostatic force acting on the conducting sphere is thus
_ 2
Fo = F) +F, = 2k, o =629 (S-3.66)

“2(er +&n)2R2

If the sphere is at equilibrium when half of its volume is submerged, F plus the
sphere weight must balance Archimedes’ buoyant force

(&1 — &r) 02 27R3
ez(; +;)2QR2=g 3 (@+e-20), (5-3.67)
Tl 12
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where g is the gravitational acceleration. Thus, at equilibrium, the electric charge on
the sphere must be

Q= \/47TR5 (&n1 ""S'rz)2 (01+02-20)8 . (S-3.68)

- 3ke (&r1 — &)

S-3.8 Measuring the Dielectric Constant of a Liquid

The partially filled capacitor is equivalent to two capacitors connected in parallel,
one with vacuum between the plates, and the other filled by the dielectric liquid.
The two capacitors have the same internal and external radii, a and b, but different
lengths, ¢ — h and h, respectively. The total capacitance is

__t=h  &h _ t+(a-Dh
" 2keln(b/a)  2keln(b/a) ~ 2keIn(b/a) ’

(S-3.69)

and the electrostatic energy of the capacitor is

(+(E=Dh o

1 2
Ues=5CV? = :
e 2 4k In(b/a)

(S-3.70)

If the liquid raises by an amount d/ the capacity increases by

(&= D)dh

dc = 2%
€= /)’

(S-3.71)

and, if the potential difference V across the capacitor plates is kept constant, the
electrostatic energy of the capacitor increases by an amount

1,2 (81” - 1)dh 2
dUes = 7 VdC = ————V~. S-3.72
e 2 4k In(b/a) ( )
Simultaneously the voltage source does a work
(er—Ddh _,
dW = VdQ = V3dC = - ———V?, S-3.73
© 2keIn(b/a) ( )

because the charge of the capacitor must increase by dQ = VdC in order to keep the
potential difference across the plates constant, and this implies moving a charge dQ
from one plate to the other. The energy of the voltage source changes by

(er—1)dh

2
S T Y2 2 U, 3.74
TR AU (S-3.74)

dUsource =
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We must still evaluate the increase in gravitational potential energy of the liquid.
When the liquid raises by d an infinitesimal annular cylinder of mass dm = on(b*> —
a*)dh is added at its top, and the gravitational energy increases by

dU, = gon(b* —a*)hdh. (S-3.75)

The fotal energy variation is thus

dUtot = dUes + dUsource +dUg = —dUes +dU,

=V + b —a”)hdh, S-3.76
deeIn(bja) | T8ETETma) ( )
and the total force is
_ aUtot Er— 1

F= = V2 —gon(b*—a*)h. (S-3.77)

Oh ~ 4keln(b/a)

At equilibrium we have F = 0, which corresponds to

-1V Atk 2_bM)In(b
h= & -1 and &, = 1 4 Thegola” ~b)InG/a) - o 500
drke go(a® — b%)In(b/a) V2
For the electric susceptibility y, we have in SI units y = & — 1, and

go(@® —b*»)n(b/a)

XY= h, (S§-3.79)
80V2

while in Gaussian units we have y = (& — 1)/4nx, and

go(a®—b*)In(b/a)
X= h. (S-3.80)

V2

S-3.9 A Conducting Cylinder in a Dielectric Liquid

a) We choose a cylindrical coordinate system (r,¢,z) with the longitudinal axis z
superposed to the axis of the conducting cylinder, and the origin O at the height
of the boundary surface between the dielectric liquid and the vacuum above it. The
azimuthal angle ¢ is irrelevant for the present problem. The electric field E(r, ¢,z) is
perpendicular to the surface of the cylinder, thus we have E(r, ¢,z) = [E.(7,2),0,0].
The field is continuous at the dielectric-vacuum boundary surface, since it is parallel
to it. We thus have E,(r,z) = E,(r), independently of z. Let us denote by 0| and o
the free-charge surface densities on the cylinder lateral surface for z > 0 and z <0,
respectively. Quantities o and o are related to the electric field at the cylinder
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surface, E.(a), to & and Q by

_ E(a) _ &k (a)
TN ke 7T Tanke
Q=2naloh+oy(L-h)] . (§-3.81)
We thus have
2ke
Efa)=Q— "
@ =0 e =]

2k

= el (- Dl (S-3.82)

b) The electric field E,(r) in the region a <
r < b can be evaluated by applying Gauss’s law
to a closed cylindrical surface of radius r and
height £ <« L, coaxial to the conducting cylinder.
Neglecting the boundary effects, the flux of the
electric field through the bases of the Gaussian
surface is zero, and we have

2rr€E (r) = 4nke Qint »

2ke Qint
re¢

E(r) = (S-3.83)

Fig. S-3.15

where Q,, is the total charge inside the Gaussian
surface, including both free and polarization
charges. If we let r approach a keeping ¢ constant, Qi remains constant and we
have
2keQint
atl

limE, =
r—a

— E,(a), sothat E,(r):E,(a)C;l (S-3.84)

and, inserting (S-3.82),

2k.Q

= ==

(S-3.85)

¢) The electrostatic energy of the system is
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L—h
Ues ~ 8 T [ f dzf Ez(r)27rrdr+f dzf Ez(r)andr]
2%k 0 2
Snke[[erL (sr—l)h]] {[‘SI(L h”h]fa _d’}

_ o T b
= ke [m} [SI(L—]/!) + ]’l] 11'1(;)

_, _Q’In/a)
=ke m , (S-3.86)

i.e., the electrostatic energy of two cylindrical capacitors connected in parallel, with
total charge Q. Both capacitors have internal radius a and external radius b, one
has length L — 4 and is filled with the dielectric material, the other has length 4 and
vacuum between the plates. The electrostatic force, directed along z, is

dUes _ ( +— DIn(b/a) 0?
dn % [eL— (& — 1) h]?

<0. (S-3.87)

The electrostatic forces tends to decrease 4, i.e., to sink the cylinder into the liquid.
d) The sum of the gravitational and buoyant (due to Archimedes’ principle) forces
on the cylinder is

Fy=-Mg+og(L—h)na* (S-3.88)

and the cylinder is in equilibrium when Fes + F, = 0, i.e., when

(&= DIn(b/a) Q*

L-hna*—Mg =k, .
08( )ma g ol — (&~ DI

(S-3.89)

Given L, h and &;, we have equilibrium for

B og(L—h)yna? - Mg
O =[&L-(&—1)h] \/ k(e DInb/a) (S5-3.90)

S-3.10 A Dielectric Slab in Contact with a Charged Conductor

a) Within our approximations, the

electric fields are perpendicular to X

the conducting surface. We choose TEz o

a Cartesian reference frame with the - Las

origin on the conductor surface and hI &r TEI oo | o

the x axis perpendicular the surface,as =~~~ conductor T

in Fig. S-3.16, so that the only nonzero

component of the electric fields is Fig 5-3.16
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their x component. We denote by E; the electric field field inside the dielectric
slab, and by E, the electric field in vacuum, while the field will is zero inside the
conductor.
The fields £ and E; can be evaluated by applying equation V- (& E) = 4nk. of to
two Gaussian “pillboxes”, crossing the x = 0 and the x = & surfaces, respectively,
as in Fig. S-3.17. We see that & E is

X T discontinuous at x = 0 surface, and
= E o, continuous at x = h:
h F> T
o [— r E o [ &E =4nke o,
~— conductor E, = &E;, (S-3.91)
Fig. S-3.17
which lead to
4rk
El= 20, E,=4nko. (S-3.92)
Er

b) We denote by o,- and o the surface polarization charge densities at x = 0
and x = h, respectively. These quantities can be calculated by applying Gauss’s law
V-E = 4rk(of + 0p) to the two “pillboxes” of Fig. S-3.17, and obtaining

E| =4rnk(c+0v-), Ey—E|=4nkeop,, (S-3.93)

introducing (S-3.91) into (S-3.93) we finally have

1 -1
Ty = —0p = (1 - —) c=2""5. (S-3.94)

Er Er

¢) In the vacuum region between the conductor and the dielectric slab the field is
E = 4rk. o = E», independent of s. The electric field inside the dielectric slab, and
above the slab, are E| and E;, respectively, as in the case of s = 0, thus independently
of s.

The net electrostatic force on the

slab is zero, independently of s, since

o o ? E oy, the forces on the upper and lower sur-
hI e T E faces of the slab are exactly opposite.

. ! ! Ob- Further, if we evaluate the electrosta-

s ?Ez o tic energy of the system as the vol-

. . : 2
conductor ume 1ntegre.11 of er /(.87r.ke), we see
that also this quantity is independent
Fig. §-3.18 of s, within our approximations.
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S-3.11 A Transversally Polarized Cylinder

We choose a cylindrical coordinate system (r,¢,z), with the cylinder axis as z
axis, and the reference plane (the plane from which the angle ¢ is measured) parallel
to P. We have translational symmetry along z, so that, mathematically, the problem
is two-dimensional. The surface charge polarization density of the cylinder is o(¢) =
P-fi, where i is the outgoing unit vector perpendicular to the cylinder surface, thus

o(¢) = Pcosep . (S-3.95)

Similarly to Problem 1.1, our transversally polarized cylinder can be considered as
the limit for 4 — 0 and o — oo of two partially
overlapping cylinders, of volume charge den-
sity +p, respectively. The two cylinder axes
are the straight lines x = +h/2, both out of
paper in Fig. S-3.19. The product ph is con-
stant, and equals the polarization P of the
original cylinder. The electrostatic potential
¢S*'(A), generated by each charged cylinder
at an external point A = (r,¢,2), equals the
potential of an infinite line charge of linear
charge density A, = +ma’o, located on the
cylinder axis,

I+

go‘_i’“(A)=¢2ke7ra2Q1n(R ) (S-3.96)

+
where
h

re ~r¥F 3 cos¢ (§-3.97)

are the distances of A from the axes of
the two cylinders, see Fig. S-3.20. Quanti-
ties R, are two arbitrary constants, such that
gaf_,’“(n_,,¢,z) = 0 on the cylindrical surfaces
r+ = Ry. It is convenient to choose R, = R_,
so that In(R,/R_) = 0 will cancel out in the
following computations, leaving the poten-
tial equal to zero at r = co. The electrostatic
potential generated by both cylinders is thus
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_ R
¢UA) = ¢2YA) + ¢4 (A) = 2kema’oln (:—) + 2ke7razgln(R—+)
+

r+(h/2)cos¢
r—(h/2)cos¢

= 2ke.na’o [ln(l + ﬁ cos ¢) —In (1 - ﬁ cos ¢)]
2r 2r

~ 2k.a’oln = 2kea’oln

1+(h/2r)cos¢}
1—(h/2r)cos¢

P P.f
2 C:S(p = Dk Tr , (5-3.98)

h
~ 2k ma*o— cos ¢ = 2k.ma
r
where t is the unit vector of the cylindrical coordinate r. Thus, the potential of our
two-dimensional electric dipole decreases as r~!, while the potential of the ordinary
electric dipole decreases as 2. In Cartesian coordinates we have

Px

X x.y,7) = 2kema® —— | S-3.99
@ (x,y,2) = 2kema E ( )

where the x and y axes are the ones shown in Fig. S-3.19.
The external electric field is obtained by evaluating E®*' = —V !, The cylindrical
components are, from Table A.1 of the Appendix,

P
E = -0, = 2kera’ C(;s¢ ,
r
1 , Psing
E;’“ = —;[)(pgoe“ = 2k.ma V—2 s
Ezext — _8z‘pext =0 , (S-3100)

the field decreases proportionally to =2, while the field of the usual electric dipole
decreases as 7~!. The Cartesian components of the field are

ext ext 2 x2 _)72
Ex = —8x(,0 = 2ke7ra Pm .
2xy
ESX = —9,¢% = 2kema’ P ———— |,
y g e (2 +y2)2
EXN'=—9,0%=0. (S-3.101)

The electric field generated by each cylinder
at its interior is, according to Gauss’s law,
EM = +27k.or., where r. is the distance
from the respective axis, see Fig. S-3.21. The
two contributions sum up to a uniform inter-
nal field

Fig. S-3.21

EM(A) = 2ntkeo (rs —1_) = —2nkeo hk = — 27k P.. (S-3.102)
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The electrostatic potential inside the cylinder, in Cartesian and cylindrical coordi-
nates, is thus _
¢™ =2nke x+C =21tk rcosg+ C (S-3.103)

where C is an arbitrary constant. Since the potential most be continuous, we must
have, in cylindrical coordinates,

¢"(a,¢,2) = ™, $,2) , (S-3.104)

which is verified if we choose C = 0.



Chapter S-4
Solutions for Chapter 4

S-4.1 The Tolman-Stewart Experiment

a) The equation of motion for the “free” (conduction) electrons in a metal is, accord-
ing to the Drude model,
d
mﬂ =F—-mn(v), (S-4.1)
dr

where (v) is the “average” electron velocity, F is the external force on the electrons,
and mn(v) is a phenomenological friction force. In a steady state (d({v)/d¢ = 0) in
the presence of an external electric field E, so that F = —¢E, the electrons have a
constant average velocity

w=-LE. (S-4.2)
mn

The current density is J = —en.(v), where n. is the volume density of free electrons.
From this we obtain the microscopic form of Ohm’s law

nee?

J=""E=0E. (S-4.3)

mn
The value of the damping frequency n for copper is

2 8.5x10%8(1.6 % 10719)2
n="2¢ - ( ) 2ax10 51, (S-4.4)
mo 9.1x 10731 x 107

(m=m,=9.1x1073" kg).
At t = 0 the electron tangential velocity is vo = aw. For ¢ > 0, due to the absence
of external forces the solution of Eq. (S-4.1) is
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v=vge ™. (S-4.5)

The total current is thus given by
I=1Iye™, Io = —(enevp) S, (S5-4.6)

and the decay time is 7= 1/ ~4x 1071 s.
b) The total charge flown in the ring is

oo I
0= f Ioydi=2 =255y, (S-4.7)
0 n e

Thus, measuring o, S, vo and Q the value of e/m can be obtained. In the origi-
nal experiment, Tolman and Stewart were able to measure Q using a ballistic gal-
vanometer in a circuit coupled with a rotating coil.

S-4.2 Charge Relaxation in a Conducting Sphere

a) For symmetry reasons the electric field is radial, and it is convenient to use
a spherical coordinate system (r,6,¢) with the origin located at the center of the
sphere. Coordinates 6 and ¢ are irrelevant for this problem. Let us denote by ¢(r,7)
the electric charge contained inside the sphere r < a, at time ¢ > 0. If we apply
Gauss’s law to the surface of our sphere we obtain

E(r,t)=ke

awn. (S-4.8)

I

According to the continuity equation, the flux of the current density J = o E through
our spherical surface equals the time derivative of g(r, ):

56 J-dS = 4nr2J(r,1) = 4nr? o E(r,t) = —=3,q(r, ). (S-4.9)
By substituting (S-4.8) into (S-4.9) we obtain

[)tq(r’ t) = _47Tke(79(r, t)’ (S-410)

with solution

1
4rke o

q(r,0) = q(r,0)e”"*, where 7=

(S-4.11)
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Since at = 0 the charge density o(r,t) is uniform all over the volume of the sphere
of radius a, we have

3

0(1,0)= 00 = O r<a, sothat q(rn0)=Q 5. (S-4.12)
a

3
dra3’

Thus, according to (S-4.11), the density o(r, ) remains uniform over the sphere vol-
ume (independent of r) at any time # > 0

o(r,t) = o(t) = pe /™. (S-4.13)

The surface charge density ¢s(f) (we have already used the Greek letter o for the
conductivity) can also be evaluated from the continuity equation, since

drqs(1) = +J(a,t) = cE(a,1) = keO'% el 2 e /T, (S-4.14)
a

dra’t
so that, asymptotically,
00 00 _ Q
)= [ dqsdt= e ITdr= . S-4.15
qs(o0) ]{; tqs 4ﬂa2T£ dnd? ( )

The equation for the time evolution of the electric field inside the sphere (r < a) is

q(r’t) — r e—[/‘r
2

E(r,0) = ke keQ—e", r<a, (S-4.16)
r a

while the electric field is independent of time outside the sphere

Q

E(r,t):E(r):ke—z, r>a. (8-4.17)
r

The time constant T = 1/(4nk.0) is extremely short in a good conductor. For copper
we have (in SI units) o ~ 6x 107 @-'m~! at room temperature, thus

—12
r:ﬁ:%sq.wm”s:am% (S-4.18)
o

(1 as = 1 attosecond = 107'8 s: atten means eighteen in Danish). This extremely
short value should be not surprising, since there is no need for the electrons to travel
distances even of the order of the atomic spacing within the relaxation time; a very
small collective displacement of the electrons is sufficient to reach a condition of
mechanical equilibrium (see also Problem 2.1).

b) We can easily evaluate the variation of electrostatic energy AU, during the
charge relaxation by noticing that the electric field E(r,?) is constant outside the
conducting sphere (r > a). The electric field inside the sphere decays from the ini-
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tial profile E(r,0) = (Q/4ney)(r/ a®) to E(r,00) = 0. Thus, using the “energy density”
ues = E%/(87ke) we can write

1 f 2 3 1 (ngz)fa 2,2
=- E“(r,0)d’x =~ r*4mr-dr
8rmke sphere 8rke \ a? 0

k 2
_ ‘ﬁ%‘ (S-4.19)

AUes

¢) The time derivative of the electrostatic energy can be written as

1
8rke

1
8rke

! f 2 E2(r,t)4nr?dr = — ! faszzﬁe_ZI/Mnrzdr
8nke Jo \ T ’ drket Jo T af

_EQ_Z e—2l/7‘ — _47Tk§O-Q2 e—ZI/T
57 a Sa ’

aers =

00 "
i) f E*(r,0)4nr*dr = f O.E*(r,t)4nr’dr
0 0

(S-4.20)

where we used (S-4.16) and (S-4.17). The power loss due to Joule heating is

Py

00 A
f J-Ednrtdr = f O'Ez(l", 1) Anrdr
0 0

2 2
_ ArkioQ 2/

S-4.21
s ( )

since J = oE for r < a, and J = 0 for » > a. Thus P; = —9,U.s, and all the electrostatic
energy lost by the sphere during the relaxation process is turned into Joule heat.

S-4.3 A Coaxial Resistor

a) We use a cylindrical coordinate system (,¢,z), with the z axis coinciding with
the common axis of the cylindrical plates. The material between the plates can be
considered as a series of infinitesimal cylindrical-shell resistors, each of internal
and external radii r and r + dr and of height /. The resistance of the cylindrical shell

between r and r+dr is d d
dR = p —r = r

s P (5-4.22)

since dr is the “length” of our resistor, and S (r) = 2nr its “cross-sectional area”. The

resistance of the material is thus

_p_ (Pdr_ In(b/a)
"~ 2nh J, P

(S-4.23)
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b) The capacity of a cylindrical capacitor of radii a and b, and length £, is

h

= Gl (S-4.24)

Co

assuming that the space between the plates is filled with vacuum. Thus, in our case

we have
o

R= .
47Tke C()

(S-4.25)

Equation (S-4.25) is actually of much more gen- v
eral validity, and is a very good approximation :
for evaluating the resistance between two elec-
trodes of high conductivity and calculable capac-
ity immersed in a medium of known resistivity.
As an example, consider two highly-conducting
square plates immersed in an ohmic medium,
and connected to a voltage source by insulated
cables, as in Fig. S-4.1. The current that flows,
for instance, from the left plate, can be written

Fig. S-4.1

I:fJ-dS:})fE-dS, (S-4.26)

where the flux is calculated through a surface enclosing the electrode, except for
the area through which the current enters it, like the cylindrical closed surface of
Fig. S-4.1. In most cases the contribution of the excluded area to the flux of E is
negligible in an electrostatic problem, while, according to Gauss’s law, we have

SEE -dS = 4nk. O (S-4.27)

where Q is the charge on the electrode that would produce the field E. Within the
approximation of considering the last integral of (S-4.26) as equal to the integral
through the whole closed surface, we have

A7k,
Je

1=

0. (S-4.28)

On the other hand, if we consider the two electrodes as the plates of a capacitor of
capacitance Cy we have
0=0CpV, (5-4.29)

where V is the potential difference between them. We thus have
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CoV= . (S-4.30)

from which (S-4.25) follows.

S-4.4 Electrical Resistance between two Submerged Spheres (1)

a) We start by evaluating the capacitance Cy of the two spheres in vacuum, with the
same geometry of the problem. Let the sphere of radius « carry a charge Q, and the
sphere of radius b a charge —Q. With our assumptions a <« x and b < x the electric
potentials ¢, and ¢, of the two spheres are given approximately by

1 1 1 1
Ya = ke O (———) and ¢p ~k.Q (——+—) , (S-4.31)
a x b x

where we have assumed the potential ¢ to be zero at infinity, and have neglected the

induction effects between the two spheres, discussed in Problem 2.6. The capaci-
tance of the two spheres can thus be approximated as

-1
Co= —2 l(1+l_%) , (S-4.32)

(pa—ga;,_ke a b x

and, according to (S-4.25), the resistance between them is

d d (1 +1—%), (S-4.33)

R= ~ — | =
dnkeCy 4dn\a b «x

which can be further approximated to

11
~ :in (Z + E) , (S-4.34)

independent of the distance between x between the centers of the spheres.

b) In this case the resistance between the spheres is twice the value found at point
a), since at point a) we can introduce a horizontal plane passing through the centers
of the spheres, which divides the fluid into two equivalent halves, each of resistance
2R, so that, in parallel, they are equivalent to a resistance R. In the present case
the upper half is replaced by vacuum, so that only the resistance 2R of the lower
half remains. This problem is of interest in connection with electrical circuits that
use the ground as a return path. In this case p is the resistivity of the earth (of
course, the assumption that p is uniform is a very rough approximation). In practical
applications, the resistivity of the earth in the neighborhood of the electrodes can be
decreased by moistening the ground around them.
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S-4.5 Electrical Resistance between two Submerged Spheres (2)

a) According to (S-4.32) of Problem 4.4, and remembering that now the medium
has a relative dielectric permittivity &, the charge of each sphere is

-1
&2 2 g € a
~eCV=2(2-2) y=2 " 2y
Q=e:Co ke(a z) ke (—a 2
&a a &a
~ T4 —)v:—v, 4.
2ke( 7T 2k (5-4.35)

where the last two terms are the first and the zeroth order approximations in a/¢.
b) According to (S-4.33) and (S-4.34) we have

p(2 2 P
~ gl [POR S-4.36
47r(a 5) 2ra ( )

again to the zeroth order in a/{. The current [ is thus

)
1=~ =T%y, (S-4.37)
R p

This result can be checked by introducing a cylindrical coordinate system (r, ¢, z)
with the z axis through the centers of the two spheres and the origin O so that the
sphere centers are at (0, ¢, —(/2)
and (0,¢,+€/2), respectively,

and evaluating the flux of the r A
current density J through the - 0 N0
1 =0 >
planez o2 ‘ /2 Uz
I I
‘ I
I=|J-dS l;r -
1 > .
= —f E.(r)2nrdr, Fig. S-4.2
P Jo
where o '
E.(r) = 0 / (S-4.38)

& (/22 +r2PR°

so that

k “ ¢ Atk 2
B le 2r23zdr= ﬂeQzﬂ - (S-4.39)
per Jy [(€/2)2+r2)%/ P& P
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¢) Having a system equivalent to a capacitor in parallel with a resistor, we expect an
exponential decay of the charge Q, with a time constant 7 = RC. The time constant is
independent of the geometry of the problem because the capacitance C of the system
is & Co, where Cy is the capacitance when the medium is replaced by vacuum, while,
according to (S-4.25), the resistance is R = p/(4nk.Cy), so that

Erp

=RC = .
’ Anke

(S-4.40)

This relations holds for any “leaky capacitor”, if the discharge occurs only through
leakage. In the present case we obtain from the continuity equation

a0 Adnke _ —t/r _&p
§ == 0 n=00e r=

(S-4.41)

d) To the first order in a/¢
the electrostatic induction
effects can be described by
regarding the electric field
outside the two spheres as
due to two charges +Q
located at the centers of the
spheres, and two charges
Fig. S-4.3 +q = =(a/t)Q located at

distances d = a2 /¢ from the
centers, on the line connecting the two centers, each toward the other sphere, as in
the figure.

Thus, to the first order, the potential of each sphere is ~ +k. Q/(e;a), since the
contribution of the charge ¥Q on the other sphere is canceled by the image charge
+¢ present in the sphere. We have Q ~ g.aV/(2k.), while the absolute value of the
total charge on each sphere is Q+¢q = Q(1 +a/{). The capacitance of the system is
thus

0 &a

a
_L_mal 9y, S-4.42
€=y 2ke(+{’) ( )

The same result is obtained from (S-4.32) of Problem 4.4

&2 2\' &sa ¢ &a a
- _ef2_z) _&a bt _E&af) _) 44
C=&Co ke(a 5) ke {—a 2ke( 7)) (5-443)

where the image charges have been disregarded, but the effect of the charge on each
sphere on the potential of the other has been taken into account.
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According to (S-4.33) the resistance now becomes

P p t-a
R= =——, S-4.44
dnk.Coy 2ma a ( )

so that the time constant 7 = RC = &, p/(4nk.) is unchanged.

S-4.6 Effects of non-uniform resistivity

a) We use a cylindrical coordinate system (r, ¢, z), with the z axis along the common
axis of the two cylinders, and the origin O on the surface separating the two cylinders
as in Fig. S-4.4. We denote the volume charge den-

sity by gy, since the Greek letter p is already used A
to denote the resistivities. In a steady state we must N
have d;qy = 0 everywhere, otherwise the volume a
charge density would increase, or decrease, indef- ]
initely. Thus, according to the continuity equation,
we have also P1 h
V-J=-0,4y=0. (§-4.45) lJ
0| I
On the other hand, from V - E = 4nk. g, and J=E/p
we obtain 1‘]
P2 h
0=v.J=iv.g= (S-4.46)
1Y Y
showing that also the volume charge density gy must -
be zero everywhere inside a conductor in stationary S

conditions. This does not exclude the presence of Fig. S-4.4
surface charge densities on the surfaces delimiting
a conductor.

If we assume that i > q, it follows from V-J =0
and VX E =0 that J is uniform inside the cylinders, pointing downwards along
the z direction. Since E and J are proportional to each other inside each cylinder,
it follows that also E is uniform inside each cylinder. The current density J must
be continuous through the surface separating the two cylinders, otherwise charge
would accumulate indefinitely on the surface. Thus, J is uniform throughout the
whole conductor, and the current is I = Jra?.
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The resistances R ; of the two cylinders are, respectively,
h
Rip=p12—, (S-4.47)
na
leading to a total resistance R of the system
h
R=Ri+R, =(p1+p2)ﬁ. (S-4.48)

The current, and the current density, flowing in the system are

1% na?V %

[=—=—"2"  j=—"
R h(pi+p2) h(p1+p2)

(S-4.49)

Since we have the same current density in two conductors of different resistivities,
and E = pJ, the electric fields in the two conductors must be different, namely

p1V pmV

=—" Ey=pJ=—~" . S-4.50
h(p1 +p2) 2ep h(p1+p2) ( )

E1=p1J

b) The surface charge density on the surface separating the two cylinders can be
evaluated from Gauss’s law
1 I (p2-pDV

Er—E;)= .
47rke( 2= E1) 4rtke h(p1 +p2)

(S-4.51)

o=

Assuming that the electric field is zero above the upper base and below the lower
base of the conductor, the surface charge densities at the two bases are also obtained
from Gauss’s law as

E 1 \% E 1 \%
L P1 L opeo 2 P2 (S-4.52)
drke  4rmke h(p1 +p02)

= drke | dmke h(prtp)

S-4.7 Charge Decay in a Lossy Spherical Capacitor

a) We use a spherical coordinate system (7,6, ¢), with the origin O at the center of
the capacitor. We have E = 0 for < a and r > b. For symmetry reasons, the electric
field E is radial and depends on r and ¢ only in the spherical shell a < r < b. The flux
of &E through a spherical surface centered in O and of radius r is independent of r
and equals
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& 95 E(r,1)-dS = dnke Q1) , (S-4.53)

where Q(¢) is the free charge contained in the surface, i.e, the free surface charge of
the conducting sphere of radius a. Thus we have

E(r,1) = %% re. (S-4.54)

T

In addition to the free charge, our system contains surface polarization charges at
r=aand r=b, of values ¥Q (&, — 1) /&, respectively. No volume polarization charge
is present, because

~! V-E(r1) = (S-4.55)

V-P=
471ke

The electric field E(r,7), in the presence of an electrical conductivity o, gives origin
to a current density J

ke Q0

sr 2

J=0cE= r, (S-4.56)

so that we have a total charge flux rate (electric current) through the surface

_d0 _ SE J-ds = ke . (S-4.57)
dr &

T

The charge crossing the surface is subtracted from the free charge on the internal
conducting sphere, so that

do@) _4770'1(e

el ZOF (S-4.58)

leading to
Er

1= —iT ith = —,
0@) = Qoe with 7=

(S-4.59)

and the decay constant is independent of the sizes of the capacitor, in agreement
with (S-4.40).

b) The power dissipated over the volume of the capacitor is

Pd—f.] Edx= 0' E2d3 f[]; 001y 2g
T r

_4nok; dr dnoki(b-
o Q2 —2t/‘rf _;: o Ze( CZ) Q2 —2t/T (8-460)
a T erab

r

The electrostatic energy of the capacitor is
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1Q2(t) ke(b—a) Q22T

Uks , S-4.61
“T27C T 2gab ( )
so that
dUes _ _ke(b=a) 5 _5yr _ 470 keb=a) 5 oy _
—_ il s =-P,. S-4.62
dr Terab Qye g2ab Qe ¢ ( )

Thus, the electrostatic energy of the capacitor is dissipated into Joule heating.

S-4.8 Dielectric-Barrier Discharge

a) We denote by E; and E; the electric fields in the gas and in the dielectric layers,
respectively. Since the voltage drop between the plates is V, we must have

Eidi+Exd, =V. (5-4.63)

In the absence of free surface charges the normal component of &.E is continuous
through the surface separating the two layers, so that

E|=&E,. (S-4.64)
Combining (S-4.63) and (S-4.64) we obtain

&V |4
h 8rd] +d2 ’ 2= 8rd] +d2 ’ (5-4'65)
b) In steady-state conditions the current density in the gas, J, must be zero, otherwise
the free charge on the surface separating the gas and the dielectric material would
increase steadily. Since the current density is J = E1/p, we must have E; = 0. On
the other hand (S-4.63) still holds, so that £, = V/d,. The free charge density on the
surface separating the layers in steady conditions is

& g V
=— (&E,—E|)= = —. S-4.66
7= gk, BB = e B e 4 (5-4.66)
¢) The continuity equation for o and J is
E
do=J==L. (S-4.67)
P

From (S-4.66), now with E; # 0 (discharge conditions), we have
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E| = &Ey —4nk.o, (S-4.68)

which, combined with (S-4.63), leads to

V 4 . &V Ankeds
E, = — ——E,|-4nkeo, ie., E| = — S-4.69
! Sr(d2 d2 l) Tle” e ! Srdl +d2 8rd1 +d2 ( )
Equation (S-4.69), substituted into (S-4.67), gives
Arkedy &V
00 =— o+ . (§8-4.70)
T plad+dy) T p(ed +do)
with solution
_ &V -1/7) — ~t/t _pledi +da)
0'—47Tked2(1—e )=0'S(1—e ) where e A (S-4.71)

This problem shows the concept of the “dielectric-barrier discharge” (DBD). This
scheme, where the dielectric layer acts as a current limiter, is used in various electri-
cal discharge devices, for example in plasma TV displays, where the discharge acts
as an ultraviolet micro-source to activate the phosphors in each pixel of the screen.

S-4.9 Charge Distribution in a Long Cylindrical Conductor

a) As we saw in point a) of Problem 4.6, the volume charge density gy is zero every-
where inside our conducting cylinder, while E and J are uniform. The presence of an
electric field requires the presence of a charge distribution generating it, and, since
there cannot be volume charge densities inside a conductor in steady conditions, the
charges generating the fields must be
distributed on the conductor surfaces.
Consider the thin cylindrical conduc-
tor shown in Fig. S-4.5, of radius a
and length 2h, with & <« a, connected
to a voltage source Vj. In this case,
neglecting boundary effects, the sur-
face charge densities op and —o g on
the two bases are sufficient to gener-
ate the uniform electric field E inside
the conductor. This leads also to a uniform current density J = E/p. Neglecting the
boundary effects we have

sV _E _ W
- B™ 4nk, ~ Srkeh

, . S-4.72
2h ( )
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@ But here we are dealing with the opposite case, when
A the potential difference Vj is applied to the bases
Q@ - P of a very elongated cylinder, with & > a. Without

y loss of generality, we assume the potential to be
RSN R +Vp/2 at the upper base, and —Vj/2 at the lower

4 base. With this geometry, the surface charge den-
sities +op on the two bases alone cannot generate
a uniform electric field inside the whole conductor.
a% We need another charge density o, not necessar-

ily uniform, distributed on the lateral surface of the

cylinder. In order to treat the problem, we introduce a

cylindrical coordinate system (r, ¢, z), with the z axis

coinciding with the axis of the cylinder, the origin O

S B being located so that the upper and lower bases are

R at z = +h, respectively (this is not apparent from Fig.

‘ S-4.6 for practical reasons).

Because of symmetry reasons, oz cannot depend
on ¢. And it cannot be constant along the lateral sur-
face, otherwise, neglecting the boundary effects, it
would generate no field inside the conductor. Thus,

o must be a function of z, and z only. As an educated guess, we assume that o, is

proportional to z, so that we have

Fig. S-4.6

o(2) =z, (S-4.73)

with y a constant. This choice leads to 07(0) = 0 at z = 0, and |oz| increasing,
with opposite signs toward the upper and lower bases. Let us evaluate the electric
potential in a point P = (r,0,z), with r < h, not necessarily inside the conductor.
The choice of ¢ = 0 does not affect the generality of the approach because of the
rotational symmetry around the z axis. The contribution of the charge element dg =
yZ'ad¢dz’, located on the lateral surface of the conductor at (a, ¢,7’), to the potential
d(r,0,7) is

do = ked—q ,
s

where s is the distance between the points (a,¢,z’) and (r,0,z). The distance s can
be evaluated by the cosine formula,

s = \/(z' —-2?+a*+r>—2arcos¢

2
\/(z’ —z)2+a2(1 + r_2 —2£COS¢)
a a

\/(Z' -2)+d%f(r,9), (S-4.74)
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where we have defined
l"2 r
f(r,¢) = (1 +— - 2— cos¢) . (S-4.75)
a a

We thus have
d¢dz’

dP = keay? ,
V@ =22 +a f(r,¢)

(S-4.76)

and the electric potential in P is
h
7'dZ

W N@ =22+ ()

27
D(P) = keay f do (S-4.77)
0 _

In order to evaluate the integral we introduce a new variable { = 7’ — z, so that

h—z

z+9)dg

e (§-4.78)
h—z §2+a2f(r7¢)

271
D(P) = ke ayf do
0

The indefinite integrals needed in the formula are

' ¢dg
fm_ln(2§+z §2+b), and \/m_‘/gub. (S-4.79)

We can split @(P) into the sum of two terms @(P) = @ (P) + D,(P), where

2 h—z dg
D1(P) =k, ayzf d¢f _
0 —h-z N+ f(r,¢)

2 _ V) 5
= keayz f dg lnl h=z+ V(h-92+a2f(r.¢) ] (S-4.80)
0 ~h=z+ \(h+22 +a2f(r,¢)

and

o h—z
Dy(P) = keayf d¢f S
0 —hz NGE+ A f(r,)

2
= keay f d¢[\/(h—z)2 +@f(r.6)— \(h+ 2 +a2f(r,¢)]. (S-4.81)
0
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The square roots appearing in the integrals can be approximated as

a2

2(h+2)

\/(h +22+a2f(r,¢) = htz+ f(r.) (S-4.82)

up to the second order in a/h and r/h. The second order is needed only in the denom-
inator of the argument of the logarithm appearing in (S-4.80), where the first order
cancels out with —h — z. Thus, @(P) can be approximated as

2
2(h-72)
D(P) ~ ke do 1
1) “ﬂfo ¢ n{a2f<r,¢)/[2(h+z)]}

2n 2r
B 4h* =) | 4n?
—27Tkea’)/Z\£ d¢ 1n|:m:| =~ 2ﬂkeaCZ£ d¢ ln[m] s (S-483)

while the approximation for @,(P) is

2r
Dy (P) = —ke Cl)’f 2zd¢ = —4nke acz. (S-4.84)
0

The two contributions sum up to

o an?
D(P) = D1(P) + Do(P) = 2rtke ayz{f d¢ ln[ } - 2}
0

af(r.¢)
" o 4
=2rk. ayz 27r1n(—)+f d ln[ ]—2
< a? 0 ¢ f(r.¢)
h o 4
= 2rtke ayz{ 4mln —)+ d ln[ }—2 . (S-4.85)
e 7{ (a fo i Fexs
If A is sufficiently large, the first terms in braces is dominant, and we have
5 h
D(r,z) ~8nkeayln| — |z, (S-4.86)
a

thus independent of r, within our approximations, as expected. Since we have
assumed @(r, h) = V/2, we must have

v h
7" = 872ke ayln(g)h, (S-4.87)
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which leads to

Vo Vo

S { S $-4.88
Tokannya 9 Tt = e ) ¢ ( )

Y

S-4.10 An Infinite Resistor Ladder

Let us denote by Ry
the resistance measured
between the terminals
A and B. If a further
unit of three resistors is
added to the left of the
ladder, as in Fig. S-4.7,
the “new” resistance measured between terminals A” and B’ must equal the “old’

Fig. S-4.7

resistance R;. The “old” resistor ladder at the right R
of terminals A and B can be replaced by the equiv- A A
alent resistance R, leading to the configuration of R
Fig. S-4.8. We see that the resistance between termi- L
nals A’ and B’ is the solution of B
B
R
Fig. S-4.8
RR
R, =2R+—=
R+Ry,
RRy +R? =2R*+2RR; +RR;,
R? —~2RR;-2R*=0, (S-4.89)

and, disregarding the negative solution, we have

R = R(1 + \/5) ) (S-4.90)



Chapter S-5
Solutions for Chapter 5

S-5.1 The Rowland Experiment

a) Neglecting the boundary effects, the electric field Eq in the regions between the
disk and the plates is uniform, perpendicular to the disk surfaces, and its mag-
nitude is Eyg = Vp/h in both regions. In both regions, the field is directed out-
wards from the disk, according to the polarity of the source shown in Fig.5.1.
The charge densities of the lower and upper surfaces of the disk, o, are equal in
modulus and sign, because the field must be zero inside the disk. Thus we have
o = Ey/(4nke) = Vo /(4nkeh). In SI units we have o = g9 Vo /h, with gy = 8.85x 10712,
Vo = 10* V, h=5%x1073 m, resulting in o = 1.77 X 1073 C/mz. In Gaussian units
we have o = V/(4nh), with Vy = 33.3 statV and h = 0.5 cm, resulting in o = 5.3
statC/cm?.

b) We evaluate the magnetic field B, at the

center of the disk by dividing its upper and

lower surfaces into annuli of radius r (with

0 < r <a) and width dr. On each syrface, each

annulus carries a charge dg = 0dS = 2rordr.

Due to the rotation of the disk, each annulus

is equivalent to a coil with a current intensity

dl = wdq/(2r), that generates at its center a

magnetic field dB. = 27k, dI/r &, perpendic-

ular to the disk plane. The total field at the Fig. S-5.1
center of the disk is thus given by the integral

B,

“ dI “rd
B. =2 f 2k — = dnknow =
0 r o r

powoa=14x10"°T  SI
= 4k =4 S-5.1
Mm@ —ﬂw(ra ~14x107°G Gaussian, ( )
c
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where the factor of 2 in front of the first integral is due to contribution of both the
upper and the lower surfaces of the disk to the magnetic field.

The magnetic field component B,, parallel to the disk surface and close to it,
can be evaluated by applying Ampere’s law to the closed rectangular path C shown
Fig. S-5.2. The path is placed at a distance r from the rotation axis, with the sides
parallel to the disk surfaces having length £ < r, so that B, is approximately constant
along the sides. The contribution of the vertical paths to the line integral cancel

each other, thus

‘L. L
,,[ or K | Akl = 9§B -de ~2B,¢, (S-5.2)
3 K o c
LB where I, is the current flowing through the
Lol ‘ rectangular loop C, and the antisymmetry of
Fig. S-5.2 B, with respect to the midplane has been

used. The rotation of the disk leads to a sur-
face current density K = ov = ocwr ¢, resulting in a total current flowing through the
rectangular loop I, = 2K¢ = 2o wrf. Thus, according to (S-5.2),

2rkml. 27k,
B.(r) = ﬂgm £ = ﬂgm 200wrl = 4nknowr. (§8-5.3)

The maximum value of B,(r) occurs at r = a, where B,(a) = B..
¢) The deviation angle of the needle is given by tan6 = B/Bg, hence

B
0=~ =28x 107 rad = 1.6 x 107> deg . (S-5.4)
5]

The expected angle is very small, and its measurement requires exceptional care.

S-5.2 Pinch Effect in a Cylindrical Wire

a) We use a cylindri-

/\‘ —e /\‘ ””” V<”>"‘\\ .

g . o }2’% . cal coordinate system
o ””MJ‘J: 77777 _ é@]j” 1B (r¢,2) with the z axis

". | ' / ". oz | J k along the axis of the

v VB cylinder. The vectors J

and v are along z. If we
assume J > 0 we have
v <0 since J = —neev.
The magnetic field B is azimuthal for symmetry reasons. Its only component By(r)
can easily be evaluated by applying Ampere’s circuital law to a circular closed path
coaxial with the cylinder axis, as shown in figure. We have
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Mo arrJ, SI
27rBy = A rkm J = { 42,2 (S-5.5)
J, Gaussian,
c
so that
By = 2nkyJ r = —2mkp neev, (§8-5.6)

and By > 0, since v < 0. Thus the field lines of B are oriented counterclockwise with
respect to the z axis.
The magnetic force F, = —eby, (v X B) is radial and directed towards the z axis

Honee’v? r, SI
Fp = —2nkmbmnee’v? = zﬂnZe%Q (S-5.7)
- 6—2 r, Gaussian.
c

Thus the magnetic force pulls the charge carriers toward the axis of the wire, inde-
pendently of their sign. A beam of charged particles always gives origin to a mag-
netic field that tends to “pinch” the beam, i.e., to shrink it toward its axis. However,
if the beam is propagating in vacuum, the Coulomb repulsion between the charged
particles is dominant. In our case, or in the case of a plasma, the medium is globally
neutral, and, initially, the positive and negative charge densities are uniform over the
medium, so that the pinch effect can be observed, at least in principle.

b) The Lorentz force is F, = —e (E + by, v X B). At equilibrium the r component of
FL must be zero in the presence of conduction electrons (see Problem 1.9), so that
the electrons flow only along the z axis. Thus the » component of the electric field,
E,, must be

E, = —byvB = 2mkmbmnee v*r, (S-5.8)

while E, = J/o, where o is the conductivity of the material. According to Gauss’s
law, a charge density o, uniform over the cylinder volume, generates a field E =
2rkeor, and the required field E, is generated by the charge density

kmbm ) v?
0= ——Ne€V” =nNe€ —,
C

S-5.9
ke (5-5.9)
independent of the system of units. On the other hand, the global charge density is
o = e(Zn; —ne), so that

Zn;

=— . S-5.10
1-v2/c2 ( )

Ne
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Thus, the electron density is uniform over the wire volume, but it exceeds the value
ney = Zn;, corresponding to o = 0. This means that the number density of the elec-
trons is increased by a factor (1 —v?/c?)™!, and g is negative, inside the wire. The
“missing” positive charge is uniformly distributed over the surface of the conductor.
¢) For electrons in a usual Ohmic conductor we have v =~ 1 cm/sec = 1072 m/sec,
corresponding to (v/c)? =~ 10721, and the resulting “pinch” effect is so small that
it cannot be observed. On the other hand, the effect may be strong in high density
particle beams or plasma columns, where v is not negligible with respect to c.

In order to get further insight into the size of the effect, let us consider an
Ohmic cylindrical conductor (wire) of radius a. We assume that the electron den-
sity is increased in a central cylindrical region of radius a —d, where nngh =
Zn; /(1 —v?/c*), and the volume charge density is

PN = ¢ (Zny — ™M) = —ezm s <0 (S-5.11)
2 1=

while the cylindrical shell between r = a—d and r = a is depleted of conduction elec-
trons, so that its charge density 0*™ is 0®" = eZn;. The thickness d of the depleted
cylindrical shell can be estimated by the constraint of charge conservation.

A slice of wire of length ¢ must be globally neutral,
thus, assuming d < a, we must have

nla- d)Zggpinch — _2ﬂad€qurf
2

pinch 2 . ’U_ _ .
PP <0 nla—d*)eZn; ey 2radeZ n;
(@ rad sy ! 2ad,  (S-5.12)
a*-2a — ———— =2ad, -5.
c? 1-v?/c?
Fig. S-5.4 and, since v < ¢ and d < a, we can approximate
2 2
& Z_Z ~2ad, sothat d= 52—2 (S-5.13)

Remembering that v? / c? is of the order of 102!, we see that a value of d of the order
of the crystal lattice spacing (~ 1079 m) would require a wire of radius a ~ 10'! m,
a remarkably large radius!

S-5.3 A Magnetic Dipole in Front of a Magnetic Half-Space

a) The analogy between the magnetostatic equations in the absence of free currents
(VxH =0, V-B = 0) with those for the electrostatics of dielectric in the absence of
free charges (VX E =0, V-D = 0) indicates that the solution of this problem will be



S-5.3 A Magnetic Dipole in Front of a Magnetic Half-Space 215

similar to that of Prob-

lem (3.2). Thus, analo- Y Hey
gously to Problem (3.2), mT ?m’ m”?

we treat the vacuum half-

space and the medium- 4 0‘ g | 0‘ x

filled half-space separately,

with separate educated

guesses for the magnetic  Fig. S-5.5
field in each half-space.

This in order to exploit the uniqueness theorem for the Poisson equation (5.5). Our
guess for half-space 1 (x < 0) is that the field is same as if the magnetic medium
were removed from half-space 2 (thus, vacuum in the whole space), and replaced
by an image magnetic dipole m’ located symmetrically to m with respect to the
x =0 plane, at x = d. Our guess for half-space 2 (x > 0) is that the field is the same
as if the magnetic medium filled the whole space, and the magnetic dipole m were
replaced by a different magnetic dipole m’”’, placed at the same location. Thus we
look for values of m’ and m” originating a magnetic field B; in half-space 1, and a
magnetic field B, in half-space 2, satisfying the interface conditions at x =0

1
Bii(x=07)=By,(x=0"),  By(x=07)= ;an(x =0%), (S-5.14)

The subscripts || and L stand for parallel and perpendicular to the x = 0 plane, respec-
tively. Thus, at a generic point P = (0, y, z) of the x = 0 plane, we must have

Bx(0_7y7z) = Bx(0+’y’z)

_ 1
B}(O ,)”Z) = _By(0+,)’,Z)
Hr
1
B,(07,y,2) = ;Bz(oi ¥,2). (S-5.15)
T

The field generated by a magnetic dipole m in a medium of relative magnetic per-
mittivity g is

k 3(m-f)f—m

B(r) = =y —————

; 3 (S-5.16)
m

where r is the distance vector directed from m to the point where we evaluate the
field, and £ = r/r is the unit vector along r. Note that, differently from Problem
(3.2), here we do not have

cylindrical symmetry around Y B Be Y

the x axis, because the real Lo r.ofer ) o ,
magnetic dipole m is not lying ~ md -~ B - Am m’h =
on x. It is convenient to intro- ] 0‘ a T ox I a 0‘ x
duce the angles 6 = arcsin(d/r) £ <0 -

and ¢ = arctan(z/y), and write
the Cartesian components of B Fig. S-5.6
separately
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B = km  3mcos@sin€
x = E/Jr N R

km 3mc052900s¢—m

By =—pu 3
bm r
knm 3 20si

B, = _mﬂrw, (S-5.17)
bn r3

where r = \/d? +y? + z2. If we replace (S-5.17) into (S-5.15) and divide by (ky,/bm)
the boundary conditions become

3mcos@sinf® 3m’ cosfsinf 3m’” cosOsind
- = Mr
3

r r3 r3
3mcos?fcosp—m 3m’cos’@cos¢p—m’  3m” cos>Ocosd—m’
+ =

r r r
3m cosi@ sin¢ N 3m’ cosj@simp _ 3m” cos%2 fsin¢ ’ (S-5.18)
r- r r-
which can be further simplified into
m-m’ = s m’’
m+m’ =m"” (S-5.19)
leading to the solution
-1 2
m = —ﬂr—m, m’ = m. (S-5.20)
prt+1 pr+1

As expected, the expressions for m’ and m” as functions of m are identical to (S-3.8)
for the image charges ¢’ and ¢” as functions of the real charge ¢ (although Prob-
lem 3.2 involves point charges, the generalization to electric dipoles is immediate).
b) The force exerted by the magnetic half-space on m equals the force that would
be exerted on m by a real magnetic dipole m’ located at x = +d. The force between
two magnetic dipoles at a distance r from each other is

P (S-5.21)

k_mv[m~m’—3(m~f‘)(m’-f')]’

bm r3

with, in our case, f =X, r = 2d, and m-f = m’ - £ = 0, so that the force on m is

2 _ 2 _
f = _Km 3m (“‘ 1)ﬁ:km Sm (“r l)ﬁ. ($-5.22)

Cbm A\l b 16d* \ i + 1
The force is repulsive (antiparallel to X) for ; < 1 (diamagnetic material), and attrac-
tive (parallel to X) for y > 1 (paramagnetic material). At the limit g, — 0 we have
a perfect diamagnetic material (superconductor), and m’ — m, the two dipoles are
parallel and the force is repulsive, as expected. In this case m”” # 0, so that H # 0
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in the half-space 2, where, however, u, = 0 so that B = you.H = 0. The situation
is opposite to that of a perfect conductor in electrostatics, where an electric dipole
would induce an opposite image dipole, and the force would be attractive.

At the limit of p — oo (perfect ferromagnetic material), we have m’ — —m,
corresponding to an attractive force, while m’”” — 0 and H — 0 inside the material.
This situation is analogous to the case of a conductor in electrostatics. Notice that B
is finite inside the material (since g;m’’ — 2m) and given by

kn 3F(F-m”)-m” 3f(F-m)—m
-2

B=-m
bm t 47r3 47p3

. (x>0), (S-5.23)

so that the paramagnetic material doubles the value of the magnetic field in vacuum
in the limit g — oo.

S-5.4 Magnetic Levitation

a) The radial component B, of the magnetic field close to the z axis can be eval-
uated by applying Gauss’s law V-B = 0 to a small closed cylinder of radius r,
coaxial with the z axis, and with the bases at z and z+ Az, as shown in Fig. S-5.7.
The flux of B through the total surface of the cylinder must be zero, thus we have

4
0= 96 B-dS (S-5.24) B.(z+A2)
cylinder ot Az 7 B ,
= 2nrAzB,(r) + mr? [B.(z+Az)-B.(2)] , — B,(r)

leading to Z---

Bz(z)
. = B2+ 49~ B,(2)]
T 27z
B ig. S-5.
o (5-525) TS

2L

b) According to Table 5.1, the force exerted by an external magnetic field B on
a magnetic dipole m is f = (m- V)B. If we assume that the dipole is moving in a
region free of electric current densities, so that VX B = 0, the work done on the
dipole when it performs an infinitesimal displacement dr = (dx, dy, dz) is'

I'We have

AW =[(m-V)B]-dr= )" m;d;B;dx; = Y m;d;B;dx; = ) m;dB; =m-dB, (S —5.26)
ij ij i

where, as usual, x123 = x,y,z, and 01,3 = 0,,0y,0;. We have used the property d;B; = d,B;, trivial
for i = j, while the condition VX B = 0 implies 9;B; —d;B; = 0 also for i # j.
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dW=f-dr=[(m-V)B]-dr =m-dB. (S-5.27)

For a permanent magnetic dipole this leads to the well known expression for the
potential energy of a dipole located at r

U(r) =-m-B(r). (S-5.28)

Here, however, the magnetic dipole is not permanent. Rather, we have an induced
dipole m = @B. Thus we have

) %) a T2
Ury) - U(r)) = —f m-dB = —a/f B-dB = _Ef dB> (S-5.29)
r| r

1 r

= Z[Ban-B)] = % [m(r;)- B(ry) —m(ra)-B(ry)]
and the potential energy for the induced dipole at r is written
Ur) = —% m(r)-B(r) . (S-5.30)
For the present problem, this leads to

B? 2
U(r) =~ m(r)-B(r) = —3 aB() = 5 o (zz ; ’Z) (5-5.31)

¢) The potential energy U has a minimum in the origin (r = 0,z = 0) if @ < 0 (dia-

magnetic particle). The force is

2

fo-VU =1 |2B°(2+rr) (S-5.32)
= = 2(}’ Lz Z 1 . .

Thus, we have a harmonic force both for radial and axial displacements, with corre-
sponding oscillation frequencies

f|CV|B% w,
w; = L2 W, = ik (S-5.33)
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S-5.5 Uniformly Magnetized Cylinder

a) The volume magnetization current (bound cur- | : |

rent) density Jp, is zero all over the cylinder volume S B
because the cylinder magnetization M is uniform, i/
and J; = VXM/by,. For the surface magnetization |
current density K, we have K, = M xi/by,, where . MT

fi is the unit vector perpendicular to the cylinder lat- <L\

eral surface, and by, is the system dependent constant K,

defined in (5.1). Since M and 1 are perpendicular to §

each other, we have K, = |[Kjy| = [M|/bn,. —

b) The magnetized cylinder is equivalent to a | |
solenoid with nl = K,,, where n is the number of ‘ ‘ ‘
coils per unit length, and / is the electric current cir-  Fig, §-5.8

culating in each coil. Thus, at the & > R limit, the

magnetic field is uniformly zero outside the cylinder, and it is uniform and equal to

Ak,
= n

B
bm bm bm

(S-5.34)

Ak _ Arky o [poM, SI
I= Ko M {47rM ,  Gaussian,

inside. The auxiliary field H is zero both inside and outside the cylinder because

B M-0. s Bow _ g1
Hin =4 Ho Hout = Ho
B, —47M =0, Gaussian. Bou: =0, Gaussian.

(S-5.35)

¢) At the “flat cylinder” limit, R > h, the cylinder is equivalent to a single coil of
radius R carrying a current [ = hKy, = hM/by,. Thus we have for the field at its center

Mol _ poMh
1 2R 2R
By = 2ntkyy — = (§-5.36)
R 2nl  2nMh .
— = ,  Gaussian,
cR cR

and By approaches zero as h/r — 0.
d) The equivalent magnetic charge density is defined as o,, = -V -M, thus g, =0
inside the cylinder volume, while the two bases of the cylinder carry surface mag-
netic charge densities o, = M -fi = + M. Therefore our flat magnetized cylinder is the
“magnetostatic” equivalent of an electrostatic parallel-plate capacitor. The equiva-
lent magnetic charge “generates” the auxiliary magnetic field H, which is uniform,
and equal to H = —0,, = —M, inside the volume of the flat cylinder, and zero outside.
Thus B = ugp(H+ M) is zero everywhere (more realistically, it is zero far from the
boundaries).

The field of a magnetized cylinder and its electrostatic analog are further dis-
cussed in Problem 13.1.


http://dx.doi.org/10.1007/978-3-319-63133-2_5
http://dx.doi.org/10.1007/978-3-319-63133-2_13

220 Chapter S-5 Solutions for Chapter 5

S-5.6 Charged Particle in Crossed Electric and Magnetic Fields

a) We choose a Cartesian laboratory frame of reference xyz with the y axis parallel
to the electric field E, the z axis parallel to the magnetic field B, and the origin O
located so that the particle is initially at rest in O. The Lorentz force on the particle

f=¢g[E+bnvXxB]

has no z component, and the motion of the particle occurs in the xy plane. The
equations of motion are thus

mi =bngBy,
my = —bygBx+qE. (S-5.37)

It is convenient to introduce two new variables x’, and y’, such that
x=x"+uvot, y=)y, (S-5.38)

where vy is a constant velocity, which we shall determine in order to simplify the
equations of motion. The initial conditions for the primed variables are

x(0)=0, % (0)=-vo,
y(0)=0, ¥ (0) = 0. (S-5.39)

Differentiating (S-5.38) with respect to time we obtain

x=vo+x, =X,
y=y, y=y. (S-5.40)

which we substitute into (S-5.37), thus obtaining the following equations for the
time evolution of the primed variables

mi’ =bngBy,
my = —bnqBvg—bngBx' +qE. (S-5.41)

Now we choose the constant velocity vy to be

E > SL
’U(): _— =

S-5.42
B ( )

ol Wl

c, Gaussian,
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independently of the charge and mass of the particle, so that the terms gE and
—bmgB vy cancel each other in the second of (S-5.41). The equations reduce to

B
x, = bmq_y, 5
m
B
¥ =bp ¥, (S-5.43)
m

which are the equations of a uniform circular motion with angular velocity w =
—bmgB/m. The rotation is clockwise if ¢ > 0, counterclockwise if ¢ < 0. Since,
according to (S-5.39), &’(0) = —vg and y’(0) = 0, the radius of the circular path is

muvg mE

p= 0 M2 S-5.44
bmdB  BhqB (5-5.44)

The time evolution of the primed variables is thus

Fig. S-5.9

X" = x{+ reos(wt + ¢) = rsin(wt) = -

bmgB
sin( md t), (S-5.45)
bZqB? m

. mE bmgB )]
=y, +rsin(wt+¢) = r—rcos(wt) = —— |1 —cos| ——1]|,
Y =Y ( ®) (wr) brzanz[ ( m

where we have chosen the constants ¢ = —m/2, x(’) =0, and y6 = —r, in order to
reproduce the initial conditions. The time evolution of the unprimed variables is

E mE . (bmgB
X=——1— sin| —— ] ,
bwB  bZqB? m
E bmgB
y= [1 - cos(ﬂ t)] , (S-5.46)
brgB> m

and the observed motion is a cycloid, as shown in Fig. S-5.9 for a positive charge.
b) From the results of point a), we know that the motion of the electron will be
a cycloid starting from the negative plate, and reaching a maximum distance 2r =
2mkE/ (bzquz) from it, where E = V/h. The condition for the electron not reaching
the positive plate is thus
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2mE 2mV 1 2m.V
2m =— m <h, correspondingto B> -— Me s (S-5.47)
b2qB%  bihgB? bnh e

where m, is the electron mass, and e the absolute value of the electron charge.

S-5.7 Cylindrical Conductor with an Off-Center Cavity

According to the superposition principle, a cur-
rent density J flowing uniformly through the cross
section of the conductor in the positive z direction
—J is equivalent to a uniform current density J, flowing

z.h I‘® through the whole circular section of radius a, super-
mz posed to a current density —J, flowing in the negative
O P z direction through the the cavity.
J The magnetic field generated by an infinite,

straight wire of radius a and uniformly distributed

current density J = JZ has azimuthal symmetry.
Fig. §-5.10 Using a cylindrical coordinate system (r,¢,z) with

the z axis coinciding with the axis of the wire, the

magnetic field B = B¢(r)$ can be evaluated using
(5.3): the line integral calculated over the circle C of radius r is

2
2By (r) = Atk 95 J-dS = dnk,J x {’”2 o IS (S-5.48)
C nma-, r>a.
We thus obtain
27Tkar 5 r<a,
By(r) = { 2k Ja? (S-5.49)
_ r>a.

r

It is possible, and useful for the following, to write the above expressions in a com-
pact vectorial form. Since £XxZ = ¢ we have for the field B,, = B, (r; @) of the infinite
wire or radius a at a distance r from the axis

2knrxJ, r<a,
By(r;a) =1{ 2kna?rxJ (5-5.50)
r2 ’ '
Coming back to the cylindrical conductor with a cavity, the magnetic field in a point
P is the sum of the field generated by a wire of radius a with current J and a wire of
radius b with current —J, with the distance between the axes of the two wires equal
to h. Let r; and r, be the distance of P from the axes of the first and the second
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wire, respectively, we have r; —r; = h. We thus have B(P) = By (r;;a) + By(12;b).
In particular, inside the cavity we have r| < a and r; < b, thus

B(P) = 2kyry X J + 2kprs X (=J) = 2k (r] —12) X J = 2knh x J , (S-5.51)

which is a constant vector. Thus, inside the cavity the magnetic field is uniform and
perpendicular to both J and h.

S-5.8 Conducting Cylinder in a Magnetic Field

a) We use a cylindrical coordinate system (r, ¢, z), with the z axis along the cylinder
axis. The centrifugal force, F, and the magnetic force, Fy,, are both directed along
t and depend on r only:

[Fe|  mew _5
=——=~72x107°. (S-5.52
Ful ~ By (5-5.52)

F. = mew2r, Fp, = —evxXBg=—ewByr,

The magnetic force is dominant, and we shall neglect the centrifugal force in the
following.
b) In static conditions the magnetic force must be compensated by an electric field
E

E=-vXxBy=—-wByr. (S-5.53)

The existence of this electric field implies a uniform charge density

1 E = E(r)  wBy
" Anke T 2nker  2mke

0 (S-5.54)

Since the cylinder carries no net charge, its lateral surface must have a charge density

ra’ho _ap _wabBy
2mah 2 Anke

(S-5.55)

¢) The volume charge density o is associated to a vol-
ume rotational current density J(r) due to the cylin-
der rotation

W*rBy
. S-5.56
ke ¢ ( )

J(r) = owre = -

The contribution of J(r) to the magnetic field on the
cylinder axis, By, can be evaluated by dividing the

Fig. S-5.11
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cylinder into infinitesimal coaxial cylindrical shells between r and r + dr. Each shell
is equivalent to a solenoid of radius r and product nl = J(r)dr, contributing dB; =
4nky,J(r)dr to the field at its inside. The total contribution of J(r) at a distance r
from the axis is thus

a 2B a
BJ(V)=47Tkmf J()dr = — 4tk 2 Of rdr’

- 21k
e, CB 2] Em o -1 (5-5.57)
Tk | 2], ke ' '

Now we must add the contribution By of the surface current density K = ocwa

waBy  kny

2 2
@waso _ B $-5.58
Ank, ke 400 ( )

Bk = 4nkynowa = drkywa
and the total magnetic field B;(r) due to the rotational currents is

k
Bi(r) = By(r)+ B = k—m w?Byr?, (S-5.59)
(¢]

which is zero on the axis and reaches its maximum value at r = a~. We thus have

Bi(a~ k wra?
1( )=—mw2a2=

7 . —— =(21x107) <« 1. (S-5.60)
0 e c

S-5.9 Rotating Cylindrical Capacitor

a) We use cylindrical coordinates (r,¢,z) with the z
axis coinciding with capacitor axis. We assume w =
w1z, with w = 27/T > 0. The surface currents due to
the capacitor rotation are thus

Q Q

K: = = —,
T omah T T

(S-5.61)

where o = Q/(2rah) is the surface charge density
on the inner shell, and —K on the outer shell, inde-
pendently of @ and b. Thus the two cylindrical shells
are equivalent to two solenoids with n/ products
Fig. S-5.12 nl = +K, respectively. The outer shell gives origin to
a magnetic field B, = -4k, K Z in the region r < b,
and to no field in the region r > b. The inner shell
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gives origin to a field B, = —B}, in the region r < a, and to no field in the region
r > b. The total field B = B, + B, is thus

. Q.
B= | “4rkmK2=—dnkn "2, a<r<b, (S-5.62)
0, r<a,r>b.

b) The electric field is zero for r < a and r > b, while it is E(r) = ©2k.Q/(hr) for
a < r < b, and the force between the two shells is attractive. The electrostatic force
per unit area on, for instance, the external shell is thus

Eb) _ . Q 2%k0Q_ . 8% (S-5.63)

f(e) — - _ —
N R T T

where o, is the surface charge density on the shell. The magnetic force per unit area
on the same shell is

m) _ _. Q 27 0 0’
f —O'hva—rzﬂthmrkmh—T—477ka,

(S-5.64)

directed opposite to the electrostatic force. The ratio fs(m) / fge) on the outer shell is

(m) 2 272 2 2

2 v
s :4,rka_ mb"h” _km (270\" Y, (S-5.65)
£ RT? keQ* ke \ T c?

where v, = 27b/T is the tangential velocity of the outer shell. The ratio (S-5.65) is
thus negligibly small in all practical cases.

S-5.10 Magnetized Spheres

a) The quickest way to obtain the solution is to exploit the analogy of the magneto-
static equations VX H =0, V-B = 0 with the electrostatic ones VXE =0,V-D =0
(see also Problem 5.3), along with the definitions (3.4) and (5.19). The spatial distri-
bution of M is the same as that of P in Problem (3.3), and the boundary conditions
for H are the same as for E. Thus from (S-3.13) we immediately obtain that inside
the sphere (r < R) the field H is uniform with constant value H™, given by

M SI
(int) _ 3’ ’ ;
H" = AM . (S-5.66)
- Gaussian .
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Using (5.19) we obtain for the magnetic field inside the sphere

200M

| M

B = 873\/[ (S-5.67)
3 Gaussian .

Outside the sphere the field is that of a magnetic dipole m = M(47R>/3) located at
the center of the sphere (r = 0).

b) The rotation of the sphere with uniform surface charge o = Q/(47R?) generates
an azimuthal surface current

Kot = v = cRwsinfé , (S-5.68)

where 6 = 0 corresponds to the direction of M. This surface current distribution
current is analogous to that of the magnetization current distribution (5.17) for the
magnetized sphere of point a),

Kn=Mx#=Msin6é . (S-5.69)

Thus, the magnetic field generated by K, is the same as that generated by K,,, with
the replacement M = cRw = Qw/(47R).

¢) Analogously to Problem 3.4 for a dielectric sphere in an external electric field, we
assume that the induced magnetization M = y, H is uniform and parallel to By. The
total field will be the sum of the external field By = [uo] Hy (with [uo] replaced by
unity for Gaussian units) and of that generated by the magnetization. Thus, inside
the sphere H is uniform and has the value Hi" given by

M .
o _ |03 :HO_)%H(IH[)’ St
H™Y = (S-5.70)
ArM 4 .
Hy - 7; =H,- ﬂé(m H | Gaussian .

Solving for H™ and finally using B = [10] u, H™ we obtain

Hn — 3 Hy, B0 — ﬁBo , (S-5.71)
Hr+2 Mr+2

independently of the system of units; it may be interesting to compare the result
with (S-3.21) for the dielectric sphere. The magnetization is given by M = y,, HI".

In the case of a perfectly diamagnetic sphere (a superconducting sphere) we have
4y = 0 and B" = 0, and the magnetization is

3xXm
M=-"-—Hy=—-———By. S-5.72
7 Ho 87 ko D ( )
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Actually, inside the sphere the external field is completely screened by the surface
currents (S-5.69) due to the magnetization (S-5.72).

It is instructive to double check the above solution by verifying the boundary
conditions at the surface of the sphere, analogously to the dielecric case of Solution
S-3.4. We choose a spherical coordinate system (r,6,¢) with the zenith direction z
parallel to the external magnetic field B, and the origin at the center of the sphere O,
as shown in Fig. S-5.13. As an educated guess, we
look for a solution where i) the magnetic field inside
the sphere, B"™, is uniform and proportional to
By, and, accordingly, ii) the magnetization M of the
sphere, proportional to B is uniform, and iii) the
total external field, BV is the superposition of the
applied external field By and of the field B™2®), gen-
erated by the sphere magnetization. Thus, B(™2®) will
be the field generated by a magnetic dipole m = @By
located at the center of the sphere, with « a constant

to be determined. Summing up, we are looking for a Fig. 8-3.13
solution
B = yB,
B(ext) =B+ B(mag) , (S-5.73)

with i a further constant to be determined. B2 and its spherical components are

ko [(. 2 ;

B = aB [(3 %)r— %} , (S-5.74)
m
ke 2080

B = aB™ C;S , (S-5.75)
m
ke 5in0

B™ = By o (S-5.76)
m

B =0, (S-5.77)

where ky, /by = po/(4n) in SI units, and ky, /by = 1 in Gaussian units. The constants
a and ¥ are determined from the boundary conditions on B and B/y; at the surface
of the sphere

(int) (ext) B|(|im) (R.6) (ext)
B (R,0) = B (R,0), _— = B” (R,0), (S-5.78)

T
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which lead to
K 2
WBocos = Bycos+B™E(R,0) = B cosG(l +a b—“‘ﬁ) , (S-5.79)
m
B ki 1
y=2 sin6 = Bysin6— BIP(R,6) = By sin9(1 - ab—‘“ 13) . (S-5.80)
T m

Dividing (S-5.79) by Bgcos#é, and (S-5.80) by By sin6, we obtain
y=l+a—— —=l-a—= (S-5.81)

with solutions

3 b -1
yo M a:R3_m(,Ur )= Mo \pr+2 (5-5.82)
Hr+2 ki \ptr +2 3(,“r_1) .
—, Gaussian,
M +2
which eventually lead to
B 47R3

Bl — 3pte B
Hr+2

bon (e — 1
0, M=pg}m (’”‘r )Bo . (S-5.83)

3 ke \ptr +2
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Solutions for Chapter 6

S-6.1 A Square Wave Generator

a) The motion is periodic, and we choose the origin of time, r = 0, at an instant
when the coil surface is completely in the x > 0 half of the xy plane. With this
choice, the flux of the magnetic field through the coil, &(7), increases with time
when 2nm < wt < (2n+ 1) mr, with n any integer, and equals @(¢) = B(wt mod 27) a?/2.
Here, (x mod y) stands for the remainder of the division of x by y with an integer
quotient. When (2n+ 1) < wt < (2n+2)r, the flux decreases with time and equals
&(1) = B [27 — (wt mod 27)] a* /2. The electromotive force in the coil, &(7), is thus

dad(r)
= —by——= S-6.1
&) ” ( )
B 2
= —bn a9 sign[r — (wt mod 27)],

where sign(x) = x/|x| is the sign function.

Thus, & reverses its sign whenever wt =

nm, with n any integer. The current cir-

culating in the coil is / = &/R. As shown

in Fig. S-6.1, I (as well as &) is a square

wave of period T = 2r/w, and amplitude
&Eo Bwad?

Ip=—=bn——. S-6.2
0 R m R ( )

b) The external torque applied to the coil
in order to keep its angular velocity con-
stant must balance the torque exerted by
the magnetic forces. The magnetic force

on a current-carrying circuit element d¢ is
df = b, 1d¢ xB, and is different from zero
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only in the x < 0 half plane. The corresponding torque dr =rx df = brznlr X (d€xB),
where r is the distance of the coil element df from the z axis, is always equal to zero
on the circumference arc of the coil because the three vectors of the triple product
are mutually perpendicular here. Thus, dr is different from zero only on the half of
the straight part of the coil inside the magnetic field, where d¢ = dr. Here we have
dr = —b,znlorB dri, as shown in Fig. S-6.2, and the total torque on the coil, 7, is

B2 2 a B2 4
T:fd‘r:—brznwz—;2f rdr:—bfnwﬁi, (5-6.3)
0

corresponding to a power dissipation

, B2a*

T RIZ, (S-6.4)

Pdiss =T W= brzna)
that equals the power dissipated by Joule heating. The power dissipation is con-
stant in time, neglecting the “abrupt” transient phases at r = n/w, where [ instantly
changes sign. Thus, the external torque must provide the power dissipated by Joule
heating.
¢) If we take the coil self-inductance L into account, the equation for the current in

the coil becomes

dr

&E(t)—-L— =RI, (S-6.5)

dr
where &(7) is the electromotive force (S-6.1), due to the flux change of the external
field only. However “small” L may be, its contribution is not negligible because, if
I were an ideal square wave, its derivative d//dt would diverge whenever ¢ = nr/w
(instantaneous transition between —/Iy and +1). The general solution of (S-6.5) is,
taking into account that &(¢) is constant over each half-period,

&
I=2+ Ke "0 (S-6.6)

I where 7y = L/R is the characteristic
time of the loop, and K is a constant

1 —
! to be determined from the initial con-
ditions. If L is small enough, we can
T 2T . °
0 . assume that at time ¢t = 0~ we have
\\ E@) = +&9 and I(r) = +1p. At time
N \ t = 0, &) switches instantaneously

from +&y to —&p, and the constant K
is determined by the initial condition
Fig. $-6.3 1(0) = I(07) = Iy = &/R, leading to
K =2&y/R. Thus, forO0 <t <n/w,
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1) =Ip (e~ ~1). (S-6.7)

At t = (n/w)” we have &(t) = -&p I
and we can assume that /() = —Ip. At ;|
t = m/w &(1) switches instantaneously /v~
from —&(y to +&y, and, for m/w < t <
27 /w, we have

0 T T

_[Mf

1) = —Ip (e _ 1), (S-6.8) iy ~f----rrmmermmoes oo

and so on for the successive periods. Fig. §-6.4

The self-inductance of the coil prevents the current from switching instantaneously
between +1 and —1: the change occurs following an exponential with characteristic
time fo = L/R.

The behavior described by (S-6.7) and (S-6.8) is valid only if 1o < T =27/ w, as
in Fig. S-6.3, representing the case of 1o = 0.04 T'. If 1y is not negligible with respect
to T, the current oscillates between two values +1y; and —1Iyy, with Iy < I. Let us
consider the time interval 0 < ¢ < 7/w. We must have 1(0) = Iy and I(n/w) = —1y.
Replacing I by (S-6.6), we obtain

1 —e-T/20

Iy =1y (S-6.9)

1+e-T/200°
The plot of I(#) can no longer be approximated by a square wave, as shown in
Fig. S-6.4 for the case 1o = 0.25T.

S-6.2 A Coil Moving in an Inhomogeneous Magnetic Field

a) With our assumptions, the flux of the magnetic field through the coil can be
approximated as

0

+ vt
dp(1) = Dylz()] ~ ma’By 7 = na*By oy

, S-6.10
I ( )
where zo is the position of the center of the coil at # = 0. The rate of change of this
magnetic flux is associated to an electromotive force &, and to a current / = E/R
circulating in the coil

do %
E=RI= —bma = —bma’ By 7 (S-6.11)

b) The power dissipated by Joule heating is

&2 b2 (ma®Byv)?
— =

P=RI*=
R I2R

(S-6.12)
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Thus, in order to keep the coil in motion at constant speed, one must exert an external
force fex; on the coil, whose work compensates the dissipated power. We have

(ma® By v)?
fext~v=P=bﬁIT, (S-6.13)
and the coil is submitted to a frictional force proportional to its velocity
(na®By)*
frict = —fext = —bf) ——5—— V. (S-6.14)

L*R

¢) The force fic¢ is actually the net force obtained by integrating the force dffic; =
by 1d¢ X B acting on each coil element d¢:

ferict = me9§ d¢xB. (§-6.15)
coil

The contribution of the z component of B is
a radial force tending to shrink the coil if
0;® > 0, or to widen it if 9,9 < 0, accord-
ing to Lenz’s law; the case represented in
Fig. S-6.5 corresponds to the latter case. Thus
e d¢ fexi, directed along z, is due only to the radial
1 component B, of B. The component B, is
Fig. S-6.5 not given by the problem, but, as we saw at
answer a) of Problem 5.4, it can be evaluated
by applying Gauss’s law to a closed cylindri-

cal surface of radius r and height Az. According to (S-5.25)

B(r,2)

B Boa
By~—5rr. thus dfiia =bnldl = (5-6.16)

and by substituting (S-6.11) and integrating over the coil we obtain

. Boa 2., V
frce = 2by ] 950“ ae 2 = zbm(bmna BOL)(27ra ZL)

2p 32
B
Z brzr1 —(na 0) v

) S-6.17
TR ( )

in agreement with (S-6.14).

S-6.3 A Circuit with “Free-Falling” Parts

a) We choose the x axis oriented downwards, with the origin at the location of the
upper horizontal bar, as in Fig. S-6.6. The current [ in the rectangular circuit is
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_ & 1 doB) Ba dx _ Bav
I=g="tmg— ~mr w0 (5-6.18)

where x is the position of the falling bar, and v = x its velocity. The velocity is
positive, and the current [ is negative, i.e., it circulates clockwise, in agreement with
Lenz’s law. The magnetic force on the falling bar is fz = by, Bal X, antiparallel to the
gravitational force mg, and the equation of motion is

d Ba)®
md_lt} =mg+bmBal = mg —brzn % V. (§-6.19)

The solution of (S-6.19), with the initial condition

. R/2
v(0) =0, is 0 —
v(t) =vi(1-¢7"") (S-6.20)
! ®B
where gl
R/2
R R
1= and vmgr= 8 (S-621) X | e—
(b Ba)? (bmBa)? ly
As t — oo, the falling bar approaches the terminal
velocity v;.
b) When v = v;, the power dissipated in the circuit by
Joule heating is
2 a
(bmBav,)* mg *
P;=RI} = = R, (S-6.22 Y
4 ! R bmBa ( )

Fig. $-6.6

where I, = —by, Bav; /R is the “terminal current”. On
the other hand, the work done by the force of gravity per unit time is

PG =mg-v,=m Py, (5-6.23)

mgR
* omBay
in agreement with energy conservation for the bar moving at constant velocity.

¢) When both horizontal bars are falling, we denote by x; the position of the upper
bar, and by x; the position of the lower bar, as in Fig. S-6.7, with v; = X and v, = X,.
The current / circulating in the circuit is

s 1 d&(B) Ba d
[=—=— — = — _ —
R™ e m R g
a

B
= —bn ® (va—w), (5-6.24)
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0 — circulating counterclockwise (I > 0) if v{ > v», and
clockwise (I < 0) if v; < vo. The magnetic forces
acting on the two falling bars are fp; = by BalX

x— RI2 and fp, = by, Bal X, respectively. Independently of the

v lg sign of 1, we have fp; = —fp,, so that the net magnetic

force on the system comprising the two falling bars
is zero. The equations of motion are thus

dv; (Ba)?

m i g +by, (va—v1) (§-6.25)

Xo —
dvy (Ba)?
v m—= = mg — b2, o (2w, (S-6.26)

S— with the initial conditions v;(0) = vg and v,(0) = 0.
X a The sum of equations (S-6.25) and (S-6.26) is
Y
Fig. S-6.7 % (v1+v2)=2g, with solution VitV =0 +gt,
(§8-6.27)

meaning that the center of mass of the two horizontal bars follows a free fall, inde-
pendent of the magnetic field B. On the other hand, the difference of equations
(S-6.25) and (S-6.26) is

d 2
5 (v —v) = - (vi —v2), with solution vy —vy =voe 27, (S-6.28)

where T = mR/(bm Ba)?. For the velocities of the two horizontal bars we obtain

v = %0 (1+e7/)+gt, vm= %0 (1-e7/7)+gt. (S-6.29)

At the steady state limit (¢ > 1) we have

lim vy = lim v, = %0 +gr and lim/=0, (5-6.30)

—00

since, for vi = v, the flux of B through the loop is constant.

S-6.4 The Tethered Satellite

a) To within our approximations, we can assume that the magnetic field is constant
over the satellite orbit, and equal to the field at the Earth’s equator, Beq ~ 3.2 X
1075 T. The field is parallel to the axis of the satellite orbit, and constant over the
tether length. The electromotive force & on the tether equals the line integral of the
magnetic force along the wire,
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Re+h—(
E= bmf dl-v(r)XBeg = bmf drwrBeg , (§-6.31)
tether

Rg+h

where w = v/r is the angular velocity of the satellite. To within our approximations
we can also assume that also v(r) =~ v(Rg) ~ 8000m/s is constant over the wire
length, and obtain

8000x 1000x3.2x 107 ~ 250V, SI,

&= byvlBeg =1 1
mVePea =Y L 8% 109 10°%0.32 ~ 0.85statV,  Gaussian.
C

(S-6.32)

b) Neglecting the resistance of the ionosphere, the current / circulating in the wire,
and the corresponding power dissipated by Joule heating Pyg;ss are, respectively,

s vEB szsz
I=2=bn Req, and Py = RI? = b2, = A, (5-6.33)

The power dissipated in the tether by Joule heating must equal minus the work done
by the magnetic force on the wire. This can be easily verified, since the magnetic
force acting on the wire is

B2
F = by l{E X Beq = —b2, "; v, (S-6.34)
and the corresponding work rate is
BZ 52
P=F.y=-b% e; V2 = —Pgiss.. (S-6.35)

If we assume that the tether is a copper wire (conductivity o ~ 107 Q~'m~! SI,
o ~9x10'"s~! Gaussian) of cross section A=1 cm?, the magnitude of the magnetic
drag force on the system is

(3.2x 1079)2 x 1000
B2.? T 10-3
Fag = b2 -y = 1/(102>< 105 )
RRICE0) L M x8x10° ~8.2x10° dyn, Gaussian.
2 1/(9%x1016) ’
(S-6.36)

x 8000 =~ 8.2N, SI

This problem gives an elementary description of the principle of the “Tethered
Satellite System”, investigated in some Space Shuttle missions as a possible gener-
ator of electric power for orbiting systems.



236 S-6 Solutions for Chapter 6

S-6.5 Eddy Currents in a Solenoid

a) The time-dependent current in the solenoid generates a time-dependent magnetic
field which, in turn, induces a time-dependent contribution to the electric field. The
induced electric field is associated to a displacement current density, and, in a con-
ductor, also to a conduction current density J = cE. Both current densities, in turn,
affect the magnetic field. According to our symmetry assumptions, in a cylindrical
coordinate system (r, ¢, z), with the solenoid axis as z axis, the only non-zero com-
ponent of the magnetic field is B, and the only non-zero component of the electric
field is E, therefore the only non-zero component of the conduction current density
is J4. Both B; and Ey4 depend only on r. In principle we must solve (6.1) and (6.5)
which in cylindrical coordinates yield (see Table A.1 of the Appendix),

1
—0,(rEy) = —bm 0,B; , (5-6.37)
p

k,
~0,B, = 4tk CE + k—‘“ E . (S5-6.38)

€

Finding the complete solution to (S-6.37) and (S-6.38) is possible but somewhat
involved. However, if the angular frequency w of the driving current is low enough,
the slowly varying current approximation (SVCA) provides a sufficiently accurate
solution of the problem.

In the SVCA, we start by calculating B as in the static case. Neglecting boundary
effects, a DC current / would generate a uniform magnetic field B = Z4xkpy, ynl
inside our solenoid, and B = 0 outside. Thus, inside the solenoid, we would have
B = Zpuopnl in SI units, and B = Z4nunl/c in Gaussian units. If we replace I by

Iy cos wt we obtain
BO = 245k penlo cos wi, (S-6.39)

which we assume as our zeroth-order approximation for the field inside the solenoid.
In the next step of SVCA, we evaluate the first order correction by calculating the
electric field E(V induced by (S-6.39), and its associated current densities. These
current densities, in turn, contribute to the first order correction to the magnetic
field. A posteriori, our procedure will be justified if the first order correction to
the magnetic field, B(", is much smaller than B, And so on for the successive
correction orders. For additional simplicity, we neglect the displacement current,
i.e., the last term on the right-hand side of (S-6.38), although its inclusion would not
be difficult.

Using (6.1) and the symmetry assumptions, the first-order electric field E(V(r) =
#ED(r) can be found from its path integral over the circumference of radius r,

56 ED .- de = 20rED(r) = ~bymr?8,BO (5-6.40)


http://dx.doi.org/10.1007/978-3-319-63133-2_6
http://dx.doi.org/10.1007/978-3-319-63133-2_6
http://dx.doi.org/10.1007/978-3-319-63133-2_6
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Iy cos wt

which yields

EV(r) = kmbm 2nuernly wsinwt

KOl s owsinwid, SI,

=41 . (S-6.41)
— 2npcrnlo w sinwt¢, Gaussian.
c

Notice that the induced electric field also generates
an electromotive force &1 in the solenoid coils. We
assume the generator producing the current /(#) = Fig. S-6.8

Ipcoswt to be an ideal one, which maintains the

same current against any effect occurring in the cir-

cuit (the appearance of &1 will require extra work

to maintain the current).

b) Due to the conductivity o of the solenoid core, the

electric field EV(r) originates an azimuthal current density JOG) = cED () (eddy
currents) in the material. The corresponding Joule dissipation heats up the material.
The energy turned into heat per unit volume at each instant ¢ is

IV -ED ) = 0'[E(1)(r)]2 = 0 (kmbm 27T,urrnlou)sina)t)2 , (5-6.42)
with a time average
(3D EO()) = 20 (kybm mpternlo w)? (S-6.43)

The total dissipated power is found by integrating (S-6.43) over the volume of the
cylindrical core

R
P;= f <J(l)(r) . E(l)(r)> dx = 20 (kmbm mpenly w)? f r202rrdr
cylinder 0

opgur
=onl (kmbm mugnly wR2)2 = 16

- o-,uznzl 2w*R*,  Gaussian

c* o ’ '

nnzl§w2€R4 s SI,
(S-6.44)

¢) The induced current density J' Oy = cED(r) generates a magnetic field B
in the cylindrical volume enclosed by the surface of radius r. Each infinitesimal
cylindrical shell between r and r + dr of Fig. S-6.9 behaves like a solenoid of radius
r, generating a magnetic field whose value is obtained by replacing the product n/
by the product J(V(r)dr. Thus, the contribution to the magnetic field in r of the
infinitesimal shell is

dB{)(r) = 24k, EV(r). (S-6.45)
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Iy cos wt

Also all infinitesimal cylindrical shells between 7’
and ' +dr’, with r < ¥ < R, contribute to the field in
r, and the resulting first-order correction to the field
in ris

R R
BV () = f B (1) = drkopirr | EV()ar
' (S-6.46)

Fig. S-6.9 If we replace (S-6.41) into (S-6.46) we obtain

R
B (r) = 87%k2 b onlpwsin wtf ¥ dr’ = 247% K2 b 2 only (R* = P wsinwt
r

1
Z —u%,u%(rnlo (R2 - rz)a)sin wt, Sl
=] 4 2 (5-6.47)

;4 . .
— ufo’nlo (R2 - r2) wsinwt,  Gaussian.
P

Thus, B(V(#) is maximum for r = 0, where all infinitesimal cylindrical shells con-
tribute, and zero for r = R. Our treatment is justified if BD(0) < BO for all r <R
and for all ¢, i.e., if

( B(l)(0)>

where the angle brackets denote the average over time. This gives the condition on
w

= Tkmbm prowR> < 1, (S-6.48)

4
| oo’ b
v _Jhono (5-6.49)
ﬂkmbmﬂrO—R s Gaussian.
o R2

Thus, for materials with a high value of the product u.o, the frequency must be
very low. For instance, iron has a relative magnetic permeability w ~ 5000, and a
conductivity o ~ 107 @ 'm~! in SI units. Assuming a solenoid with R = 1 cm, we
obtain the following condition on the frequency v of the driving current

4
— <
27 82 x 1077 x5x103x107 x 10~

~(.10Hz, (S-6.50)

V=

which is a very low value. Iron is a good material as the core of an electromagnet,
due to its high magnetic permeability, but a poor material as the core of a trans-
former or of an inductor, due to its high conductivity, which gives origin to high
eddy-current losses. On the other hand, manganese-zinc ferrite (a ceramic com-
pound containing iron oxides combined with zinc and manganese compounds) also
has a relative magnetic permeability g ~ 5000, but a much lower conductivity,



S-6.5 Eddy Currents in a Solenoid 239

0 ~50 'm~!. The condition on the frequency of the driving current is thus

4
< ~2x10°Hz, S-6.51
S X107 x5x 10° x5 % 10~ z ( )

and ferrite is used in electronics industry to make cores for inductors and transform-
ers, and in various microwave components.

Itis also instructive to compare the energy dissipated per cycle, Ugiss = (271/w) Pjss,
to the total magnetic energy stored in the solenoid,

(50)
b (BO)’ < 5 >7TR2€, S
Uy = <—>7rR2£’ =\ “HoHy (S-6.52)
2kt ( B(0)>
< >7TR2£’, Gaussian.
8y,
The ratio is U
i T
UL;S ~ kabmu,asz. (S-6.53)

Thus, the condition (S-6.49) is also equivalent to the requirement that the energy
loss per cycle due to Joule heating is small compared to the total stored magnetic
energy.

S-6.6 Feynman’s “Paradox”
a) The mutual inductance M between the charged ring and the superconducting ring
is, assuming a < R (see Problem 6.12),

7T612

M = 4nkymbm R (S-6.54)

Thus, when a current /(¢) is circulating in the smaller ring of radius a, the magnetic
flux through the charged ring is

&) = MI(t) = dnkmbm 1(;) (5-6.55)

If & is time-dependent, it gives origin to an induced electric field E;, whose line-
integral around the charged ring is

9515, Al = ~by —* = ~4nk b2 2L R 6,1(1‘) (5-6.56)


http://dx.doi.org/10.1007/978-3-319-63133-2_6
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Due to the symmetry of our problem, field E; is azimuthal on the xy plane, and
independent of ¢. Its magnitude on the charged ring is thus

1
E;= E;-df = —kp b2 c'),I(t) (8-6.57)
27TR

and the force exerted on an infinitesimal element d¢ of the charged ring is

df = E;Ad( = —pkp, b2 /ldfc?,](t) (S-6.58)
corresponding to a torque dt about the center of the ring

, na?

dr =rxdf = -Zkn by, = AdCO(1). (S-6.59)

The total torque on the charged ring is thus
2
A 2 Ta 2
= fdr = —Zkmb;, = A2nRO,I(t) = —Zkmby, Qatl(t) (S-6.60)

where Q = 27RA is the total charge of the ring. The equation of motion for the
charged ring is thus

d
mR2 d—(;) =7T= —kmb2 —_— Qatl(t) (S-6.61)

where mR? is the moment of inertia of the ring. The solution for w(?) is

w(;):—kmbfn a Q f 8,17 dr = ke b2 i Q[Io 1], (5-6.62)

and the final angular velocity is

Hoa>Q SI
4mR3 " ’
= kmb?, QIO =\ ra0 (S-6.63)
- Gaussian
Amr3 " ’
corresponding to a final angular momentum
2
a
220 "ORQIO, SI,
Li = mR*wy = knb?, I= 20 (S-6.64)
Iy, Gaussian,



S-6.6 Feynman’s “Paradox” 241

independent of the mass m of the ring.

b) The rotating charged ring is equivalent to a circular loop carrying a current
Lot = Qw/2n. Thus, after the current in the small ring is switched off, there is still a

magnetic field due to the rotation of the charged ring. The final magnetic field at the

center of the rings is

B - —— = — =
PR T'u R
2 22
. Hpa 0
212 22 z2———1Ip, SI,
=ikmbm—aQ] = 647r2mR4 0 (S-6 65)
amrt° a’Q? , '
Z ppEI— Iy, Gaussian,
c*m

parallel to the initial field By = 2k Ip/(2a), in agreement with Lenz’s law. We further
have
na*Be = Ml (S-6.66)

where M is the mutual inductance of the rings (S-6.54).

¢) As seen above at point b), the rotating charged ring generates a magnetic field all
over the space. This field modifies the magnetic flux through the rotating ring itself,
giving origin to self-induction. Let £ be the “self-inductance” of the rotating ring.
The magnetic flux generated by the rotating ring through itself is

1
Dot = — Lot = L % (§8-6.67)
bm 21
Correspondingly, (S-6.56) for the line integral of the electric field around the
charged ring is modified as follows:

d®; dd,y 4’ knb a? 0 dw
SEE dt = —bn - -r2& 6.
1-df ( @ ) wm ML (5-6.68)

The torque on the ring becomes

. kmbzmnaZQ Qza2 dw
e _z( o L L (S-6.69)
and the equation of motion (S-6.61) becomes
do  knb27ma*Q 0%a? dw
R> — = - A — —,
" R LS
ot 2 2 22
d kmb
(mR2 +L Qz;: )d—f = —mmT’mQ o, (S-6.70)
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which is equivalent to (S-6.61) if we replace the mass of the charged ring by an

effective value

Q2a2
=m+L——. S-6.71
Mefp =m+.L Py ( )
Thus we obtain for the dependence of w on I(¢)
2 natQ
(1) = kmbiy, ——= [lo—1(D)], (5-6.72)
Mg R3
and for its final value )
wr = kb, 2L (S-6.73)
m ffR‘
corresponding to a final angular momentum
2
Lt = mR2wr = knb? nd Q I
Ot = O e L2 02 ) (2nmR)
Ho na*Q I
— Y 0> ,
_) 4t R+ La Q2 /(2nmR) (S-6.74)
1 na-Q .
— Iy,  Gaussian.
3 R+ La?Q?/(2nmR)
The final magnetic flux through the charged ring is
1 Quy La*Q?
b= — L = Iy, S-6.75
o T 2 MR + LO2a’R /R 0 ( )
and the approximations of point a) are valid only if
2 2
®p < By = kb Iy, or L0 <1 ($-6.76)

2R 4r’mR? + 2n LO%a? '

S-6.7 Induced Electric Currents in the Ocean

a) We choose a Cartesian coordinate system with
the y axis parallel to the velocity v of the fluid and
the z axis parallel to the magnetic field, as shown
in Fig.S-6.10. Due to the motion of the fluid, the
charge carriers (mainly the Na* and CI~ ions of the
dissolved salt) are subject to a force per unit charge
equal to by, v X B, parallel to the x axis. This is equiv-
alent to an electric field E¢q = by, v X B. The induced
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current density is thus
J=0E¢q=bnovxB. (S-6.77)

b) Inserting the typical values given in the text into (S-6.77) we obtain

4x1x5%x107° =2x10~* A/m?, SI,
~ 100 S-6.78
3.6x 100 % — X 0.5 = 60statA/cm>, Gaussian. ( )

¢) We evaluate the force on a fluid element of cylindrical shape, with area of the
bases 0S5 and height |0€], where ¢ is parallel to J and to the x axis. The current
intensity in the cylinder is / = J6S, and the force acting on it is thus 6F = b, [66 XB =
—bBJ6S8LY = —by BJ6V§, where 0V is the volume of the cylinder. The mass
of the cylinder is 6m = p&V, with p = 103kg/m? (1 g/lem? in Gaussian units), for
water. Both v and ¢F are parallel to the y direction, and the equation of motion can

be written in scalar form q
v
om— =6F. S-6.79
m ( )

Replacing the values of ém and §F we obtain

d
pafvd—: = —bmBJ 5V,

d
P = b2 B, (5-6.80)
dr
where we have divided both sides by 6V and replaced J by its expression (S-6.77).
The solution is a decreasing exponential v = voe ™"/ with a time constant

P

7= —0 — ~10"s=3x10 yr. S-6.81
ob’ B? Y ( )

S-6.8 A Magnetized Sphere as Unipolar Motor

a) We recall from Problem 5.10 that the magnetic
field inside a uniformly magnetized sphere is uni-
form and equals

2uo
81 k —M, SI,
B=— “M={3 (5-6.82)
3 bm ?M, Gaussian.
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Outside of the sphere we have the same magnetic field that would be generated by
a magnetic dipole of moment m = M4nra®/3, located at the center of the sphere.
When an electric current / flows in the circuit, the magnetic force on an element
d¢ of the “meridian” wire BP is df = Id¢ x B, directed out of paper in Fig. S-6.11.
Since the component of B perpendicular to df is continuous across the surface of
the sphere, there is no ambiguity. The torque dr on the wire element df is

dr=rxdf = Irx(df xB) =Zlasinfadf Bcosb
=#la*Bcossinfde, (5-6.83)

where r is the distance of df form the rotation axis of the sphere (r = asin6), and
we have used adf = d¢. The total torque on the meridian wire BP is thus

71'/2 1
T= de = ilazBf sinfcosfdf =1z 5 1a°B, (5-6.84)
0

while the torque on the current-carrying portion AB
of the “equatorial” wire is zero, because the mag-
netic force is radial, as shown in Fig. S-6.12. Thus,
(S-6.84) is the total torque on the sphere.

b) When the sphere rotates, the total electromotive
force &y in the circuit is the sum of the electromo-
tive force of the voltage source and the electromotive
force &E;o; due to the rotation of the of the wires

+ M\‘\ !

do
Eot=V+Eo=V- bma s (5-6.85)

where @ is the flux of the magnetic field through any
surface bounded by the closed path ABPCDEA in
Fig.S-6.13. Lines PC, CD, DE and EA are copla-
nar lines, lying on a plane containing also the rota-
tion axis OP of the sphere and the meridian arc PA,
while AB is an equatorial arc, and BP a meridian arc,
both lying on the surface of the sphere. The flux of
B through any surface bounded by the closed path
Fig. $-6.13 ABPCDEA is the same, because V- B = 0. For sim-
plicity, we choose a surface comprising two parts:

1. the planar surface PCDEA, its perimeter being closed by the arc AP, through
which the flux is zero, and
2. the spherical polar triangle PAB shaded in Fig. S-6.13.
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The flux through PAB can be easily calculated remembering that the flux of B
through any closed surface is zero. Consider the closed surface formed by PAB
and the three circular sectors OAP, OBP and OAB. The flux through OAP and OBP
is zero, thus the flux @psp through PAB and the flux @oap through OAB must be
equal (Ppoap must be taken with the minus sign when evaluating its contribution
to the flux through the total closed surface, since the magnetic field enters through
OAB and exits through PAB), and we have

1
Dpap = PoaB = EBa2¢, (S-6.86)

where ¢ is the angle AOB. We thus have

do Ba? d¢ Bd?
Stot—V—me—V—meE—V—mew, (S-687)

and the current flowing in the circuit is

1

V_me(U .

1 Ba?
:81‘;‘ R( a ) (S-6.88)

The torque on the sphere is zero when I = 0, thus the terminal angular velocity of
the sphere is

2V
>y 2. SL
=2~ (S-6.89)
bmBa? 2v )
m —— ¢, Gaussian,
Ba?

independent of the moment of inertia of the sphere 7 and of the resistance R of the
circuit. The equation of motion for the sphere is

dw 1 , Ba Ba?
E—T—EBQ I—W(V—mew s (S-690)
which, using (S-6.89), can be rewritten as
dw (Ba?)? 2V 1
I—=—p - =_-"(w- , S-6.91
a - R @ ) T @) (5-651)
where ATR
=\ S-6.92
"7 bu(Ba)? (5052

Assuming that the sphere is at rest at # = 0, the solution is

w(t) = w(1-e77) . (S-6.93)
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S-6.9 Induction Heating
a) When the displacement current is neglected, (6.5) can be written as

V X B = 4rkn(Js + Jm) = 47k pie J5 (S-6.94)

where Jr is the free current density and J, is the magnetization current density.
Now, using (A.12),

VX (VXB)=-V2B +V(V-B) = drknu; VX Jp , (5-6.95)

and recalling that V-B = 0 and Jr = cE we obtain

—V?B = 47tk V XE . (S-6.96)

Finally, using VXE = —by, 0;B we have

0B = (4ntkmbm 1) "' V’B = ¢ V’B (S-6.97)
where 1
| , SI,

g

o= — =) HO (S-6.98)
4Antk b pro c .
,  Gaussian.
druo

b) The tangential component of the auxiliary vector H must be continuous through
the x = 0 plane, thus, the tangential component of B/y, must be continuous. In the
vacuum half-space (x < 0) we have B = § By cos(wt), correspondingly, the field at
x =07" (just inside our medium) is

B(0*,£) = §u:Bycos(wt) . (5-6.99)
In one dimension, (6.6) is rewritten
9B =ad’B, (S-6.100)

and, as an educated guess, we look for a solution of the form B(x,f) =Re [B(x) gmiwt ]
The differential equation for the time-independent function B(x) is

—iwB=ad*B, (5-6.101)
and we look for an exponential solution of the form B(x) = B(0)e”*, with B(0) and
7y two constants to be determined. The boundary condition gives B0) = By, and,

by substituting into (S-6.101), we have

—iwuBye" = ay*uBoe’™ (5-6.102)


http://dx.doi.org/10.1007/978-3-319-63133-2_6
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which leads to ay2 = —iw, so that

LW L1
y== E = \/_ \/7 +(1 —I)Z (S-6103)

where (1 —i)/ V2 = Vi, and the quantity

2
2 2 » Sb
e _ ) Vuouow _
b= w 47tk bty W - \/ c2 (5-6.104)

3 ,  Gaussian,
U0 W

which has the dimension of a length, is called the (resistive) skin depth. We dis-
regard the positive value of vy, which would lead to a magnetic field exponentially
increasing with distance into the material, and obtain

B=9§Re [prBo e*“*")x/"fiw’] = §uBoe b cos(% - wt) . (S-6.105)

N

Thus the magnetic field decreases exponentially with distance into the material, with
a decay length £5. A slab of our material can be considered as semi-infinite if its
depth is much larger than ¢;.

¢) The electric field E(x) inside the material can be evaluated from VXE = —b,, 9;B.
Assuming E(x,f) = Re [E(x) et ] we have

(VXE), = -0,Re|E-(x)e ] ,
8,B=Re [—ia)yrBo e—“—i)x/"s—"wf] , (S-6.106)

thus E(x,) =  Re | E(x)e™ |, with 9, Ez = —i bnawpiBoe™17)¥/% Integrating with
respect to x we obtain

. i .
E; = - bmwprls By eI/t =
1

1-i ~
1 —Tl b bsBoe TG (526.107)

The dissipated power per unit volume, due to the free currents only, is thus

_O N ER2_0 2 2 20 oyt _ 9 52 2470’ By “2x/ts
<Jf.E>_§E” —me,ura) {;Bge —meme
2 “rwBo e/t gL
= bml%km0 e b = 2“; (S-6.108)
Hr% e 2 Gaussian,

32
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where we have substituted (S-6.104) for £ in the fraction. The total dissipated power
per unit surface of the slab is

) wBZ BZ b o
E)dx = by —0 ¢, = 0 [ZmH& 5-6.10
f Jr-Bydv=bnTem 6= 76, \ 2o ( %)

One might wonder if there is also a contribution of the magnetization volume and
surface current densities, J, and Ky, to the dissipated power. In the presence of the
magnetic field (S-6.105), our medium of relative magnetic permeability y, acquires
a magnetization M

bm ,ur_l N bm —(1-i —i
= B= - DRe|B Dxfleiwt] S-6.110
yrrm Tnic (= DRe[Boe ] ( )
which corresponds to
1
Jn=-—VxM. (S-6.111)
b

Taking the symmetry of the problem into account, and introducing the complex
amplitudes J,, and Ji, z such that J,, = Re (jm et ) =7Re (fm ze_i“”>, we have

~ I.lr—l ~ ﬂr_l 1-1 —(1-i)x/¢
Jnz= d.B=- —B Dx/ts S-6.112
™ gty dnkn € 0 ( )

The corresponding power per unit volume is

1 .. wB?
UmE) = 5 Re(JnzE?) = b (e - )% ko e 2 = (4 — 1)(Jr By, (S-6.113)

and the total power per unit surface is

00 00 yrng
f <Jm'E>dx=(/1r_1)f Je-E)dx =bpm (ue—1) . (5-6.114)
0 0 167k,

However, we also have a surface magnetization current density K, flowing on the
x = 0 plane, given by

-1
K,, = - M(0")xA z‘:k

bm TTKkm

Re(Boe ") = 2 Ky zcos(wr) , (S-6.115)

where fi = —X is the outward-pointing unit vector on the x = 0 boundary plane. This
surface current density corresponds to a power per unit surface

,u

0
16 T — s, (S-6.116)

(Ko E(0,1) = 5 Re [ K 2E:(0)] = (e -
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which cancels out the contribution (S-6.114). Thus, the total dissipated power in
the medium is due to the free current only, and given by (S-6.109). Note that the
parallel component of the electric field must be continuous at the boundary between
two media, so that E,(0, ) appearing in (S-6.116) is a well defined quantity.

S-6.10 A Magnetized Cylinder as DC Generator

a) We can consider the magnetic field as due to the azimuthal magnetization surface
current density K,,,, flowing on the lateral surface of the cylinder. We have K, = M x
/by, where i is the outward unit vector normal to the surface. Thus, the magnetized
cylinder is equivalent to a solenoid of the same sizes, with n turns per unit length,
current / per turn, and the product n/ = Ky,. Far from the two bases we have an
approximately uniform field By, independent of the radius and height of the cylinder,

By ~ 47tk Kin 2

km
e

uoM,  SI,
47M, Gaussian. (5-6.117)
The field at, for instance, the upper base, can be
evaluated by considering an “extended” cylinder,
obtained by joining an identical, coaxial cylinder, at

the base we are considering, as shown in Fig. S-6.14. T
The total field at the base is now due to both cylin- M
ders, and, being far from both bases of the extended !
cylinder, its value is By =~ 47 (ky, /bm) M. Both cylin- !
ders contribute to this field, and, for symmetry rea- )
sons, the z components B, of both contributions ~ _ A _ %=t -
are equal, while the radial components cancel each ‘ \\
other. The dashed lines of Fig. S-6.14 represent three ‘

B field lines for each cylinder, one along the axis and  Fig, S-6.14

two off-axis. Thus, the z component of the field gen-

erated by the single cylinder at its base is

k
BZ=27rb—M=—. (S-6.118)
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b) We apply Faraday’s law of induction to the
flux of the magnetic field through the closed path
AEFGBCDA, represented by the thick line in
Fig.S-6.15. Points A, E, F, G, and B are fixed in the
laboratory frame, while points C and D rotate with
the magnetized cylinder. We have

E=-by e (5-6.119)
where & is the electromotive force around the closed
path, measured by the voltmeter V, and @ is the flux
of the magnetic field through any surface bounded
by the closed path. We choose a surface consisting
of three parts:

Fig. S-6.15

1. the plane surface bounded by the path AEFGBHA, fixed in the laboratory frame,
through which the flux of B is zero;

2. the surface bounded by the path BCDHB, lying on the lateral surface of the
cylinder; and

3. the circular sector AHD on the upper base, where points A and H are fixed, while
point D is rotating.

The flux of B through the two surfaces BCDH and AHD can be calculated analo-
gously to the flux through the polar spherical triangle PAB of Fig. S-6.13, Problem
6.8. We consider the closed surface comprising, in addition to BCDH and AHD, the
circular sector OBC and the two rectangles COAD and BOAH. The flux must be
zero through the total closed surface, and is zero through the two rectangles because
B is parallel to their surfaces. Thus we have

DPaup + Ppcpu + Posc =0, (5-6.120)

and |
DPanp + Ppcpn = —Popc = 5 Bya*¢, (S-6.121)

where ¢ is the angle BOC = HAD, and the sign accounts for the fact that the mag-
netic field is entering the closed surface through OBC. The electromotive force is

Mo 2
—Ma w, SI
do 1 d ’ ’
&= bl - bty omkaMw =1 2
dt 2 dr —Mazw, Gaussian.
c
(S-6.122)
The same result can be obtained by evaluating the electromotive force & as the

integral of by, (v X B) - df along the path AOB
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0] B a
8=bmf (vXB)~d€+bmf (va)~dt’:bmf wrBydr
A 0 0

1
= meBoazw = 2mkmMa*w, (S-6.123)

since v = 0 along the path AO, which lies on the rotation axis of the cylider.

S-6.11 The Faraday Disk and a Self-sustained Dynamo

a) The magnetic force on the each charge carrier of the rotating disk is gby,v X B,
where ¢ is the charge of the carrier (—e for the electrons), and v = w X r is the
velocity of a charge-carrier at a distance r from the rotation axis, at rest relative to
the disk. At equilibrium, carriers must be at rest relative to the disk, and the magnetic
force must be compensated by a static electric field E such that E + by, v XB = 0. This
corresponds to an electric potential drop V between the center and the circumference
of the disk

a a 2
V =p(a)—¢0) = —f E~dr:bmf a)rBdr:bma)B%. (5-6.124)
0 0

The rotating disk is thus a voltage source, known as a Faraday disk.

b) In the presence of the brush contacts at points O and A of Fig. 6.9, the electromo-
tive force & of he circuit equals the voltage drop V of (S-6.124). The total current /
circulating in the circuit is thus

(S-6.125)

The power dissipated in the circuit by Joule
heating is Pq = I’R = & /R, and there must an
external a torque T providing a mechanical
power P = Tex¢ - @ = Pgq in order to maintain
a rotation at constant angular velocity. Thus,

wB2d*
4R

Text = 27, (8-6.126)
Alternatively, the external torque must com-
pensate the torque of the magnetic forces
on the disk. Since the current exits the disk
through the brush contact A, it is difficult to
make assumptions on the symmetry of the current density distribution. However, the
problem can be tackled as follows. The torque on an infinitesimal volume element,
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rd¢drdz in cylindrical coordinates (Fig.S-6.16), is dt = by r X (J X B)rd¢drdz,
and the total magnetic torque on the disk is obtained by integrating dr over the disk

volume
a h 27
TB=bmf drf dzf rdgrx(JxB). (S-6.127)
0 0 0

The vector triple product in (S-6.127) can be rewritten
rx(JxB)=J@-B)-B(r-J)=-ZBrJ,, (5-6.128)
since (r-B) = 0 because r and B are orthogonal to each other, and J, is the r

component of J. We further have

h 2n
f dzf rdgJ, =1, (5-6.129)
0 0

independently of r, since the double
integral is the flux of J through a
lateral cylindrical surface of radius r
and height &, as shown in Fig. S-6.17.
Thus we have for the torque exerted
by the magnetic forces on the disk

a
TB =—imeIf rdr, (S-6.130)
0

and finally, substituting (S-6.125) for I,

wB%d*
4R

2
Th = —2bp Bl% = 2% = —Text. (S-6.131)

¢) If the disk acts as the current source for the solenoid we must have

wBad?

B = 4rnkynl = 4nkynbmn R’

(S-6.132)

from which we find that the frequency must be a function of the circuit parameters

2R
5 SI9
0= it = | e (0139
7KmOm nd T Gaussian,
na

independently of the intensity of the magnetic field B.
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S-6.12 Mutual Induction Between Circular Loops

a) We can assume the magnetic field generated by the current / circulating in loop
B to be uniform and equal to ByZ = 227k, I/b all over the surface of loop A, since
a < b. The angle between the axis of loop A and the z axis is 6 = wt, and the flux of
the magnetic field through the surface of loop A is

Teml 2@tk
Tl 2 coswt = MTm coswr. (S-6.134)

b= Bo7mz2 coswt =

Thus, according to Faraday’s law of induction, there is an induced electromotive
force & on loop A
do  2rn’a’kml
d b

wsinwt, (S-6.135)

and the current circulating in loop A is

: 212 a2k, I

A= wsinwt. (S-6.136)

b) The power dissipated into Joule heating is

At at k2 I

7 sin® wt . (S-6.137)

Piiss = RI% =

¢) The torque acting on loop A is 7 = m x By, where m = fil47a® is the magnetic
moment of loop A, and 1 is the unit vector perpendicular to its surface, directed so
that its tip sees I4 circulating counterclockwise. Thus

2m2a* kil 2kl dn*atwk I?
r= LI sinwima® o0 sinwr = —— o Gin2 e, (S-6.138)
Rb b Rb?

and the corresponding mechanical power is

drtat k2 I?

T sin*wt = Pgigs » (S-6.139)

Prech =T-w =

and all the mechanical power needed to keep loop A rotating at constant angular
velocity is turned into Joule heating.

d) The flux through the surface of loop B of the magnetic field generated by the
current / circulating in loop A is

Dp = Mypl, (5-6.140)
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where Myp is the coefficient of mutual induction between loop A and loop B. We
know that Mg = Mpa, and from (S-6.134) we have

212a?k
Map = Mpy = % coswt, (S-6.141)
thus 5 5
2712 a2k 1
B = % coswt, (S-6.142)
and

do  2n%a’kyl

=3 b

wsinwt, (5-6.143)

as (S-6.134) and (S-6.135) .

S-6.13 Mutual Induction between a Solenoid and a Loop

a) Neglecting boundary effects, the magnetic field inside the solenoid is uniform,
parallel to the solenoid axis z, and equal to

B =4nknnlZ. (S-6.144)
Thus, its flux through the surface S of the rotating coil is
D, (1) = B-S(t) = 4ntknlna® cos wt = 4n’a*kpnl coswt = Mg(H)1,  (S-6.145)

where
My (1) = 4n’a*kmn cos wt (S-6.146)

is the coefficient of mutual inductance between solenoid and loop, time dependent
because the loop is rotating. The coefficient of mutual inductance is symmetric,
Mg = M, i.e., the inductance by the solenoid on the loop equals the inductance by
the loop on the solenoid, we shall use this property for the answer to point c).

b) The electromotive force acquired by the loop equals the rate of change of the
magnetic flux through it,

do
E= -5 = A’ kynlwsin wt, (S-6.147)

and the current circulating in the loop is

_ An2 a2kl w

1, = R sinwt. (S-6.148)
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The loop dissipates a power Pgiss due to Joule heating

Anlatkgnlw)? 2

R

Pgiss = RIZ = sin wr. (S-6.149)
This power must be provided by the work of the torque 7 applied to the loop in order

to keep it in rotation at constant angular velocity. The time-averaged power is

Am*a*kmnlw)?
(Pgiss) = %, (S-6.150)

since (sin2 wt> =1/2.

¢) The magnetic field generated by a magnetic dipole m is identical to the field
generated by a current-carrying loop of radius a and current /; such that by, wa*l, = m,
at distances r > a from the center of the loop. The result of point a) is valid, in
particular, in the case a < b. In this case we can replace the magnetic dipole by a
loop, and use the symmetry property of the mutual-inductance coefficient. The flux
@, generated by the dipole through the solenoid is thus

k
& = My(0) I = 4n’ a*knl; cos wit = 47rb—mnmcos wt. (S-6.151)

m

S-6.14 Skin Effect and Eddy Inductance in an Ohmic Wire

Assuming a very long, straight cylindrical wire, the problem has cylindrical sym-
metry. We choose a cylindrical coordinate system (r,¢,z) with the z axis along the
axis of the wire, and expect that the electric field inside the wire can be written as

E=2E(r.1) =2Re|E(re], (5-6.152)

where E(r) is the static complex amplitude associated to the electric field. We start
from the two Maxwell equations

1

VXE = -b,9,B, VXB =4nky J+
bmc?

OE, (8-6.153)

where we have assumed & = 1 and yu, = 1 inside copper. If we substitute J = cE
into the second of (S-6.153) we obtain
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1 o
VXB = 4k E + —— 8, = 4nknoE +2—— Re[iE(r) |
bmc? bmc?
L W o iwt
pooE+2= Re[iE(re|,  SL
e (S-6.154)

T E+2%Re [iE~(r)ei“”] ,  Gaussian.
c c

In SI units, the conductivity of copper is o = 5.96x 10’ Q-'m~!, and the product

Hooc? is

uooc? =6.77x 10871 (5-6.155)

Alternatively, in Gaussian units, the conductivity of copper is o = 5.39 x 107 s~/

and the product 470 is 6.77 x 10'8s~!. Thus the displacement current is negligible
compared to the conduction current J for frequencies v = w/(2n) < 1018Hz, i.e.,
up to the ultraviolet. In other words, the displacement current can be neglected
compared to the conduction current for all practical purposes in good conductors,
and we can rewrite the second of (S-6.153) simply as VX B = 4k, o E. Evaluating
the curl of both sides of the first of (S-6.153) we have

VX(VXE) = b0,V xXB) = -4k byo O/E, (5-6.156)
which, remembering that

Vx(VXE)=V(V-E)-V’E, (S-6.157)

and assuming V- E = 0, turns into a diffusion equation for the electric field E

V2E = 4nkybmo O.E . (S-6.158)

Introducing our assumption (S-6.152), we have the following equation in cylindrical
coordinates for the complex amplitude E(r),

V2E(r) = % 8,1r0,E(r)] = iwdnkmbm o E(r) (5-6.159)

or
! 6r[' arE(’ )] =i E~() )’ (S-6160)
r 52

where we have introduced the skin depth

/ 2
A /—1 HooTw’ St 1
= = 0 - 1
0 2nkpnbmow c (5-6.161)

,  Gaussian.
V2now
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Equation (S-6.160), multiplied by r?, is Bessel’s differential equation with n = 0.
However, in this context, we prefer to find the approximate solutions for the two

limiting cases & > ry and 6 < rg, where ry is the radius of the wire. For the weak
skin effect, i.e., for ¢ > rg, we write the solution of (S-6.160) as a Taylor series

E(r) = Eoian(g)n (S-6.162)
n=0

which, substituted into the left-hand side of (S-6.160) gives

1 - 1 o dyn ! 1 N Ayt
~0,{r0,E(r)] = -0, rEo ). 5| =Eo Y e
n=0 n=0
1 > a1 > dpn2rt2
=-FE —— =E _ S-6.163
r 0; & 0; 5" ( )
while the right-hand side is
L2 . . N "
i E()=2iEo Z ot (S-6.164)
n=0

Comparing the coefficients of the same powers of 7 in (S-6.163) and (S-6.164) we
obtain the recurrence relation

2i
an+2 = m an, (§-6.165)
which leads to )
1}'[
ay = W and Ap+1 = O, (S-6166)
for all n > 0 and n € N. We thus have
B s i 7\2n
En=E0), 21(n))? (5)
n=0
s 2 4 6 n 2n
ir 17 ir 1 r
=E)|l+-——-————— e ————+ ... S-6.167
O T35 " T65% 4800 Tz o T ( )

The complex amplitude / associated to the total current through the wire is
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0 n
1 =f L2rrdr = 27T0'f E(r)rdr
0 0

o E 0 1_'_ir2 1A i r6+ N i" r2”+ d
=znokboy | |t oS-~ 0= ot ——— — +...|rdr
°J, 267 166* 486 21(n1)? 62

2 .4 6 . 3 . 2n+2
=2nokEy r_0+lr_0_ir_°_;r_0 . i o
2 852 965% 2304 66 22 2n+2) o
.2 4 . 6 . 2n
2 i 171 1 7y i" o
—aoEy|l4sQ—0__L 0 ., U 0, S-6.168
TroTE0 AT 452 T 48 54 T 1152 66 2(n+ Din! 62 ( )

We can define the impedance per unit length of the wire, Zy = Ry +iwL,; (where Ry
is the resistance per unit length, and L, the self-inductance per unit length), as the
ratio of the electric field at the wire surface to the total current through the wire,

i.e., as
1 1 }’02 1 1’04 1 r06
e S ) ()
",rrg(r 2\s) "16\s) a8\
A
1 r02 1 r04 1 r06 -1
1 -(—) ——(—) - (—) : $-6.169
“1'72\S) Tw\S) T\ T ( )
B_l

where A and B are Taylor expansions in even powers of ry/d < 1, which we have
truncated at the 6th order. The first four expansion coefficients of B!, i.e., 1, by, b,

and b3,
} ro ro\* r\°
I = 1+b1( ) +b2( ) +b3( ) T

B , S-6.170
5 5 ( )

can be evaluated by requiring that the product BB~! equals 1 with a remainder of
the order of (r9/6)3, i.e.,

_ i r02 1 i 0

v=m =g (3) - 5 () s (3)

“2\5) Tw\S) T11:2\%
|1 b( ) (—0) b(—o) $-6.171
+b 5 +b3 5 ( )

leading to
bi=—t by=—t and by= D (5-6.172)
=7y T Ty 371152 '
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Thus we have for Z,

1 i(r )2 1(r0)4+ 7i (r0)6+
4\ 5 24\ 8§ 1152\ 6

Hi(r_o)ﬁi(r_o)“ ; 23 (’0)6+...]. (S-6.173)

152\

The zeroth-order term of the expansion,

1

2 b
71'7’00'

RV = (S-6.174)

is simply the direct-current resistance per unit length of the wire. The third term

2 2122 2 Iu(z)m(z)a_wz
m Ty kpbymrgow® Ton SL, ($-6.175)
¢ = 4~ - 2 )? e
48106 12 nryow .
R Gaussian
12¢4

is the lowest order contribution of the weak skin effect to the resistance increase.
The second-order term of the expansion can be interpreted as

i r0\2 . (0
47”20(3) —iwL?, (S-6.176)
0
leading to
Ho
1 2 —, SI,
LO = _z(r_O) = kb =1 5F (S-6.177)
dnowrg \ 6 2 2 Gaussian,
c

which is the DC self-inductance per unit length of a
straight cylindrical wire, while the sixth-order term
is the lowest order contribution of the weak skin-
effect to the self-inductance of the cylindrical wire.
Thus, at the low-frequency limit, the current depends
on the radial coordinate, but no true skin effect
is observed. According to (S-6.168), the current is
actually stronger on the axis of the wire than at its
surface.
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Things are different at the high-frequency limit. As the frequency increases, the
skin depth becomes progressively smaller. When ¢ < a, the fields will be varying in
space on a distance much smaller than the wire radius, so that we expect the effect
of the curvature to be negligible. For a strong skin effect, i.e., for ¢ < a, the electric
field is significantly different from zero only close to the wire surface. Thus, we
introduce the variable x = a —r, shown in Fig. S-6.18, and assume r ~ a in (S-6.160).
Using 9, = -0, we get

PE=1=FE. (S-6.178)

Substituting E = Ege®*, we have

2 1+
o= iJiE - i%, (S-6.179)

and the solution corresponding to a field decreasing for increasing x (increasing
depth into the wire) is

E ~ Ege™0e™¥/0 = Ee=(a71/0 gmila=n)/5 (S-6.180)

where Egel’ is the electric field at the wire surface. The complex amplitude corre-
sponding to the total current current through the wire is thus

a a a ) .
1= f J2rrdr = 27T0'f E(rdr= 27r0'E0f e~(@N/8 gmila=n/d giwt . 4.
0 0 0

= 2 Ege (Do +wr f C 0, g (S-6.181)
0

Remembering that
1
fxe‘”dx - e“(f - —2) , (5-6.182)
a a

and neglecting terms in 62, we obtain finally
I =nado(1-1)Ey. (5-6.183)
The impedance per unit length of the wire, Z;, can again be defined as

. Ey 1 1 i
Zr=Rp+1Xp = —

= = + , S-6.184
I  rmado(1-1) 2madoc 2rado ( )

so that the magnitudes of the resistance per unit length Ry, and of the reactance per
unit length X, are equal at the high frequency limit:

1

R =X, = .
t ¢ 2rnado

(S-6.185)
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The value of R, shows that the current actually flows through a thin annulus close
to the surface (the “skin” of the wire), of width ¢ and approximate area 2rad. The

reactance per unit length can be considered as due to a self-inductance per unit
length L,, according to X; = wL,, with

" 2radow N 2ndtow 1
P P Gaussian.
2ncrarow

S-6.15 Magnetic Pressure and Pinch Effect for a Surface Current

L¢ (S-6.186)

Mo
P SI9
1 [ kmbm | N 8r2d?ow

a) We use a cylindrical coordinate system (r,¢,z), with the cylinder axis as z axis.
The field lines of B are circles around the z axis because of symmetry. Thus, By(r)
is the only nonzero component of B. According to Ampere’s law we have

0, r<a,

By(r) = I -6.187

D=V op L ak k4. rsa (5-6.187)
r r

b) First approach (heuristic). The current d/ flowing in an infinitesimal surface strip
parallel to z, of width ad¢, is dI = Kad¢. The force df exerted by an azimuthal
magnetic field B = (0, Bg,0) on an infinitesimal strip portion of length dz is

df = by dzdI2x B = by KaBy dgdz (S-6.188)

directed towards the axis, i.e., so to shrink the conducting surface (pinch effect).
However, here we must remember that Bs(r) is discontinuous at the cylinder sur-
face, being zero inside. Therefore, we replace the value of By in (S-6.188) by its
“average” value Bgver =[By(a*)— By(a)]/2 = 2mky K (the point is the same as for
the calculation of electrostatic pressure on a surface charge layer). Thus, the absolute
value of the force acting on an infinitesimal area dS = ad¢dz is

%szs, SI
|df = 2mkmbmK>dS =4 5 (S-6.189)

—2K2 dS, Gaussian,
c
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and the magnetic pressure on the surface is

) pol?
_ldfl 2 _ " _ ] 22ra)?’
P= K = 27Tkmme = kmbmﬁ = 1 12 . (5-6190)
a3 Gaussian.
c* 2na

Second method (rigorous). The magnetic force per infinitesimal volume d*r,
where a current density J is flowing in the presence of a magnetic field B, is

&t = b JxBd’r. (S-6.191)

Due to the symmetry of our problem, the term (B - V)B appearing in (6.7) is
1
(B-V)B:(B¢—6¢)B=O, (S-6.192)
r

where we have used the gradient components in cylindrical coordinates of Table
A1, and the fact that the only nonzero component of B, i.e., By, is independent of
#. The infinitesimal volume element in cylindrical coordinates is d*r = rdrdédz,
thus

bm
8k

ax € &*f = - —[9,B}(r)| rdrdgdz.  (S-6.193)

Now we integrate (S-6.193) with respect to dr
between r = a — & and a + &, obtaining the force d*f
acting on the small shaded volume of Fig.S-6.19,
delimited by the two cylindrical surfaces r = a—¢
Fig. S-6.19 and r = a + &, with infinitesimal azimuthal aperture
d¢, and longitudinal length dz. Integrating by parts
we have

a+E

K:s [arBé(r)]rdr = [rBé(r)]th—ja‘_s Bé(r)dr, (5-6.194)

At the limit € — 0, the first term on the right-hand side equals Bé(sz), because
Bé(r) =0 for r < a. At the same limit € — 0, the integral on the right-hand side

approaches zero because, according to the mean-value theorem, it equals 2585)(7‘),
with 7 some value in the range (a — &,a + €). We thus have

b
d’f = - 87;/: Bj(a)adgdz . (5-6.195)
m
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where ad¢dz is the infinitesimal surface element on which d>f is acting. The pres-
sure is thus

P:gb Bi(a") = —(4k K)? = 2bmkm K>, (S-6.196)
7T

in agreement with (S-6.190). Now we prove (6.7):

0B, 0B
Ak (I xB); = [(VxB)XB]; = Eijk (Sjlm ox; )Bk 8ijk<9jlm_m By

0x;
9By, oB; _ OBy
= (81O im — Smdit) B -Bi— B
(OxiOim — OkmOir) T L
1 (BB 1
=(BXV)B;~ > (ak K _(BxV)Bi—zV,»BZ, (5-6.197)

where the subscripts i, j,k,[,m range from 1 to 3, and x;»3 = x,y,z, respectively.
The symbol &;j is the Levi-Civita symbol, defined by ;jx = 1 if (i, j, k) is a cyclic
permutation of (1,2,3), & jx = —1if (i, j, k) is an anticyclic permutation of (1,2,3),
and g; j; = 0 if at least two of the subscripts (i, j,k) are equal.

¢) The magnetic energy AUy stored in the infinite layer between z and z+ Az equals
the volume integral

b
AUy = f umd’r = f I B2(rdr
layer layer8 Ttkim

=2rAz f 2 ‘Zm B(r)rdr, (S-6.198)

which, involving the integral fa “r~1dr, is infinite. However, if the radius of the
cylinder increases by da, the integrand does not change for r > a + da, while the
integration (Fig. S-6.20) volume decreases. Correspondingly, the (infinite) value of

the integral decreases by the finite value A
| i l
— b 20 + | ,,»»i——\\ ‘
d(AUm) = -Az By(a™)2nada . 7+ Az |- L g "~lda
8k N DR
(8-6.199) L L
Thus, an expansion of the current z :\ T

carrying surface leads to a decrease !
of the magnetic energy. If the sys- !
tem were isolated, the force df acting Fig. S-6.20

on the surface element dS = ad¢dz

would be directed radially outwards,

leading to an expansion of the cylinder. However, the system is not isolated, because
a current source is required to keep the current surface density K constant. An
increase of the radius da leads to a decrease of the magnetic flux in the layer equal
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to d(A®D) = B¢(a+)Az da (see figure), which, in turn, implies the appearance of an
electromotive force A&. In fact, in order to keep K constant during the time inter-
val dr in which the cylinder radius increases by da, the source must provide to the
layer the energy d(AUsource), that compensates the work d(AW) = AE1dr done by
the electromotive force AS = —by, d(A®)/dt, so that

d(AUsource) = —bml d(A®) = 27baK By(a*) Azda

= by 2na Bé(a+)Az da = -2d(AUn). (S-6.200)

1
Ak
Thus, the total energy balance for the layer is given by

d(AUior) = d(AUsource) + d(AU ) = =d(AUy,) , (5-6.201)

and the force per unit surface is

_ 1 d(AUtot)_+ I d(AUn)
T 2raAz da  2maAz da

(S-6.202)

in agreement with (S-6.190).

S-6.16 Magnetic Pressure on a Solenoid

a) The magnetic force df on an infinitesimal coil arc of length d¢, carrying a current
1, is

df =byp IdéxXB. (S-6.203)

Thus, the force dF on the surface element dS = df X dz of the solenoid, of width
de, is
dF = by, IBndf xdz = by, IBndS, (5-6.204)

since the surface element comprises ndz coil arcs, each of length df. The force dF
is directed towards the exterior of the solenoid, and the solenoid tends to expand
radially.

The magnetic field B is discontinuous at the surface of the solenoid, due to the
presence of the electric current in the coils. At the limit of an infinitely long solenoid
we have

uonlz, SI,
B =By =4nknnlz=14 47 ) (§-6.205)
—nlz, Gaussian,
c



S-6.16 Magnetic Pressure on a Solenoid 265

inside, where Z is the unit vector along the solenoid
axis, and B = 0 outside. Thus we substitute the aver-
age value

B(a")+B(a~) By

5 =5 = 2mkm nl
for B in (S-6.204), obtaining
dF = 2nbpkm n212dS . (S-6.206) Fig. S-6.21

The pressure P on the solenoid surface is obtained by dividing dF by dS, thus
BZ

Ho 22 0
dF g2 | ==, sl
P= o = 2bukn W2 = Smko -2 égo (8-6.207)
T
" 27’ 1% = 8—0, Gaussian.
T

b) The magnetic energy of the solenoid can be written in terms of the magnetic
energy density uy associated to the magnetic field By

Bj
bm 2u0’ SL
Upm = Sk By = B%O (5-6.208)
" U s Gaussian.
8

Neglecting the boundary effects, we obtain the total magnetic energy of the solenoid
Uw by multiplying uy by the solenoid volume

azhme(z)

=212 a? hbken® 1%, (S-6.209)
8km

Um = 7ra2huM =

thus, if the solenoid radius a increases by da the energy Uy increases by
dUy = 4n* ahbyknn®I* da,, (-6.210)

while By, given by (S-6.205), and thus uyj, remain constant. This implies an increase
in the flux @ of By through each coil of the solenoid

d® = 2raByda = 8n*kmanl da, (S-6.211)
corresponding to a total electromotive force (the solenoid comprises An coils)

d(b 2 2.0 da
=-by— =- I"— -6.212
& bm ” bmkm 8°ahn ” (S-6 )
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that must be compensated by the current source in order to keep I constant. The
work dWgource done by the current source is thus

AWiource = —EIdt = bk 87°an*hI* da. (5-6.213)
Thus the total energy of the system solenoid+current source changes by
dUtor = AUy — dWsouree = —4n°ahbpkyn*1* da. (S-6.214)

The pressure on the solenoid surface is P = —dU,y/dV, where V = nah is the vol-
ume of the solenoid. Thus

dUyot I dU 22
_ - — =2 I -6.21
dv 2nah da 7ok I, (8-6215)

P=

in agreement with (S-6.207).

S-6.17 A Homopolar Motor

The motor is schematized in the diagram of
Fig. S-6.22, that displays only one “half” of the cir-
cuit because of the symmetry of the problem. We use
cylindrical coordinates (r,¢,z) with the origin O at
the center of the cylindrical magnet, of radius b and
length [. The z axis coincides with the axes of the
magnet and of the cell, which here is represented by
the voltage source V. The circuit ACDEF is closed
by brush contacts (white arrows in the figure) to the
magnet at points A = (0,¢,1/2) and F = (b, ,0), so
that the current / can flow through the conducting
magnet. The circuit is free to rotate around the z axis.
Let a > b and h be the horizontal and vertical sizes of
the circuit, respectively. We denote by B = B(r,¢,z)
the magnetic field generated by the magnet, indepen-
Fig. S-6.22 dent of ¢, and with By = 0. Some field lines of B are

sketched in Fig. S-6.22. The magnetic field on the
z = 0 plane is parallel to the z axis, directed upwards for r < b, and downwards for
r> b. For simplicity, we approximate B(r,¢,0) = By Z for r < b, with By independent
of r, even if this approximation is valid only for [ > b.
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The voltage source drives a current I through the
circuit. When the circuit is at rest we simply have
I = V/R, but, when the circuit rotates, we must take
into account the motion of the circuit in the presence
of the magnetic field. Since the magnetic field B lies
on the plane of the circuit, the force df = 7/df xB on
an infinitesimal segment of the circuit df is perpen-
dicular to the plane of the circuit (out of paper in the
case represented in Fig. S-6.23). The corresponding
infinitesimal torque relative to the z axis is thus

dr = rxdf = by It X (A X B), (8-6.216)

. . . Fig. S-6.23
where r is the distance of df from the z axis. The &

torque drt is always parallel (or antiparallel) to 2, independently of the circuit ele-
ment df we are considering. For the vector product df X B we have

df xB = —¢ Bdlsing = —¢p Bdlcosy
=—¢B-ndl, (S-6.217)

where 6 is the angle between df and B, fi is the
unit vector perpendicular to df, and ¢ = 6 —1/2 is
the angle between B and fi, as shown in Fig. S-6.24.
Since t is perpendicular to ¢ (unit vectors of the cor-
responding cylindrical coordinates), we have for the
total torque acting on the circuit

F F Fig. S-6.24
T:bmlf rx(dt’xB):—imef B-nrdl.
A A

(S-6.218)
The last integral of (S-6.218) can calculated, within our approximations, if we

first demonstrate that the line integral of B -7 around the closed path OCDEO of
Fig. S-6.22 is zero, i.e., that

F 0 A
éB-ﬁrdf:f B-ﬁrd€+f B~ﬁrdt’+f B-nrdf=0. (5-6.219)
A F o

First, we note that the integral along the whole OC path is zero, both because r is
zero, and because B is parallel to d¢, thus perpendicular to fi. Thus, the integral of
(5-6.219) becomes
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D D E
=f B~ﬁrdr+f B~ﬁrdz+f B-nrdr, (5-6.220)

E o

since d¢ = dr along CD, d¢ = —dz along DE, and d¢ = —dr along EO.
As a next step, we generate a cylinder by rotating

1 T~ the CDEQO path around thez axis, as in Fig. S-6.25.
N o The outgoing flux of the magnetic field B through
A V the total surface of the cylinder is

)/ f B'ﬁdS+f B'ﬁdS+f B-ndS =0,

I upper lateral lower

A base surface base
(5-6.221)
@E since V-B = 0. Equation (S-6.221) can be rewritten

Fig. 5-6.25 a h
0= f B(r,¢,h)-ﬁ27rrdr+f B(a,¢,z) -i2nrdz
0 0

a
+f B(r,¢,0)-027xrdr = 27r96‘B -firdl, (S5-6.222)
0
which demonstrates (S-6.219). For the last integral appearing in (S-6.218) we thus

have
F 0] b Bobz
fB-ﬁrdfz—f B-ﬁrdﬁszordrz s (S-6.223)
A F 0 2

where we have remembered that the line integrals are zero on the z axis, that df =
—dr on the FO line, and that, within our approximations, B - fi = — B, independently
of r, on the FO line. The torque on the rotating circuit is

A F N X 1 B()b2
T=-2by1 B-nrdé’z—zmeE V+bmwT . (S-6.224)
A

This is why sliding contacts are needed in a homopolar motor. If the line segment
FO were rotating with the rest of the circuit, the total torque on the complete circuit
around the z axis would be zero, because the torque acting on FO would compensate
the torque on the rest of the circuit.
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If we denote by 7 the moment of inertia of the rotating circuit and for the
moment, neglect frictional effects, the equation of motion is

dw Bo b2
I —=1=-bpl — —nw, S-6.225
ar T 'm 3 nw ( )
where we have assumed the presence of a frictional torque 7 = —njw proportional
to the angular velocity. The current / is determined by the voltage source and by
the electromotive force &, due to the rotation of the circuit in the presence of the
magnetic field B,

F F F
8=bmf (wxr)xB-df:bmf wr&)xB-df:-bmwf r¢-dfxB
C C C

F B()b2
=bmwf rB'ﬁdfzbmwT, (S-6.226)
C

where we have used (S-6.217) and (S-6.223) in the last two steps. The current is
thus

1 By b?
1=+ (V+bmwOT) , (S-6.227)
and the equation of motion is
dw 1 Byb*\ Byb?
I — =-bn=|V+bpw—— -
dr mR(+m“’2)2 i
VB b? B} b*
= —bm — —w[bfn ranidk (S-6.228)
with solution
2bmV By b? 4RT
w = —% (1 —efl/T) , where T = A A" (S-6229)
bnByb* +4Rn b Byb* +4Rn

If we assume negligible frictional torque, i.e., n < b, Bib*/(4R), (S-6.229) reduces

to
2V
w= ——(1 —e_’/T) , where T =
bmBo b?

4RT
—— (5-6.230)
b3, B2 b

however, inserting “reasonable values” into (S-6.230), such as V = 1.5V, By =
100Gauss = 1072 T and b = 0.5cm we obtain for the steady state solution

2v

—m:—IZOOrad/s, ie., vp=~190s7!, (S-6.231)
mBO0

wo =
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which is indeed a very fast rotation! In the absence of friction, the steady state is
reached when V +& =0, so that / = 0 and there is no torque acting on the circuit.
The final steady-state kinetic energy of the rotating circuit in these conditions is

1 1 4v? 2Vi1
T2 2" bpB3b*  bhBYb*
The current flowing in the circuit is
1 bumBob*w\ V. g
It)==|V+ —|=—= S-6.233
0 R( e i b (5-6.233)
and the total energy provided by the voltage source is
2 4v21
- - e tIT -
U= j(; Vidt = f dr = R b2 32 i =2K, (S-6.234)

or twice the final kinetic energy. An amount equal to K is dissipated into Joule heat.
More realistically, we must take the frictional torque into account. For instance,
the steady-state angular velocity is reduced by a factor 10 if we assume 4Rn =
9by Bob?. This, assuming R = 1Q, means

7 =6x107 Nms. (S-6.235)

In the presence of friction the steady-state angular velocity is

2bmVByb?
wp= - (S-6.236)
by BG b* +4Rn
and the power dissipated by friction is
2
2bmV By b?
P = Thwp = Nwi =1 ——p——— S-6.237
fr fr Wt 77 f n[b%nB(Z)b4+4Rn] ( )
The voltage source drives a current
% b Byb* 4y
L= —|1-——270 - " (5-6.238)
R bLB3b*+4Rn | biBib*+4Rn
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and provides a power

P VI, 4V
source — VIf = 5 ——— —.
b%,B3b* +4Rn
The power dissipated into Joule heat is
2
4v
Py =RI2 =R(—2 = J
bnBb* +4Rn

and we can easily check that

Py + Pty = Psource -

271

(S-6.239)

(S-6.240)

(S-6.241)



Chapter S-7
Solutions for Chapter 7

S-7.1 Coupled RLC Oscillators (1)

a) Assuming the two currents /; and I, to flow clockwise, and applying Kirchhoft’s
mesh rule to the two loops of the circuit, we have
dry L2 0 Qo dh 0> Qo

=0, L—+—=—/—-—=0, S-7.1
dt Cy C() dr " Ci Co ( )

where Q is the charge of the left capacitor, O, the charge of the right capacitor, and
Qo the charge of capacitor Cy. Charge conservation in the two loops implies

do, do»
= =] R == =7 s S-7.2
" 1 o b ( )
while Kirchhoff’s junction rule, applied either to junction A or to junction B, leads
to dQy
—=0IL-1. S-7.3
” 1= b ( )

Differentiating (S-7.1), substituting (S-7.2) and (S-7.3), and dividing by L, we obtain
d?1, 1 1 d’n

iy o U O N —wil — wi(h — b)
d?r 1 1 a’n
= = _L—Cllz—L—Co(Iz—I]), or = ~wih —wylh - 1), (S-7.4)

where we have introduced the quantities wo = 1/ VLCo and w; = 1/ VLC}. By sub-
stituting I} = Aje™" and I = Aye™"! from (7.2) into (S-7.4), we obtain
(W + Wl —wHA - wiA =0
~Wi Ay + (W + Wl - W) Ay = (8-7.5)
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Non-trivial solutions for this system exist only if the determinant

D = D(w) = (0] + W} — w*)? — wj = (W] — W)W} + 205 — w?) (S-7.6)

equals zero. Thus, the frequencies of the normal modes of the circuit are the roots
of the equation D(w) =0, i.e.,

w=w] =Q,, w= 1/w%+2wg =0 . (8-7.7)

Substituting these values for w into (S-7.5) we obtain that A} = A, i.e., I1(t) = (1),
for the mode of frequency 2., and that A| = —Ay, i.e., [1(t) = —1>(¢), for the mode
of frequency Q_.

The normal modes of this simple case, with only two degrees of freedom, can
also be evaluated, more simply, by taking the sum and the difference of (S-7.4),
obtaining the harmonic oscillator equations

d?r.

d[2 = _Qilj: . (S'78)

for the variables I. = I} + I, The currents in the two meshes are I} = (I, +1_)/2
and I, = (I — 1_)/2, respectively.

When the circuit is in the mode of frequency £, no current flows through the AB
branch (capacitor Cy), where the two currents cancel out because /; = I,. Frequency
Q, is simply the resonant frequency of a single-loop LC circuit of inductance L and
capacitance Cy, i.e., the frequency at which the impedance of the loop is zero

1
Zic(w) = Zp(w) + Zc,(w) = —iwL — — = 0. (5-7.9)
iwC 1
Since Z;c(24) = 0, the current flows “freely” through each loop.

For the mode of frequency ©2_, we have I} = —I,, and a current 2/; flows through
the AB branch. The effective impedance of the circuit is the series of Z¢, = (iwCp)™1
with the parallel of the two impedances Z; ¢,

ZicZic Zic 1 1

1
Z=Zcy+—0——=2y+— =— - = |iwL + , S-7.10
Co ZLC + ZLC 0 2 ia)Co 2 (10.) iwCl) ( )

which vanishes if

1(2 1

2 2

=—=—+=]=0. S-7.11
7L (01 co) - S-7.11)
ky m ko m  k The circuit is equivalent to the two

I—/WSG\—Q—WGG\—Q—W—I coupled identical harmonic oscillators
) ! of Fig.S-7.1. Each oscillator compri-
ses a mass m, connected to a fixed wall

by a spring of Hooke’s constant k; =
mw%.

Fig. S-7.1
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The two masses are connected to each other by a third spring of Hooke’s constant
ko = mw%. We assume that all springs have their respective rest lengths when the
two masses are at their equilibrium positions. The equations of motions for the two
masses are

d?x d%x

m? = —kix; —ko(x; —x2), or Fra = —w%xl - w%(xl - X2)
dZ)Q dz)Q
mW = —kixp —ko(xp —x1), or F = —o_)%)Cz - a)(z)()Q -x1), (S8-7.12)

where x; and x, are the displacements of the two masses from their equilibrium
positions. Equations (S-7.12) for x; and x, are formally equivalent to equations
(S-7.4) for I} and I, and thus have the same solutions. For the mode at frequency
Q., the two masses oscillate in phase (x; = x), central spring (ko) has always its
rest length, and does not exert forces on the two masses. Thus, frequency 2 is the
characteristic frequency each single harmonic oscillator. For the mode at frequency
Q_, we have x| = —x, and the two masses oscillate with opposite phases.

b) The presence of a nonzero resistance R in series with each inductor changes
Equation (S-7.1) into

dfy 01 Qo dlp 0 Qo

L—+RLH+—=—+—=—=0, L—+RL+—=—-—=0, S-7.13
dr ' TG dr 2T G ( )

By differentiating the equations and proceeding as for (S-7.8) we obtain

d?r drI
= Q- (S-7.14)

dr

with y = R/L. These are the equations of two damped oscillators. The amplitudes
of the normal modes vary in time as exp(—if2.¢ — yt), decaying with a time constant
7 =y~ !, The damping rate of the normal modes can also be found by looking for
solutions in the form Ij, = A1, e, but allowing A;, and w to have imaginary
parts. For the equivalent mechanical system, the same equations are obtained by

inserting frictional forces f; = —mydx;/dt in the equations of motion (S-7.12).
¢) Inserting the voltage source, Equations (S-7.13) are modified as follows:
df 01 Qo ~i dlp O Qo
L—+R[+=+==Vye ', L—=+RL+—=—-=2=0, S-7.15
dr ! Cy Co 0¢ dt : Cy Co ( )

and, by proceeding as for (S-7.8) and (S-7.14), we have

d?1,

dli inO —iwt
dr? ©

2
=Sl Y —— —

, S-7.16
dr L ( )

which are the equations of two forced oscillators with a driving term
—(iwVy/L)e . Resonances are observed when w = Q, and for w = Q,, i.e., when
the driving frequency equals one of the frequencies of the normal modes.
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S-7.2 Coupled RLC Oscillators (2)

a) Proceeding as in Solution S-7.1, we assume /; and /, to flow clockwise. Applying
Kirchhoff’s mesh rule to both meshes of the circuit we obtain

dr 01 dly, db

L— + = 4+ [y|— - —]|=
dt+C+0(dt dz) ’

dn, O dly, db

L=/ + = [ - =)= 717
& C O(dt dt) 0, © )

again with I = dQ,/dr and I, = dQ,/dr. Differentiating (S-7.17) with respect to ¢
we obtain

&L L dn
L+Ly)—+—=-Lo—5 =0
LrLlogz v~ boga

&L b d2r
L+Lo)— + = —-Ly— =0. S-7.18
( 0) 2 "¢ bz ( )

The sum and difference of the two equations of (S-7.18) give the following equations
for the new variables I. = 11 = I
&L, 1L d’ I

o = =-Q*, S-7.19
dr2 LC o dr2 (L +2Ly)C - ( )

which show that /. are the normal oscillation modes of the circuit, and Q. the
corresponding frequencies.

b) Inserting R # 0, (S-7.17) turn into

d[[ Q] dIl dIZ

L— +RI| + = +Ly|— - —=|+RUI; - D) =

dt+ 1+C+ (dt dt)+ U1 -1)=0

d[z Q2 dI] dIZ

L—+Rh+ = -Ly|— - —|-R(UI; - 1) =0. 7.2
a T O(dt dt) (h=h)=0 (5-7.20)

Performing again the sum and difference of the two equations we obtain

d?r_ di_

d’1, dr, B
a2 - T a

= —y,— Q' -7.21
7 =g, 2, (S-7.21)

- ‘QE-I+ >

with vy = R/L, and y_ = 3R/(L + 2L¢). These are the equations for two damped
oscillators, with different damping rates y..

S-7.3 Coupled RLC Oscillators (3)

a) Let us denote by Q; and Q- the charges of the capacitors on the AB and on the
DE branches, respectively. According to Kirchhoff’s mesh rule we have, for the
three meshes of the circuit,
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dry 01 dL 01 O dl; O
=Ll =22t 2 te 2 S-7.22
dt C dt C C dr C ( )

and, according to Kirchhoft’s junction rule applied to the A and D junctions,

d d
g:11—12, %:12—13. (S-7.23)

Differentiating Equations (S-7.22) with respect to #, and substituting dQ;/d¢ and
dQ»/dt from (S-7.23), we obtain

d*n 1

— - (-h+h),

a2 LC( 1+ 1)

den 1

2 - (L -2h+1), S-7.24
a2 Lc(l 2+ 13) ( )
d*r; 1

2 e (h-5).

a2 ek

Mathematically, the circuit is equivalent to

. . . m k m k m
a mechanical system comprising three identical N
masses m, coupled by two identical springs of

Hooke’s constant k, as shown in Fig.S-7.2. If we Fig.S-7.2

denote by xi, xp, and x3 the displacement of each

mass from its rest position, the equations of motion for the three masses are

dle

G2 T

d*x k k

—E = —(n-x) = (- x3) (S-7.25)
dr m m

d?x3

a2 = —Z(XZ—J%),

which are identical to (S-7.25), after substituting /; — x;, with j=1,2,3, and
1/(LC) — k/m.
b) The frequencies of the normal modes can be found by looking for solutions of

$-7.25) in the f .
(5-7.25) In the form () = Aje i (S-7.26)

After substituting (S-7.26) and w% = 1/(LC) into (S-7.25), and dividing by the com-
mon exponential factor, we obtain the system of linear equations in matrix form

(w% - w?) —w% 0 Aj
—w} Quwi - w?) -} Ay |=0, (8-7.27)
0 —w(z) (w% —wH) J\ A3

which has non-trivial solutions only if the determinant of the matrix is zero, i.e., if
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w2 — ) |(20? - W) (W? - ) - Wi - W (W2 - w?)=0. (S-7.28)
( 0 0 0 0 o (%o

Equation (S-7.28) is a cubic equation in w?, in the following we shall consider only
the corresponding nonnegative values of w. A first solution is w = wy = Q. If we
substitute w = Q1 into (S-7.27) we obtain A} = —Az, and A, = 0, corresponding to
zero current in the central mesh, and /; and I, oscillating with opposite phases. For
the mechanical system of Fig. S-7.2, this solution corresponds to the central mass at
rest, while the left and right masses oscillate with opposite phases.

Dividing (S-7.28) by (w% — w?) we obtain the equation

~3wiw? +w* =0, (S-7.29)

which has the two solutions w = \/§w0 =, and w = 0 = Q3. The mode of zero
frequency (£23) corresponds to a DC current I = I} = I, = I3 flowing freely through
the inductors, while /; and I, cancel out in branch AB, and I, and I3 cancel out in
branch DE. For the mechanical system, this solution correspond to a pure transla-
tional motions of the three masses.

Substituting €2, into (S-7.27) we obtain

Ar = =241, As=A4A, (S-7.30)

i.e., I1 and I3 have the same amplitude and oscillate in phase, while I, oscillates with
double amplitude and opposite phase. The two external masses of Fig. S-7.2 oscil-
late in phase, at constant distance from each other, while the central mass oscillates
with opposite phase and double amplitude, so that the center of mass is at rest.

The three quantities

Jo=h+b+L, Ji=h-L, Jo=5L-2L+13, (S-7.31)

corresponding to the three normal modes of the circuits, oscillate at the frequencies
Qo =0, Q1, and Q,, respectively.
¢) Taking the finite resistances into account, (S-7.22) become
1 I I
dl (9] E+RI=Q1 Q> d3 O

Ry = S % 9 e 732
q TRhi=—. G tRh="F-"7, G rRb="17, (732

which give for the normal modes

&J0 R dJo

+ 9’
dr? L dt
9 R 4T, 5

“ Mo = -7.

a2 +L ” +27191 =0, (S-7.33)
VLS N R d9J> 5
dr? L dt
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The solution for [ describes a non-oscillating, exponentially decreasing current
Jo = Coe™", with decay rate y = R/L. The last two equations describe damped
oscillating currents J1 2 = Cj 2 exp(—i€2; 2t — yt), with

Q2= ol -7 (S-7.34)

where we have assumed Q1 > y/2.

S-7.4 The LC Ladder Network

a) Let O, be the charge on the nth capacitor. Kirchhoff’s junction rule at junction D
of Fig. 7.4 implies
dQ,
dt

=l — 1, (5-7.35)

while Kirchhoff’s mesh rule applied to mesh DEFG implies

On  Onii _Ldi
C C dr °

(S-7.36)

Now we differentiate (S-7.36) with respect to time, and insert (S-7.35) for the deriv-
atives of Q,, obtaining

d?1, 1
?2” = W2 (Iy-1 = 21 + Ipy1), where w? = e (S-7.37)
K m
I A I I A A T N A A A R 1 AL N
Xn—1 Xn Xn+1

Fig. S-7.3

The equivalent mechanical system is a linear sequence of N identical masses m,
each pair of consecutive masses being bound to each other by a spring of Hooke’s
constant k (we use the Greek letter x here because we shall need the letter k for the
wavevector later on), as shown in Fig. S-7.3. We denote by x, the displacement of
each mass from its equilibrium position, i.e., its position when all springs have their
rest length. Thus, the equation of motion of the nth mass is

d2x,

m=—5 = K = X)) + K Cnet = Xn) (S-7.38)

which, divided by m, and after introducing w(z) = k/m becomes


http://dx.doi.org/10.1007/978-3-319-63133-2_7
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d’x, 2
? = W (Xn—1 = 2x4 + Xp41) (S-7.39)
mathematically equivalent to (S-7.37). This equation can be generalized to the case
of a mechanical system where transverse displacements are allowed, in addition to
the longitudinal displacements. If the masses can move in three dimensions, and we
denote by r, the displacement of the nth mass from its equilibrium position, the
equation of motion is written

d?r,

2
e Wy (Tp—1 = 20, + Typ1)

which is separable into three one-dimensional equations, each identical to (S-7.37).
b) First, we note that, without loss of generality, we can assume the wavevector k
appearing in Equation (7.3) to be positive (k > 0), so that (7.3) represents a wave
traveling from left to right. Changing the sign of k simply gives a wave of the same
frequency propagating in the opposite direction, whose dispersion relation is the
same as for the forward-propagating wave, because of the inversion symmetry of
the problem.
Inserting (7.3) in (S-7.37), and dividing both sides by Ce™’ we obtain

_ w2 eikna — w(z) [eik(l’l+1)a _ 2eikna + eik(n—l)u] , (S_740)

where, again, we have substituted w% = 1/LC. Dividing both sides by e*"* we obtain

w? = wj (2 - — e ) = 20F (1 - coska) = dwjsin’(ka/2) . (S-7.41)

y or, performing the square root,
®

2o 3 w = 2(‘)0 sin (k;)‘ . (S-742)

3 The dispersion relation (S-7.42) is shown in

! Fig.S-7.4 for 0 < k < n/a, this range being

0 T k. sufficient to describe all waves propagating in

a the system. In fact, although (S-7.42) seems

Fig. $-7.4 to imply that w(k) is a periodic function of

k, with period 2r/a, the wavevectors k and
k' = k + 2ms/a, with s any integer, actually represent the same wave, since

elk na _ el(k+2m/a)na — elknanﬂmn — elkna

, (S-7.43)

sn being an integer. This is why it is sufficient to consider the range 0 < k < 7/a.
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The existence of a maximum
wave vector and of a cut-off fre-
quency is related to the discrete RS
periodic nature of the network, Oln-Ta ™~
which imposes a minimum sam-
pling rate a. The value ky.x = 7/a 1]

corresponds t0 Amin = 27/kmax =
2a, and waves with a smaller
wavelength cannot exist. In these P
waves, the current intensity value P
is repeated every two meshes

of the network, as shown in i §.7.5
Fig.S-7.5. A wave with a smaller

period cannot exist because of the geometry of the network. One can also note that
the direction of wave propagation cannot be determined by observing the wave pro-
file a two instants 71 and #; + m/w (half a period later, upper and lower parts of
Fig.S-7.5). This is consistent with the group velocity vg(kmax) = (Oxw)(kmax) = 0.
The maximum wavevector corresponds to a high cut-off frequency wmax = 2wp.
Since higher frequencies cannot be transmitted, the LC network is a low-pass fil-
ter.

(n _ 1) a i

O] X=na

¢) The general monochromatic solution of frequency w is a standing wave, i.e., the
sum of two waves, one propagating from left to right and the other form right to left

In(t) — Aeiklul*iwt + Be*ikml*iwl , (S-744)

where w and k are related by the dispersion relation (S-7.42). Because of our bound-
ary conditions we must have

X =0=>A+B=0; xn(@) = 0 = AelfNe 4 Be~ikNa — (S-7.45)

This gives the condition e*N* — ¢7*Ne = 2jsin(kNa) = 0, i.e., k = nl/Na with [ =
1,2,3,...,N —1,N. We have N allowed wavevectors k; and frequencies w; = w(k;).
Note that kpyin = 7/Na corresponds t0 Amax = 27/kmin = 2Na, this is a standing
wave of wavelength twice the length of the system.

d) We obtain the limit to a continuous by letting @ — 0 and n — oo with na = x =

constant so that
. A @) =2+ L) I(x+a,t)=-20(x, )+ 1(x—a,1)
lim = lim
a—0 a? a—0 a?

= 8%(x,1). (S-7.46)

At this limit we can define a capacity per unit length C¢, and an inductance per
unit length L, of the circuit, such that the capacitance and inductance of a circuit
segment of length Ax are, respectively,
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C=C¢Ax and L= L/Ax. (S-7.47)

If we further introduce the quantity

1
= 4/—, S-7.48
v =4/ LG, ( )

which has the dimensions of a velocity, (S-7.37) is written for the continuous system

2
F1x0) = lim > [I(x+ a, 1) = 21(x,1) + I(x — a, )]
a—0 a

=02 3I(x,1). (S-7.49)

This is the equation for a wave propagating with velocity v, independent of the
wave frequency w. At the limit of a continuous system there is no dispersion. This
is the case of ideal transmission lines, like parallel wires and coaxial cables with no
resistance. See Prob. 7.6 for the case of a realistic transmission line with resistive
losses where, however, dispersion can be eliminated.

S-7.5 The CL Ladder Network

a) We have the same electric potential on the lower horizontal branch of each mesh,
and we assume it to be zero. The voltage drop across the nth capacitor is

0

Vn—l - Vn = C (S—750)

The current in the nth inductor is I,, — 1,41, corresponding to a voltage drop across
the inductor L (d1,,/dt — dI,,.;/df). Thus we have

ar, , dI ar, dr
Vn_lzL( ”1——"), VnzL( n_ ”*1), (S-7.51)

dt dr A dr

which, inserted into (S-7.50), give

- = (5-7.52)

dln—l dln dIn+1 Qn
L|l— - 2—+ ——|=—=
( dr dt " dr )

Differentiating (S-7.52) with respect to time, and using dQ,,/df = I,,, we obtain

n
-2, (S-7.53)

L[l Pl Pl
dr? dr? dr?

which is (7.4).
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b) By substituting 7, = Ae¥"*7 ! and [, = Aei’_‘("il)“‘i“” into (S-7.53), defining
wj = (LC)™", and dividing both sides by LA e*"4~!  we obtain

—o? (M -2+ e ) = ] . (S-7.54)

The left-hand side can be rewritten

—w? (eik“ -2+ e_ika) = —w? [2 cos(ka) — 2] = —2w” [cos(ka) — 1]

P _cos? K4\ _ 2 (%@
= 2w [cos(ka) cos (2) sin (2)]

ka ka ka ka
) 2(ka) . oofka)  ofKaA) . o[KRd
= 2w [cos(z) sm(2) cos(z) sm(z)}

k
= 40 sin? (7“) . (S-7.55)

Substituting into (S-7.54) we have

0.)2
2 _ 0
w = PN (S—756)
4 sin“(ka/2)
or
wo

© = Sk (S-7.57)

Fig. S-7.6 shows the plot of the disper-
sion relation. Compare this behavior
with the dispersion relation shown in
Fig.S-7.4 for an LC network, where
capacitors and inductors are swapped

Q
NEE
»

Fig. S-7.6

with respect to the present case (Problem 7.4). In the LC network 2wy is an upper
cut-off frequency. Here, in the CL network, we have a lower cut-off frequency wy/2,
and the CL ladder network acts as a low-pass filter.

S-7.6 A non-dispersive transmission line

a) The voltage drop from x to x + dx is

V(x, 1) = V(x +dx, 1) = 0. 1(x, )L + I(x, DR, (5-7.58)

which yields, after replacing R by Rydx and L by L.dx,

0xV = —L¢0/d — Ryl . (S-7.59)

The charge associated to the capacitance per unit length is Q = Q(x, 1) = CV(x, 1),

and charge conservation yields


http://dx.doi.org/10.1007/978-3-319-63133-2_7
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0,0(x,t) = I(x —dx,t) — I(x,t) — I.(x,1) , (S-7.60)

with the leakage current given by
I =11(x,1) = V(x,)/Rp = V(x,1) Gedx . (S-7.61)
We thus obtain, by eliminating Q and replacing C by C,dx,
C¢0;V = -0,1 —G/V . (S-7.62)

Now we eliminate V by calculating

FPI = —C0,0.V — Gd,V
= +L[C[6t21 + CyRpO0: + G¢LiO/1I + GeR/I , (S-7.63)

which yields Eq. (7.6).
b) By substituting (7.7) in (7.6) we obtain

= —i1w(R;Cy + LiG¢) + R(Gy (§-7.64)
where vf) = (L¢Cy)~". Thus, the wavevector k is a complex number. Writing k =

k, + ik; we obtain
2

K-k =" -RG,, (S-7.65)
Yo
2k ki = w(R¢Cy¢ + LiGy) . (S-7.66)
The wave is thus evanescent,
I(x, 1) = Ipe kirelkri-ior (S-7.67)

where the acceptable values for k; are positive. Since in general k, = k,(w) if Ry # 0
or G # 0, resistive effects make the line to be dispersive, so that a wavepacket is
distorted along its propagation.

¢) If we assume that kl.2 = R/G¢ in (S-7.65), then k, = w/vo, which means that the
propagation is non-dispersive: the phase velocity v, = w/k, = vg is independent of
frequency. In addition, since k; does not depend on w, the evanescence length kl._1
is also frequency-independent. By substituting k; = VR;Gy and k, = w(L,C¢)"/? in
(S-7.66) we obtain the condition

2NRGpNLCr =RCp + LGy . (S-7.68)

Squaring both sides and rearranging the terms yields (R;C; — L;G¢)*> = 0, which
leads to the simple, equivalent condition


http://dx.doi.org/10.1007/978-3-319-63133-2_7
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R/ Cp = LGy . (§-7.69)

This is the condition for a non-dispersive or distortionless transmission line due to
O. Heaviside.
If the input current at one side of the line, say at x = 0, is

100,1) = Ip(t) = ffo(a)) e “dw , (S-7.70)

where Io(w) is the Fourier transform, then the current along the line will be given
by

I(x,1) = f Ip(w)er e hirde = e~ f Ip(w)e =" dg
= e Iy (t — x/vo) s (S-7.71)

since k; is independent on w. This is equivalent to state that the general solution of
(7.6) with the condition (S-7.69) has the form (7.8) with v = vy and « = k;.
The same conclusion may be obtained by direct substitution of (7.8) into Eq. (7.6).

The partial derivatives are given by

O = —ve ™ f'(x — vi),

6,21 = v2e ™ (x — i),

O d = —ke™ f(x —vt) + e f(x — 1),

Pl = e ™ f(x —vr) — ke ™ f (x —vt) + e (x —wr),  (S-1.72)

where f’(x) = df(x)/dx and f”(x) = d*>f(x)/dx?. Thus Eq. (7.6) becomes
(K = RGO f + (WRCr + LeGp) = 26) f + (1 = LCev®) f =0 (S-7.73)
For this equation to be true for arbitrary f, the coefficients of f, f" and f”” must be

all zero. Thus

K =RGy,  2k=v(RCe+LGe),  v>=(LCp)", (S-7.74)

which bring again the conditions on the line parameters found above.

S-7.7 An “Alternate” LC Ladder Network

a) Let O, be the charge of the capacitor at the right of mesh n. Applying Kirchhoff’s
mesh rule to the even and odd meshes of the ladder network we have, respectively,
O Ay Oon Qo dlns1 | Qonsi

+ L + =0, - +L
C 2Ta T C c ' C

=0, (S-7.75)

while Kirchhoff’s junction rule gives
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dQs,- dO»
Mzbwl_[z% &

= = Loy = B (S-7.76)

Differentiating (S-7.75) with respect to time, and inserting (S-7.76), we obtain

= — (Iyp—1 = 2D + Iypy1)

d212n 1 (dQZn—l dZQZn) 1
> [E— —

>~ C\ dr dr? c
d212n+1 1 dQZn d2Q2n+l 1
- _ - = — (I, = 241 + Iy, , S-7.77
L =42 c\—a a2 c (L2 2n+1 + Dops2) ( )
identical to (7.9).
K M X m K M K m K
AN AR AT 1000s 1R A 1 R
X2n-1 X2n X2n+1 Xon+2

Fig. S-7.7

A mechanical equivalent to our network is the one-dimensional sequence of
masses and springs shown in Fig. S-7.7, where the masses have, alternately, the val-
ues M and m, while all springs are identical, with Hooke’s constant . If we denote
by x2,+1 the positions of the odd masses M, and by and x,, the positions of even
masses m, the equations of motion for the system are

d2X2n
meiz = —Kk(X2p = Xop41) + K(X2n-1 = X2n) = K(X2p—1 — 2X2n + X2p41)
d®x2n41

2 —k(X2n+1 = X2n42) + K(X2n = X2p41) = K(X2n = 2X2041 + X2n42),

(S-7.78)

which, after the substitutions m — L, M — L;, x — I, and k — 1/C, are identical
to (S-7.77). A
b) Substituting (7.10) into (S-7.77), and dividing both sides by e, we obtain

—WP Ly, ke ( I, el@rDka _op gi@mka o p ei(2n+l)ka)

aQl—=al-=

—Wt LI, @Dk ( [, el@nka _op (i@ntDka o p oi2n+2) ka) _ (S-7.79)

Now we define the two angular frequencies w, = 1/ VL1C and w. = 1/ VL,C, and
divide (S-7.79) by e!®*¢_obtaining

Qw? - w?) I, — 2w cos(ka) I, = 0

2w? cos(ka) I, — 2w? — w*) 1, = 0. (S-7.80)
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This system of linear equations has non-trivial solutions if and only if its determi-
nant is zero, i.e., if

Qw? — wHQ2W? - W) — 4wiw? cos*(ka) = 0, (S-7.81)

the solution of this quadratic equation in w? is

2
W = wg + wg + \/(wg + wg) — 42wt sin®(ka) . (S-7.82)

Both solutions are physically acceptable: the system allows for two types of propa-
gating waves, described by two different dispersion relations.
At the limit L, < L (or m < M, for the equivalent mechanical system) we have

w? < w?, and (S-7.82) can be approximated as
W) Wl
W = w; + wy £ wg |1 +2—3 — 4= sin’(ka) (S-7.83)
we we

where we have disregarded the fourth-order term w/w? inside the square root.
If we further use the approximation V1 + x ~ 1 + x/2, valid for x <« 1, (S-7.83)
becomes

2
W =~ w? + W} + W} {1 + w—; [1 -2 sinz(ka)]} , (S-7.84)
W,

€

corresponding to the two dispersion relations

w ~ { \/2(%2 + w2) — 202 sin’(ka) (5.7.85)
V2w, sin(ka)
The lower branch can propagate for fre- A
quencies between 0 and w; = \/Ewo, while o
the upper branch lies between w) = g:: —
wWe A[2(1 = w2/w?) and w3 = V2w,. Thus,
there is a gap of “forbidden” frequencies
between w; and w,. Figure S-7.8 shows the ®
exact solution (continuous lines), and the Y o
approximate solution (dashed lines), still in F
good agreement, for w?/w? = 0.25. 7
Of course, the two branches are present 0 >

also in the case of the alternating mechanical
oscillators, and provide a model for an effect
known in solid state physics. The vibrations Fig. S-7.8
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of a lattice formed by identical ions have a single branch (Problem 7.4), with a dis-
persion relation similar to the lower branch, which is named “acoustic branch”. In

an ionic crystal, formed by two ion species alternating on the sites of the lattice, we
observe also the upper branch, named “optical branch”.

S-7.8 Resonances in an LC Ladder Network

a) According to Problem 7.4, the current flowing in the nth mesh is

d?,
dr?

= Wiyt = 20y + L) (8-7.86)
We are looking for a propagating wave solution, and define the phase
¢ =ka, (S-7.87)

where a is the length of a single mesh, to be substituted into (S-7.44), writing 1,,(¢)
* L,(t) = Ae"¢7ior (S-7.88)
Substituting (S-7.88) into (S-7.86), and dividing by e, we get

w?e"? = w% [ei(””)"s B T ei(”_1)¢] , (S-7.89)
from which we obtain the dispersion relation

W = w2 -e? —e?) =202 (1 - cos ¢) = 4w sin*(9/2) , (S-7.90)

whose inverse is

sin(g) - 2%0 or ¢= 2arcsin(2%0) , (-7.91)

that shows that ¢ is a real number if w < 2wy.
Due to the presence of the current source, (S-7.88) holds if the current in the Oth
mesh is )
I(@t) = I,e™", (§8-7.92)
thus we must have A = I, and the final expression for I,(?) is

L(1) = Ie"ir (S-7.93)

where ¢ is given by (S-7.91)
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b) If w > 2wy the current wave cannot propagate in the ladder. We look for a solution
of the form suggested by the hint. Substituting (7.12) into (S-7.86) we obtain

—wla™ = w[a "D 207 407D (S-7.94)

which, multiplied by "/ wg, turns into

2 W’
a” + —2—2 a+1=0. (§-7.95)
w
0
The solutions are
w? w? :
a=1-—=+ 1-—| -1. (S-7.96)
Za% Zw%

We must have |@| < 1 for an infinite ladder, otherwise the current would grow indef-
initely in successive meshes. Thus, we keep the solution with the plus sign, because
w > 2wy implies that all solutions of (S-7.96) are negative, obtaining

' 2 2 2
LD = L1 lal'e ™, Jal= 51— || =5~ 1] =1, (5-7.97)
2(4% ng
that we can rewrite as
L(1) = I;e™” " where 7y =ir+Inla|. (S-7.98)
¢) We consider the case of the propagating wave (w < 2wy) first. If the ladder com-
prises N meshes numbered as in Fig. 7.8, the boundary condition at the right end is

In(t) = 0 (mesh number N does not exist!). The most general solution is the sum of
two counterpropagating waves

L,(t) = Ae"?71¢! 4 pemind=ior (S-7.99)

Imposing the conditions /y = s and Iy = 0, we obtain

A+B=1, AelN? + Be™ N =, (S-7.100)
with solutions ) )
e g i e $-7.101
A =+— /. N = ——=Is — s R
2 ° sin(N¢) 2 sin(N¢) ( )

where ¢ = ¢(w) depends on w according to (S-7.91). We observe resonances when
sin(N¢) = 0, i.e., for ¢ = mar/N with m an integer. Remembering (S-7.87)
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m m T A 1A
N=m=-=m—=m—- —=m— —, S-7.102
" 1) " ka " a2n " a? ( )
and, multiplying both sides by a
A
L=Na=m— (S-7.103)

2 5

where L is the total length of the ladder network. This corresponds to the case when
the frequency of the current source equals the frequency of one of the standing
waves allowed in the network, i.e., when the length of the ladder network is an
integer multiple of a half wavelength.

If w > 2wy, the general solution is

L(1) = Ad"e ! + Bae i, (S-7.104)

where @, = a.(w) are the two solutions of (S-7.96). Here also the case |a| > 1 is
allowed, because |a|” cannot diverge if n is limited. The boundary conditions are

A+B=1I, AdY + Ba™N =0, (S-7.105)

with solutions
N N
= B=-].—F
i) N .
o ol o — ol

A=+l (S-7.106)

The A and B coefficients diverge if - = a4 = 1, 1.e., if w = 2wyp. Thus, for w > 2wy
there are no resonances, but the response of the system diverges as the frequency
approaches the cut-off value, i.e. as w — 2wy.

S-7.9 Cyclotron Resonances (1)

a) The rotating electric field can be written as
E = E(r) = Ep (Xcos wt = §sinwt) , (§-7.107)

where the positive (negative) sign indicates counterclockwise (clockwise) rotation.
From the equation of motion

d
m—”:q(E+3xB), (S-7.108)
dr c
we see that dv,/dr = 0, thus, if we assume that v.(0) = 0, the motion occurs in the
(x,y) plane. The equations of motion along the x and y axes are
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du, By . qEo

— = +quy— + — t

dr q’Uy me " COS w

dv B E

g0, 20 1 2P0 G (S-7.109)
dr mc m

In principle, we can differentiate both equations with respect to time, and then sub-
stitute the expressions for dvy,/dt, thus obtaining two uncoupled second-order dif-
ferential equations for a driven harmonic oscillator.

But we prefer a a more “elegant” approach, introducing the complex variable
{ = vy + ivy. The velocity is thus represented by a complex vector in the (ReZ, Im{)
plane. Adding the second of (S-7.109), multiplied by i, to the first, we obtain

Eo .
= = —iwe £ + — e, (S8-7.110)
m

where w. = gBo/mc is the cyclotron (or Larmor) frequency. The solution of the
associated homogeneous equation is

() = AeT i@t (S-7.111)

where A is an arbitrary complex constant. Equation (S-7.111) describes the motion
in the absence of the electric field, when the velocity rotates clockwise with fre-
quency wc in the ¢ plane. We then search for a particular integral of the inhomoge-
neous equation in the form

{ — {0 eiiwt
and find, by direct substitution,

E
fo=-i—10 (S-7.112)

m(we £ w)
Thus the general solution of (S-7.110) is

. E .
f) = Aeir - 0 (Z " S (S-7.113)
e+

Assuming w. > 0, we observe a resonance at w = w, only if the field rotates clock-
wise. In this case the electric field accelerates the particle along the direction of its
“natural” motion.

b) At resonance (w = w,), we search for a non-periodic solution of the form

L) = &r(e™ (S-7.114)

which, substituted into (S-7.110), gives
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(ddif) e —iwlre ™ = —iwc R + %EO e (S-7.115)
and, since w. = w,
d E
(%) = qm—o : (S-7.116)
The solution of (S-7.116) is
=0+ 20, (S-7.117)
which gives
OE [((0) + %EO t] et (S-7.118)

The trajectory is a spiral, with the radial velocity increasing linearly with time.
¢) Introducing a viscous force f, = —mywv we obtain the following equation for ¢

dé, qEO e—iwt .

= = —iw -yl + — (S-7.119)
dr m
The solution has the form of (S-7.113) with w, replaced by (w. — iy),
E, . .
P P, ol S NP R T (S-7.120)

m(we — w = iy)

where the second term undergoes an exponential decay, and any memory of the
initial conditions is lost after a transient phase, while the periodic part of the solution
does not diverge at resonance, due to the presence of iy in the denominator. Thus,
the steady-state solution at resonance is

E .
fr = L0 gior ($-7.121)
my

The average dissipated power is the time average of the instantaneous dissipated
power over a period
P = -v)={(qE - v). (S-7.122)

The components of the particle velocity in the steady state are

E E -
vy = Re(() = 9 07/2 57 COs wi — UCE 2w) 5 sin wt ,
m[(wc_w) +7] m[(wc_w) +7]
E E -
vy = Im(0) = — azoy sinor — — 4BV @We = @) o (57.123)

m[(we — w)? + ] m[(we — w)? +y?]
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Thus, inserting (S-7.123) and the relations
: 2 ) 1
E,=Epcoswt, E,=-Epsinwt, {(cos”wt)= (sin”wt) = 3
(coswtsinwt) =0, (S-7.124)
into (S-7.122), we obtain for the average dissipated power

2E2
p= 7 %Y . (S-7.125)
m[(we — w)? + 2]

At resonance we have
2E2
4 Lo
p=—" (S-7.126)
ny

S-7.10 Cyclotron Resonances (2)

a) The equations of motion are

dv E, dv
— = +wevy + 220 s wt, —
m dt

@ = —WcVx, (S-7.127)

where w, = g¢By/m. By differentiating (S-7.127) with respect to time, and substitut-
ing the values for o, and ¥, from (S-7.127) itself, we obtain the two equations

dv dv, Eow . Eow .

dtzx = +wcd—; - 2509 Gt = —wv, - 4209 Ginwt,

d%v dv Eow,

?Zy = —wcd—: = —wivy - 1 :1 ° coswr, (S-7.128)

each of which describes the velocity of a driven harmonic oscillator. The steady
state solutions are

qEyw qEow.

Uy = ;n(wz——a)g) s wt , vy = m Ccos wt . (S-7.129)
We observe a resonance if w = |w,|, independently on the signs of g and By. With
respect to Problem 7.9, where a rotating electric field was assumed, here a resonance
is always found because the linearly oscillating electric field can be decomposed
into two counter-rotating fields of the same amplitude, of which one will excite the
resonance.

b) In the presence of a frictional force f = —mywv the equations of motion become
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do,
dr

dvy

_ qEo
= +tWely — YUy + 7 cos wt, a

= —WcUx — YUy, (S-7.130)
and cannot be uncoupled by the procedure of point a). Analogously to Problem 7.9,
we introduce the complex quantity £ = v, + ivy, obtaining the single equation

d( _ qEO iwt —iwt
a——lwcg’—y{+%(e +eir) (S-7.131)
where we have used Euler’s formula for the cosine. Differently from Problem 7.9,
now we search for a steady-state solution of the form

¢ = Ae™ ' 4 Bel¥! | (S-7.132)

where A and B are two complex constants to be determined. By direct substitution
into (S-7.131) we have
i

WA 4 iwBe ! = ~(iwe + YA — (iwe +y)Bel + L0 (er 4 mien)

2m

which is separable into two equations relative, respectively, to the terms rotating
clockwise and counterclockwise in the complex plane

E E
—iwA = —(we + A+ L0 iwB = —(iwe + y)B+ L2 (S-7.133)
2m 2m
The solutions for A and B are
_ gEo _ qEoy _i_ 9B~ w)
2mli(we —w) +y]  2m[(we — w)* +¥?]  2m[(we — w)* + ]
_ qEo _ qEoy _i_ 9Bt w)
2mli(we + w) +y]  2m[(we + w)? +¥2] 2ml(we + )2 +92]’

(S-7.134)
from which we obtain the stationary-state velocity components of the particle

vy = [Re(A) + Re(B)] cos wt + [Im(A) — Im(B)] sin wt
vy = [Im(A) + Im(B)] cos wt — [Re(A) — Re(B)] sin wt . (§-7.135)

The average absorbed power is

1
P=(qu-E) = (qu,Ex) = gIRe(4) + Re(B)IEn 5
2E2 2E2
_ 1 oY + 7 oY , (S-7.136)
dml(we — w)* +y2]  dmf(we + w)? +¥?]
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since E, = Eycoswt, {(cos?wt) = 1/2, and (cos wrsin wr) = 0. Thus, again, we
observe a resonance at w = |wc|, independently of the signs of g and By. Assum-
ing ¥y < w,. the power absorbed at resonance is

2E2
Prnay = +0. (S-7.137)
4my
S-7.11 A Quasi-Gaussian Wave Packet
‘We need to evaluate the inverse transform
400
f)=A f e LAk gl gy
oo
o~ f exp [—Lz(k —ko)* +igo + igy(k — ko)+
+%¢6’(k — ko)* +i(k — ko)x + ikox} dk, (S§-7.138)
where, for brevity, we wrote x instead of (x — vt), and ¢y, ¢6, ... instead of ¢(ko),
¢’ (kg), ... By using (7.1) we obtain
L +00 @
F(x) = Aelkox+ido f exp [—Lz(k —ko)? (1 - 1%) +i(k — ko)(x + ¢ | dk
(x+¢))?
= SR — 7.1
Cexp AT i¢6’/2L2) , (S-7.139)

where C is a constant, whose value is not relevant for our purposes. By substituting

1 s 2L2
- _ [ig/er) (S-7.140)
1- 1¢6’(2L2) 1+ ¢6’2/(4L4)
we obtain the wave packet profile as
_ 7\2 1 v 2L2
f(x—vf) = Cexp _Levrt ) [2+ i /CLY)] . (S-7.141)
L2[1 + ¢~/ (4L)]

We thus see that the packet is wider than the purely Gaussian case, since L*[1 +
¢6’2/(4L4)] > L. In addition, the center of the packet is shifted from (x — v?) to
(x—vt+ ¢>(’)), and there is an aperiodic (anharmonic) modulation due to the factor
(i¢}/ /2L%) in the numerator of the exponent.
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S-7.12 A Wave Packet Traveling along a Weakly Dispersive Line

a) There is no dispersion if b = 0. In these conditions the signal propagates at veloc-
ity v keeping its shape:

F(x = vf) = AeT1w0l=x/V)g=(=x/)*[T* (S-7.142)

b) The phase velocity and the group velocity are, by definition,

© _ o(1 +2bk) . (S-7.143)

v¢:%:v(l+bk), Ug:E

We can write vy and vg as functions of w by first inverting (7.17), obtaining for

k = k(w)
f 1 w 1
k = W + E - % . (S-7144)

Then we expand the square root to the second order in w/v, obtaining

_wh (8-7.145)

The same result can also be obtained by an iterative procedure, by inserting the first
order value for k, i.e., k = w/v, into the bracket at the right hand side of (7.17). Thus,
the phase and group velocities to the first order are, using (S-7.143),

Vg0 = U + bwy , Vgo = v + 2bwy . (S-7.146)

¢) The peak of the signal propagates at the group velocity, thus #, = x/ve9. The
spectral width of the wave packet may be estimated as Aw =~ 1/7, which corresponds
to a spread in the propagation velocity of its Fourier components
2b 2b
Av ~ v(—Aw) ~ — (S-7.147)
v

-
Thus the spread of the wave packet in time and space can be estimated as

ot A 2b
XAy =1, =0, Ax=uAr= = (S-7.148)

At ~
dvg Vg VgT

d) We approximate

1
k(w) = ko + kj(w — wo) + Ek(’;(w —wo), (S-7.149)
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where
ok 1 b 1 &%k b
K=o | x=22%a— K= o| =27 (S-7.150)
0wly, v v Vg ow @ v
The spectrum of the wave packet (i.e., its Fourier transform) is
F(w) = VarAe lo-wol’T/4 (S-7.151)

Since we are only interested in the behavior of the function, we evaluate the follow-
ing integral forgetting proportionality constants,

— 2.2
foe0) ~ f exp [ik(w)x—iwt— %}dw

k! x 242
~ fexp [ikox + ikyx(w — wo) + ioT(w - wp)? - = wo)'T Z)O) ‘ ]dw

2 k’/
~ exp(ikox — iwot)fexp [—1(1‘ —kyx) W' + (_TZ + 17) w'z} do’

. . (t = kox)*
~ exp |ikox —iwot — —————1. (§8-7.152)
72— 2ikg x

The factor which describes the envelope of the wave packet (recalling that kj =
1/vg0) is

(t — x/v,)? 72 + 2k x
‘i =exp|—(t— x/vg)2—4 ”0 5
— 2k x T + (2K x)

1+ 2ik] x/7?

— —(7 — 2—
= exp{ (1= x/vg) 2[1 + (Zk(')'x/‘f)z]

} . (S-7.153)

The temporal width of the wave packet increases during the propagation as

17 o\2
At(x) =T 1+( f ) . (S-7.154)



Chapter S-8
Solutions for Chapter 8

S-8.1 Poynting Vector(s) in an Ohmic Wire

For symmetry reasons, the magnetic field is azimuthal and depends only on the

radial coordinate r. Applying Ampere’s law to a circular path of radius r < a around
the wire axis yields

4
2nrB = —ﬂ(ﬂrzl) , (§-8.1)
c

which leads to e .
B= ?rO'E¢ , (S-8.2)

where ¢ is the azimuthal unit vector. Thus, the Poynting vector at a distance r from
the axis is

S-= %EXB - —r%Ez. (S-8.3)

The energy flux @5 = @&(S) through the sur- S i
face of a cylinder of radius r < a and length h R faa —,’—» !
and coaxial to the wire is thus ‘ L,

Ts s
Dg = 56 S-dA = -2nrhS(r) N -
‘\ /l h \ /l
= —nr’hoE? , (S-8.4) ) )
Fig. S-8.1

where dA is the vector surface element of the

cylinder. The energy flows inwards, and is entirely dissipated into Joule heating
inside the cylinder volume, as we can check by calculating

W= f J-EdV = 27’ hJE = nr*ho E* | (S-8.5)

© Springer International Publishing AG 2017 299
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where the integral is extended to the volume the cylinder. The equality W = —®g
satisfies Poynting’s theorem since there is no variation in time of the EM energy.
Note that, in the approximation of an infinitely long wire, the electric field is
uniform also for r > a (in the case of a finite wire of length 2/ > a, this is a good
approximation in the central region for r < h, see Problem 4.9), while the magnetic
field B = 2Ja?/rc. Within this approximation, S = —(a>0"E?/2r)i for r > a, so that
the energy flux is independent of r and it is still equal to minus the total dissipated

power: 5 )
&g = =2nrhS (r) = —ma“hoE (r>a. (S-8.6)

b) We must show that V- (S—-S") =0, i.e., that S— S’ = V xf, where f is a vector
function of the coordinates. Let us substitute E = =V into (8.7)

S= “ExB=-—VoxB. (S-8.7)
4 4
Now from the vector identity

4
VX(QDB)=V¢XB+¢VXB=V¢XB+¢(—7TJ) (S-8.8)
C

we obtain 4
V(pXB:VX((pB)—(p(7J), (S-8.9)

which can be substituted into (S-8.7), leading to
S =oJ— S Vx(¢B). (S-8.10)
4

Thus, we are free to redefine the Poynting vector as

S’ =¢J, (S-8.11)
since
S—_§ = VX(—ith). (S-8.12)
4n

oK fa ) /s eau
la \' o l 3 T ’, \' We can Sh(~)W that S” is equivalent to .S by
i e computing its flux through the same cylindri-
C "‘ t s "._ A-:-» ;‘ cal surface as above. Since S’ is parallel to
1 — A the wire axis, only the two base surfaces con-

S h Y tribute to the flux &g, = &(S’)
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&g = 1a’[-S(2)+ S (z+h)]
= na*J[g(z+h) - ¢(2)]. (S-8.13)

Since ¢ = —EZz, we finally obtain
&g = n1a’[-S (2)+ S (z+h)) = —na*hJE, (S-8.14)

which gives again minus the total dissipated power.

S-8.2 Poynting Vector(s) in a Capacitor

a) The magnetic field has azimuthal symmetry, i.e., B = B(r) gi, and can be evaluated
from the equation ¢V x B = g,E, which, with our assumption E = Ey#/7, leads to

B(r) = —8,E=——E,. (5-8.15)
2c 2ct
b) The corresponding Poynting vector S is
s—iEix(B&s)——i(E&E)(ix&)——la ), (5-8.16)
T dn Y 27\ 8 '

We evaluate the flux of S through the smallest closed cylindrical surface enclosing
our capacitor, shown in Fig. S-8.3. Since S is radial, only the lateral surface of the
cylinder contributes to the flux, and we have

E2
@D(S) = —2nahS (a) = —nazhﬁt(s—) . (S-8.17)
Vs
Quantity (E* + B?)/8n is the energy density asso- ,
ciated to the EM field, and, since in our case B [T tS(Z+h)
does not depend on time, is also the total EM S(a)f-~~» .................... ""—):S(a
energy density inside the capacitor. Thus, &(S) <—! g -
equals minus the time derivative of the energy e $(Z) N

stored in the capacitor. For a general dependence T N
of E,(t) on time, B is also time-dependent, and Fig. S-8.3

the flux of S equals the time derivative of the

electrostatic energy to the first order, within the

slowly varying current approximation.

¢) The electric potential is ¢ = —Ez. By substituting E = -V into (8.7) we obtain

S= < (-V)xB = —— [V x(¢B)— ¢V xB] . (5-8.18)
4 iV
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Thus, the vector

_ ¢

S47T

1
¢V XB = —¢61E=S+£Vx(goB) (S-8.19)
4r 4n
equals S plus the curl of a vector function, and is thus another suitable Poynting
vector. Since S’ is perpendicular to the capacitor plates, its flux through our closed
cylindrical surface is (see Fig. S-8.3)

2
b)) = na* [S'z+h)-S'(2)] = —ﬂazh(EafE) = —ﬂ'azhat (E—) ,
g 8

(S-8.20)

in agreement with (S-8.17).

S-8.3 Poynting’s Theorem in a Solenoid

a) We take a cylindrical coordinate system with the z axis along the solenoid axis.
Inside an infinite solenoid the magnetic field is uniform and equals B = BZ =
(4r/c)nl Z. According to Faraday’s law of induction, the rate of change of B = B(?),
due to the time dependence of I = (), generates an electric field E associated to the
induced electromotive force. For symmetry reasons, the field lines of E are circles
coaxial to the solenoid, i.e., we have E = E(r)$. Applying Faraday’s law to a circle
of radius r < a, coaxial to the solenoid, we have

1 4drnl
2nrE(r) = e 0B = —nr? @ s (§-8.21)
c c°T
from which E(r) = —2anlyr/(c7).
b) The Poynting vector inside the solenoid (r < a) is
c 2m(nlp)rt 5 2n(nlp)*t
S=—EXB=—-———(¢XZ2)=———— S-8.22
ar (c7)? ($x2) (c7)? ( )

Thus, the flux of S = S(r) through the surface of a closed cylinder of radius r and
height & is nonzero only through the lateral surface, and we have

2
27nl,
i Or) ht . (5-8.23)

D(S) =2nrhS -t = —(
cT
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The magnetic energy enclosed by the cylinder surface is

2

B Iyt
Un = umV = —nr2h = 272 Zh(" 0 ) , (S-8.24)
8 cT
where V is the volume of the cylinder, thus
dUm _, 22 :
= ht( ) ——&(S), (S-8.25)

according to Poynting’s theorem, since the electric field is constant in time, and
J-E =0 forr <a, i.e., inside the solenoid.

¢) Outside the solenoid (r > a) we have B = 0. Correspondingly, also S = 0 and
@(S) = 0. The rate of change of the magnetic energy is given by (S-8.25) with r = a,
and must equal the volume integral of J - E, which is the work done by the induced
field on the current flowing in the coils (notice that this is different from the electric
field driving the current and causing Joule heating in the coils, see Problem 13.18).
In our representation, the current is distributed on the surface r = a, thus J d3ris
replaced by nl/dS = nlad¢dz in the integral, and E is evaluated at r = a. We thus

obtain
27l
fJ Ed3r—ntE(a)dS = ~2nah(nly - )( ””20")
c°T

= —4na’ht (nlo) -_d0u
cT dr

. (S-8.26)
r=R

S-8.4 Poynting Vector in a Capacitor with Moving Plates

a) We use a cylindrical coordinate system (7, ¢, z), with the z axis along the symmetry
axis of the capacitor, and the origin on the fixed plate. Thus, within the limits of our
approximations, the electric field is uniform and parallel to Z inside the capacitor,
whose capacitance is

7T112 612

T Anh() 4o +v1)

(S-8.27)

In the case of the isolated plates the charge is constant and equal to Qg, while the
voltage between the plates V and the electric field E between the plates are, respec-
tively,

Qo 4(ho +vr) V. _ 400
= — = —_— EZ—:—. - 2
V=@ =0 = (S-8.28)
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In the case of constant voltage between the plates, V = V), the charge Q of the
capacitor and the electric field E are, respectively.

2 VO

a
:CV :V—, E= .
0 0= P04 ho +vr) ho + vt

(S-8.29)

In the case of constant charge, the electrostatic force between the plates Feg is also
constant and equals
E 20}

Fes = _QE == (S-8.30)

while in the case of constant voltage we have

E ,
Fes=—-Q0—=-Vj ———, S-8.31
==-07 08 (ho +vr)? ( )

in both cases the minus signs means that the force is attractive. In both cases the
applied external force Fpec, must cancel the electrostatic force, i.e., we must have
Fmech = —Fes, for the plates to move at constant velocity.

b) The electrostatic energy can be written as

_lee 1

=>5=5 Ccv?, (S-8.32)

so that at constant charge we have

> 2(ho +vt) v 2vQ;

U= - — = >0, S-8.33
% a? dt a? ( )
while at constant voltage we have
2 2.7/2
a dU a-vVy
U=V2———, — =———<0. S-8.34
0 8 (ho +vt) dr 8 (ho + vi)? ( )

¢) At constant charge, the electric field E = E( Z is also constant, with Eg = Qg/ (na?),
therefore the displacement current density Jp = d;E/c is zero. Also the conduction
current density Jc is zero between the plates (actually, there is a conduction current
localized on the moving plate, we shall come back to this point below), so that also
the magnetic field B is zero between the plates.
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At constant voltage, the electric field is E = ZVy/h(t) = ZVy/(ho + vt), implying
the presence of a displacement current along Z. The magnetic field can be calculated
by taking the path integral of B over a circumference of radius r < a coaxial with,
and located between, the plates, which equals the flux of the displacement current
through the enclosed circle. Due to the cylindrical symmetry of the system, the only
nonzero component of B is azimuthal, B = B(r, 1) ¢, and calculating its path integral
over the circle of radius r corresponding to a field line we have for B = B(r,t)

2 2
1%
rB=-"_gEp=-T__"0V (5-8.35)
c ¢ (hy+vt)?
so that
1%
p-__L Y0V (S-8.36)

T 20 (hg+vi)2

d) At constant charge we have B = 0, and the Poynting vector S = (¢/4m)E X B is
also zero. In this case, (S-8.30) and (S-8.33) tell us that the rate of work done against
the electric force Wech

20Q%v
a2

Winech = Fnech -V = —Fes v = (S-8.37)
equals the rate of change the electrostatic energy dU/dr. This rate of work must
also equal minus the integral of J - E over the whole space, according to Poynting’s
theorem. We verify this at the end of this answer.

At constant voltage, the Poynting vector is radial, S = St, and, according to
(S-8.29) and (S-8.36), we have

2
c Vovr

S=-"EByj=—29"_.
a0 S (hg +vi)

(S-8.38)

Evaluating the flux of S through the minimum closed surface enclosing the capaci-
tor, of lateral surface 27a (hg + vt), we obtain

2 212
Vova aVOV

@ = 2ralhy + vt - .
s = 2malho Vi) g o At i)

(S-8.39)
Through (S-8.31) and (S-8.34) we can verify that

dUu
- Dg = ’n +Fv. (S-8.40)
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Note also that, in this case, @5 equals the power absorbed by the voltage source. In
fact, the current flowing through the circuit is

_do a*v

L S-8.41
ar ~ dho+v2 ° ( )

where we have inserted the first of (S-8.29), corresponding to a power absorption
by the source
a*v )

W=-—Vol=—2" _V2-g,.
O Ahorve2 0

(S-8.42)

We avoided so far to discuss the role of the conduction current circulating in the
plates [the following discussion will require some familiarity with the distributions
d(x) and O(x), where O(x) is the Heaviside step function, defined by ©(x) = 1 for
x>0 and @(x) = 0 for x < 0; notice that d@(x)/dx = 6(x)]. Let us consider the
constant charge case. Since the upper plate has a charge Qy distributed on the surface
z = —ho + vt and moves with velocity v, there is actually a current density

Jc= Q—Ozvé(z—ho—vt). (S-8.43)
na

On the other hand, the electric field between the plates may be written as

E= —4% [0(z) - Oz —hy— D)%, (S-8.44)

where O(z) is the Heaviside step function, defined by ©(z) = 1 for z> 0 and @(z) =0
for z < 0. This expression takes into account the fact that at each time 7 the field
exists only in the 0 < z < vf region, so it is actually a time-dependent field. Since
dO(z)/dz = 4(z), the displacement current is

4Qqv
a’c

1 4
Ip=-0E=-225—hy-vi=——Jc, (S-8.45)
C C

so that the source term for the magnetic field (4z/c)Jc + Jp is zero. It also follows
that

1 1
JccE=—— E)-E=-—0,E?, (S-8.46)
4 8
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which ensures energy conservation, since the work done on the current equals the
rate of change of the electrostatic energy. In detail, we have

) 2 400 2
OuE* = (4nop) 0,0 —ho=vD) = —v| =) de=ho=vD).  (S-8.47)

thus

2
fJC-Ed3r= —V(‘Z“’) fé(z—ho—vt)d3r
T

2
20 5 2 _dU

=2n"a‘“oy = e - (S-8.48)

S-8.5 Radiation Pressure on a Perfect Mirror

a) We consider the case of perpendicular inci- |

dence first, and choose a Cartesian reference
frame with the x axis perpendicular to the mir- W A
ror surface. The incident plane wave packet has
duration 7 (with 7 > 27/ w, the laser period), cor-
responding to a length c7, and propagates along
X. We want to calculate how much momentum is W A
transferred to an area A of the mirror surface dur-
ing the reflection of the whole wave packet. The } cT |
momentum transferred per unit time and area is
the pressure exerted by the radiation.

The momentum density of an EM field is

S/c?, where S = cE x B/4r is the Poynting vector. Thus the total momentum deliv-
ered by the incident wave packet on the area A is

Fig. S-8.4

c2

pi= < S >CTA =X g TA (S-8.49)
where the angle brackets denote the average over one cycle, S; is the Poynting vector
of the incident packet, and I = [(S;)| is the intensity of the incident pulse (the average
flux of energy per unit time and area), according to Poynting’s theorem of energy
conservation.

The reflected wave packet carries a total momentum, over the area A,

S I
P = <—;>CTA =—%-7A (S-8.50)
& c
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where S; = —S; is the Poynting vector of the reflected packet. The momentum trans-
ferred to the mirror over the surface area A during the time interval 7 is thus

Ap = p;—p; = |AplX (S-8.51)
and the corresponding pressure is

A 1
Praa = 1Apl =2-. (S-8.52)
TA c
Using a similar heuristic argument, it is quite straightforward to find the radiation
pressure for oblique incidence at an angle 6 from the normal to the mirror surface.
In fact, in this case the momentum transferred to the mirror along the normal is

I I
Ap = pi —pr =28 — ctAcosf = 28 -~ TA cos 0, (S-8.53)
C Cc

and the area of incidence is now A/ cos@. Thus

cosd cosd

1
Prag = |Pi—pr|—TA =2ETACOSO

I
=2-cos20. (S-8.54)
T. C

b) The mechanical force on a closed system of charges, currents and fields is given
by the following integral over the volume of the system

d 1
Fmech = % = f(QE+ ;JXB)d3r. (S—855)
%

From now on, we shall consider the case of perpendicular incidence only, and leave
the case of oblique incidence as a further exercise for the reader. In the present case,
o = 0 everywhere and only the magnetic term contributes. Thus, in plane geometry
the time-averaged force on a planar surface of area A is

(Fmech) = f <%JXB>AdX (§-8.56)
0

and is directed along % for symmetry reasons.

The current in a perfect mirror is localized on the surface, where the magnetic
field is discontinuous. Here we assume that the wave fields B and E are parallel to Z
and §, respectively. Let Ei(x,f) = YE; cos(kx — wt) be the incident electric field. The
total field E(x, ) is the sum of E; and the field E;(x,1) = —yEj cos(—kx — wt) of the
reflected wave, so that E(0,7) = 0. Thus the total fields for x < 0 have the form of
standing waves
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Ey(x,1) = 2E;jsin(kx) sinwt , (S-8.57)
B (x,t) = 2E; cos(kx)cos wt . (S-8.58)

The discontinuity of B, leads to a surface current Jy, = Ky, 6(x) where

c

c _ c _
K, = _E[Bz(0+at)_Bz(0 D] = EBZ(O 1) = 27TE1 coswt, (S-8.59)

where we have used Stokes’ theorem and B,(0*,¢) = 0. The force per unit surface,
i.e., the pressure, is given by the surface current multiplied by the mean value of the
field across the current layer (the argument is identical to the one used for calculating
the electrostatic pressure on a surface charge layer in electrostatics):

1
Praa = <Ky5 [Bz(0+,r>+Bz(o—,r>]> = o (B0.0)
- (Lypp)=a! ]
- Sﬂ(24|El| )_26, (S-8.60)

since B,(07,f) = 2Ejcoswt, and I = (c/47r)(|Ei|2 / 2). This is equivalent to evaluate
the integral in (S-8.56) as

+00 +00 c 1 c —+00 1 )
o JyBZdX = - o 4—71_6sz— EratEy Bzdx = _4_7'[ o EaxBde

c

BX(0™,1), S-8.61
o -(07,0) ( )

where we used the fact that £, = 0 and 9,E, =0 for x > 0.

¢) The momentum conservation theorem (8.8) states that, for a closed system of
charges, currents and EM fields bounded by a closed surface S, the following bal-
ance equation holds:

d
d_l (pmech + pEM)i = ﬁzj: Tij ﬁj dzr s (5-862)

where i, j = x,y,z, T;; is the Maxwell stress tensor, and 7; is the j component of
the outward-pointing unit vector locally normal to S. Thus, the integral on the right-
hand side is the outward the flux of the vector T-f through S. In (S-8.62), Pmech
is the mechanical momentum of the system, while the momentum associated to the
EM field is

Pev = f gd’r, (S-8.63)
\4


http://dx.doi.org/10.1007/978-3-319-63133-2_8

310 Chapter S-8 Solutions for Chapter 8

where g = S/c? is the momentum density (8.9), and the integral is evaluated over
the volume bounded by S.

In our case, we take the front surface A of the mirror and close it by adding a
surface extending deep into the mirror, where the fields are zero. Thus, the amount
of EM momentum which flows into the mirror (and “transformed” into mechanical
momentum) is given by the integral

f ZTU fjd’r=A Z Ti;(07, 07, . (S-8.64)
A 7 7

The radiation pressure on the mirror is the time-averaged momentum flow per unit
area,

Praa = (%, T1;07,0;) = ~(T11 (07, 1)), (S-8.65)

since, in our case, i = (—1,0,0). Thus we actually need to evaluate 71(0,7) only:
1
T1(0,1) = == B:(07,1). (S-8.66)
T2

The radiation pressure is thus

1 1 1
Praa = ~(T11(0.0) = £ (B20™.0)) = ~|Ef =2~ (S-8.67)

S-8.6 Poynting Vector for a Gaussian Light Beam

a) The divergence of the electric field in vacuum is zero. With our geometry, this
means that, since we have assumed E, = 0, we have

0=V-E=0,E+0,E,. (S-8.68)
From (S-8.68) and (8.14) we obtain
0.E, = —9,Ey = —2Eqxe " "0 cos(kz — wr) , (S-8.69)

where the divergence is calculated in the generic point (x,y,z), and we have used

r? = x* +y2. Integrating with respect to z, we have

2
E, = ~Ey— e isin(kz - wr). (5-8.70)
kr0

Analogously, we obtain for the longitudinal component of B


http://dx.doi.org/10.1007/978-3-319-63133-2_8
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2y

B.=~By > e /7% sin(kz — wr) . (5-8.71)

o

Let us verify if these fields are consistent with Maxwell’s equations. First, we check
if 0,E; = ¢(VxB), = cd.By holds. We have

2x 2,2

0xBy = —By— e~ "ocos(kz - wi), (S-8.72)
"o
2
OE. = ~Epw k—); e /"% cos(kz - wi) , (S-8.73)
T,
0

which implies By = (w/kc) Eg = Ey. Analogously we can check that §,B, = —c(V X
E)..
b) The Poynting vector is

c

¢ s A A
S= i ExB = e (szBy -yE,B, + zExBy) , (S-8.74)

and its components overaged over one cycle are

2

<Sx> = i _X E2 e—2r2/r(2) (sin(kz — wt)cos(kz—wt)) =0, (S-8.75)

4n kr(% 0

2
(s,) = ~ &2 267271 (cos(kz — wi)sintkz—wi)) =0, (S-8.76)
! am kr} 0

¢ 222 c _0y2/,2

<Sz> = EESe 2l <cos2(kz—wt)> = grE(z)e g (S-8.77)

Thus, we can define the local intensity and the total power of the beam as

[(r=(S.), P= f I(r)2nrdr . (S-8.78)
0
¢) We have
vp - L0 OE PE, |4(r el (5.8.79)
=——\\r—--—-=—=| — - — =-0.
T ror\ or 072 r(2) r(z) !

(see Table A.1 for the Laplacian operator in cylindrical coordinates; notice that here
the fields are independent of ¢). We can easily check that (V> + w?/c?)E, # 0; the
“extra” terms being of the order of ~ 1/(kr)>. Thus we expect our approximate
expressions for the fields to be accurate as long as ro > 1/k = A/2n, i.e., if the beam
is much wider than one wavelength.

It is known that a beam with finite width actually undergoes diffraction. The
width of a Gaussian beam doubles after a typical distance, called Rayleigh length,
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R = kr(z). This corresponds to an aperture angle

12
o= — L (5-8.80)
R kro 1o

It might be interesting to notice that this result may be inferred from the values
for the longitudinal field components obtained at point a). In fact, the beam may be
obtained as a linear superposition of plane waves of the same frequency but different
wavevectors. For the plane wave, the electric and magnetic field are perpendicular to
the wavevector k. Thus, the typical ratio £,/ E, ~2/(kry) (at r = rg) also corresponds
to a typical value k/k, ~ 2/(krp), which should determine the typical angular spread
of the wavevector spectrum, hence the spreading angle of the beam.

S-8.7 Intensity and Angular Momentum of a Light Beam

a) First, we define the shorthand symbols C = cos(kz — wt), S = sin(kz — wt), and
E{, = 0,E(r), that we shall use throughout the solution of the problem. We have for
the intensity of the beam

¢ c
In=S,= Er(EXBy_EyBX) = EE%(r) [CC=(=89)]
= %ES(}’) [CQ +SZ] = %Eé(r) ) (S-8.81)

b) The divergence of the fields in vacuum must be zero. For the electric field we
have

0=V-E=8,E, +d,E,+d.E,, (S-8.82)

thus N y
0.E, = —0,E,—0,E, = ——E{)(r)C + —Ef)(r)S,
r r

and, integrating with respect to z,
1 ’
E,= o E{(r[xS +yC] . (S-8.83)
r
Analogously, we can evaluate B;:
X ’ y ’
0B, = —=0:B,—0,B,=-—Ey (NS - —E,nC,
re re

B,

1
+ Ey(n[xC-yS] . (S-8.84)

¢) The x and y components of the Poynting vector are



S-8.7 Intensity and Angular Momentum of a Light Beam 313

c
Sy = E(Esz—Esz)

c E; E|
=E{(—EOS)[a(xC—yS)] ——(xS+yC) EOC}
¢ EoEy 2 2 ;Y
= - (-aSC+yS2+aSCyC )—4—E0Eokr (S-8.85)

C
Sy = 1-(E:By~E.By)

EI
=%{[——(x$+y€) ZES - (EOC)[—(xC yS)]}
_c E0Eo 2 2 _
ol (-x$2-yCS -xC +yCS)——4—E0E0 = (S-8.86)
Since we have
€ EMEN) = S 0,E2(r) = 2 0,1(r) (5-8.87)
a0 0N g 0N T T ’ ’
the Poynting vector can be written
S (yal() xal()l()) (S-8.88)
=|=——0,I(r), ———0,1(r), I(r)] . -8.
2kr 2kr

Assuming a Gaussian beam, we have Ey(r) o efrz/ ’3, and S, oc S /(krg) o< 63 S .,
with 64 the diffraction angle of (S-8.80).
d) We have

2 2

1 —x° -y r
= c_z(xsy_ysx) = Trczarl(") = _Téarl(”

- 510 (S-8.89)
w

We eventually obtain the total angular momentum by integrating the above expres-

sion by parts,
f {(r)2nrdr = —f o — 0,1(r)2nrdr
0

—f I(r)27rrdr—— (5-8.90)

L,
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S-8.8 Feynman’s Paradox solved

Zf ‘ a) We use a cylindrical coordinate system (7,¢,z)

) IB(I) | with the cylinder axis as z axis. The induced elec-

\,L’_// tric field Eipg has azimuthal symmetry, i.e., Eing =

o E4(r,t)$, and can be obtained from Faraday’s law by

w equating its line integral over the circumference of

radius r to the temporal derivative of the magnetic
v field flux through the circle:

Ey= -~ 3,Bex(0). (S-8.91)
Fig. S-8.5 2c
(We assumed the slowly varying current approxima-
tion, whose validity is ensured by the 77 > a/c con-
dition.)
On an infinitesimal surface element of the cylindrical surface dS = ad¢dz the
induced electric field exerts a force

df = pdf = poEy(r = a)dS = —¢02ic 9, Bex () dS | (5-8.92)

where o = Q/(2na) is the surface charge density. The corresponding mechanical
torque is dr = Zadf. By integrating over the whole surface of the cylinder we obtain
for the total torque

radho

T=- O0Bex(1) . (S-8.93)

c

The equation of motion for the rotation of the cylinder is

dw rnadho
—_— =T
dt c

0Bexi(1) , (S-8.94)

with solution (the total time derivative being trivially equivalent to the partial deriv-
ative when applied to Bex(?))

3 2
na’h a“Q
(1) = == [Bext() = Bex(0)] = == [Bex () = Bex(0)] . (5-8.95)
The angular momentum is L.(f) = Zw(t). The final values depend only on the initial
value of Bey¢ and not on its temporal profile,

(12
wlty) = 57— OBy. (S-8.96)
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b) The rotation of the charged cylinder leads to a surface current K at r = a,
K=o0v=0awd. (S-8.97)

This current generates a uniform magnetic field By,q inside the long cylinder (equiv-
alent to a solenoid where nl = K),

4 4
Big = ~Ki = ~aw . (5-8.98)
C C

We now proceed as in point a) but adding the induced field Bj,q to the external field
Bex:

dw ra’ho
Tt T 0t [Bext(t) + Bina(1)]
2 4
- —”2—Qa, [Bex[(t) + —”aaw]
C C
a*Q a*Q? dw
- - Boy (1) — —= — S-8.
S OBext) = S5 (5-8.99)
which can be rewritten as
d 3h
’ d—‘;’ =T 5 B(r), (S-8.100)
212
=TI+ ath . (5-8.101)
C

Equation (S-8.100) is identical to (S-8.94) but for the replacement 7 — I, which
means that the effects of the rotation-induced magnetic field Bj,q are equivalent to
an additional inertia of the cylinder. The final velocity becomes

2

a
-——0By. S-8.102
2I’cQ 0 ( )

W' (ty) =

Notice that the total magnetic field does not vanish inside the cylinder at 7 = 17, being
equal to the induced field

4 ,
Bioi(ty) = Bina(ty) = —oaw (tf). (S-8.103)

¢) For a magnetic field B = B,Z and a configuration with cylindrical symmetry the
density of EM angular momentum (8.18) becomes

1
(=rxg=—_—rEBi. (S-8.104)
JT
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The contribution of the induced electric field E4 vanishes in the vector product.
However, the angular momentum is not zero because of the radial electrostatic field
inside the cylinder, which is easily found from Gauss’s theorem:

20 20

Er={7 =" 9.
0

(S-8.105)
(r>a)

Thus, € # 0 inside the cylinder (r < a). The total EM angular momentum is thus

1 a2 1 2
Ley = —Bzf rHommar = L anas = 258 (S-8.106)
4r 0o T 2 2

Notice that B represents the total field inside the cylinder and that the equation for
Lgy is valid at any time. Now, (S-8.95) can be rewritten (using the total field) as

612 Cl2
7o)+ 9Byt = L 2B (0). (5-8.107)
2c 2c
which is equivalent to
L.(®) +Lgm(1) = LEm(0) , (S-8.108)

thus showing that the total angular momentum of the system is conserved, since
L.(0) = 0. The “paradox” thus consists in ignoring that a static EM field can contain
a finite angular momentum. Similar considerations hold for Problem 6.6 where,
however, the EM angular momentum is more difficult to calculate.!

S-8.9 Magnetic Monopoles

a) We build a magnetic dipole m by locating two magnetic charges (magnetic
monopoles) +¢gm and —gy, at a distance h from each other, so that m = g,h. The
magnetic field at distances r > h can be evaluated from (8.19), using the same
approximations as for the field of an electric dipole, obtaining

By = o MDETM (S-8.109)

73

IThe present explanation of Feynman’s “paradox” is taken from J. Belcher and K. McDonald
(http://cosmology.princeton.edu/~mcdonald/examples/feynman_cylinder.pdf) who further discuss
subtle aspects of this problem.
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http://dx.doi.org/10.1007/978-3-319-63133-2_8
http://cosmology.princeton.edu/~mcdonald/examples/feynman_cylinder.pdf
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On the other hand, the field of a usual magnetic dipole m = /S, consisting of a small
circular loop of surface S carrying a current /, with the head of S pointing so that it
“sees” [ circulating counterclockwise, is

(m-t)f—m

Baip = km 3 (S-8.110)

Comparing the formulas, we obtain « = kp, i.e., @ = yp/4mr =1 J4neoc? in SI units,
and a = 1/c in Gaussian units.

The magnetic force on an electric charge g., moving with velocity v in the pres-
ence of a magnetic field B, is f; = ge by, v X B. The force exerted by a magnetic field
B on a magnetic monopole of charge gy, is f,, = gm B. Thus the physical dimensions
of the magnetic charge gy, are

[ge],  Gaussian (S-8.111)

vl, SI
(] = (e b V] ={["e ]
i.e., the same physical dimensions as an electric charge in Gaussian units, and the
dimensions of an electric charge times a velocity in SI units.
b) In analogy with the equation V -E = 47k, 0., where . is the volume density of
electric charge, Maxwell’s equation V- B = 0 is modified as

H0Om SI
V-B = 4nkynom =1 41 . (S-8.112)
—om Gaussian,
c

where op, is the volume density of magnetic charge. Equation (S-8.112) can be
proved by first observing that, in the presence of magnetic charges, Gauss’s law
for the magnetic field is

SEB-ds=4nkm Om =47rkmf,gmd3x, (S-8.113)

where the flux of B is evaluated through any closed surface, and Q,, is the net mag-
netic charge inside the surface, then applying the divergence theorem.
The conservation of magnetic charge is expressed by the continuity equation

V-Jn=-0i0m. (S-8.114)

Maxwell’s equation for V X E (describing Faraday’s law of induction) must be com-
pleted in order to take the magnetic current density into account, by writing

VXE=nJ,—bndB. (S-8.115)
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The constant n7 can be determined, for instance, by applying the divergence operator
to both sides of the equation, remembering the divergence of the curl of any vector
field is always zero,

0 = V(VXE) = T]VJm_bmatVB = UV'Jm_47rkmatQms
(5-8.116)

from which n = —4nky, follows. We thus obtain

_/JOJm _atB, SI

= — — = 4 1 ~0O.
V XE = ~4tknJy, ~ B {__n 5o B Gaussian, S8
C c

¢) We choose a cylindrical reference frame (r,¢,z) with the z axis coinciding with
the axis of the beam. Because of the cylindrical symmetry of our magnetic charge
distribution, the only non-zero component of the magnetic field is B,. Applying
Gauss’s law to a cylindrical surface coaxial with the beam we obtain

2nkmngmt, r<a
B, =1 2nkmngma* (S-8.118)
—, r=a.
’

The electric field E is solenoidal and can be obtained by applying Kelvin-Stokes
theorem to a circular path of radius r coaxial with the beam

—7rr247rkmnqmv, r<a
56E~dt’=27rrE¢=foE~dS= ) a2 (S-8.119)
—nrdgkmngm—v, r>=a,
r

leading finally to

27tkmngmva* (S-8.120)

2nkmngmvr if r<a
E, =
¢ if r>a.

,
Thus, for instance for r < a, we have

HonqmVvr . SI

_ 2
Fo = M Gaussian (8121
c ’ '



Chapter S-9
Solutions for Chapter 9

S-9.1 The Fields of a Current-Carrying Wire

a) In the S reference frame the wire generates an azimuthal magnetic field B =
By(r)¢. In cylindrical coordinates we have By = By(r) = (21/rc). The Lorentz force
on the charge ¢ is

2q1
F=q xB=tF, = —#qBy(r) > = -1 ($-9.1)
rc
. . . q v
The S’ frame moves with velocity v with 7y
respect to S. Applying the Lorentz transfor- § I F=g-xB
mations, in S the force on ¢ is ' =¢F.=  4=0 c
£yF, (where y = 1/+/1 -2, and B = v/c with -
v = [v]), see Fig. S-9.1. Since ¢ is at restin S,
the force F is due to the electric field E” only,
with E’ = £ E] = £ F)/q. This corresponds to v =0
the transformation E’, = £ E} = —fyB or, in S’ l F = yF = gE'
vector form, <0
S —
E| =y(BxB), (S-9.2) I'=vyI
where the subscript “_L” refers to the direction Fig. §-9.1
perpendicular to v. At the limit |v| < ¢ (for
which F = F’) we get E/, ~ 8 xB, which is
© Springer International Publishing AG 2017 319
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correct up to first order in 8 = v/c, and may be called the “Galilei” transformation
of the field. The electric field'

E; = —yBBy(r') = =2yBI/(r¢) (8-9.3)

is generated by a uniform linear charge density A’ = —ByI/c on the wire, as can be
easily verified by applying Gauss’s law. Thus the wire is negatively charged in S'.%
Since the force is purely magnetic in S and purely electric in S”, at this point we
cannot say much about the magnetic field in S”.
b) We know that J = (oc,J) is a four-vector. The cross-section W of the wire is
invariant for a Lorentz boost along the wire axis, thus the linear charge density
A= Wp and the electric current I = WJ transform like p and J. Therefore the linear
charge density of the wire in S” is

¥ =y(1-p2) =82, (5:9.4)

which, according to Gauss’s law, generates the radial electric field E;. = 24’ /r, in
agreement with our result of point (a). We also obtain the current intensity in S,

I'=y(I-ped) =vI, (S-9.5)
which generates the magnetic field B:p =2I'/(r'c) = yBy.
The same results can be obtained through the transformation of the four-potential

(¢,A). In S, we have obviously ¢ = 0, since there is no net charge, while the vector
potential A satisfies the equation

VA = —4?7TJ (S-9.6)

'In general, the complete transformation is E' (v',1) = yBxB[r(’,t'),1(x',')], where r = r(r’,t")
and ¢t = t(r’,t’), according to the Lorentz transformations of the coordinates. Since in cylindrical
coordinates By depends on r only, and for the coordinates in the plane transverse to the boost
velocity 1, =r, in the present case we have the trivial transformation r’ = r.

%It might seem that the law of charge conservation is violated in the transformation from S to
S’. Actually, this a consequence of the somewhat “pathological” nature of currents which are not
closed in a loop, as in the case of an infinite wire. In fact, strictly speaking, the infinite current-
carrying wire is not a steady system, since charges of opposite sign are accumulating at the two
“ends” of the wire, i.e., at z = +oo. If we introduce “return” currents to close the loop in S, e.g.,
if we assume the wire to be the inner conductor of a coaxial cable, or if we add a second wire
carrying the current —/ at some distance, we find that the return currents would appear as opposite
charge densities in S, as required by charge conservation.
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Thus, A is parallel to the wire and its only non-zero component is A;, which can be
evaluated from the equation

4
VA, = — 2 16(r) . (5-9.7)
C

This is mathematically identical to the Poisson equation for the electrostatic poten-
tial of a uniformly charged wire, thus the solution is

A, = —gln(f) : (5-9.8)
C a

where a is an arbitrary constant. It is straightforward to verify that By = —d,A;.
The scalar potential in S’ is

¢ =y(p—PA;) = —yBA, = —wln(f),z 2 1n(f), (S-9.9)
c a a

where " = —Byl/c. The electric field is evaluated from E’ = —V¢’, obtaining the
same result of point a). For the vector potential in S”, trivially A, = y(A; —B¢) = vA,
from which we get B;) =By again.

These results are in agreement with the explicit formulas for the transformation
of the EM field (9.3), which, in our case, lead to E’ = y8xB and B’ = yB.
¢) Let us first consider the linear charge densities of both ions (1; = Zen; W) and elec-
trons (de = —en.W) in S, where > and n, are the ion and electron volume densities,
respectively. Since there is no net charge on the wire in S, we have 4; = —Ae.

Let us evaluate the charge densities A7 and A in S’ from relativistic kinematics.
In §, a wire segment of length AL carries an ion charge AQ = 4AL. In S, the
segment has the same charge as in S (the charge is a Lorentz invariant), but the
length undergoes a Lorentz contraction, AL’ = AL/y. Thus we have a higher charge
density A7 = AQ/AL" = y4;. This is a quite general result: in a frame where a fluid
moves at velocity v, the fluid has a higher density (by a factor y) than in its rest
frame.

On the other hand, the electrons are not at rest in S: they move along the wire
with a velocity ve < 0 such that I = —en.ve W = Acve = —Ajve. Thus, their density is

already higher by a factor ye = 1/ /1 - vg /c? than the density Ae in the rest frame
of the electrons: we have Ao = Ae/ve. In S”, the electrons drift with a velocity vy,

Ve —V

= S-9.10
Ve 1—vev/c? ( )
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according to Lorentz transformations. Thus, the electron density in S’ is

/

A =Yedeo = Zje/le > (S-9.11)

(S

where 7, = 1/ /1 -v2/c2. The expression for ¥’ can be put in a more convenient
form by some algebra:

- (1 - VLZV))/C)/. (5-9.12)
C

We thus obtain for the fotal charge density in S’

X=X+ =Ai(y—&)=m(1 —1+V%V)=/liyvizv
Ye c c

I
=y, (5-9.13)
C

as previously found on the basis of Lorentz transformations for the forces, charge
and current densities, and EM fields.

It might be interesting to remark that there is an issue of charge conservation
already in the S frame. The wire is electrically neutral, thus its ion and electron
charge densities are exactly equal and opposite when it is disconnected from any
voltage or current source, and in the absence of external fields. Now assume that we
drive a steady current / through the wire, keeping the conduction electrons in motion
with a velocity v, along the wire axis. If the wire is still electrically neutral, as we
assumed, the absolute values of the charge densities of ions and electrons must still
be equal and opposite. However, while the charge density of the ions, at rest, has
not changed, the charge density of the moving electrons undergoes a “relativistic
increase” by a factor y.. If the total charge density does not change (the wire must
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still be neutral), some electrons must have left the wire.> We can explain where
the missing electrons have gone only by recalling that the wire is not “open”, but
must be part of a closed current loop, with specific boundary conditions and how
the circuit is closed.

S-9.2 The Fields of a Plane Capacitor

a) We choose a Cartesian coordinate system with the y axis perpendicular to the
plates, so that the lower plate is at y = 0 and the upper plate at y = A, and the x axis
parallel to v, so that v = ScX. The only non-vanishing component of the EM field in
S is E, = 4no. By applying a Lorentz transformation we find for the fields in S’

E, =YE, =4nyo, B, = —ByE, = —4nByo . (S-9.14)

b) In S’ the electric field EJ is generated by the surface charge densities +0” =

+E /4n = +yo on the capacitor plates. Similarly, the magnetic field B is generated

by the two surface current densities +K’ = +K & with K, = ¢B}/(4n) = —Byoc,
flowing on the two capacitor plates.

These results are in agreement with the Lorentz transformation of the four-vector

K, = (co,K). (S-9.15)

We can check that K}, is actually a four-vector, by imagining two volume four-
current densities J, = (cp,+J) distributed over the two thin layers, |y| < ¢/2 and
|h—y| < &/2, around the capacitor plates, such that o = pd and K = J§. Since ¢ is
invariant for transformations with velocity parallel to J, it follows that also K, = J,,6
transforms as a four-vector:

o’ =y(oc—BK./c) =yo, K. =y(Ky—Bco)=—Byoc.  (S-9.16)

¢) In § there is a perpendicular force per unit surface p = cEy/2 = 270> on the
internal surfaces of the plates, such that the plates attract each other. In S’, the
force per unit surface is the sum of two terms of electrostatic and magnetic nature,
respectively,

1 1
! = EO'IE;, + EK’,‘B; =2n0%y? =210 B2y? = 2noty*(1 - B2) = 2no?
p. (S-9.17)

S
|

30f course, the effect is negligibly small for ordinary conduction in metals, for which the typical
electron velocities ve are of the order of 107'% ¢. On the other hand, this issue if very important for
relativistic hydrodynamics, i.e., for contexts where fluids move at velocities close to c.
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The invariance of p is also proven from the equivalent expression

4

1, 1
p=—E}

’ 1 ’ 7
=—E?’ —B?’=—(E*-B?), S-9.18
8t Y 81 ° 87r( ) ( )
which is a Lorentz invariant.
In S, the total force is F = pA. In S’, due to the Lorentz contraction of lengths,
A" =(L/y)L=A/y,sothat F' = p’A’ = pA]y =F]/y.

S-9.3 The Fields of a Solenoid

a) We choose a Cartesian reference frame with the solenoid axis as z axis, and the
x axis such that v = v,X. In addition, we shall also use a cylindrical reference frame
sharing the z axis with the Cartesian frame, and with the azimuthal coordinate ¢
such that the ¢ = 0 plane coincides with the xz plane. In §, the magnetic field inside
the solenoid is longitudinal and uniform, B = BZ, with B = 4znl/c, and the force on
qisF=gvxB/c=—¢BBY.

In the S’ frame the charge ¢ is at rest, thus the force on it must be due to an
electric field only. According to the Lorentz transformations of the fields we have

E;:Exzo, B;ZB)(:O,
E} =y(Ey~pB.) = —¥BB, B, =y(B,+BE) =0,
E; =y(E, +,BBy) =0, Bé =y(B; _ﬁEy) =yB, (S-9.19)

and the force on g is thus F' = gE(§ = —qyBB.§ = yF.
b) Since we are assuming 3 < 1, we have y = 1/ /1 =82 =1+82/2+---~ 1 up to the
first order in B, and we can neglect the relativistic contraction of lengths. Thus the
cross-section of the solenoid remains circular in S’ to within our approximations.
The electric field outside the solenoid is zero (we discuss this point further below),
thus the electric field component perpendicular to the solenoid winding surface is
discontinuous, implying the presence of surface charge density . We have from
Gauss’s theorem
72 7
o’ = E = 5 sing = —,8E sing = —ﬁn£ sing (S-9.20)
4 An 4r c

where the subscript L means perpendicular to the solenoid winding surface.

This result is in agreement with the transformation laws for the four-vector K,, =
(co,K), where K is the surface current density on the walls of the solenoid (see
Problem 9.2). In S we have K = nl¢ = nl(—X sing + § cos¢), and in S’

0'/2’}/(0'—,3&):_,8& :,ansingb. (S-9.21)
& C C
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A surface charge density varying as sin¢g on the lateral surface of an infinite
cylinder generates a uniform electrostatic field inside the cylinder, as seen in
the solution of Problem 3.11. But there we also saw that surface charge density
generates a “two-dimensional dipole” field out-
side the cylinder. This might seem in contradic-
tion with the fact that, since the external EM
field is zero in the S frame, it must be zero
in S’ as well. But there are not only static
fields in S’, because the transverse motion of
the solenoid generates a time-dependent mag-
netic field, which, in turn, is related to a non-
conservative electric field and to boundary con-
ditions which are different from the static case. ¥ig-S-9.2
We start by noting that an electric field that is
uniform (and nonzero) inside the solenoid, and
zero outside, is not conservative. Let us choose a rectangular path C of sides a and b
crossing the solenoid winding as in Fig. S-9.2. The path C is at rest in S, while the
solenoid moves toward the left with velocity —v. At ¢t = 0 the upper side of length
a is tangent to the winding at its central point, and «a is sufficiently small for the
enclosed winding arc to be well approximated by a straight line segment. We also
have b < a. The field E’ is not conservative because the line integral of E’ along C
does not vanish:

9§E’ -de = El’| a= E)’,acos¢ ) (S-9.22)
c

This is consistent with the fact that the flux of B’ through the rectangle enclosed
by the path C is time-dependent. The winding arc enclosed by the rectangle moves
towards the lower side of length a with velocity vcos¢, and the flux of B’ through
the rectangle is

Oc(B') = fB’ -dS = B'a[b—(vcos )], (S-9.23)
c
corresponding to a line integral
1 dDc(B’
_1d2c®) = XB’acosqS =E’'yacos¢, (S-9.24)
c dr c

in agreement with (S-9.22).

S-9.4 The Four-Potential of a Plane Wave

a) The fields of the plane wave may be written in complex notation as
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E=§Ei ™7, B=2Bye™ (S-9.25)

with Eg = By. A vector potential of the form A = §Ag elkx—iot generates an electric

field along § and a magnetic field along Z given by
1
E=--0,A-Vop, B=VxA. (S-9.26)
C
In the absence of electric charges we have ¢ = 0, and we obtain from (S-9.26)

Ao=-SE,,  Ay=-—By, (5-9.27)
w k

which are equivalent since w = kc. The vector potential A = §Age**~ ! obviously

satisfies the wave equation in vacuum, and also respects the Lorenz gauge condition.
b) The Lorentz transformations from S to S’ give w’ = yw (transverse Doppler
effect), and k/, = k, =k, k; = —w'v/c* = —yBk,. The nonzero components of the
fields in S are E} = E\, E, = yBB;, and B, = yB,. We may thus write

E/ - (f(}’ﬁ‘i' y)EO ei(k;x’+k;,y'—w’t’) , BI — i,yBOei(ki,X/-Fk;‘y,—w't/) , (S_928)

The polarization is linear and directed along the unit vector € = X+ §/y.
¢) Assuming ¢’ =0, we have in S’

1
E' =--9/A’, B =V xA’, (S-9.29)
c
which are both satisfied if we choose
l M ’ 7 ’ 7!
A= —i, E = (f(ﬁ+§'—)A0 gl +hyy' -~y (5-9.30)
w Y
being ' = yw.
d) The Lorentz transformation from S to S’ for the four-potential A, = (¢,A) =
(0,0,A,,0) gives
A}’l = (-yBA,,0,7A,,0) = (@’,O,A;,O). (S-9.31)

The fields derived from this four-potential are
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E\, = -0\¢ =-ik,.¢' =ikcyBA, = yB(iwA,) = yBE, = E, (S-9.32)
E,= —%3;1;; ~3,F = iw?,A; ik = i(y%)yAy —i(—yBR)(~yBe)A,

- i%yz (1-p*)A, = E, = E}. (8-9.33)
B, = 8,4, = ik,A, = ikyA, = yB. = B., (S-9.34)

in agreement with the results of point c).

e) The expressions A/, = (0,A”) and A/’l = (¢’,A’) are two possible choices for the
four-potential. Thus they must differ at most by a gauge transformation, i.e., there
must be a scalar function f = f(x’,t") such that

_ 1
A =A+V'f, =@ --0f. (5-9.35)
C

Since ¢’ =0 we find 0/ f/c = ¢', i.e.,

c _, ic
f==¢ =-—BAy, (5-9.36)
w w
Now, since
V' f = &Ik, + ik f = (R8-378°) Ay, (8-9.37)
we also have that
X/ ’ N N 2 5 N 1 ’
A4V f=[38+5(y—v8)| A = R+ |4y =A (5-9.38)

S-9.5 The Force on a Magnetic Monopole

a) In the reference frame S’, where the magnetic monopole is at rest (v/ = 0), the
magnetic field is

B =y g <E, (5-9.39)
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thus the force on the monopole is ' = ¢,,B’. On the other hand we must have
F’ = yF, since F is perpendicular to v, so that in the laboratory frame S we have

F=2"g - 4, xE, (S-9.40)
Y C

which proves (9.8).

b) The equation of motion for a magnetic monopole in the presence of a uniform
electric field E = ZE alone is identical to the equation of motion at for a an electric
charge in the presence of a uniform magnetic field B = Z B, after replacing —g,,E
by gB. The solution is a helicoidal motion, with a constant drift velocity parallel
to E, and a constant angular velocity w,, = Zg,,E/mc. (Notice that, for a magnetic
monopole, the angular velocity vector is parallel to E, while it is antiparallel to B in
the case of an electric charge.)

In the case of crossed electric and magnetic fields, the condition E > B ensures
that there is a reference frame S’ where the magnetic field vanishes. In fact, taking
a Lorentz boost with 8 = (E x B)/E? we have

2
B’:y(B—ﬂxE):y(B+W):O, (S-9.41)
since E-B = 0. Thus, in the boosted frame there is only the electric field

, B? E
E =y(E+BxB)=y|E- =E|=—, (S-9.42)
E? v

since y = 1/ /12 = 1/ /1 — B2/E2. Thus the motion in S” is a circular orbit with
angular frequency «’ = (¢, E/yc). By transforming back to the laboratory frame S
we add a drift velocity —c¢f3, and the trajectory in S is a cycloid.

S-9.6 Reflection from a Moving Mirror

a) As an ansatz, we write the total electromagnetic field as the sum of the fields
of the incident wave and the fields of a reflected wave of the same frequency and
polarization, but opposite direction
E(x,5) = §Ey(x,1), B=2B.(x,1),
Ey(x.1) = Re(E;e** ¢ 1 pemivmior) (5-9.43)
B-(x,1) = Re(E; e — Ee7iheion) (S-9.44)


http://dx.doi.org/10.1007/978-3-319-63133-2_9

S-9.6 Reflection from a Moving Mirror 329

The amplitude of the reflected wave E, must be determined by the boundary
condition at the mirror surface x = 0. We may already know that the electric
field component parallel to the bounding surface y
between two media is continuous across the surface,

i.e., that E(07) = E}(0*). However, here we prefer to iy
derive this result in detail, because this will help the
discussion of the reflection at the surface of a mov-
ing mirror, which we shall consider in the following. 0
Evaluating the line integral of E over a closed rec-
tangular loop across the boundary, as in Fig. $-9.3, 20 0 a x
yields

e

Fig. S-9.3
95 E-dt = [Ey(a,1) - Ey(~a,0)]b
1doB) b

0
—— 0,B;d
c dr cj:atzx

. b 0 . B
=% [ pdx= ‘?“’BZ ab, (S-9.45)

¢ J-a

where B, is the mean value of B, in the (—a,a) interval. If B, is finite, the “rightmost
RHS” of (S-9.45) vanishes at the limit a — 0, and E,(0*,7) = E,(07,7).

For a perfect mirror we must have Ey(0+,t) = 0, and the boundary condition
implies that also E,(07,#) = 0. Thus we obtain

Ey(0,0) = (Ei+ E;)e ' =0, E.=—FE;. (S-9.46)
The total electric field for x < 0 is thus a standing wave
Ey = E; (7 —e7Ri00) = 2 sin(kx) e, (5-9.47)

with nodes where sinkx = 0 and maximum amplitude 2E;. Recalling that w/k = c,
the magnetic field of the wave is

B. = 2E;cos(kx)e " . (S-9.48)
Thus, B, is discontinuous at the x = 0 surface. This implies the presence of a surface
current density K = § K,(¢) at x = 0, corresponding to a volume current density J =

Ko(x) = § K, (1) 6(x). By evaluating the line integral of B over a closed path crossing
the mirror surface we find the boundary condition

B,(0*,1)—B,(07,1) = 4§Ky(t), (S-9.49)
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and the surface current density on the surface of a perfect mirror is
E;
Ky(1) = ——BZ(O = Cz i gmion (5-9.50)
JT

b) Let 8 = v/c (in what follows v, and, consequently, 8, may have both positive or
negative values, depending on whether the wave and the mirror velocity are parallel
or antiparallel, respectively). We know that (w/c,K) is a four-vector, and that K is
parallel to v. Thus the frequency of the incident wave in S’ is

Wl =yw-k-v) =yw(l-p), (8-9.51)

where k = w/c has been used. The magnitude of the incident wave vector in S’ is
ki =w//c. If v>0 (v < 0) we have v/ < w (] > w).
The Lorentz transformations give the following amplitudes for the fields in S’

E{, =y(Eiy-BBi:) =y(1-P E;, (5-9.52)
Biz=y(Biz—ﬂEiy)=y<1—ﬁ>Ei, (5-9.53)

since Bi; = Ejy. In the §” frame the reflected wave has frequency w; = «/, and field
amplitudes Ef, = —Ei’y, Bl =Bj..

¢) The frequency w; of the reflected wave in the laboratory frame S can be evaluated
by applying the inverse transformation from S’ to S

wr = YW, + Kk V) = YW — k) = ywl(1 - B) = wy*(1 - B)?
_ 1 1-B
©ig vt (S-9.54)

The electric and magnetic field amplitudes of the reflected wave in §” are Ef = —E7 =
—y(1-p)E; and B; = B! = y(1 — B)E;. We thus have in §

1-8
Ey =y (B +8B,2) = V(=P E == -pPEi =~ pFi (5959)

’ 1_18
B..=(B[,+BE},) = y(1-PE; =Y (1=p Ei= 5k (8-9.56)
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If B < 0 we have |E;| > |Ej|: in S the reflected wave has a higher amplitude than the
incident wave.
d) The complete expressions for the fields in S are

o 1— o
Ey(x, t) — Ei elkx—la)t _ %El e—ler—la)rt , (5-957) y %
B (x t) = E; eikx—iu)t + 1;BE e_ier_i“—'rt (S_9 58) ”73&
s — L 1 ) . |
: 1+ Ell o b
B |
thus, also E) has a finite value at the mirror surface Ty
x(t) = vt, and is therefore discontinuous: =-2a--= N
28 A x(t) = vt *
_ P —i(-Br )
Ey[x(2),t] = T4p Eie , (§-9.59) Fig. 5-9.4
2 )
B.[x(1),1] = 5 Eje iRt (S-9.60)

This can be seen by considering again the line integral of the electric field E along
a closed rectangular path of sides 2a and b, at rest in . We assume that the left
vertical side of the path is on the x = A line, that at time ¢ the mirror surface cuts the
two horizontal sides, as in Fig. S-9.4, and that a < A, where A is the wavelength in
S. The flux of the magnetic field through the rectangular path at time 7 is thus

D(1) = B, [x(1),t][x(t) — Alb = B;[x(2),1)] (vt — A) b, (S-9.61)
so that
_ldew 1 |0:B.[x(1), 11 (v = A)b + B-[x(t), 11vD] . (S-9.62)
c dt c

At the limit a — 0, A — vt, the first term of the right-hand side vanishes, and we are
left with L do |
t
- —% ~ ——B.[x(?),t]vb = —B;[x(¥),t]Bb . (S-9.63)
c c

On the other hand, the line integral of E along the closed rectangular path of
Fig.S-9.4 is

96 E-df = —Ey[x(1),1]b = —127'6[3 bE;e P9 = _B [x(1),t]Bb.  (S-9.64)
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S-9.7 Oblique Incidence on a Moving Mirror

a) We choose a Cartesian reference frame S where v is parallel to the x axis, the
mirror surface lies on the yz plane and the wave vector k; of the incident wave lies
in the xy plane. The Lorentz transformations to the frame S’ give

’ 1% w
ki, = V(kix - ‘U—z) =y—(costi—p), (5-9.65)

c c
ki’y =k, (§-9.66)
W] = y(wi —kw) = ywi(1 -Bcosh), (S-9.67)
tanH B 1’)7 ki tan6; ki sin 6; B sin ; (5-9.68)

K~ y(wi/c)cosb; - ) " Yhir(cost—f)  y(cost—p)

where, as usual, 8 =v/c and y = 1/4/1 —=B2. In S’ the reflection angle 6. equals the
incidence angle Hi’ , thus

Ky=—k. ky=k . o=o. (S-9.69)

1x 2 1y ?

b) By performing the Lorentz transformations back to the laboratory frame S we
obtain

key = kiy (8-9.70)
ey = (k’ o/ )=y ? [k (144%) - 2wlﬂ]
2y —[(1+,B )cost;—28| . (S-9.71)

= Y@ + k) = |w(148%) 2Ky = 72§ (1482 —2Bcostr),  (S9.72)

from which

kry _ Sil’l@i
ke y2[28-(1+B2)cosé;]’

tan6, = — (§-9.73)

For cosf; = v/c = 8 the denominator of the “rightmost right-hand side” of
(5-9.68) is zero, and the incidence angle 6/ in S’ is a right angle. This means that, in
S’, the incident wave propagates parallel to the mirror surface, without hitting the
mirror, and no reflection occurs. For incidence angles such that cos8; > 3, all the
above formulas are meaningless, since they would imply &/ <0, i.e., that the wave
is incident on the other side of the mirror.
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S-9.8 Pulse Modification by a Moving Mirror

a) The number of oscillations in the wave packet is a relativistic invariant, and the
Lorentz transformations are linear in the EM fields. Thus, in the reference frame S”’,
where the mirror is at rest, the incident wave packet is still square and comprises the
same number of oscillations. On the other hand, as already seen in Problem 9.6, the
frequency ! and the amplitude E7 are

wi=y(1-Pwi, E =y(1-PE;, (8-9.74)

where 8 = v/c. In §’, the reflected packet has the same shape, duration, and fre-
quency of the incident packet, but opposite amplitude and direction.

2 2 T
’:T.’:N—:N = . S'9.75
N N e a0

’ _ ’ y_ 7
E =-E, w=w, T

Back-transforming to S (see also Problem 9.6) we have

—_1;’8. — _ /_2_2A_1;ﬁ. ~
E = 1+ﬁEl, wr=y(1-Pw;=y(1 ﬁ)wl—1+ﬁw1 (S-9.76)

The duration of the reflected wave packet is thus

2n 2n 1+ 1+
=N—=N———=—"r13. S-9.77
Tr @ w 1-B 1_ﬂT1 ( )

If 8> 0, i.e., if the mirror velocity is parallel to the packet propagation direction, the
reflected packet has a longer duration than the incident packet, while the reflected
packet is shorter if the mirror velocity is antiparallel.

b) The energy per unit surface of each packet is given by its intensity I times its
duration 7. The intensity is proportional to the square of the electric field amplitude,
thus the relation between the reflected and incident intensities is

_(1-8\,
Ir—(m) I; (S-9.78)

and the relation between the energies per unit surface of the whole reflected and
incident packets is

-8
i T = It =
1-8 1+8 1+8

2
1_ﬁ) LB _1-B U . (S-9.79)

Ur=1r7r=(1+ﬁ

We see that U, # Uj, hence some work per unit surface is needed in order to keep
the mirror moving at constant velocity, namely
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2
Weu,-U =2 u,. (5-9.80)

1+ﬁ

Thus a mirror with 8 < 0, i.e., moving in the direction opposite to the incident wave
packet, transfers some energy to the packet.

¢) As a first step, we determine the distribution of the current density J. Since all
the fields are null inside the mirror, i.e., for x > x(¢) = vt, the current must be local-
ized on the mirror surface, J(x, 1) = K(¢) 5(x—vt). We can evaluate the surface current
evaluate the surface current density K(#) on the
mirror surface by considering the fields close to
the surface. By calculating the line integral of B
over a closed rectangular path, fixed in S, of sides
B ‘ b, parallel to B and to the mirror surface, and 2a,

A
< 14

E b perpendicular to, and crossing the mirror surface,
V as in Fig. S-9.5, we obtain
g
‘ ‘ - 1 dtp(E)
‘ 2 -dl = —QD -——:,(S-9.81
A x(t) = ot x 9§am e
Fig. §-9.5 where @(J) and P(E) are the fluxes through the
surface delimited by the path Jv and E, respec-
tively. At the limit @ — 0 and A — vt, we have
SE B-d¢ ~B()b, D) =K@)b, (5-9.82)
path
doE
d(t ) ~ 0, E(vt)(vt—A)b+ E(vt)bv ~ E(vt)bv . (S-9.83)

From the knowledge of E and B at the mirror surface (Prob. 9.6) we obtain

K@) = 5| Bon-Een| = (1 /3)“}3 oi1-Bror

— _1(1 _ﬁ)e—i(l—ﬁ’)wl ) (S5-9.84)
2w

Thus, K and E are in phase. In order to evaluate the total mechanical work per unit
surface on the mirror, we first switch back to the real quantities

K1) = Cz—ii(l =p)cos[(1 -pwt], (S-9.85)

E(vt) = lz—ﬁﬁE cos[(1 =pwt] , (S-9.86)

and evaluate the integral over the mirror depth
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cE} B(1-PB)

2 —_— -
o 148 cos“[(1 - B wt] . (S-9.87)

f J-Edx= %K(I)E(vt) =
vt

We have inserted the factor 1/2 to account for the discontinuity of E at x = vz (see
also Prob.2.12). Equation (S-9.87) gives the mechanical power per unit surface
exerted on the mirror. To find the mechanical work, (S-9.87) must be integrated over
the time interval for which K(¢) # 0, i.e., for the time needed by the wave packet to
undergo a complete reflection. If the front of the wave packet reaches the mirror at
t = 0, the end of the packet will leave the mirror at r = 7/(1 —8), which is different
from the pulse duration 7 because the mirror moves while the wave train is reflected.
We thus need the integral

7/(1-5) 1 T N
271 _ _ 2 _
L cos“[(1 —p)wt]dt = ) j: cos” xdx = T-po

(S-9.88)
since wr = 27N, and the integral of cos? x over one period equals 7. We thus obtain

cE} p1-p) N _cE} p

1
- fEK(l)E(W)dt: w115 A-po_ dr1+p° 7%
o B2, ]
=2l =15 U (5-9.90)

in agreement with (S-9.80).
The work W. divided by the reflection time gives, the mechanical power per unit
surface
=B _280-), _21-p) v

= = = =, 991
p=w T 1+8 1+8 c (5-9.91)

which must be equal to the the pressure exerted on the moving mirror times its
velocity v. We thus obtain that the radiation pressure on a moving mirror is
P 2L 1-p8

Prg=—=

— S-9.92
v ¢ 1+8° (5-9.92)

a result which can also be obtained in different ways (see Problems
13.7 & 13.8).

S-9.9 Boundary Conditions on a Moving Mirror

a) We can assume the wave to be linearly polarized along y, without loss of gener-
ality. We choose the origin of the frame S’, where the mirror is at rest, so that the
mirror surface is on the x” = 0 plane. In S’ the total fields at the mirror surface are
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E((1)=§'E[(') =0,
B/(r') = % B/()e i = 2/ 2E]e 7", (S-9.93)
respectively, where
E{=y(1-B)Ei, wj=y(-p)wi, (S-9.94)
are the amplitude and frequency of the incident wave in S’, as seen in Problem 9.6.

Notice that E’ is continuous at x" = 0, while B’ is not. By transforming the field
amplitudes at the mirror surface back to S we obtain

E, =y(E,+BB}) =yBB, = -2y’B(1 - P)E; ,
By = y(B,-BE.) = yB, = -2y*(1-B)E; (5-9.95)

where 8 =v/c and y = 1/ /1 —32. Thus, in general, in S we have both E # 0 and
B, # 0, while the fields are zero inside the mirror.
b) The EM fields are related to the vector potential by

1
E=--0A, B =VXxA. (S-9.96)
c
Thus, the only nonzero component of the vector potential is Ay, and we have
1
Es=--0,A,, Bs=0.A,. (S-9.97)
- )

The total derivative of A appearing in (9.9) can be rewritten

dA
dt

= |04, +vo.A, |

x=x(1)

) = cEs—vBs=c(Es—BBs) =0, (5-9.98)
according to (S-9.95). Thus the equations (S-9.93) and (S-9.95) imply dA/d¢
= 0 on the mirror surface in S.

¢) The total vector potential in S is the sum of the vector potentials of the incident
and the reflected waves,

A(x, Z) — y [Ai eikix—iwit +Ar€_ier_iwrt:| — y [Ai eiki(x—ct) A, e—ikr(x+ct)] .
(§-9.99)
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where A; = icEj/wi, ki = wi/c, and k; = w;/c. The boundary condition gives
0=A,(vt,1) = Aje Kle 4 g e ikilent (S-9.100)
This equation is satisfied if
ke
A= —A;, T_T_- - _ (§-9.101)
ki i
For the total electric field we find
Ey — _latAy - 1 ﬁA] eikix_iwit _ lﬁAr e—ier—ia)rt
c c c

_ 1-— o
— Ei elkixflwit _ BEl eflerflwrt . (S-9102)
1+
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Solutions for Chapter 10

S-10.1 Cyclotron Radiation

a) The electric dipole moment p = —er rotates in the xy plane with frequency w;,
which is also the frequency of the emitted radiation. The dipole approximation is
valid if the dimensions of the radiating source are much smaller than the emitted
wavelength A. Here this corresponds to the condition 2r; = 2v/w, < A = 2nc/w,,
always true for non-relativistic velocities.

The rotating dipole can be written as p = po (Xcosw,f+ ¥ sinw t). For the electric
field of the dipole radiation observed in a direction of unit vector fi, we have E o«
—(pxn)xh. If fi=2, then E «c Xcosw, t+¥sinw, ¢t (circular polarization); if i = X or
n =¥, we vave E oc =y sinw; f and E o« —Xcos wy t, respectively (linear polarization).

Since ¥ = v X w (Where w; = Zw, ), the radiated power can be written as

» 2lei?  2eHw?
ad = —_———= - .
T3 03 3 73

(S-10.1)

b) We assume that the energy loss due to radiation is small enough to cause a vari-
ation of the orbit radius Ar. < r. during a single period, so that, during a single
period, the motion is still approximately circular. Thus the magnitude of the elec-
tron velocity v = v(f) can be written as v ~ wy r, where r = r(f) is the radius of the
orbit at time 7. The electron energy is

mev?:  mew?r?

U= 5 _TL’ (5-10.2)

and the equation for the energy loss, dU/dt = —Py,q, becomes

d mew%r2 2 150y 2reme wﬁ ’

—— =\ ) = —————1", S-10.3

dt( 2 3c3 ( t ) 3¢ ( )
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where re = €2/(mec?) is the classical electron radius. Substituting the relation
d(r?)/dr = 2rdr/dt into (S-10.3) we obtain

d 2row? 3 3mec’
LoD with = =2 (51104
dr 3¢ T 2rew?  2erw?
whose solution is
r(t) = r(0)e ", (8-10.5)

and the trajectory of the electron is a spiral with a decay time 7. Inserting the expres-
sions for r. and w; we have

3micd  52x10°
= = —)S

T== = (S-10.6)
2 2
2 4By B
where the magnetic field By is in G. The condition 7 > w; ! implies
3micc  mec 3m2ct 13
- > — By <« - =902x10"G, S-10.7
2 6433 eB() or 0 2 63 ( )

a condition well verified in all experimental conditions: such high fields can be
found only on neutron stars! (see Problem 10.5)
¢) We insert a frictional force fg. = —m.nv into the equation of motion, obtaining

d
e = ~Syx By —meny | (S-10.8)
dr c

This corresponds to the following two coupled equations for the the x and y compo-
nents the electron velocity

Vy = —wpVy =My, Vy = WLV —1nvy . (S-10.9)
An elegant method to solve these equations is to combine the x and y coordinates of
the electron into a single complex variable R = x + iy, and the velocity components
into the complex variable V = v, +iv,. The two equations (S-10.9) are thus combined
into the single complex equation

V =(iw.—n)V, withsolution V =V(0)e L™ =yyelli="  ($-10.10)

For the electron position we have

R:dez+C=.Leiwﬂ—hc:—weiwﬂ—"’w, (S-10.11)

lwy, =17 w? +1?
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where C is a complex constant depending on our choice of the origin of the coordi-
nates. We choose C = 0, and rewrite (S-10.11) as

R=-——" (cosg+ising)elL! M = -0 ilwrrdrm (g 10,12
w? +1? W +1?
where
cos¢ = S — , sing = - , ¢= arctan(ﬂ) . (S-10.13)
W+ NEe n
Going back to the real quantities we have
vy =Re(V) =vge " cosw t, (S-10.14)
vy =Im(V) = voe " sinw, 1, (S-10.15)
x=Re(R) = ———2 e cos(wt+ ), ($-10.16)
N
y=ImR) = ———2 e sin(w.t +¢) . (S-10.17)
w? +1?

Thus, the velocity rotates with frequency w; , while its magnitude decays exponen-
tially, [v(1)] = voe ™. For the radius of the trajectory we have

1) = IR(H)| = ——o— e . (S-10.18)
wf +1?

Thus, choosing 1 = 1/7, the motion with frictional force is identical to the motion
with radiative power loss, and

mev? 5 202 w?
= —meV

2621202
T 3mec3 3¢3

VW

£ v = —memy? = — =—Pua.  (5-10.19)

A drawback of this approach is that the frictional coefficient inserted here is
not universal but is dependent on the force on the electron (in this case, via the
dependence on wy). See Problem 10.12 for a more general approach to radiation
friction.
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S-10.2 Atomic Collapse

a) An electron describing a circular orbit of radius ag (Bohr radius) around a proton
corresponds to a counterrotating electric dipole p(¢) of magnitude py = eap. The
angular velocity of the orbit w can be evaluated by considering that the centripetal
acceleration is due to the Coulomb force,

5 1 &
wag=—-—, (S-10.20)
Mme a,
from which we obtain
e 16
w= 3 =4.1x10"rad/s. (5-10.21)
medy

Actually, the strongest emission from the hydrogen atom occurs at a frequency
smaller by about one order of magnitude.
2
Since p is perpendicular to w, we have jp = (p X w) X w and [p|*> = (a)zpo) (the
same result can be obtained by considering the rotating dipole as the superposition
of two perpendicularly oscillating dipoles). Thus the radiated power is

4.2 2 22

2 o, 2wetay 2erec
P = -z ==z , S-10.22
rad 3C3 |p| 3 C3 3 aé ( )

where r. is the classical electron radius.

b) We assume that, due to the emission of radiation, the electron loses its energy
according to dU/dt = —Py,q, where U = K + V is the total electron energy, K and V
being the kinetic and potential energy, respectively. If the energy lost per period is
small with respect to the total energy, we may assume that the electron the orbit is
almost circular during a period, with the radius slowly decreasing with time, r = r(¢)
with 7/r < w.

Since the velocity is v = rw, the total energy can be written as a function of a:

mev?: €2 e?

U=K+V= -—=—— S-10.23
- 2 r 2r ( )

Therefore

(S-10.24)

dUu e2df1 e dr
dr 2.d

A 2d\r) 22 @
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Since
2 e%rlc
Prag = § A (S-10.25)
the equation dU/df = —Py,q can be written as
2 2.2 3
e” dr 2 e°rsc , dr 4, 1dr’ 4,
_—— = —=—= > -— == S-10.26
22d 3 A TaTT3 D3T3 )
The solution, assuming 7(0) = ay, is
r=ay—4rlct, (S-10.27)
giving for the time need by the electron to fall on the nucleus
3
9 ~11
T=-——=16x10""s. (S-10.28)
réc

This is a well-known result, showing that a classical “Keplerian” atom is not stable.
It is however interesting to notice that the value of 7 is of the same order of mag-
nitude of the lifetime of the first excited state, i.e., of the time by which the excited
state decays to the ground state emitting radiation.

S-10.3 Radiative Damping of the Elastically Bound Electron

a) The solution of (10.5) with the given initial conditions and n = 0 is
I = SoCoSwot . (S-10.29)

The corresponding average radiated power in the dipole approximation is

2 ) 2% 42 2 e 42
Piag = §<—e|r| > = ﬁwos()(cos w0t> = ﬁwoso . (S-10.30)

The radiated power is emitted at the expense of the energy of the oscillating elec-
tron. Thus, the total mechanical energy of electron must decrease in time, and the
harmonic-oscillator solution of (S-10.29) cannot be exact. Assuming that the energy
of the oscillator decays very slowly, i.e., with a decay constant 7 > w, ! we can
approximate (S-10.29) as

r = s(f)coswyt . (S-10.31)
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where s(f) is a decreasing function of time to be determined. Consequently, we must
replace sp by s(#) also in equation (S-10.30) for the actual average radiated power.
b) At time ¢, the total energy of the oscillating electron is U(f) = mew%sz(t). The
time decay constant 7 is defined as

U _?)mec3 _ 3c
Pra(t)  26%w]  2rew]

(S-10.32)

and is thus independent of . Since the classical electron radius is 7, ~2.82x 10715 m
the condition 7 > 27/ wq leads to

3 .
wo < 4—i ~3x 102 radfs . (-10.33)

T Ie

For a comparison, estimating wy as the frequency of the 1S«2P Lyman-alpha emis-
sion line of the hydrogen atom, we have wg ~ 3 x 101 rad/s.

¢) We look for a solution of the form r = Re(sge '), with complex w. Substituting
this into (10.5), the characteristic equation becomes

W +inw+wi=0, (S-10.34)
whose solution is
2
a)=—igi w _UZ :—igi(uo, (5-10.35)

where we have neglected the terms of the order (n/ wp)? and higher. Thus, the
approximated solution for the electron position is

r=spe "2 coswot . (S-10.36)
Actually, this approximation gives an initial velocity r(0) = —17so/2 instead of zero.
However, this discrepancy can be neglected if 7 << wg. The maximum speed reached

by the electron is vipax =~ woSo, and 1759/2 <K wgSo-
The time-dependent total energy of the electron and average radiated power are

2
U@ = —wgsg e, and Pra(r) = ec wisZe™ . (S-1037)

The condition dU/dt = —Py,q4 leads to

2rew?
n="—2=_. (-10.38)

3¢ T
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S-10.4 Radiation Emitted by Orbiting Charges

a) Let us denote by r; and r; the location vectors of the two charges with respect to
the center of their common circular orbit. In polar coordinates we have

r =[R,¢1()], and 12 =[R,$(1)] . (S-10.39)

Defining A¢ = ¢» — ¢ and choosing an appropriate origin of time, the equations of
motion in polar coordinates are

A A
r| = (R,a)t— 7¢) , and 1= (R,a)t+ 7(15) . (S-10.40)

In Cartesian coordinates we have

r = [x@),y1®], and 12 =[x200),20)], (5-10.41)

with, respectively,
xl(t)chos(wt—%) R yl(t)stin(wt—%) s (S-10.42)
x2(t) = Rcos (wt+ %) s y2(¢) = Rsin (wt+ %) . (S-10.43)

The dipole moment of the system is p = g(rj +r»), with Cartesian components

Px=4qR [cos (a)t— %) + cos (a)t+ %)] = 2chos(%)coswt , (S-10.44)

A A A
Dy =¢qR [sin(wt— 7(1)) + sin(wt+ T(p)} = 2chos(7¢)sinwt, (S-10.45)

i.e., p has constant magnitude p = 2gR cos(A¢/2), and rotates in the z = 0 plane with
angular frequency w.
b) In the dipole approximation, the electric field of the radiation emitted along a
direction of unit vector the fi is parallel to the vector

(pxn)xn=p, . (S-10.46)
Since for a dipole rotating in the z = 0 plane

(pxX)xXisparalleltoy, and (pXx¥)Xxyisparallelto%x, (S-10.47)

the polarization of the radiation observed in the X (§) direction is linear and along §
(X). For radiation observed the Z direction
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(px2Z)xzisparalleltop, (5-10.48)

and the observed polarization is circular.
The total radiated power is

2
= —[pl* =

o (5-10.49)
-

P rad

4 2R2 4
4R (A
3¢3 2

which obviously vanishes when p = 0, i.e., for A¢ = & (charges on opposite ends of
a rotating diameter), and has a maximum for A¢ = 0 (superposed charges).

¢) In this case charges are superposed to each other every half turn. We choose the
coordinates and the time origin so that the charges are superposed at t = 0 we have
r; =r; = (R,0). Thus the trajectories can be written as

ri=rn=R, o1(1) = wt, do(t) = —wt (S§-10.50)
in polar coordinates, and as

x1(t) = Rcoswt v1(¢) = Rsinwt ,
x(1) = Rcoswt y2(t) = —=Rsinwt , (§-10.51)

in Cartesian coordinates. The total dipole moment is thus p = (2gRcoswt)X. No
radiation is emitted along x, while the radiation emitted along all other directions is
linearly polarized. The total average radiated power is

2

4q2R2w4
Po= I 2_Tg MW )
rad 36‘3 |P|

3 (-10.52)
<

d) With an appropriate choice of the time origin the equations of motion of the three
charges can be written, in polar coordinates, as

ri=r=r3=R, 61() = wt
$o(t) = wt+A¢y $3(t) = wt + A3, (S-10.53)

and, in Cartesian coordinates,
X; = Rcos (1), y; = Rsing;(t) , (i=1,2,3). (S5-10.54)

The electric dipole moment vanishes if the three charges are on the vertices of a
rotating equilateral triangle (A¢> = —A¢3 = 27/3), and has its maximum value when
the three charges are overlapped (A¢y = Ag3 = 0).

e) The magnetic dipole moment for a point charge g, traveling at angular velocity w
on a circular orbit of radius R, is defined by
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1 R>w
m=—fr><Jd3x:q—, (S-10.55)
2c 2c

and is constant (notice that m is proportional to the angular momentum of the orbit-
ing charge). Thus the magnetic dipole does not contribute to radiation, because the
radiation fields are proportional to .

This problem explains why a circular coil carrying a constant current does not
radiate, although we may consider the current as produced by charges moving on
circular orbits, and thus subject to acceleration.

S-10.5 Spin-Down Rate and Magnetic Field of a Pulsar

a) Due to the nonzero angle a between the magnetic moment and the rotation axis
of the pulsar, the component of m perpendicular to w rotates with frequency w. Thus
the Pulsar emits magnetic dipole radiation of frequency w. The total power is

2 4
i, P = 3
3.3

2

P=
3c3

) (S-10.56)

where m, = msina.

b) The mechanical energy is U = Iw?/2, where [ = 2MR?/5 ~ 1.1 x 10 gcm? is
the moment of inertia of the pulsar, assuming a uniform mass distribution over the
volume of a sphere of radius R. Assuming that the energy loss is due to radiation
emission only, we can write

du _d (Iw2

E = & T) =lww=-P, (S-1057)

and, substituting (S-10.56), we have

2m2wt ) 2m?
low =—=—= — = S-10.58
ww 3 a3 = w? 3Ic3 ( )

By integrating over time from 0 to ¢ we obtain

! L _2m (S-10.59)
2021 202(0) 313 '
and thus
0 313
w(f) = (0) , where T=—0" (S-10.60)
1+ t 4m? w*(0)
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¢) We can rewrite &/w? as @/w’ = =TT /4n2, where T = 27/ w is the rotation period
of the pulsar, and 7 = —27@w/w?. Thus we can obtain the magnetic dipole moment
m =m, of the pulsar as a function of the experimentally measured parameters from
(S-10.58):

315 .
m= gz TT=33x10°VITergG, (S-10.61)
T

where T is in seconds. The magnetic field immediately outside of the pulsar surface
is the field of a magnetic dipole located at the pulsar center:

_3(F-m)f-m

B 3 , (S-10.62)
and thus Bpax = 2m/R>. Thus we obtain the practical formula
Buax ~ 6.6 X 10 VTT G, (S-10.63)
Inserting the experimental values for 7 and 7 we obtain
Brax ~ (9.6£0.25)x 10'° G . (S-10.64)

S-10.6 A Bent Dipole Antenna

a) If we divide the antenna into a series of infinitesimal resistors, each of length dz
and resistance dR = (R/a)dz, we can write the dissipated power as

T R IR
Pgiss = f<12>dR = D H) Ry, - D% (S-10.65)
2 al a 3

—a

b) The linear charge density on the antenna g, can be obtained from the continuity
equation 0;q¢ = —0_I, obtaining

0

ge = + 20 eior, (S-10.66)

aw
where the signs + and — apply to z > 0 and z < 0, respectively. The linear charge
density is uniform (independent of z) on each half of the antenna. For symmetry
reasons, the only non-vanishing component of the electric dipole p is along z and it
is given by

+a +a I . I .
D= f zqedz = 2f 1—Oe_""’zdz = 104 i (S-10.67)
- 0 w

a aw
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¢) The average radiated power, in the dipole approximation, is

1.5 Igazw2 2ﬂ2azlg
Prag = §<|Pz| > = 603 = 32 (5-1068)
where A = 27c¢/w is the radiation wavelength. Thus
P 2n’a?
wd _ 22 (S-10.69)

Puiss B cA’R’

where we recall that R has the dimensions of the inverse of a velocity in Gaussian
units.

d) The angular distribution of the radiated power is proportional to sin®6, where
6 is the angle between the observation direction and p. Thus the emitted radiation
intensity is zero along the z axis and maximum for observation in the xy plane.

e) The bent antenna has a linear charge density +(ilp/aw)e™™" on its horizontal and
vertical arms, respectively. Thus the electric dipole moment has two components

i _—
Py = f ;—f)e_l‘“’xdx - %e—w, (S-10.70)
0
0 - .
I a
pe = f —Lemivtzdz = ZEer (S-10.71)
_a QW w

Since the components are perpendicular to each other, the cycle-averaged radiated
power can be calculated as the sum of the powers from each dipole:

Prat = 55 (1P 192) = — (ow? (5-10.72)
which is one half of the value for the linear antenna, while the dissipated power Pgjgs
does not change.

The electric dipole of the bent antenna lies along the diagonal direction, which
thus corresponds to the direction of zero emitted intensity. The intensity is maximum
in the plane perpendicular to the dipole.

S-10.7 A Receiving Circular Antenna

a) We choose a Cartesian reference frame such that the wave is propagating in
the z direction, its electric field E is along the x axis, and its magnetic field B
is along the y axis. The current 7 flowing in the antenna is 7 = &jr/R, where
Ecire = —(1/c)dD(B)/dt is the electromotive force, and @(B) is the flux of B through
the circle delimited by the antenna. Since we have assumed A > a, B is practically
uniform over the whole surface of the circle, and @(B) =~ 7a*B - fi, where fi is unit
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vector perpendicular to the circle surface. Thus the circular antenna must lie on the
xz plane in order to maximize @(B). With a proper choice of the time origin the
magnetic field on the circle surface can be written as B ~ § By cos wt, and

Eeire = ﬂazg Eosin(wr) , (5-10.73)

since By = Ey in Gaussian units.

b) The electromotive force on a linear antenna parallel to the x axis is practically
Eiin = CEgcos(wt + ¢), where ¢ is rhe length of the antenna and ¢ is a phase angle.
The ratio of the average electromotive force of the circular antenna to the average
electromotive force of the linear antenna is thus

(Ecire)  (Ecire) nd’w 2 a?
~ — =2r°— . S-10.74
Em  El e T ( )

In the range 10%cm < A < 103 ¢cm, and with our assumptions £ ~ 50cm and a ~ 25cm,
this ratio varies between 2.5 and 0.25. The circular antenna is more convenient for
shorter wavelengths.

¢) The radiation emission from the circular antenna is dominated by the magnetic
dipole term. The dipole moment of the antenna is

1
m=-Ina’h, (S-10.75)
C

where 7 is the current circulating in the antenna due to the electromotive force
induced by the incident wave. The corresponding time-averaged radiated power is

Prag = % <|I'1'1|2> = %(ﬂaz)2w4<ﬁ>

(7ra2)4w6 )

In Gaussian units, the intensity of the incoming wave is I = cE(2)/47r, and (S-10.76)
can be rewritten

dn(na®y'w®  22m) (na*)*

Pog= = S-10.77
T TR 3c2R216 ( :
The factor multiplying I,
2027) (ra®)*
Tseat = 3 36 (5-10.78)

has the dimensions of a surface (R has the dimensions of an inverse velocity in
Gaussian units), and is the radiative scattering cross section for our circular antenna,
in the magnetic dipole approximation.
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The time-averaged power dissipated by Joule heating is Pgiss = R(J 2y, so that

Prad — 2 (71'612)2(1)4 —
Piss 3¢R

202m)* (ra?)?

S-10.79
3RcA4 ( )

S-10.8 Polarization of Scattered Radiation

a) We choose a Cartesian reference frame with the origin located on the scattering
particle, and the z axis parallel to the wave vector of k the incident wave. In order to
have complete rotational symmetry around the z axis it is convenient to assume that
the incident wave is circularly polarized. The electric field of the incoming wave
can thus be written

E; = Eg(X £i)e* o (S-10.80)

Thus, the dipole moment of the scatterer is p = aE; = aEo(X + i§) e,
Because of the rotational symme-

try of the problem around the z axis, y

it is sufficient to consider the scat-

tered radiation with the wave vector 9HV/,Z

kq lying in the yz plane and forming

an angle 6 with the z axis, as shown k JPE 9

in Fig. S-10.1. Disregarding a propor- —_— =

tionality factor depending on @ and 6,

the electric field Eq of the scattered Fig. S-10.1
radiation can be written

E4 < —(pxh)xh
oc —[(X+i§) X A] XA, (S-10.81)

where 1 = (0,sin6, cos6) is the unit vector parallel to kq. Now, recalling that

(X+1y) xh = (xicosd,—cos0,sinb), (S5-10.82)
[(®xi§) xh]xh = (-1, Ficos? 6, +isinfcosh), (S-10.83)

we fint that
Eq o< (1, icos®, FisinOcost) . (S-10.84)

Since an observer would measure the polarization of the scattered radiation with
respect to the direction fi, we calculate the components of the field in the rotated
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coordinate system (x’,y’,7’), rotated by an angle 8 around the x axis, so that x’ = x
and 7’ is along fi:

E('jx =E4q,cc1, (S-10.85)
E(’iy = Egqycos0— Eg sinf o« £I; cos @ +isin*fcos
= J_ricose(cos26+ sin® 0) = +icosé, (S-10.86)

E&Z = Egysinf+ Eq;cosf o« £i sinfcos’@Fisinfcos>6=0. (S-10.87)
The last equality is a check that the radiation field is transverse. We thus obtain
Eq X +icos0y’, (S-10.88)

which gives the dependence of the polarization on the scattering angle 6. In addition,
the angular distribution or the radiated power is given by

dPscatt

o IEg)? o< 1+ cos?6. (S-10.89)

b) The radiation from most sources (sunlight is a typical example) is usually inco-
herent. This means that its phase and electric field direction change randomly at
time intervals not much longer than the oscillation period. Thus, the radiation is
effectively unpolarized at direct observation, in the sense that it is not possible to
measure a definite polarization because of its fast variations. However, (S-10.88)
shows that, independently of the source polarization, the radiation scattered at 90°
(cosf = 0) is always linearly polarized (in the direction perpendicular to both the
wave vector of the incoming light and the observation direction). Hence, incoher-
ent radiation that has undergone scattering (as the blue light from the sky) tends to
be polarized, even if the radiation from the primary source (in this case the sun)
is unpolarized. A measurement of the polarization might help, then, to localize the
position of the Sun on a cloudy day.

S-10.9 Polarization Effects on Thomson Scattering

a) Equation (10.7) leads to the following two equations for the velocity components
of the electron, v, and v,

meVy = —eEgcosfcos(kz—wt), meVy, = —eEqsin@sin(kz — wt) , (S-10.90)
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where m. is the electron mass. We search for a steady-state solution of the form
vy = Voysin(kz—wt), vy = Vyycostkz—wt), (S-10.91)

with Vo, and Vy, two real constants to be determined. Substituting into (S-10.90)

we obtain

E, 0 Epsinf
Vou = S0E0T 1y = CE0SE (S-10.92)

Mew : Mew
The second derivative of the electric dipole moment of the electron with respect to
time is

2
0 [(RcosOcos(kz — wt) + §sinfsin(kz — wr)] , (S-10.93)

.. . €
p:—ev:—
€

and the electron radiates at frequency w. The polarization for scattered radiation
propagating in a generic direction of unit vector fi direction is parallel to the projec-
tion of the dipole moment onto the plane perpendicular to A, i.e., to p, = (jy X i) X ii.
Thus, we observe linear polarization parallel to § for the radiation emitted along X,
and linear polarization parallel to X for the radiation emitted along ¥, and elliptical
polarization for the radiation emitted along Z.

If 0 < 8 < /4, so that sinf < cosf, we choose the observation-direction unit
vector fi = (siny,0,cosy), lying in the xz plane, and forming an angle ¢ with the z
axis, as shown in Fig. S-10.2, where k; is the wave vector of the incident wave. Now
we choose a Cartesian reference frame x’,y’,z’, with y/ =y and 7’ along 1, so that
the scattered radiation of interest is propagating along z’.

If we perform an orthogonal projection onto the A 4

x'y" plane of an ellipse lying on the xy plane, of Z !
half axes cos6 parallel to x, and sin6 parallel to
y, we obtain an ellipse of half-axes cosfcosy
along x’, and siné along y’. Thus we observe
a circular polarization if cosfcosy = siné, i.e.,
if cosy = tan#. Analogously, if 7/4 < 6 < /2,
so that siné > cos 0, we choose the observation-
direction unit vector i = (0, siny, cosy), lying in
the yz plane, and we observe circular polarization
if sinfcosy = cosé, i.e., if cosy = cotf. b) The
average total scattered power is Fig. S-10.2

=%<| P = i4 (EP), (S-10.94)

€
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where
1 1
2\ _ (g2, 2\ = 2 2 <2\ _ 2
(EP) = (E2+E2) = 5 Eo (cos? 6 +sin”6) = S Eo- (S-10.95)
Thus, the total scattered power is independent of # and can be written as

AE2 CE2 4
_ 0 _ 0.2 _ 2 _
pir i Sl 2, (S-10.96)

where
ez CE(Z)
, and [=——,
2
MeC ar

Fe =

are the classical electron radius and the intensity of the incident wave, respectively.
¢) The magnetic field of the wave is

B = Ep [—Xsin@sin(kz — wit) + §cosOcos(kz — wi)] . (S-10.97)

The only non-vanishing component of v X B is in the Z direction, and the magnetic
force on the electron can be written as

e e
F.= _Z(VXB)Z = _Z(VxBy_VyBx)

e’E?
_ 0 2 PN
=- (cos” @ —sin” ) sin(2kz — 2wt) , (S-10.98)

2cmew

this quantity vanishes for 6 = /4, when cos8 = sin#, i.e., for circular polarization.
d) The magnetic force F, drives dipole oscillations along the z axis at frequency
2w. Thus, in addition to the scattered radiation of frequency w discussed at points a)
and b), we observe also scattered radiation of frequency 2w, angularly distributed
as sin”y around the z axis. Since the dipole oscillating at 2w is perpendicular to the
dipole oscillating at w, we can simply add the corresponding scattered powers. Now
we want to evaluate the power emitted at frequency 2w.

The equation of motion for the electron along the z axis is (we put cos” §—sin § =
cos26)

e’ E?
; 0 .
mev, = F, = =) c0s26 sin(2kz — 2wt) . (S5-10.99)

CMeW

Once more, we search for a steady-state solution of the form
v, = Vo, cos(2kz —2wt) , (S-10.100)

with V(, a constant. Substituting into (S-10.99) we obtain
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2E2
Vo = ———— cos(26) (S-10.101)
ew2
and
e2E?
. 0 .
v, = Ry cos(20) sin(2kz — 2wt) . (S-10.102)

(]

The total average power emitted by the dipole oscillating at 2w is

6 -4
2 . 2\ 2 oy K 2
Py, = §<|p2w| >_ §<|evz| >_ 1265mgw2 cos"(26)
22
4n e’k 2 2
= ?mcos 201
4n
= 270 cos2(260)21 . (5-10.103)
C

S-10.10 Scattering and Interference

a) With a proper choice of the time origin, the electric field of the incident plane
wave at x = =d/2 can be written as

d ) )
E; (iz,t) = Eyetikd/2-iwty (S-10.104)

and the phase difference between the two scatterers is
dr—¢p_=kd. (S-10.105)

We denote by r.. the optical paths between the observation point P and the scatterers
located at (+d/2,0,0), as shown in Fig. 10.5. The difference between the two optical
paths is

Ar=(ry—r_)=~—-dsin@, (S-10.106)

where 0 is the angle between the y axis and the line joining the origin to P, as shown
in Fig. 10.5. The approximation is valid for L > d. The phase difference between
the two scattered waves in P is obtained by combining (S-10.105) and (S-10.106),

A¢ = kd(1 —siné) . (S-10.107)
b) If we neglect the difference between the magnitudes of the scattered fields E and

E_ in P, E. being the field of the wave scattered at (+d/2,0,0), the total scattered
intensity s in P is proportional to
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. e s L 2
Is o |E+ +E_|2 o |E+|2 |elkd(l sin#)/2 +e ikd(1 51n9)/2|

1 kd
o« — cosz[—(l —sine)} ) (S-10.108)
r 2

Since rcos8 = L, we can also write

cos20

Is [P

cos’ [%(1 - sin@)} ) (S-10.109)

We denote by u = (kd/2)(1 —sinf) the argument of the second cos” appearing in
(S-10.109). For —m/2 < 6 < /2 the variable u varies continuously and monotonically
from kd to 0. If kd < 1 (i.e., if d < 1/2n), then cos?u ~ 1 e I,(0) ~ cos20, as if a
single scatterer was present. If kd < /2 the function cos? u has no zeros, meaning
that interference fringes are not observed if the distance between the scatterers is
less than A/4. If

T kd Vs

5 < > <(n+1) 3"
with n an integer number and » > 1, the function cosu has n zeros, and one observes
n scattered-intensity minima and n + 1 maxima as 6 varies from —u/2 to +r/2. The
intensity of the maxima is modulated by the function cos? 6.

S-10.11 Optical Beats Generating a “Lighthouse Effect”

a) On the z = 0 plane the electric fields E.. emitted by the two dipoles are parallel
to 2 (perpendicular to the plane), and their amplitudes are independent of ¢. Since
for each dipole E.. o« —w?2po, the field amplitudes are E, ~ E_, equal to each other
up to the first order in dw/wy. The difference between the optical paths from the two
dipoles to P is 6r =~ dsin¢ = (nc/wyp) sing, which yields a phase difference of 7sin¢.
The total field may be thus written as

E = Eycos[(wg +ow/2)t+msing /2] + Eqcos[(wo — dw/2)t —msing/2]
= 2E cos(wot) cos(dwt + msing) . (S-10.110)

b) The EM energy flux in the radiation zone is given by Poynting’s vector S, which
is proportional to the square modulus of the electric field. Thus

S o 4cos’(wot) cos>(Swt + msing). (S-10.111)

Using the “fast”, or “instantaneous”, detector, only the factor cosz(a)ot) is averaged,
and the measured signal is proportional to

(S-10.112)

N =

(S o 2cos?(Swt + sin @), since <cosz(a)0t)> =
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At time ¢, the direction of maximum flux intensity is determined by the condition
. 0
owt+msing = x (S-10.113)

which means that the direction of maximum flux ¢max rotates in the z = 0 plane,
similarly to a lighthouse beam, according to

B (1) = arcsin(—%‘” t) . (S-10.114)

If the EM flux is measured with the “slow” detector,
i.e., averaging over times longer than 27/dw, both
cos? terms of (S-10.111) are averaged to 1/2, and
the total flux is the sum of the two independent fluxes
from the two dipoles.

¢) Now the observation point P is on the x = 0 plane,
at a distance r from the origin, as in Fig.S-10.3.
The angle between the z axis and r is 6. Within our
approximations, the intensities of the two electric
fields E; and E_ in P are equal and proportional to
sinf. Thus the two separate intensities are dependent
on 6, while they are independent of ¢ on the z = 0 plane. The amplitude of the
Poynting vector is proportional to

Fig. S-10.3

S oc 2sin” cos*(wyr) cos’ (Swt + msind) . (S-10.115)

Thus the “fast” detector still measures a rotation of the direction of maximum emis-
sion, but the intensity is modulated by a sin® @ factor.

S-10.12 Radiation Friction Force

a) We insert (10.11) for Fyaq into (10.9), obtaining

+T +T 12
dev(t
f Fra(®)-v(r)de = meTf dl;i ) -v(t)dt
t t

t+T t+T
=MT [? -v(t)]t —meTI

dv(r)|>

dr, (S-10.116
i ( )
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where we have used integration by parts in the second line. The first term vanishes
since the motion is periodic!:

vy I 1]d , 2
[dl -v(t)]t _E[d_v (t+T)- (z)] (S-10.117)

We thus obtain

dv?

t+T t+T
f Froa(t) - v(1)dt = —meT f —
t t

dr. S-10.118
| ¢ ( )

Substituting Larmor’s formula (10.10) into the right-hand side of (10.9) we obtain

! 262 |dv |
— | Pna@)dt =- t, S-10.119
ﬁ rad (") f 32 dl" ( )
and (10.9) is verified if we choose
262
= S-10.120
’ 3mec? ( )

Apart from the 2/3 factor, 7 is the time needed by light to travel a distance equal to
the classical electron radius r. = 2.82x 10~13 ¢cm, and we have 7 ~ 103 s,
b) After substituting (10.12) into (10.8), we search for a steady-state solution of the
form v(1) = voe !, and find

ieEg

= S-10.121
Yo mew(1 +1wT) ( )

Analogously, the steady-state solution of (10.13) is
i eE()

_. (S-10.122)
mea)(l +i£)
w

Vo = —

The two solutions are identical if we choose 17 = w?7. The same result can be
obtained by a direct comparison of Fy,q to the frictional force —menv.

Equation (10.8) represents the first attempt to derive an expression for the “radia-
tion friction” or “radiation reaction” force which is deeply related to the back-action
of the electron on itself, since the electron interacts with the electric field it gener-
ates (self-force9. However. (10.8) is considered unsatisfactory for for two reasons:
(i) it increases the order of the equation of motion, and, consequently, one needs
a further initial condition for the acceleration; and ii) it has unphysical “runaway”

! Actually it is not strictly necessary for the motion to be periodic, it is sufficient that dv?(r)ds
vanishes at the initial and final instants of the time interval considered.
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solutions in the absence of an external field, such as a(¢) = age”/™ with a = dv/dr.
This problem has a long and still open history. Additional discussion may be found
in textbooks and in the literature, also in very recent works related to highly rela-
tivistic electrons in ultraintense laser fields (for which the radiation friction effect
becomes important).
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Solutions for Chapter 11

S-11.1 Wave Propagation in a Conductor at High and Low
Frequencies

a) We determine the conductivity of the metal by searching for a steady-state solu-
tion in complex form, v = ve ! of (11.5) in the presence of an oscillating electric
field E(r,7) = Ee7%". We find

ie -
pm— S-11.1
Y me(w + 1) ( )
corresponding to a current density
) in
< - iene " -
=_ = E= E= E, S-11.2
J=eney mew(w +1n) 4r(w +1in) 7(w) ( )

where w), is the plasma frequency of the metal. At the limits of high frequencies
w > n, and of low frequencies w < i, we have

— for w>n,
o(w) = (S-11.3)

o for w<n.
4rn

The DC conductivity is thus opc = 0(0) = wg /4rn. In a metal, typically we have
wp ~ 10" 571, since ne ~ 102 cm™ and 5 ~ 103 s7'. It is thus a very good
approximation to assume o to be purely imaginary for optical frequencies, i.e., for

w~ 105 57! and to be purely real and equal to opc (i.e. independent of frequency)
for microwaves and longer wavelengths.
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b) Assuming plane geometry and monochromatic waves, in the absence of sources
at x = 4090, the electric field of the wave for x > 0 can be written as (in complex
notation)

E(x,7) = B¢ | (S-11.4)

where the wave vector k is determined by the general dispersion relation (11.4)
in a medium where the refractive index n = n(w) or, equivalently, the permittivity
£ = &(w) = n? are known. For an incident wave of amplitude E;, the electric field at
the surface is given by the Fresnel formula

E=—F. (S-11.5)

The permittivity &(w) is related to the complex conductivity of the medium by
(11.3). Inserting (S-11.3) for o(w), if w > n we have & ~ 1 - wp/w?, and k*
is real, so that the wave is propagating. For k* <0, ie., for wp > w, we have

ikx = —|klx = —x/{p, with £, = ¢/ | /wf, —w?, and the wave is evanescent:

E(x,f) = E e /et (S-11.6)
(the solution o e*/%» has been disregarded as unphysical because it is divergent for
x — o0). For a metal, the condition w < w, implies that the metal is reflecting for
frequencies in the optical range, while it becomes transparent for ultraviolet fre-
quencies.
If w < n, we have that also opc < 7, so that & ~ 4miopc/w is an imaginary
number. In this case, since k = =(1 +1)/¢, with £, = Vwopc/2c¢, the evanescent
solution is

E(x,f) = E e~/ temix/lemior (S-11.7)
¢) The net flux of energy through the surface is given by the time average of the x-
component of the Poynting vector S = (¢/47)E xB at x = 0. We obtain the magnetic
field of the wave from the relation 9;B = —cV X E. Thus the complex field amplitudes
for x > 0 can be written as

E,=Ece ™ B =nEen, (S-11.8)

where kg = w/c. Thus we need to evaluate

1 - -
($20) = 51— Re[ E,(0)BL(0)] = o IEf Re(r). (5-119)
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At the limit w > n, n is purely imaginary, as found above, and (S (0)) = 0, and there
is no energy dissipated into the metal (it can be easily shown that the reflection coef-
ficient obtained from the Fresnel formulas has unity modulus, i.e., all the incident
energy is reflected). At the limit w > 1 we obtain

c 2ro w
(S:0)) = —|EP | T2« g , (S-11.10)
8 w 167 2nope

where in the latter expression |1 + n|? ~ |n> = 2(2nopc/w) has been assumed.
The energy dissipated per unit volume is

J-E) = lRC(O’EyEy )_ %Re( lkonxe—ikon*x)

2
= % Re(o) exp[—2koIm(n)x] . (S-11.11)

If o is imaginary then there is no dissipation, consistently with what found above.
In the w < n regime, the total energy dissipated per unit surface is given by the
integral

f (J-Eydx |Et| _opc |Et|2 oDC
2 2k01m(n) 2 2w \V2rope/w

2no
= DIEP L RE (S-11.12)
8 w

which is equal to the EM energy flux of (S-11.10).

S-11.2 Energy Densities in a Free Electron Gas

a) We use the complex representation for all fields, A(x,7) = Re(Ae**71"), where
A is the considered field. For the electric field of the wave we have E = Eo, where
Ey can be considered as a real quantity. The equation of motion for an electron,
neglecting the nonlinear magnetic term, is

d*r dv

@:mea:—eE, (S-11.13)

ne

which has the steady-state solution for the electron velocity and position

e

e -
Eo s r= 5
MmMew Mew

Eo. (S-11.14)
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The polarization density is

2 2
1 wp
m wz Eoz—zr EE() EX(CL))EO, (S-lllS)
€

Nee

P=—en.t=-
corresponding to a dielectric permittivity of the medium

2
w,

W)= 1+4my(w) =1-— . (S-11.16)
w

Using (11.4), the dispersion relation is obtained as

ke 2,722

=—— =w;+kc". S-11.17
o e ( )

The phase and group velocities are
@ < O | (S-11.18)

Vo= —=——, Vve=——=c\|l-—, -11.
YTk > &7 ok w?
i
w2

so that both v, and v are real if w > wy, and vyvg = c?. Finally, using the equation
¢VXE = -9,B. i.e., ikcE = iwB, we obtain Ey = (vo/c)Bo.
b) From the definition of the EM energy density

1 1 1 c?
—(E>+B?))= —(E>+B) = —E*|1+—
HEM <87r( " )> 167r( 0+ Bo) 167 ° +v$20

167 °" w

wz
! EZ(Z——;]. (S-11.19)

¢) From the definition of the kinetic energy density

2

eEy 2_

< mev2> me 1 I nees 5
UK = (Ne— = No— — -
K ) 2 2lmew!|  4mew? °
2
1 »%
= —E;—. S-11.20
16m 0 w? ( )
Thus
[
u=upm+ug = —E;, (S-11.21)
8t

independently of #.
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d) In our case (11.6) can be rewritten
voE? = c(E* —E}). (S-11.22)

Using Fresnel formulas as functions of the phase velocity v, = ¢/n, with n = /g,
we obtain

Ve—cC 2v,
E. = Ey, E. = Eo, (S-11.23)
V(p +c V(p +c
leading to
4vgvy = 4ctv, (S-11.24)

. . . _ 2
which is equivalent to vgv, = c*.

S-11.3 Longitudinal Waves

a) We obtain from Maxwell’s equations, assuming B = 0,
1 1 1
0=VxB=-@4nJ+0E)=—-4noP+0:E)=—-0,(4nP+E). (S-11.25)
c c c

where P is the polarization density of the medium and J = 9P the associated polar-
ization current. Assuming all fields to have an harmonic dependence ~ ™, we

have P = y(w)E with y = [g(w) — 1]/(4r). Now, using (11.7), we can write
0=-iw(@4nP+E) = —iw{le(w) - 1]E+E} = —iwe(wWE , (S-11.26)

implying &(w) = 0.
b) The total charge and current densities in the medium can be obtained from E
using the equations
1
o=—V-E, J=—--0E, (S-11.27)
4n 4r
which also imply the continuity equation 47,0 = —V - J. For E given by (11.7) we
obtain " )
o= 1_ Ep eikx—iwt , J=% lﬁ Eo eikx—iwt ) (S-11.28)
iy 47
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¢) Assuming electrons moving with negligible friction, the equation of motion for
the single electron is

d’r 5
meﬁ = —mewyr—¢E, (S-11.29)

where m, is the electron mass, and r is the distance of the electron from its equilib-
rium position. For a monochromatic field E = Ege™" the stationary solution is

E
r=— & (S-11.30)
me(wz _w(2))

The polarization density of the medium is

nee®
P=-en.r=- E=x(wE, (S-11.31)

2
me(w? — W)
where 7, is the number of electrons per unit volume, and

2 W2
Ne €
X@)=——— = (S-11.32)
me(w —wo) w”—w

is the dielectric susceptibility of the medium, and wp, = 4nnee?/m, is its plasma
frequency. The dielectric permittivity is thus

2

w.
e(w) = 1 +4ny(w) =1 - —— | (S-11.33)
w? w(z)

and the longitudinal-wave condition &(w) = 0 leads to
w= W+ W} (S-11.34)

It is important to notice that the wavevector k is nor determined by this equation; it
may have any value, and the phase velocity may thus be arbitrary (lower or greater
than ¢). Longitudinal waves in condensed matter physics are also called polaritons.
In a free electron medium where wg = 0 (a simple metal, a ionized gas or a plasma),
we have w = wyp; in this case the waves are called plasma waves or plasmons.
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S-11.4 Transmission and Reflection by a Thin Conducting Foil

a) Since the problem of determining the transmission
and reflection coeflicient is linear, and the medium is
isotropic, the choice of polarization is arbitrary. For
definiteness, we assume linear polarization, with the
electric field E of the incoming wave parallel to the
y axis, and the magnetic B parallel to the z axis.

We apply Stokes’s theorem to a closed rectangu-
lar path C, delimiting a surface area A, twice: once
for E and once for B. In both cases the base of the
path extends from x = —h/2 to x = +h/2, while the
height, of length ¢, is parallel to the y axis for the
electric field E, as shown in Fig. S-11.1, and to the
z axis for the magnetic field B. For the electric field  Fig, S-11.1

GE-a- E(+§)—E(—g)}€

= +iﬂfB-dA=191§fh, (S-11.35)
C A C

where B is the amplitude of B at some point of the surface A, according to the mean
value theorem. Since B is limited, at the limit # — 0 we have Bh — 0, and the first
of (11.8) is proved. For the magnetic field we have

9§B-dl= B(+ﬁ)—B(—]—1)}€=f(4—ﬂJ—igE)-dA
C 2 2 A\ C c
=f4—"K5(x)dxdz—if9E-dA
A€ A€

4, _ _
= TR +—i%Een. (S-11.36)
C C

where, in the second line, we have replaced J by Ko(x), and, in the third line, K
is a value assumed by K somewhere on the segment of length £. Since, again, E is
limited, the product £ ¢h — 0 as h — 0, and the second of (11.8) is proved.

b) The most general expression for the field is the sum of the incident and the
reflected wave for x < 0, and the transmitted wave only for x > O:

Ei eikx—ia)t + Er e—ikx—iwt , x<0 ,

E, eikx-iot >0, (S-11.37)

E(x,1) = {
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The amplitudes E; and E; must be determined as functions of E; and other parame-
ters, by imposing (11.8) as boundary conditions. Noticing that K = cdE(0) = odE;
and that c0E(x,t) = —0,B(x, 1), we have

d
E—E-E =0, E—-E+E=-412%E,, (S-11.38)
c
so that, writing 2rod/c = n as a shorthand, we have
E=-—1_F E=—F (S-11.39)
r— 1+7] 1 t—l+n 1- .

¢) At the limit 7 > w the conductivity is given by o = nee? /men and is a real number
(Ohmic conductor). The mechanical power P is the cycle average of J - E integrated
over the volume of the foil, thus we obtain (per unit surface)

1 od , ¢ 7 5
=- f= —— _FE7, S-11.40
21+ " Ax(+np? ! ( )

_ Lo
P—2|E(0)|d

(notice that Ej can be taken as a real quantity).

At the limit 7 < w the conductivity is o = inee? /mow = iwg /4nw and is thus
imaginary, corresponding to a real permittivity e = 1 — wf, Jw?. Accordingly, J and E
have opposite phase, and (J - E) = 0, as can be directly verified.

d) The energy flux through the foil is given by the difference between the values of
the Poynting flux at the two surfaces (here we switch back to real fields for simplic-

ity),
SO -S(07) = % [E(0")B(O*)— E(07)B(07)] . (S-11.41)
Inserting the boundary conditions we may write
E(0")B(0")— E(07)B(07) = E(0)[B(0") - B(0")] = —E(0)477r1d . (S-11.42)
so that
S(0%)=S(07) = —JE(0)d = —KE(0),, (S-11.43)

i.e., the energy flux through the foil equals the mechanical power dissipated in the
foil (all quantities have been defined per unit surface).
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Alternatively, we may compute the energy flux directly and compare it to the
mechanical power. For the cycle-averaged Poynting vector at the two surfaces we
have

1
= E2, (S-11.44)
¢ +pp"

2
(50") = —(E*0") = ZIEf =

2
(S(07)) = e0cX(E(07)B(07)) = 7” Re(E; + E(E] — E})]

2 1
= _ _Re(2n*+1)E?. S-11.45
T e + ) E; ( )

If < w, then 1 is purely imaginary and S (07) = S (0%): there is no net energy flux
inside the foil, consistently with the vanishing of the mechanical power.
If n > w, then 7 is real and the net flux of energy is

T PN e o/ I I S R i
($(0%)) (S (07) = = Qo? B B (S-11.46)

which is equal to minus the absorbed power (S-11.40).

S-11.5 Anti-Reflection Coating

a) In the absence of sources at x = +oo, the general solution can be written as (omit-
ting the common time dependence e™'“")

Eje%x 4 F e 1kx (x<0),
E={E,eMM L E e Mkx  (0<x<d), (S-11.47)
E, elnkx (x>d),

where k = w/c, Ej is the amplitude of the incident wave, E; the amplitude of the
wave reflected at x = 0, E, and E_ the amplitudes of the waves propagating along
+X and —%X, respectively, in the 0 < x < d layer, and E; the amplitude of the wave
propagating along +X in the x > d half-space. The subscripts of the electric fields £
in (S-11.47) are in agreement with the subscripts of the wave vectors k in Fig. 11.2.

b) The matching conditions require the electric field and its derivative with respect
to x (which is proportional to the magnetic field) to be continuous at the planes x =0
and x = d. We thus obtain

E,+E,=E,+E_, (S-11.48)
Ei—E. =n(E,-E.), (S-11.49)
E ety |_emimMd = feinkd (S-11.50)

ny (E, etk - E_emMAd) = ny ek (S-11.51)
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¢) Since we require that there is no reflected wave in vacuum, E; must be zero.
Posing E; = 0in (S-11.48)-(S-11.51), the latter can be regarded as an homogeneous
linear system in E;, E, E_ and E- Such system has non-trivial solutions only if its
determinant is zero, i.e. if

. (S8-11.52)
np—nynp+1

In the case of a layer of thickness d with vacuum at both sides, n, = 1 and the right-
hand side of (S-11.52) equals unity, thus e2inikd = 1 Thijs implies 2n1kd = 2mn,
with m any integer. Thus, there is no reflected wave when the layer thickness is
d =mAa/2n| (since k = 27/ ), i.e. when the “optical depth” nd equals an half-integer
number of wavelengths.

d) In the general case, the left-hand side of (S-11.52) is a complex number of mod-
ulus 1, while the right-hand side is always real number if n; and n; are real as
we assumed. Thus, we have solutions only if e2inkd — 41 The case eXMkd = 41
is the case of ny = 1, considered above at the end of point ¢). In the second case
e?mkd = _1 we have the condition

ng+npn—1

2nikd = 2m+ D, —_— —=-1, S-11.53
i (@m+ L np—nz np+1 ( )

the second equation implying n, = 4/ny. The thickness of the layer must be
d=Q2m+1) A (S-11.54)
=(2m —, -11.
4n1

with m, again, any integer. The smallest possible thickness is d = 1/(4ny), corre-
sponding to m = 0. This shows that, with a suitable choice of materials and of layer
thickness, we can produce an “anti-reflection” coating on an optical element (such
as a window or lens) from which we do not want any reflection to occur.

S-11.6 Birefringence and Waveplates

a) The incident wave can be considered as the superposition of two waves having,
respectively, P and S polarization, i.e., one having the electric field lying in the xy
plane, and the other parallel to z. The difference between the refractive indices for
P and § polarization, n, and ny, gives origin to two different refraction angles, 6,
and 6y, according to Snell’s law. With our assumptions, the refraction angles are

. sin6; . . sin g,
sinf, = —— =sin(6,—a), sinfy =
n, ng

=sin(6;+a), (S-11.55)

at the limit @ < 1 we can approximate sine@ ~ @ and cosa = 1, obtaining
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sin(f; + @) = sinf; cos @ + cos @ sina =~ sinf = @ cos b . (S-11.56)

The refractive indices are n, = i +0n, and Ny = A —¢n, respectively, with on < A.
For P polarization we have, up to the first order in 6n/n,

ino; in 6; on
§inf, — acosf, = —mt S0 ‘(1—7), (S-11.57)
n+on n n
and, analogously, for S polarization we have
ing; on
sinfy, ~ S0 (1 + F) . (S-11.58)
The above results lead to
iné; in6; 6n in”6
A= 20% and @=2 AN _osn (S-11.59)
sin 6 cosé; n? cos 8 siné;

b) In order to have exiting circularly polarized light, the exiting P- and S -polarized
components must be phase-shifted by d¢ = /2. This can obtained making use of
the difference between the two optical path lengths, n, d and nyd. The condition for
circularly polarized light is thus

4xénd
56 = k2ond = N4 -

b4
= -11.
5> (S-11.60)

i.e. d = 4/(8on). This is called a quarter-wave plate. If 5¢ = r instead, i.e., if d =
A/(46n), there is a relative change of sign between the two components, which leads
to a polarization rotation of 7/2; this is an half-wave plate.

S-11.7 Magnetic Birefringence and Faraday Effect

a) Neglecting the effect of the magnetic field of the wave, much smaller than the
external field By, the equation of motion for the electrons is

d?r

4
meﬁz—eE—e;xBo—mew%. (S-11.61)

The electric field of the circularly polarized EM wave can be written, in complex
notation, as

. = ERzif)ellior (S-11.62)



372 11 Chapter Solutions for Chapter 11

where the plus and minus signs correspond to left-handed (clockwise) and right-
handed (counter-clockwise) circular polarizations, respectively. We look for solu-
tions of (S-11.61) of the form

r. = ro@xip)eO oy =y R xip)e (S-11.63)
with v, = —iwr.. The vector product v, X B is
veXBg=viBo(X£i¥) XZ = v Bo(—§ £ iX) = +iv. By (X +1¥), (S-11.64)
thus (S-11.61) leads to the equation for r.

(@R — ), =—miETrier:iCBo=—miE$wwcri, (S-11.65)
(5] (5] (5]

where w, = eBy/mec is the cyclotron frequency. The solution for r.. is

E
ry = ¢ . (S-11.66)
Me (a)2 — a% F wwc)

Thus, we have a different polarization of the medium P, and a corresponding differ-
ent dielectric susceptibility y., for each each circular-polarization state of the EM
wave,

P.=—-enery =y E. . (S-11.67)

In turn, this gives two different dielectric constants £, = 1 + 47y

2

2+ , (S-11.68)
W” — Wy F WWe

w
8121_

where w, = +/4me’n,/m, is the plasma frequency of the medium. The propagation
of the wave requires €. > 0, i.e., W > wWeox, Where the two cutoff frequencies weo+
depend on the polarization of the wave

(,4)2 w
Weox = \/w%+w%+fi7c. (S-11.69)

The magnetized medium is thus birefringent. For waves of frequency in the range
Weo— < W < Weot, Only one state of circular polarization can propagate in the
medium, while we have an evanescent wave for the opposite polarization. The two
resonant frequencies Wresz, defined by y(wres+) — 00, also depend on polarization:
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Wress = \| W2+ “’T + & (S-11.70)

Notice that in the case wg =0, i.e., for a magnetized free-electron medium, there is

a single resonance at w = w,, for only one circular polarization (see Problem 7.9).
The knowledge of the permittivity (or, equivalently, of the refraction index) for

the two independent states of circular polarization is sufficient to study the propa-
gation of a transverse wave of arbitrary polarization, since the latter can be always
expressed as a linear superposition of circularly polarized states. Notice that if we
had searched for linearly polarized solutions, we would have found a mixing of
polarization vectors directed along % and §', i.e. the permittivity would have been a
matrix instead of a number. It can be shown that such matrix can be diagonalized,
with circularly polarized states as eigenvectors and (S-11.68) as eigenvalues.
b) The linearly polarized wave can be considered as a superposition of the two states
of circular polarization, so that at z = 0 the electric field of the wave can be written

) E )
E=0.)=%Ee ™ = 2 [&+i§)+ &~if)le ™. (S-11.71)

The two circularly polarized components travel at different phase velocities v, =
c/ny, where n. = /e is the refractive index associated to each polarization state.
At z = £, the electric field of the wave is

Ec=(n=> [+t + & —igyeht]er, ($-11.72)

where k. = w/vs = (w/c)n.. To first order in w./w, we can write N. =~ Ny =N, where
no = N(w, = 0) and
2

p
=— S-11.73
2no(w? —a)g)2 ( )

WWeW

on

Thus, the wave vectors for the two polarizations can be written k. = ko + 0k, where
ko = (w/c)ng and 6k = (w/c)on. The electric field at z = € can be rewritten as

E .
Ec=(0=> |&+i9)e 4 (k-if)e
o Rcos(6k ) — § sin(5k L) . (S-11.74)

—idkt’] eikol=iwr

The polarization has thus rotated by an angle ¢ = 6k ¢, proportional to the intensity
of the magnetic field.
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S-11.8 Whistler Waves

The dielectric permittivity of a magnetized free electron gas for circularly polarized
transverse waves, propagating along the magnetic field, is (see Problem 11.7)

W,

o

e=e(w)=1- (S-11.75)

wwFw)’

where w), = \4neZne/me is the plasma frequency of the medium, w. = eBy/mec is
the cyclotron (Larmor) frequency, and the plus and minus signs refer to left-handed
(counterclockwise) and right-handed (clockwise) circular polarizations, respectively.
Since, in general, the dispersion relation is w? = K2t /e(w), (11.11) implies that
e=c?/aw. For w < w, and w < wg/wc, (S-11.75) reduces to

2
“p
W,

(S-11.76)

IS

Wave propagation requires & > 0. Thus, only left-handed polarized waves can prop-
agate in the presence of a dispersion relation given by (11.11), with & = c?w, /wg.

Assuming the values of n. and B given in the text, we estimate wp ~5.6x10% 7!
and w, = 8.8x10°s~!. A typical frequency for which (S-11.76) holds is w ~ 10 s~!.
b) First, we notice that, in general, (11.11) implies vy = drw = 2ak = 2w/k = 2v,,.
Thus, the phase velocity depends on frequency as

=2 = Vaw= [ZLc<e. (S-11.77)
X o

For w = 10°, and the above values of wp and wc, we obtain v, ~ 0.03c.

¢) With a spectral range from w; to 2w, the frequency components travel with
velocities differing by a factor up to 2, so that the wave packet generated by the light-
ning will spread out and increase its length during its propagation. The higher fre-
quencies travel faster, and are thus received earlier by the observer, than the slower
frequencies. This is the origin of name “whistlers”.

In order to estimate the spread of the packet after a distance L = 10° cm, we
assume that the center of the wave packet travels with a group velocity v, =~ 0.06¢,
reaching a distance L after a time 7 = L/vy = 0.56 s. The “extreme” frequencies w;
and w, will have group velocities v| =~ 0.04¢ and v, ~ 0.08 ¢, respectively, and the
pulse duration may be roughly estimated as the difference At =1y — 1o = L/v| —
L/v, ~(0.83-0.42) s = 0.41 s, provided that the duration at the emission is much
shorter than Ar. This rough estimate neglects the deformation of the wave packet
due to the strong dispersion.
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S-11.9 Wave Propagation in a “Pair” Plasma

Actually, it is convenient to calculate the dispersion relation in the presence of an
external magnetic field By first, then, the answer to point a) is simply obtained as a
special case with By = 0. We assume By = By Z and a wave linearly polarized along
X in a Cartesian reference frame xyz. The differential equations for the velocities of
positrons, vy, and electrons, v_, are respectively

dves e dvys e
— ==+ E.+vy.By), — = F
dr mec( x+vy+Bo) dr MmeC

(vx£Bo) , (S-11.78)

where we have assumed v,,. = 0. Differentiating the first of (S-11.78) once more
with respect to #, and substituting the second of (S-11.78) for dv,. /d¢, we obtain

v, e eBy dvy. e )
— i + — = Fiw—E+ . S-11.79
dr? Me mec dt +lwme X WV ( )

where w. = VeBy/mec is the cyclotron frequency. Substituting E, = Ege ! we
obtain

e
Vs = Fiw Eo. S-11.80
X+ me(w% _ (,4)2) 0 ( )
Analogously, for vy, we have
B,
Vye = £y o = —iw—Ey , (S-11.81)
e Mme

which has the same value for both electrons and positrons. The components of the
current density are thus

2iwnge?

Jy=npe(Vyy —vy)=— 0>

me(wg — w?)
Jy=nge(vyy —vy_)=0. (S-11.82)

The dielectric permittivity of the pair plasma, &(w), is obtained from the usual defi-
nitions J = cE = —iwyE and is

sw)=1- L. (S-11.83)

The same result can be obtained for circular polarization, both for left-handed and
right-handed waves, confirming that there is no magnetically induced birefringence
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in a pair plasma. This is different from the case of a medium containing free elec-
trons only, considered in Problem 11.7.

For case a), where By = 0, we set w. = 0, and obtain a cut-off frequency at w =
2wp.

For case b), there is a resonance at w = w., while wave propagation is forbidden

for frequencies in the range we < w < /W +2w}.

S-11.10 Surface Waves

a) In a dielectric medium described by & = &(w), a monochromatic EM field of
frequency w satisfies the Helmoltz equation. Thus we have for the magnetic field

2 W’
\Y% +8c_2 B.=0. (S-11.84)

Substituting (11.12) for B, into the Helmholtz equation, we obtain

2 2 W
qg -k +—28=0. (S-11.85)
c

b) From the equation ¢V xB = 47J +d,E and the definition of £ we obtain (for mono-
chromatic waves in complex notation) cV X B = —iweE. By substituting (11.12) for
B we obtain

—iweE = (X0, —§0,)B.c = (ik¥ —g¥)B.c, (S-11.86)
which gives for the electric field

E = (k& +ig§) — B, . (S-11.87)
EW

¢) From the definition of S = cE X B/(4x) we find that S has components both along
x and along y, given by

4 qCB(z) 2gx :
Sy=—E,B, = e“?* cos(ky — wt) sin(ky — wr), (S-11.88)
ZY drew
keB?
Sy = ——EB. = — X% cos(ky — wr). (S-11.89)
4r drew

However, averaging over one oscillation period we obtain (S ,) = 0, thus the net
energy flux is in the y-direction only, since (S ) # 0.

d) The tangential component of the magnetic field at the interface between two
media must be continuous. Thus, from B,(07) = B,(0") we get B; = Bs.
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e) Also the tangential component of the electric must be continuous at the interface,
thus £,(07) = Ey(0+). Using the results of points b) and d) we obtain

qu_ 92 (S-11.90)
&1 &

Since both g1 > 0 and g2 > 0, &1 and &, must have opposite signs.
f) Using the relationship (¢ /£1)? = (g2/€2)? and the result of point a) we obtain

2 2
22 W 22 W
slk——e¢e|=¢7lkF——& ], S-11.91
2( = 1) 1( = 2) ( )
from which it follows that
)
ES—E& +
D e N By Sr Rl (S-11.92)
£561 —&1&2 &281

Since wave can propagate only if k> > 0, and &), < 0, we get the additional condi-
tion g1 + & < 0.
g) Since &, < —g1 = —1 must hold, we may choose a metal, or a free electron gas, or
anideal plasma. .., for which e, =1 —wg /w?, and a frequency such that w < wp/ V2.
The above described EM modes are surface waves (also named surface plas-
mons). These waves propagate along the surface of a conductor and are evanescent
along the perpendicular direction, so that the EM energy is confined in a narrow
layer, thinner than the wavelength in vacuum. Surface waves are a building block
of plasmonics, a discipline oriented to develop optical and electronic devices on a
nanometric scale.!

S-11.11 Mie Resonance and a “Plasmonic Metamaterial”’

a) The incident field can be written, in complex notation, as
E; = Ei(x,7) = Ege*¥ 1t (S-11.93)

Since a < A, the electric field can be considered as uniform over the volume of the
sphere, thus E; =~ Ege ™', assuming the center of the sphere to be located at x = 0.

ISee e.g. W. L. Barnes et al., “Surface plasmon subwavelength optics”, Nature 424, 824 (2003); E.
Ozbay, “Plasmonics: merging photonics and electronics at nanoscale dimensions”, Science 311,
189 (2006).
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Now we introduce a spherical coordinate system (7, 6, ¢) with the origin at the center
of the sphere, and the zenith direction parallel to E;. At the surface of the sphere,
r = a, we have the usual boundary conditions at the interface between two media

E(a*.0)—E (a,0) =4n0(0),  Eya*.0)—Eya,0)=0, (S-11.94)

where o7(6) is the surface charge density on the sphere, independent of ¢ within our
approximations. The problem is thus analogous to the case of a dielectric sphere in
a static uniform external field, treated in Problem 3.4. We can extend the results for
the internal field and polarization to the case of an oscillating field as follows

3Ky _ 3(er(w)—1)

- P=yE, = —°" "~ . -11.
ew)+2° X = @) +2) (5-11.95)

Eint

The difference with the electrostatic case is that now &, depends on frequency, and
is not necessarily positive and greater than one, so that the internal field E;,; can be
greater than the external applied field Eq. A resonance appears when the real part of
the denominator vanishes. Setting = 0 for simplicity, the resonance condition is

2

[
elw)+2=3-—"—==0, (S-11.96)
(1)2 —(1)0
which yields
2
[
w2=w3+?p. (8-11.97)

The physical meaning of the resonance is particularly clear for wg = 0, e.g., for a
metallic (nano)sphere in a high-frequency (optical) field. In this case the resonance
frequency is
“ (S-11.98)
w=—, -11.
V3
that is the natural frequency of the collective “Mie oscillations” of the electron
sphere treated in Problem 1.5, also known as the lowest-order surface plasmon of the
sphere. The resonance thus corresponds to the excitation of this oscillation mode.
b) The macroscopic polarization is given by the dipole moment of each nanosphere,
Psphere = PV, with V = (4x/ 3)a® the volume of the sphere, times the number of
nanospheres per unit volume, ng:

3n, Va)g

T2 02
3w w;

Eo. (S-11.99)

Priacro = MsPsphere =
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This is equivalent to a macroscopic dielectric function

3nSVa)§
elw)=1-——. (S-11.100)
3w? - w;
Wave propagation requires &; to be positive, i.e.,
“p Wp
w<—, w>—+1+3nV. (S-11.101)

B i

This is a simple example of an artificial “metamaterial”’, where the plasmonic prop-
erties of the nanostructures composing the material determine the optical response.
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Solutions for Chapter 12

S-12.1 The Coaxial Cable

a) Since the capacitance has been defined assuming static conditions and bound-
ary effects are negligible for an “infinite” wire, we evaluate the capacitance per unit
length of the cable, C, as for a cylindrical capacitor assuming the charge density to
be constant in time and uniformly distributed. For symmetry reasons the electrosta-
tic field between the two conductors is radial and independent of z and ¢, and it is
obtained easily from Gauss’s law as

22
E=—r¢, a<r<b. (S§-12.1)

r

Thus, the potential drop between the two conductors is

b
b
V= —f E.(r)dr= —2/11n(—) , (S-12.2)
a a
so that we obtain
A 1
== S-12.3
VI 2In(b/a) ( )

Similarly, a static current / uniformly distrib-
uted on the inner conductor generates a mag-
netic field

A 21 4
B=By(r)¢= ;q). (S-12.4)

The inductance per unit length of the cable
can be obtained by evaluating the flux of B Fig. S-12.1
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through a rectangle of width A4z, lying on a plane containing the z axis, and extending
from r = a to r = b, as highlighted in Fig. S-12.1. The flux is

b
PB) = f By(r)4zdr = A ln(b)Az , (S-12.5)

¢ \a
corresponding to an inductance per unit length £

_e® 2 (b -
L=y =5 ln(a) : (S-12.6)

The same result can be obtained by calculating the magnetic energy in a cable
section of length Az, and inductance 4z.L,

1 b p? ? (b

—AzLPP =4z | =—2nrdr==In(=|4z. (S-12.7)
2 . Sm 2 \a

b) The coaxial cable is a continuous system with finite capacitance and inductance

per unit length, thus we know from Problem 7.4 that a current signal propagates
along the wire according to the wave equation (S-7.49), with velocity

y=——=c. (S-12.8)

The general solution for the propagating current signal is thus 1(z,7) = I(z —vt), and
propagation occurs with no dispersion. The associated charge signal A(z, ) is related
to I(z,t) by the continuity equation,

01 A(z.1) = =0 1(z,t) = =I'(z—c1) , (S-12.9)

where I’ denotes the derivative of I with respect to its argument. Since d;A(z —ct) =
—cA’(z—ct), we obtain

Alz,t) = A(z—ct) = %I(z— ct). (S-12.10)

¢) A transverse electric field E must be radial for symmetry reasons, E = E,(r,z,1)f.
Applying Gauss’s law to a cylindrical surface of radius a < r < b, infinitesimal height
A4z, and coaxial to the cable, we find E, = 2A(z,#)/r. Again for symmetry reasons,
a transverse magnetic field must be azimuthal, B = By(r,z,t) #. Applying Stokes’
law to a circle of radius a < r < b, coaxial to the cable, we obtain By = 2/(z,t)/rc.
The displacement current does not contribute to the flux through the circle, since
E is radial. Thus, the fields of have the same dependence on A and I as the static
fields, the only difference being that here both A = A(z,¢) and I = I(z,t) depend on
z and t. Notice that it is such peculiar character of the TEM configuration which
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allows to use the capacitance and inductance calculated for static fields to obtain the
propagation velocity of electromagnetic signals along the cable, a result also true
for any transmission line in TEM mode.

We can check that the above fields constitute a solution to Maxwell’s equations
by verifying that

A 2 ) A
VXE =0.E, ¢ = ;Gz/l(z—ct)(ﬁ = ;/l'(z—ct)(ﬁ

2 .2 .
—I'z=c)p=-—0ilz—c)¢
rc rc

—latB. (S-12.11)
c

d) The source at z = 0 must do a work W(#) in order to drive the current between the
inner and outer conductors,

b
W) =V(0,1)1(0,1) = —2c/12(0,t) ln(—) . (S-12.12)
a
The local flux of energy at any point (r,¢,z), witha <r < b and z> 0, is

¢ 2A(z—ct) 2I(z—ct)
4r r rc

S(r,2,1) = %Eszi

c

=2— (z—ct), (S-12.13)

mr?

corresponding to a total flow of energy at z
b b
D(z,1) = f S 2nrdr= Zc/lz(z—ct)ln(—) =-W(z—ct). (S-12.14)
a a

This shows that the energy flow is sustained by the source.
e) The expressions for the fields, and for the capacitance and inductance per unit
length, are, in the presence of generic values of € and y,

A oul
E =2~ By ==, (S-12.15)
Er rc
€ 2 b
_ , - Zm(?), S-12.16
¢ 21n(b/a) L c? n(a) ( )

corresponding to a wave velocity v = ¢/ y/eu < c. In general, however, both & and u
can depend on frequency, and the cable becomes a dispersive transmission line with

phase velocity vg(w) = ¢/ \/e(w) p(w).
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S-12.2 Electric Power Transmission Line

a) The continuity equation is 9,1 = —.1. Writing A in the form 1 = 1oe*= ¢! we

obtain
. . k Iy
—iwdyg =—ikly, or Apg=—Ip=—, (S-12.17)
w

Ve

where v,, is the phase velocity of the signal.
b) The electric field E can be calculated by applying Gauss’s law to a cylindrical
surface coaxial to the wire, obtaining

20(z,t
E/(r,z,1) = (rZ). (S-12.18)

The magnetic field B can be obtained from the equation ¢V XB = 4nJ + 9E. If we
choose a circle of radius r coaxial to the wire and apply Stokes’ theorem we have

éB-dl’z %f(47rJ+6fE)-dS. (S-12.19)

The 0,E term is radial and thus does not contribute to the flux at the right-hand side,

so that / 2t

1
2nrBy =4n—, and By(r,z,t) = < . (S-12.20)
c re

The equations for E,(r, ¢,z) and By(r, $,z) have the same form as in the static case of
a wire with constant and uniform charge density and current, respectively. We also
have |E;|/|Bg| = ¢/v,. These are a typical properties of the TEM (transverse electro-
magnetic) mode for the transmission lines. Maxwell’s equation ¢V XE = —0,B gives
¢0,E, = —0,B, leads to

I I I
ko = iw Fl-w2 5 Y-8 oy =, (8-1221)
c Vo c vy ¢
where we have used (S-12.17) and k = w/v,.
In ST units we have
A _ ol E/|

= , B, = , = —. S-12.22
2reg " 2nr Byl vy ( )



S-12.2 Electric Power Transmission Line
¢) Consider a line on the midplane, at a distance /& from d
the plane containing the two wires, as in Figs. S-12.2 o+A -1 @

and S-12.3. The distance of the line from each wire is ' /
r= +/h%+d?/4. The electric and magnetic fields gener-

ated by the two wires sum up to h
21 :
E = 28 =2 singe ¢, (S-12.23)
rc
21 A
B = 2§ =2 singe ', (S-12.24)
rc

with X and § the unit vectors parallel and perpendicular Fig. S-12.2
to the plane containing the wires, respectively.
Since sin6 = d/(2r), we obtain

2lpd
|Exl = 1Byl = ——. (S-12.25) J
rec -
®+1 -I®
The corresponding expressions in SI units are Y K
Iod Iod r\ 2/
By = [Bjle= —20 =005 (g 106y M|
’ 2mcegr? 212 Al
Thus !
4rx1077x 103 x5
1By = = ~107°T, (S-12.27)
27X (30% +52/22)
Fig. S-12.3
and
|Ey| ~3%x10° V/m. (S-12.28)

For a comparison, the average magnetic field at the Earth surface is ~ 5x 10~

385

ST,

while the electric field is ~ 1.5x 10? V/m. Possible screening effects by the Earth’s

surface have been neglected.

S-12.3 TEM and TM Modes in an “Open’’ Waveguide

a) Inserting (12.23) into the wave equation for B

1
(VZ -3 8,2)Bz =0, (S-12.29)
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and recalling that 9, B, = 0, we obtain the following relation between k,, k, and w

w2

k§+k§—c—2:0. (S-12.30)

b) The electric field of the wave can be obtained from

0E=cVXB=c(Xd,-y0,) B,
—iwE = cBo|-Rky sin(kyy) - §iky cos(kyy)| e’ | (S-12.31)

which leads to

kyc . .
E, = —i = Bysin(k,y) el (S-12.32)
w
_ ka ikyx—iwt
Ey, = — By cos(kyy)e"™ . (S§-12.33)
- w

¢) The parallel component Ej of the electric field E must vanish at the boundary with
a perfectly conducting surface, thus we must have E,(y = +a/2) = 0. This implies
that sin(kya/2) = 0, and kya = 2mm, with m € N. By substitution into (S-12.30) we
obtain

222, (7€) 2
W =K +(—) @m)?. (S-12.34)
a
The m = 0 mode corresponds to £ = 0 and to Ey, and B; independent of y. The fields
are thus uniform over any cross-section of the waveguide parallel to the yz plane,
and we have w = kyc. This is the TEM mode typical of transmission lines. The m = 1

mode has frequency
2nc\*  2nc
w = k)%Cz + (7) > 7 = Weo » (S-1235)

where wc, = 2mc/a is the cut-off frequency.
d) The energy flux is given by Poynting’s vector, parallel to the z = 0 plane,

c

S:47r

ExB = 4i(EyBZ§(— E.B.9). (S-12.36)
V4

By averaging over one full cycle we find (S,) = 0, i.e., there is no net energy flux

along y. Averaging S , over one cycle we obtain

Ak
(Sy) = - ZX B} cos®(kyy) . (S-12.37)
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The group velocity of the wave is

k 2 k 2
Vg = = ——2 = 2 (S-12.38)
K2c? + w?, @
thus we can also write
B2
(S1)=vg 8—0 cos(kyy) . (S-12.39)
T

S-12.4 Square and Triangular Waveguides

a) The electric field must satisfy the wave equation in vacuum
1
(Vz . ,93)1; -0, (S-12.40)

and, substituting (12.4) for E, we obtain the time-independent Helmoltz’s equation
for the only nonzero component of the electric field, £,

w?

(a§+a§—k§+ )E}:O. (S-12.41)

2

In vacuum we must also have V- E = 0, this condition is automatically satisfied if
we assume that £, is independent of x, E, = E(y), and (S-12.41) reduces to

2
(ag —2+ “’—Z)Ex(y) -0. (S-12.42)
C

According to the boundary conditions, the parallel component of E must be zero
at the perfectly reflecting walls of the waveguide y = 0 and y = a. This condition is
satisfied if we assume

Ey(y) = Eggsin(kyy) ., with ky=n>, n=123,.., (S-12.43)
a

where Ey, is an arbitrary, constant amplitude. The electric field of our X polarized
wave can thus be written

E = R, (y)e* 9 = R Ey, sin(Ey) eikezior (S-12.44)
a
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Substituting (S-12.43) for E . into (S-12.42) leads to
W2
(—k% -2+ —Z)EOX =0, (S-12.45)
i C

which, diregarding the trivial case Eo, = 0, is true only if

2 2 2 2
2 7 W _ . w 7 w T
ky+kz—c—2—0, or kz_\/C_Z_ky_ \/C—z—nza—z. (S-1246)

The wave can propagate only if k; is real, thus we must have

w>n". (S-12.47)
The cutoff frequency w, is the lowest value of w at which wave propagation occurs.
Since we must have n > 1, we have w, = nc/a. If we choose a frequency such that
nc/a < w < 2nc/a, only the n = 1 mode can propagate in the guide.
The cross-section of the waveguide being square, the conditions for a § polarized
TE wave are obtained by interchanging the roles of x and y in all the above formulae,
and the electric field is

E = § Egy sin(k,x) ek = § B, sin(@x) eikezmion (S-12.48)
a

with, again, Eq, an arbitrary amplitude, m = 1,2,3,..., and the same dispersion rela-
tion as between w and k; as above. Modes with m = n are degenerate, sharing the
same wavevector k.

In general, a monochromatic TE wave propagating in the guide will be a super-
position of the two polarizations. The electric field will be

E=

XEo, sin(ﬂ y) +§ Eoy sin (E x)] eikezmiorn (S-12.49)
a a

b) In the case of the triangular waveguide, the parallel component of the electric
field E must be zero on the three x =0, y = 0, and y = x planes. A field of the form
(S-12.49) already satisfies the boundary conditions at the x = 0 and y = O planes.
The additional condition at the y = x plane is E(x, x)-fi = 0, where fi = (-1, 1,0)/ V2
is the unit vector perpendicular to the y = x plane. Thus

E-h:EOxsin(Ex)—Eoysin(Tx):o, (S-12.50)
a a
which is satisfied if Eqy, = —Eo, = Eo, so that we eventually obtain

E=E, [x sin(T y) _9 sin(@ x)] gikcemior (S-12.51)
a a
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S-12.5 Waveguide Modes as an Interference Effect

a) The electrostatic potential ¢ must \
be zero on the two conducting planes y
at y = +a, and the electric fields at g
y=a" and y = —a* must be perpen- p2
dicular to their surfaces (parallel to

¥). The real dipole p is located at the +2a— .
origin of our coordinate system, thus, ta - A
we need an image dipole equal to p,

located at (0,2a,0) and represented by olp X
p: in Fig.S-12.4, in order to fulfill —a
these conditions at the generic point A —Da_
of the y = +a plane. Analogously, the P
real dipole p requires a further image
dipole p located at (0,-2a,0), repre- P>
sented by p_; in Fig. S-12.4, in order

to fulfill the conditions at the y = —a

conducting plane. But now the three Fig- S-124
dipoles p, p1, and p_; together do not

generate a potential equal to zero on either plane. We can readjust the potential at
y = +a by adding a new image dipole equal to p, symmetrical to p_i, at (0,4a,0),
represented by p». But this requires adding a further image dipole p_;, and so on.
Thus, the exact solution requires two infinite sets of equal image dipoles, p, and p_,,
with n =1,2,3,..., located respectively at (0,2na,0) and (0, —2na,0). The resulting
electrostatic potential between the plates is finite because, for high n values, the
contribution of +nth dipole is proportional to (2na)~2.

b) In order to fulfill the boundary conditions, all the image dipoles must oscillate
in phase with the real dipole. Consider the radiation emitted by each dipole in the
fi = (sind,cos6,0) direction in the z = 0 plane, with wavevector k = (w/c)fi. In the
following we consider wavevectors lying in the z = 0 plane, but our considerations
apply to wavevectors lying in any plane containing the y axis, due to the rotational
symmetry of the problem. The optical path difference between the waves emitted by
two neighboring dipoles (real or images) is 4¢ = 2acos 6, as shown in Fig. S-12.5 for
the case of the real dipole p and the image p;. This corresponds to a phase difference
Ag = kA¢, and the condition for constructive interference is

2
kAt = 2% cos0 = 2nm, 6= arccos(mﬁ), (S-12.52)
C wa
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yﬂ with m = 0,1,2,.... Due to the mirror symmetry of
w the system for reflections through the y = 0 plane
+4a— p21 = (actually, antisymmetry, since all dipoles are inverted
A by the reflection), if an angle @ satisfies (S-12.52)
) v for constructive interference, so does  — 6. In other
+2a*p11< A g e words, at large distance from the oscillating dipole,
+a % S each interference order m > 0 corresponds to the
I Uit » superposition of two waves with wavevectors K. =
iy olp o (sinf, +cos0,0) w/c, respectively.
» The m = 0 condition corresponds to 6 = /2, and
—2a— 1 i,_ . 7 the waves travels along the x axis. For m > 0, we can
s write
~ag 1 i’ 2 2
B kx=gsin67=9\/1—cos2 ¢ 1—(mE
c c c wa
: 2 2
Fig. S-12.5 _ % _(mg) ’ (S-12.53)

and k, is real only if w > mnc/a. Thus, given a frequency w, we observe only the
modes with m < wa/(rc). If w < mc/a, corresponding to a wavelength A > 2a, only
the mode m = (0 can propagate.

¢) Both magnetic fields must satisfy the wave equation

(V2 =3B = (P07 +*0;-0)B; =0, i=0,1, (S-12.54)
from which we obtain, denoting by K and k; the respective wavevectors,
2

k=0, kP =0 (S-12.55)

d) Assuming electric fields of the form E = Ee*’, where E depends on the space
coordinates only, Maxwell’s equation in vacuum, d,E = ¢V X B, gives

—iwE = c(X0,B, - §0:B,). (S-12.56)
For the wave of type “0” we obtain

AkOJcC
Eo=¥ ”

B() eikoxx—ia)t — f’BO eikoxx—ia)t . (S-1257)
For the wave of type “1” we obtain

E = <B, |9 K1 cos(kiyy) - Kikiy sin(kyyy) | efeior (S-12.58)
w
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e) The “type-0” wave has the three vectors Eq, B and k perpendicular to one another,
analogously to a plane wave in the free space (TEM mode). Further, E is perpen-
dicular to the two conducting surfaces, automatically satisfying the boundary con-
ditions. Thus, the frequency w and the wavevector k = Xko,, with ko, = w/c, are
subject to no constraint.

On the other hand, the electric field of the “type-1 wave has a component E
parallel to the two conducting surfaces, in addition to the transverse Ey component
(the mode is TM rather than TEM). The boundary conditions at y = +a require that
E\(y = +a) = 0. Thus we must have sin(+kya) =0, or ky = mn/a, withm=1,2,3, ...,
leading to

2

ko= A2 - (m ’—T)z. (S-12.59)
c a

The m-th mode can propagate only if the corresponding k, is real, and has a lower

cut-off frequency wco(m) = 2nmc/a-

A comparison to point (b) shows that the type-0 wave (TEM mode) corresponds
to the m = 0 interference order, while the type-1 waves (TM modes) correspond to
the > 0 interference orders. Actually, more precisely, we need not single dipoles,
but “dipole layers”, spread parallel to the z axis, in order to generate waves with
fields independent of z. If the real dipole of points (a) and (b) is parallel, rather than
perpendicular, to the conducting planes, the different boundary conditions would
lead to TE, rather than TM modes [1].

S-12.6 Propagation in an Optical Fiber

a) The electric field (12.6) corresponds to the sum of two plane waves of the same
frequency and different wavevectors, k; and kj, propagating in the medium. For
both waves the dispersion relation is w = kc/n, where n = n(w) is the refractive
index of the medium. Both waves impinge on the medium-vacuum interface at the
angle 6, and the condition for total reflection is, according to Snell’s law,

1
sinf > o (S-12.60)

b) The internal reflections at the y = +a/2 planes turn the wave of type “1” into a
wave of type “2”, and vice versa. Thus the field amplitudes of the two waves at the
interface are related by the amplitude reflection coefficient r

Ex(x,y = +a/2,t) = rE\(x,y = +a/2,1),
Ei(x,y=-a/2,t) = rEx(x,y = —a/2,t) . (§-12.61)
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For total reflection there is no transmission of energy through the y = +a/2 planes,
thus the amplitudes of the incident and the reflected fields must be equal but for a
change of phase. For S -polarization (E parallel to the interface, as in our case) r is
written, according to the Fresnel equations,

B ncosf—ivn2sinZg—1

r= (5-12.62)

ncos@+ivn2sin26—1

and, if nsin# > 1, the square roots are real and |r| = 1. Thus we can write

5 Vn2sin?6 -1
% = cos§+ising, tan — =—L. (S-12.63)
2 ncosd

r=e

Substituting r = &' into (S-12.61) we obtain the following conditions at the y = +a/2
planes

Eyeiha/2 = | tikal2 oo E e ka2 =y etihal2gs (512 64)

By calculating the determinant of the homogeneous system for £1 and E, we obtain
the condition

1 = g?ikya+o) (S-12.65)

true if
2kya+26 =2mr m=0,1,2,.... (S-12.66)

The implicit relation determining the allowed frequencies is

w?

k2 = an—kf >0. (S-12.67)

If nsin@ > 1 then § ~ 26, and if 8 — 7/2 then

ky = (m+ 12 (S-12.68)
: a

¢) All the above results are valid also for P-polarization, where the electric field of
the wave lies in the xy plane. Only (S-12.62) must be replaced by

ioy —n?cosf+iVsin? 6 —n?
r|| =¢c = > .
n2cos@+1Vsin“ 6 —n?

corresponding to a different dependence of r and ¢ on 6.

(S-12.69)
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S-12.7 Wave Propagation in a Filled Waveguide

a) The electric field E of a monochromatic EM wave of frequency w propagating in
a medium of refractive index n = n(w) satisfies Helmholtz’s equation

W?
(V2 +n%(w) —2)E =0. (S-12.70)
C
We are considering a TE mode with E = 2 E_(y)e** 7%’ thus we have
W?
(af—k%nz(w)—z)Ez(y) =0, (S-12.71)
c

whose general solution has the form s E,(y) = Acos(qy) + Bsin(gy), with A and B
two arbitrary constants. The electric field being parallel to the conducting walls at
y = xa/2, the boundary conditions are E.(y = +a/2) = 0, from which we obtain

cos(qny), n=13,5... b/d
E:(0) = EO{sin((qqn;)) n=246..." qn = n; ’ (8-12.72)

and (S-12.71) turns into

C02
gy + K —n*(w)— =0. (S-12.73)
C

The wave can propagate only if k is real, i.e., if w > g,¢ = w,.
In the case of a plasma

a)2 —0.)2

P P_p, (S-12.74)

and the cut-off frequencies are

W, = 22 +w?. (S-12.75)

b) The incident wave must be in the n = 1 mode, and its electric field is

E; = 2 Eycos(gry)eX1¥er | (S-12.76)

where k| = (Jw?/c2 - q%. The total electric field is the sum of the incident field E;
and the reflected field E; for x < 0, while only the transmitted field E; is present in
the x > 0 region. The boundary conditions at x = 0 is (Ei; + E;;)|lx=0 = Et;|x=0, thus
all the waves must have the same dependence on 7 and y. The total field must thus be
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ik x —ikyx —iwt
E.- {(Eoe +Ee )cos(qu)e , x<0, (S-12.77)

| E; cos(gry)etkeriern x>0,
where ki = \/n(w)w?/c? - ¢7. The boundary condition on the electric field yields

Eo+E =E,. (S-12.78)

In addition, the magnetic field must be also continuous at x = 0. From ;B = -cVXE
we obtain

3 ikyx —ik1x) o —iwt
B, = imc y (Eo’e +Ef ) t)sm(qu)e , x<0, (S-12.79)
wa | Egsin(gy)e*rer | x>0,
ikjx _ —ikyx —iwt
B, - _c v k(Eoe Er': B )cos(qu)e , x<0, (S-12.80)
w | kE cos(qy)ekerier x>0,

We notice that the continuity of B, is ensured by the condition E( + E; = E;, while
the continuity of By yields

ki(Eo— Ey) = kEy (S-12.81)
Eventually, we obtain
kl _kt 2k1
= Ep, E = Ey, S-12.82
Tk ik ? ( )

which are identical to Fresnel’s formulas for S -polarization. In fact, the field of the
incoming wave (S-12.76) can be written as

. ikpx—iwr O ( igry o —igyy) ik x—i
E; =ZE0COS(q1y)elk1X iwt :z7(61q1y+e lqu)elklx iwt

— 2 _eik1x+iq1y—iwt + 2 @eiklx—iqu—iwt (5_12 83)

2 ’ ’
which is the superposition of two z-polarized plane waves of equal amplitude, and
wavevectors of equal magnitude, but opposite y component, k = Xk; + $¢;. Thus

both plane waves impinge on the vacuum-medium interface at the same incidence
angle |0| = arctan(q /k1).

S-12.8 Schumann Resonances

a) Substituting the electric field (12.9) into the periodic boundary conditions (12.8)
we obtain
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ekl — 1 | el =1, (S-12.84)

solved by
ky:nf, m,n=0,1,2,... (S-12.85)

where m and n are not allowed to be zero simultaneously, and L = 27Rg. Since the
wave equations gives us w? = k2c?, we have

2
W = (i) (m?+n). (S-12.86)
Rg
The lowest frequency corresponds to m = 1,n =0 or m =0,n = 1, and its value is

Wmin _ W10 _ €

-1
_ @0 _ ~7 12,
T v ML (5-12.87)

Vmin =

corresponding to a wavelength A, = 27Rg ~ 40000km, the length of a great circle
of the Earth. The experimentally observed value is Vi, =~ 8 sl

b) An ohmic conductor can be considered as perfectly reflecting at a frequency w
if its conductivity o(w), assumed to be real, fulfills the condition o(w) > w/4nke.,
where k. = 1 in Gaussian units, and k. = 1/(47eg) in SI units. Heuristically, the con-
dition corresponds to the conduction current J being much larger than Maxwell’s
displacement current. Since £y = 8.854 x 10~? ST units, and o-/w ~ 0.6s Q" 'm™!,
sea water can be considered as a perfect conductor in the frequency range of the
Schumann resonances. In Gaussian units, the low-frequency conductivity of sea
water is o~ 4x 1010571,

A discussion of Schumann resonances based on a “realistic” spherical geome-
try can be found in Reference [2], Section 8.9 and Problem 8.7. Nevertheless, our
simplified approach reveals the essential point that the characteristic length L of the
system, which determines the maximum wavelength for a standing wave (1 = L),
is the Earth’s circumference, rather than the height of the ionosphere above the the
Earth’s surface.
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Chapter S-13
Solutions for Chapter 13

S-13.1 Electrically and Magnetically Polarized Cylinders

(a) Long cylinders. In the “magnetic case”, the parallel component of the auxiliary
field, H = B/[(uo) 1] (here, and the following, the parentheses mean that 1o appears
in SI units only, not in Gaussian units) is continuous at the lateral surface of the
cylinder. Thus the magnetic field inside the cylinder, B;, is

B; = 1,By. (S-13.1)

The interface condition for the electric field is that the parallel component of E must
be continuous at the lateral surface, thus we have for the internal field

Ei=Ey. (S-13.2)

These results are consistent with the analogy between the equations for E in
electrostatics and H in magnetostatics and in the absence of free currents, i.e., V x
E=0and VxH=0.

(b) Flat cylinders. In the “magnetic case”, the perpendicular component of B is
continuous at the bases, thus we have

Bi=By. (S-13.3)

In the “electric case”, the perpendicular component of the auxiliary vector D must
be continuous at the interface, thus internal field is

1
Ei=—E. (S-13.4)

Er

These results are consistent with the analogy between the equations for B and for
D in electrostatics and in the absence of free charges, i.e., V-B=0and V-D = 0.
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(c¢) Let us assume (S-13.2) as zero-order solution for the case of the “long” dielectric
cylinder. According to (3.1) the cylinder acquires a uniform electric polarization

&1 __ar—l
T Ak, ' Anke

Eo, (S-13.5)

corresponding to two bound surface charge densities o, = P-fi = £P at the cylinder
bases. When evaluating the field at the cylinder center, due to the condition a < h
the total bound charges on the two bases can be approximated by two point charges
+Q, with

natey(er— ) Ey, S,
Eo=1% (s —1 (S-13.6)
%sr Eo, Gaussian,

_ a*(e—1)

2
= 71a*P
Q=ma Ak

located at distances +h/2. Thus, at the cylinder center we have an additional field

. 0 _ s _1E(AY
By 2k oo = =2 1)E0(h), (S-13.7)

corresponding to a second-order correction. The electric field up to the second order
in (a/h) is thus

2
E§2>=Ei+Eb=EO[1—2(sr—1)(%) ] (S-13.8)

In the corresponding “magnetic case”, the formal analogy between H and E leads
to a second-order correction to the auxiliary field H; at the cylinder center

Hp = —2(u; — 1)H0(%)2, (S-13.9)

where Hy = By/(uo). Because of the formal analogy between H and E, the correc-
tion to H at the center of the cylinder can be interpreted as due to the presence
of fictitious equivalent magnetic charges Qn = +ra>M on the two cylinder bases.
The fictitious magnetic charge densities o, = =M at the two bases are associated
to the magnetization M = y, Hy, where yy, is given by (5.22) in terms of y,. Each
magnetic charge gives origin to an auxiliary field

1
— Q—;“ £, SIL

H= ‘l‘ﬂQr (S-13.10)
- —;n £,  Gaussian.
C r

Recalling that, in SI units, B = po(H + M), we obtain for the magnetic field at the
cylinder center
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B = puo(Ho + M) + poHyp = p,Ho + poHy = Bi + By, (S-13.11)

and the second-order correction is

By = —2(u; — 1)30(%)2. (S-13.12)

In Gaussian units we have B = H + 47M, the second order correction remaining the
same as in (S-13.12).
Notice that it would have been wrong to write

By, = (uo)uHy  (wrong!), (5-13.13)
as it would have been wrong to write

zke 0 ) (&—1)
Er (h/2)2 Er

2
Eo(%) (wrong!), (S-13.14)

instead of (S-13.7), because we are considering the fields generated by polariza-
tion charges, and inserting (4 or & would mean taking the effects of the medium
polarization into account twice.

Alternatively, we can recall that the zero-order \
approximation of the cylinder magnetization is

B; By
= (S-13.15)
(o) pr R

(ko)
again, yg appearing in SI units only. The magnetiza-
tion is associated to a surface magnetization current
density K, = M X fi/by, on the lateral surface of the
cylinder

M= ynHi = ym——

By

Bo -
K, =<m 20 5 (S-13.16)

b (o)

where ¢ is the azimuthal unit vector of the cylindri-
cal coordinates with the cylinder axis as longitudi- Fig. S-13.1
nal axis. Thus, the cylinder is equivalent to a finite
solenoid of height / and radius a, with the product
nl equal to a K. The magnetic field of a finite solenoid on its axis is

By = 2nknl (cos @ —cosay) = 21k Ky (Cosap —cosayp)

By
=2m km (cosaq—cosarg) (,ur—l)—(cosal —cosay), (S-13.17)

b (Ho)
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where the angles @1 and @, are shown in Fig. S-13.1. At the solenoid center we have

2 1/{2a\? 2
cosalz—cosazzLZI——(—a) =1—2(‘-’) C(S-13.18)
Va2 + (h/2)? 2\ h h
thus
a 2
By z(ur—l)Bo[l —2(5) } (S-13.19)

The total field at the cylinder center equals the external field By plus the field due to
the cylinder magnetization

a\? a\?
BO) = Bo-+ By = ucBo~2ucBo( 7 ) +280 5
a 2
= uBo=2Gu-DBo(3) . (S-13.20)
in agreement with (S-13.19).

The correction to the field at the center of the magnetic “flat” cylinder can be
evaluated as due to a circular loop of radius a carrying an electric current /5 = Ky h:

2k h k h

By = - =27rkml<ma =2nﬁM;. (S-13.21)
At zeroth order we have
B B
H; ~ (#O)O#r , thus M=ynm (HO)OM , (S-13.22)
and we get
By = “;;rl ;-’lBO. (S-13.23)

The auxiliary field H is given by (5.19), thus we have, up to the second order

Bo+B B
0% Mm-m 422 s
Ho Ho (S-13.24)

(o) e Byo+By—4nM = H;+ B, Gaussian.

Bo+ B
Hi+Hb— 0 b=

Thus we have
Hb_ﬁ_ﬂr_lf

- (l'lo) - 2,ur h

Hy. (S-13.25)

Due to the formal analogy between H and E we have for the flat dielectric cylinder
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e—1la
Ep = - Ep. S-13.26
b= e n o ( )

S-13.2 Oscillations of a Triatomic Molecule
(a) The equations of motion for the two lateral masses are
mx; = —k(x; —x.+71), mir = —k(xp —x.—10); (S-13.27)
from (13.1) we obtain for the position of the central mass
Xe = —% (x1+x2), (S-13.28)

which, substituted into (S-13.27) after dividing by m, leads to a system of two equa-
tions of motion involving x; and x, only

(1 ko k
X1 = k(m + M))q M)CQ mf, (S-13.29)
(1 ko k
Xy = k(m + M))CZ Mx1 + mf. (S-13.30)

Adding and subtracting these equations we obtain

1 2 M
)‘c'1+)'c’2:—k(E+M)(x1+x2)=—km—;;(x1+x2) (S-13.31)
k
¥i—d=—-— (1 -x2+20), (S5-13.32)
m

where Mot = M +2m is the total mass of the molecule. Thus, introducing the new
variables
xy=x1+xp and x_=x;—-x2+2(, (S-13.33)

we obtain the following equations for the normal longitudinal modes of the mole-

cule
[kM [k
¥.=-w’x., where w,= O and w_=4/—. (S-13.34)
= mM m

Frequency w, corresponds an antisymmetric (!) motion of the masses: while the
lateral masses move, for instance, to the right by the same amount, the central mass
moves to the left, and vice versa, so that x., = 0. Frequency w_ corresponds to a
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symmetric motion: the lateral masses perform opposite oscillations, while the cen-
tral mass does not move.

(b) The electric dipole moment of the molecule is parallel to the molecular axis and
its magnitude is

Miot

M

2m
P=—61x1+2qxc—qxz=—4(1+ﬁ)(x1+X2)=—61 Xy

(S-13.35)
Thus, the dipole oscillates in the antisymetric mode at frequency w.. The dipole
moment is zero when the molecule oscillates in the symmetric mode, and radiation
at frequency w- is due only to quadrupole emission, which is weaker than dipole

emission.
(¢) The initial conditions for x, are

x+(0) = x1(0)+ x2(0) = dy + da, x+(0)=0, (S-13.36)
thus for > 0
xy() =(d +dr)coswyt. (S§-13.37)

The symmetric mode is also excited, but does not contribute to the dipole radiation.
The instantaneous radiated power is

2 5 24 (
P = — = —
3¢c3 171 3¢c3

Mot
M

2
) W (dy +do) cos> wst. (S-13.38)

S-13.3 Impedance of an Infinite Ladder Network

. (a) Our infinite network is a sequence of
Z identical sections. As we did for Problem
A Zo = 7z, 4.10, we note that adding a further L-section
to the left of of Fig. 13.3 does not change the
- impedance of the ladder network. Thus we
Fig. S-13.2 must have (see Fig. S-13.2).

VA4YA)

Zo=2Z1+ ,
Z2+ZO

(S-13.39)
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from which Z2 - Z,Zy - Z,Z = 0 follows. The solution is

Z Z
Zy = ?+ T+ZIZ2’ (S-13.40)

The other solution of the quadratic

: : vo ooy, Dy Iy oy
equation has been discarded 0 ! 2 o
because in the case of real, posi- Z Z Z
tive impedances (the purely resis- Z 7 | Z

tive case of Problem 4.10) it would
give an unphysical negative value.
Thus, a finite ladder of N sections,
terminated by an impedance Zj as
shown in Fig. S-13.3, is equivalent
to the infinite ladder.

(b) In Fig. 13.3, current /,, flows through the Z; impedance of the (n + 1)-th section,
thus, the voltage drop across the impedance, V, — V,;1, must equal 7,Z;. On the
other hand, I, is input into the semi-infinite ladder network starting at node 7, thus
we must have I, = V,,/Zy. The two conditions give

O

Fig. S-13.3

v,
w—wﬂ=§a, (S-13.41)
0

so that we obtain for the ratio of the voltages at adjacent nodes

o= -2 (S-13.42)

If Vo(1) = Voe ! is the input voltage, we have V,, = " Vye ! at the n-th node. For
a purely resistive network we have

R R}
Z()ERO = 7+ T+R1R2’ (S-1343)

which is a real number, and @ = 1 —R{ /Ry < 1. At each successive node the signal
is damped by a factor a.


http://dx.doi.org/10.1007/978-3-319-63133-2_4
http://dx.doi.org/10.1007/978-3-319-63133-2_13

404 S-13 Solutions for Chapter 13
(¢) For the LC network we have

2L2 1a)L ia)L L a)2L2

- 1wC
[ a)zL2 1wL L
L
= z(w/wgo oﬂ—lw) (S-13.44)

where w¢, =2/ VLC. Thus

. 2 ;
7 e Wi, — W +iw

a=1-—=1+ = . (S-13.45)

Zy . .
L| \Jwly — w? —iw Wy — w? —iw

If w < weo, the square roots are real and « is the ratio of a complex number to its
own complex conjugate, therefore |a| = 1, and we can write @ = e'? with

aQ

tan(g) - (S-13.46)
go - w2
ing—iwt

Thus the voltage at node n is V,, = Ve , and the signal propagates along the
network without damping. The above equation also gives the dispersion relation

W = Weo

sin(%)' . (S-13.47)

This is analogous to the dispersion relation (S-7.42) found in Problem 7.4, when we
substitute ¢ for ka.
If w > weo, Zy 1s a purely imaginary number,

Zo = +i Vo? — weo s (S-13.48)

and « is real

= ——. (S5-13.49)

e >  Inserting the negative root into (S-13.49)
leads to |a| < 1, and the signal is damped. The

Fig. S-13.4
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positive root would lead to an unphysical || > 1, implying an amplification of the
signal along the network, without an external energy source.

Thus the LC network behaves as a low-pass filter, since signals at frequencies
W > W, are attenuated by a factor ||V after N nodes. The dependence of the network
transmission on frequency approaches an ideal low-pass filter, for which transmis-
sion is zero for w > we, at high numbers of circuit sections N. Figure S-13.4 shows
la| (solid line) and |a/* (dashed line) as a functions of the signal frequency w.
(d) For the CL network (Problem 7.5) we proceed analogously to point (c) for the
LC network, and obtain

i 1 wL 1

1 1 i
=Sty — = — — 2
2wC 402C?  wC 2C

Z ,  (S-13.50)
w

wgo w
and

N —w?2-ij/w

a= ) (S-13.51)
N —w+i/w

We have undamped propagation for |a| = 1, i.e., when w > wco. For w < wco the
signals are damped, and the network acts as a high-pass filter.

S-13.4 Discharge of a Cylindrical Capacitor

(a) We use cylindrical coordinates (r, ¢,z). For symmetry reasons, assuming 4 > b,
the electric field between the capacitor plates is radial, and easily evaluated from
Gauss’s law as

2
E, =E.(r)= % , (Gaussian units). (S-13.52)

The potential difference V across the plates is

b b
fE-ds'zﬁf %:%ln(b/a), (S-13.53)

V=
h

and the capacity of our cylindrical capacitor is

Qo h

= " T/ (S-13.54)
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The initial electrostatic energy is Ues(0) = Q% /2C.
After the plates are connected through the resistor at r = 0, the system is an RC
circuit, and the capacitor charge at time ¢ is

Rh

Q(t) = QO e_t/T s Where T= RC = m

(S-13.55)

Assuming that the charge densities remain uniform over the plates during the dis-
charge, the absolute value of the charge of each plate between its bottom, z = 0, and
any height z < & (see Fig. S-13.5 for the case of the inner plate of Fig. 13.4) is

z
AQ(z 1) = Q@) 4. (S-13.56)
The decay of the charge implies a current flowing over each plate, along the Z direc-

tion. Let I,(z,t) and I5(z,t) be the currents in the inner and outer plate, respectively,
which can obtained from the continuity equation: for the inner plate

dlA0EOl _ QW2 _ Doz e

Lo(z,0) = — QO —h- <h (S-13.57)
R Z Since, in the assumption of uniform charge
! densities, the charge on the outer plate is
’—\/\/\/\/\/L S 4 p
—AQ(z,1), then Ip(z,1) = ~1a(z,1).
i R We can evaluate B in the a < r < b region
o L from Maxwell’s equation
5\—% 4m 1
~ VxB=—J+-0E. (S-13.58)
¢ c
I h The only nonzero component of J is along z
and the only nonzero component of E is along
r, given by
z
20(t
E=t o , (S-13.59)
hr
T

-+ ij while B must be independent of ¢ because of
‘ the symmetry of our problem. Thus, according
to the curl components in cylindrical coordi-
Fig. $-13.5 nates of Table A.1 of the Appendix we have
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1
(VxB), = _athzﬁ =-0,E,,
C

(VXB). = % 0,(rBy) = 4?" I, (S-13.60)

and we see that the only nonzero component of B is By, which can be evaluated
from either of (S-13.60). We choose the second of (S-13.60), and apply Stokes’
theorem to a circle C of radius a < r < b, coaxial to the capacitor and located at
height 0 <z < h,

ﬁB(V’Z’ 1)-d€ =2rrBy(r,z,1) = 4?71' 1,(z,1), (§-13.61)
By(r,z.1) = % Lft) = % ; Qpe'/™. (S-13.62)
(b) The Poynting vector is
S:LEsziQ—(Z)ie’z’/T a<r<b (S-13.63)
4n nth*t r? ' ’ ’

and S=0if r <a or r > b. The flux of S through a plane perpendicular to z at height
0 <z<his thus

2 b 2
< 1 205zIn(b/a)
Ds(z,1) = % C_Zt/rf = 2nrdr = QOT e 2T

T a T

(S-13.64)
T

The electrostatic energy associated to the volume between the bottom of the capac-
itor (z = 0) and height z at time 7 is

2 QP z Qe Qiln(b/a)
AUc(z,1) = — == == o, S-13.65
ol A TR T ( )
because the electric field does not depend on z. Thus we have
d[AUes(z,t 2AUs(z,t
[AUes(z,1)] __ es(2,1) = —dg(z,1). (S-13.66)

dr T

(¢) The assumptions of slowly varying currents and of uniform charge density are
closely related. In fact, the capacitor can be viewed as a portion of a coaxial cable
along which charge and current signals are propagating in TEM mode, at velocity c.
In these conditions, the charge density can be assumed as uniform if the propagation
of the signals is “instantaneous” with respect to the duration of the discharge, i.e., if
the propagation time 4/c < 7. This is equivalent to assuming that the wavelengths
corresponding to the frequency spectrum of the signal are much larger than 4, so
that the field can be considered as uniform along z.
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We can reach the same conclusion by checking that the electric field E;, gener-
ated by the magnetic induction, is much smaller than the electrostatic field Ey. From
Maxwell’s equation

1
VxE| ~--4,B, (S-13.67)
C

where the only nonzero component of B is By, we obtain

1 2 Z -t/
Ok = oy e
Q = 1(2)2
,= et =2 (2) K. 13.
=22y © 2\er) 70 (5-13.68)

where E, is from the second of (S-13.59). Thus E;, < Ey, if h < cT.

S-13.5 Fields Generated by Spatially Periodic Surface Sources

(a) In this case fields and potential are electrostatic. The potential ¢ = ¢(x,y) is a
solution of the 2D Laplace’s equation

07+0))9=0 for y#0, (S-13.69)

and, due to the symmetry of the source, must be an even function of y. We attempt to
find a solution by the method of separation of variables, i.e., we look for a solution
of the form ¢ = X(x)Y(y), where X depends only on x and Y only on y. Equation
(S-13.69) becomes

X' ()Y +XXx)Y"(y) =0, (S-13.70)

where the double primes denote the second derivatives. Dividing by X(x)Y(y) we

obtain
Y X'
Y(y) X(x) '

(S-13.71)

which must hold for every x,y, implying that both sides of the equation must equal
some constant value, which, for convenience, we denote by a?,

Y/l(y) o, Xll(x) _ ) )
oy SO Yoy~ (S-13.72)

whose solutions are

Y()=A,e"™+Bye™®, and X(x)=A,e" +Be ", (S-13.73)
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where Ay, Ay, By, and By are constants to be determined. Discarding the solutions
that diverge for [y| — oo, and fitting the x dependence to the dependence of o, which

implies @ = k, we obtain
¢ = poe M cos(kx), (S-13.74)

where ¢ is a constant to be determined. The nonzero components of the electric
field are

E. = -0y = kgoe ™ sin(kx),
Ey = —dy¢ = sgn(y) kg e cos(kx). (S-13.75)
The component E is continuous at the y = 0 plane, as expected, since VXE = 0. We
can obtain the relation between E, at y = 0 and the surface charge density by using
Gauss’s law,
Ey(x,y = 0" - Ey(x,y =07) = 4no(x), (S-13.76)
from which we obtain the value of ¢g, namely ¢o = 2707 /k, and, finally

2roo g

Meos(kx). (S-13.77)

(b) Here we have magnetostatic fields. Due to the analogy between the Poisson
equations for the vector potential VZA = —47J/c, and for the scalar potential V¢ =
—4rp, we can use (S-13.77) for obtaining the vector potential A as

27TKO

A =2Ape ™ cos(kx), where Ag= - (S-13.78)
The nonzero components of the magnetic field are
By =0yA; = —sgn(y) kAo e M cos(kx) = — sgn(y) 27TCKO e M cos(kx),
By = —8,A, = kAge M sin(kx) = 2’% e M gin(kx). (S-13.79)

Thus, B, is continuous at y = 0, as expected from V -B = 0. Further we have

4
Bu(x,y=0%)—By(x,y=0") = —%TKO cos(kx), (S-13.80)

in agreement with Ampere’s law.
(¢) Since o = 0, also the scalar potential is zero, ¢ = 0. The inhomogeneous wave
equation for the vector potential A is, in the Lorentz gauge condition,
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V2A_l62_A __

4 .
Som =) =—i§6(y)K0e_“‘”cos(kx). (S-13.81)

As an educated guess, we search for a solution of the form
A = 2Age” M cos(kx), (S-13.82)
which, for y # 0, leads to

2 2
(_k2+q2+"’_)A=o, or =k -(2). (5-13.83)

c? c

Thus, if w < kc, g is real and A decays exponentially with |y|. If w > kc, g is imag-
inary and the waves propagates, A being proportional to e Tf we integrate
(S-13.81) in dy from —h to +h we obtain

lim

th(2A  62A 1 6%A
h—0 —h

4r i
oy T dy = -2 — Koe ' cos(kx). S-13.84
o2 T ar e )V T TR0 costh) ( )

Now, both 3>A /dx* and §>A /d¢? are continuous at y = 0 and don’t contribute to the
integral at the limit # — 0. Thus, the left-hand side of (S-13.84) is

+h G2 A +h . 1+h
. v T _ _5 . — H*lw[
}L%ﬁh e dy = ;1,1_% [@A]_h = —2A¢gcos(kx) ;1,1_% [sgn(y)e v ]_h
= —22A0e" gcos(kx), (S-13.85)
which must equal the right-hand side of (S-13.84), leading to
2
Ao = 2K, (S-13.86)
qc
which, at the static limit w — 0, ¢ — k, equals (S-13.78).
The nonzero components of the magnetic field are
2n —qlyl-iwr
By= 0,A;=—sgn(y) — Koe " cos(kx),
c
2nk s
By=—0.A. = q—”c Koe M1 sin o, (S-13.87)

which, at the static limit w — 0, g — k, equal (S-13.79). The electric field is obtained
from E = -0;A/c = iwA/c, and its only nonzero component is

_27iwkKo —gpi-ion

7=

5 cos(kx). (S-13.88)
qc
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(d) In this context, given a function f = f(x,7), we denote its time average by angle
brackets, and its space average by a bar, as follows

+71/ W _ k +1/k
= f fdt, f= fdx. (S-13.89)
2 J_

/W —n/k

Thus we write the average power dissipated per unit time and unite surface on the
y =0 plane as

_ 1 2 - .
o i)

(S-13.90)

If g is real we have <KZEZ> = 0, consistently with the fields being evanescent for
[y] = oco. There is no energy flow out of the y = 0 plane, and the work done by the
currents is zero on average. On the other hand, if g is imaginary, we have

B 7ra)|K0|2
<KZEZ>—— e (S-13.91)

which equals minus the flux of electromagnetic energy out of the y = 0 plane. In
fact, the averaged Poynting vector is

— C j—— 1 c 2miw 27rK
, E.B —Re

(53)= 12 B8 = 3 e T [senng
w|Kol?

4iglc

*

)} cos2(kx)

= sen(y) : (S-13.92)

where we have used Re(i/g) = 1/|q| (for imaginary g). The flux of energy out of the
y =0 plane is thus 2|<S_}>| = —<KZEZ>.
S-13.6 Energy and Momentum Flow Close to a Perfect Mirror

(a) The total electric field in front of the mirror is the sum of the fields of the incident
(E;) and of the reflected (E;) waves, which have equal amplitude and frequency, but
opposite polarizations and wavevectors,
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E =E;+E; = yE.[cos(kx — wt) — cos(—kx — wt)]
—z€E, [sin(kx — wt) — sin(—kx — wt)]
= ¥ Ec[cos(kx) cos(wt) + sin(kx) sin(wt) — cos(kx) cos(wt) + sin(kx sin(wt)]
—z2€E[sin(kx) cos(wt) — cos(kx) sin(wt) + sin(kx) cos(wt) + cos(kx) sin(wt)]
= y2Esin(kx) sin(wt) — Z2€E, sin(kx) cos(wt) , (S5-13.93)

where E. = Ey/ V1 + €2. We can obtain the magnetic field from Maxwell’s equation

0B =-cVXE=yc0E;~72c0,E,
= —y2€E ckcos(kx)cos(wt) —2Z2E, ckcos(kx) sin(wr), (S-13.94)

which yields, after integration in dt,

k k
B=-92¢E. & cos(kx)sin(wt) +z22E, & cos(kx)cos(wt)
w w

= —y2€E, cos(kx)sin(wt) + Z2E, cos(kx) cos(wt), (S-13.95)

where we have used k = w/c. The Poynting vector is

c . C
S= -ExB= XE(EyBZ—EZB),)
2
=% —F [sin(kx) cos(kx) sin(wt) cos(wt) — € sin(kx) cos(kx) cos(wt) sin(wt)]

L CEZ . 5
=X — sin(kx) cos(kx) sin(wt) cos(wt) (1 —€ )

=X

= E2(1- €)sin(2kx) sin(2wr). (S-13.96)
4

Thus S =0 if € = 1, corresponding to circular polarization. In such a case, E is
parallel to B. In general, also when S # 0, we have (S) = 0, and there is no net

energy flow.
(b) From the definition of 7;; we find

1 1
Fy=Ty= _Bz(oi) = —EE(COS2 wt + 62 sin2 wt)
8t 4

1-é2

+€

21
_C

1+

cosZwt] . (S-13.97)

The oscillating (at 2w) component vanishes for circular polarization. The average
of F, is the radiation pressure on the mirror (Problem 9.8), which does not depend
on polarization.
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S-13.7 Laser Cooling of a Mirror

(a) A plane wave of intensity / exerts a radiation pressure 2/ /c on a perfectly reflect-
ing surface. Thus the total force on the mirror, directed along the x axis of Fig. 13.5,
is

2A
F= T(Il -D). (S-13.98)

If Iy > I, we have F > 0.
(b) The amplitudes of the electric fields of the two waves, in the mirror rest frame
S’ are

l_

E! = y(E1 ~BB1) = y(1 - B) E; = %El, (5-13.99)
1

E}, = y(Ey+BBy) = y(1 +B) E; = %ﬁEz, (S-13.100)

where 8=v/c,y=1/+/1-2,and E| = B, E> = B in Gaussian units. The intensity
of a plane wave is I = (c/4m)|E xB| = cE?/4n, thus we have

1- 1+
I =—ﬁ 1, Iéz—'glg. (S-13.101)
1+8 1-8
Since we have assumed I; = I, the total force is
2A 2A (1-B)*—(1+pB)? I
F’=—([i—]é)=—M=—8Aﬂy2—. (S-13.102)
¢ c 1-/2 ¢

(¢) From the answer to point (b) we have F’ <0, the direction of the force is opposite
to the direction of v. At the limit v < ¢, the force in the laboratory frame is equal to
the force in the mirror frame, and we have

1
F:F’z—8A—2v, (S-13.103)
c

which is a viscous force. Under the action of this force, the mirror velocity will
decrease exponentially in time

Mc?

1 =v(0)e", wh =—.
v(t) =v(0)e where 1 T,

(S-13.104)

This effect has some analogies with the “laser-cooling” techniques, used in order
to cool atoms down to temperatures of the order of 107 K. These include, for


http://dx.doi.org/10.1007/978-3-319-63133-2_13

414 S-13 Solutions for Chapter 13

instance, Doppler cooling and Sisyphus cooling. The cooling of a macroscopic
mirror by radiation pressure has also been studied [1] for possible applications in
experiments of optical interferometry of ultra-high precision, e.g., for the detection
of gravitational waves.

S-13.8 Radiation Pressure on a Thin Foil

(a) It is instructive to solve this problem by three different methods. For definiteness
we assume a linearly polarized incident wave, with electric field E; = § E; el%i*~i¢,
where k; = w/c; generalization to arbitrary polarization is straightforward.

First method (heuristic): we assume the incident plane wave to be a square pulse
of arbitrary but finite duration 7, and thus length cr. The momentum of the wave
packet impinging on the surface A of the foil is, neglecting boundary effects,

(EPy B2
cTA=X TA=X—TA=X-TA, (S-13.105)
c mc 8mc c

1

RCH
-T2

where I = (|Si]) = c<|Ei|2> /(4m) = cEl.2 /(8m) is the intensity of the incident wave. The
reflected and transmitted wave packets have momenta

2

S E; I

pr=< f> cTA=-XR—1A=-%kR-"1A, (S-13.106)
c? 8nc c
(S E} I

P = 5" cTA=+XT 1A= +XT ~ 74, (S-13.107)
c? 8nc c

respectively, where R = Ir%, T = [Y?, and R+ T = 1 because of energy conservation.
The amount of momentum transfered from the incident wave packet to the foil is

Ap =pi—(p:+po), (S-13.108)
resulting in a pressure pushing the foil toward positive x values (because Ap > 0)

A I
Paa= 2Pl _(C R+T)] — 2R, (S-13.109)
TA C

Second method: we calculate the average force on the foil, parallel to X, directly
as

(F)zf(JXB)Adx, (S-13.110)
0
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where we have assumed the left surface of the foil located at x = 0, and the right
surface located at x = d. For a very small thickness d we can write

A fd (J xBydx = %Ad(](t)[B(O+)+B(O‘)]>
0

Ac _
= —quz(O*)—Bz(O ) (S-13.111)
where we have substituted J(¢) = —[B(0") — B(07)] ¢/(4nd). Since we have |B(0")| =
|E¢| = |tEj|, and |B(07)| = |Ei —Er| = |(1 - Ei|, we can write the radiation pressure
on the foil as

2

(|F[) E; 2 2 I 0 2
Popg=—=———1F-11=17)=—=— (1T =T —1]7). S-13.112
= =0 = e (P = 1= ) = o (- 11 1) ( )

Introducing the shorthand a = (wf,d)/ (2wc) in (13.5), so that n = i@, we have

t= 1+11a’ T =tf = o (S-13.113)
r=—1i+0‘ia, R=1t? = 1+2az, (S-13.114)
|1—r|2=1";151’—12)?4, |t|2—|1—r|2=—lta;, (S-13.115)

and finally ,
radzz—;%ﬂzeg. (S-13.116)

Third method: we calculate the flow of EM momentum directly using Maxwell’s
stress tensor T;;. The theorem of EM momentum conservation states that

%zggTijnde (S-13.117)
(summation over the repeated index is implied), where fi is the unit vector normal
to the surface S which envelops the thin foil, and p is the total momentum (EM and
mechanical) of the foil. Since in a steady state the EM contribution is constant, the
RHS of (S-13.117) equals the variation of mechanical momentum, i.e., the force.

Taking into account that the electric field has only the component E\ and the
magnetic field only the component B, and that fi = ¥X on the left (x = 07) and right
(x = 0") surfaces, respectively, the only relevant component of 7; is Ty, and

dpx

dr = [Txx(0+)_Txx(Oi)]A~ (S-13.118)
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For T,(0%) and T,,(07) we have
1 1
+\ 20+ 20+ — 2.0+
To0%) =~ (E(0) + BX(0")) = = —(IEF(0M)
E2
= —T e
8’

E?
Tel07) =~ : —(E20)+BX(07)) = B ;r> I+ 0P +11 =P

2
16 (1+|r|2+rr +1+|r|2—rr)
E?
=_(1+R)8_‘, (S-13.119)
T
Thus
dpy E12 1
= L (CT+1+RA=2R-A, (S-13.120)
dr 8 c

which yields (13.6) again.
(b) From the Lorentz transformation of the fields we obtain the intensity of the
incident wave in the S’ frame, where the foil is at rest,

1-5,

I'= -13.121
1+,B (5-13 )

and the force on the foil in S is F’ =2A[I’ /c. Since for a force parallel to v we have
F = F’, in the laboratory frame S we can write

Fop 21781, (S-13.122)

(¢) The radiation pressure must be multiplied by a factor R = R(w’) in the frame S’,

where the frequency is o’ = /(1 =8)/(1 +B)w. Thus

1- . |1-8
F= 2ﬁR( W)= Lo, w= 5 (S-13.123)


http://dx.doi.org/10.1007/978-3-319-63133-2_13

S-13.9 Thomson Scattering in the Presence of a Magnetic Field 417

S-13.9 Thomson Scattering in the Presence of a Magnetic Field

(a) We write the fields in the complex notation. Within our assumptions, the equation
of motion for the electron is

d
me—vz—e(E+KxBo), (S-13.124)
dr c
where —e and m, are the charge and mass of the electron, respectively. The solution
has already been evaluated in Problem 7.10, and is

vy = ﬁ miE ey = wg‘f’wz miE e (S-13.125)
and v, = 0.
(b) The cycle-averaged radiated power is
et ) W 2,2
(P) = i Ei| 5 (w2 +0?), (S-13.126)

(20

which is maximum at the cyclotron resonance, w = w.. At the low-frequency limit
w/we < 1 we have (P) o w? /w%, while at the high-frequency limit w/w; > 1 the
power is independent of frequency (“white” spectrum).

The orbit of the electron is elliptical, consequently the angular distribution and
polarization of the scattered radiation are analogous to what found for an elec-
tron in the presence of an elliptically polarized wave, in the absence of external
magnetic fields, as discussed in Problem 10.9. According to (S-13.125) we have
ve/vy = —iwe/w. At the limit w < we we have (vl) > (jnl), the major axis of
the elliptical orbit of the electron is thus parallel to X, and the strongest radia-
tion intensity is observed on the yz plane. At the opposite limit, w > w., we have
<|vx|> < <|vy|>, the major axis of the orbit is parallel to ¥, and the strongest radiation
intensity 1s observed on the xz plane.

S-13.10 Undulator Radiation

(a) According to Maxwell’s equation V- B = 0, we must have
0xB; = -0,B, = —(0yb) cos(kx), (S-13.127)

which, after integration in dx, leads to
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—(9yh) 2 Sm(kx) (S-13.128)

where we have set to zero the integration constant. In static conditions, and in the
absence of electric currents, we have V X B = 0, thus we must also have

0= 3.By -8, B, = —kb(y) sin(kx) + (82) Sm(kx) (S-13.129)
which, divided by sin(kx), reduces to
07b(y) = Kb(). (S-13.130)
The even solution (S-13.130) is
b(y) = Bycosh(ky), (S-13.131)

where By is a constant to be determined. Thus the two nonzero components of B
are

B, = —Bysin(kx) sinh(ky), By = Bycos(kx)cosh(ky), (S-13.132)
and on the z axis, where x =0 and y = 0, we have
B(0,0,2) =¥By. (S-13.133)

(b) The Lorentz transformations from the laboratory frame S to S’ give for the fields
inS’

B’ = By[x(x’,1"),y"] = =By sinh(ky") sin[ky(x" +vt')], (S-13.134)
B, = yB,[x(x',1"),y'] = yBocosh(ky’) cos[ky(x +vt")], ~ (S-13.135)
E! = yvBy[x(x',1),y’] = yvBycosh(ky”) cos[ky(x’ +vt')].

(S-13.136)

where y = 1/ /1 —v2/c2. Since the boost is parallel to the x axis, we have y’ = y.
Disregarding the magnetic force in S’, the electron oscillates along Z’ under the

action of the electric field E” = E(0,0,t') = yvBocos(w’t’), where w’ = kyv. Thus,

in S’, we observe a Thomson scattering, and the electron emits electric-dipole radi-

ation of frequency w’.

(d) Transforming back to S, the frequencies of the radiation emitted in the forward

(+) and backward (—) directions are

ws =y(1£B) " =y(1 £B)kyv = key?B(1 £p), (S-13.137)

where 8 =v/c.
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In S’, the electron does not emit radiation along its direction of oscillation, i.e.,
along z’. This corresponds to two “forbidden” wavevectors k’ = (0,0,«w’/c) and kK’ =
(0,0,—w’/c). By a back transformation to S we obtain

’ ’

kﬁ)f(k}i% )=iyﬁ%, ky =0, kz=k§=w7’ (5-13.138)

thus, in S, we have no radiation emission at the angles +6 in the xz plane such that

1
tanf = — = —

. (S-13.139)
ky ¥B

The “undulator radiation”, emitted by high-energy electrons injected along a peri-
odically modulated magnetic field, is at the basis of free-electron lasers emitting
coherent radiation in the X-ray frequency range.

S-13.11 Electromagnetic Torque on a Conducting Sphere

(a) We can write the electric field of the wave as

E(z,t) = Eo[Xcos(kz — wt) — ¥ sin(kz — wt)]
= Re[Eo(R +1§)e'®eeq, (S-13.140)

where k = w/c =2mr/A. Since a < A, we can consider the electric and magnetic fields
of the wave as uniform over the volume of the sphere, and neglect the magnetic
induction effects. Thus, the sphere can be considered as located in a uniform rotating
electric field

Eo(1) = Re(EO e—iw’) , where Eg=Ey&+i§). (S-13.141)

In the presence of oscillating fields, the complex electric permittivity of a medium
of real conductivity o is defined as

4rio

Ew)=1+ (S-13.142)
Thus, our problem is analogous to Problem 3.4, where we considered a dielectric
sphere in a uniform external electric field. The internal electric field and the dipole
moment of the sphere are
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3 . 3K, 3wty

- - B, S-13.143

242 07 3%dmio/o | 1-3iwtg ( )
3ve-1_ 3 3V Adnic/w i

p=PV=yEpnV="-—E="———"—
P XY = o 572 T 4x 3+ 4o jw

IN‘Eint =

_3_V 4rio ~_3_V i/tq E—3—V i .
T dn 3w+dnic V 4An 3w+ifta O 4n 3wtg+i
3V 1+3iwtg «
= 2 g (S-13.144)

47 Guwtg)? + 1

where V = 4ra’/3 is the volume of the sphere, and tq = 1/(47o). By writing the
complex numerator in terms of its modulus and argument we have

1+3iwtg = 1+ Bwty)? e?,  where ¢ = arctan(3wty), (S-13.145)
and, substituting into (S-13.144) we obtain

p=v B0 o (S-13.146)

47 \J1+Buwty)?

and, for the real quantity,

3V Ey A i
p =Re| - ————&+i§)e ¥
A1+ Gutg)?

Y L[ﬁcos(wt—¢)+§'sin(wt—¢)]. (S-13.147)

4 1+ Bwtg)?

Thus the dipole moment of the sphere rotates with a phase delay ¢ relative to the
electric field of the wave.

(b) The torque acting on an electric dipole p in the presence of an electric field E is
7 =pXE. In our case, the angle between p and E is constant in time and equal to
¢, thus the torque is

. 3 Ej .
T =Z|pl|Eo|sing =2 — sing. (S-13.148)

4 1+ Buwig)?

The same result can be obtained by evaluating

1 _, 3V Ele?
7=-Re(pxE =Re[——(ﬁ+iy)x(ﬁ—iy)
2 ( ) 87 1+ Guwig)?

3_V Eé (cos¢ +ising)

87 1+ Buwiy)?

EZ
(—212)} V20 Gng. (S-13.149)

47 1+ Bwtg)?

= R€
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S-13.12 Surface Waves in a Thin Foil

(a) As an educated guess, we search for solutions for the unknown quantities E,
and B, of the form

E(x,y,1) = E(x)e®71¢ B.(x,y,1) = B.(x)e® ¢ | (S-13.150)

where E,(x), and B,(x) are complex functions to be determined. According to
(13.10), Ey is symmetric (even) for reflection across the x = 0 plane. Since in vac-
uum we have V-E = 0,E, + 0,E, = 0, we obtain

0.E, = —ikEge ™™, (S-13.151)

which, after integration in dx, leads to

& —— Epe?", x<0,
E.(x) = sgn(x) — Ege 9 = (S-13.152)
q

—Ege™ ™, x>0.
q

Thus, the £, component is antisymmetric (odd) for reflection across the x = 0 plane.
Since our fields are independent of z, Maxwell’s equation VX E = —9,B/c reduces

to
2

1 k A
~~ 3B, = ,Ey —,E, = sgn(x) (— - q) Ege Ml eihy=on, (S-13.153)
¢ q
which, after integration in dz and division by —e!®~“? /¢, leads to
B. = sgn(x) — (¢* ~K*) Ege M, (S-13.154)
qu

thus B_, like E,, is an odd function of x.

We can obtain the surface charge density o (y,t)
and the surface current density K(y,#) on the foil y
from the boundary conditions at the x = O plane.
Figure S-13.6 shows the surface current K and the

magnetic field close to the foil. z X
. B(07)e||[®B(0")
750 = - [Ex(x =07y, = Ex(x=07,3.1)] K

2k .
=i = Eyel®-en, (S-13.155)
q Fig. S-13.6

c —
Ky00) = = [Bo(x=0" 3. = Be (¢ = 07.y.)
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6‘2

i (q2 —k2)EO el=wn = (5.13.156)
2nqw

while the z component of K is zero because its presence would imply a nonzero y
component of B.
(b) The time-averaged Poynting vector can be written as

C C 1. ~ s A D%
()= ;- (ExB)= o~ | Re(E,B7) - § Re(E,B})]. (S-13.157)
where
£, B; = —sgn(0)— (o — k%) |Egl 724, (S-13.158)
qw
Lk
E.B: = o (42— K) B e 2. (S-13.159)
q-w

We thus obtain (S ;) = 0 because £y B, is purely imaginary, and the energy flow is
in the ¥ direction only:

kc

Sy=—§—
(S) y87rq2w

(q* - k%) |Eol* 727 (S-13.160)

(¢) Form Helmholtz’s equation, we obtain

w2

q -k +—=0. (S-13.161)
(&

(d) From (S-13.156) we can write, within our approximations,

=X i
R y 2nglw

(4% k%) Egel®=en (S-13.162)

and, combining with (13.11), we obtain

2 2

C . . W, v
(q2 _ k2) EO el(ky—wt) = 4dmi ;P EO el(k) wrt) ,

—i

2nglw
w2

7 -k =-87" = qt. (S-13.163)
C
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where wy, = \4nnee? /M, is the plasma frequency of the foil material. The product
2n.{, appearing in the expression w%f = 4nnele?, is the surface number density of
the electrons in the foil, which is the relevant parameter in this problem.

(e) By comparing (S-13.161) and (S-13.163) we obtain

87120)12){’

c

w? =8mwlql = Qqc, where Q= (S-13.164)

Solving (S-13.161) for q yields

V2 + (2ke)2 - Q
P +Qq—Kc=0 = =%, (5-13.165)
c
where the root sign has been chosen so to have ¢ > 0, as required by the bound-
ary conditions, and in agreement with (13.10). Eventually, we obtain the dispersion
relation:

1
2 _ 2,2 22 1 2 2_02_ 2 -
w =ck"—cq ‘2[9"9 + (2kc)” — Q7 — (2ke) ] (S-13.166)

S-13.13 The Fizeau Effect

(a) In the rest frame of the medium, S’, we have w’/k’ = ¢/n. The Lorentz transfor-
mations from the laboratory frame S to S’ lead to

W =y(w-uk) = (w-uk), K =y(k— %) ~ (k— %),
c c
(5-13.167)

since y =~ 1 up to the first order in 8 = u/c. Dividing the two equations side by side

we obtain
c o w—uk Vy— U

n kK k—uw/c? 1=vgu/c*’

(S-13.168)

where, in the last step, we have divided numerator and denominator by k, and sub-
stituted the phase velocity in the laboratory frame, v, = w/k. Multiplying the first
and last term by 1 —v,u/ ¢? we obtain

v u c c(c+nu)
——u—=vo—u = Voll+t—|==+u = v,=——
n

cn cn+u

1+ng 1 n?-1
:VQO:C n ZC(H-'I-T[;), (S-13169)
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where, in the last step, we have approximated the fraction by its first-degree Taylor
polynomial in 8. The phase velocity in the laboratory frame S is thus

1
v¢=§+u(1—r?). (S-13.170)

The experiment was performed in 1851, with light propagating in flowing water
parallel to the water velocity. Fizeau expected to measure a phase velocity equal
to the phase velocity of light in water, c/n, plus the flow velocity of water, u, i.e.,
vy = (¢/n) +u, while the experimental result was in agreement with (S-13.170).
This found a satisfactory explanation only 54 years later, in 1905, when Einstein
published his theory of special relativity.

(b) Equation (S-13.170) takes into account the first-order correction to v, in 8 =u/c
for a non-dispersive medium. If the medium is dispersive according to a known law
n = n(w), we must also take into account that the frequency «’ observed in the rest-
frame of the medium is different from the radiation frequency w in the laboratory
frame. We want to calculate the first-order correction to (S-13.170) in Aw = &’ — w.
We need to correct only the fist term of the right-hand side of (S-13.170), since the
second term is already first-order, and a correction to it would be second-order. The
first-order Doppler effect gives us

Aw:w’—wz—wn(ac))u, (S-13.171)

since the light velocity in the medium is ¢/n(w), an the medium is traveling away
from the light source. Thus we have

€ L i Awa, (_)
nw) nw) n(w)
< (—a) n(u))u)[ ¢ 6wn(a))]

- n(w) c - nZ(w)

C u
= o T @), (S-13.172)

and the first-order expression for the phase velocity in the case of a dispersive
medium is

+ -2 5 n(w)|+0a0?). (S-13.173)

c 1
— tufl-——
n(w) [ n’(w) n(w)

V<p(w) =

(¢) The refractive index of the free electron medium is n(w) = (1 — wg Jw)'2, where

wy is the plasma frequency. Thus we have inside the square brackets of (S-13.173)
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2
1 1 w?
_ __ - , S-13.174
nZ(w) l—a)Iz)/a)2 w? —wf, ( )
and
2 2
w w 1 wp wp
— 0 ,n(w) = — — =— s S-13.175
n(w) @) (1—(1)12,/102)1/2 (1—w§/w2)3/2 w3 a)z—w% ( )

so that the two first-order corrections to v,(w) cancel out, and the phase velocity is
independent of the flow velocity of the medium up to the second order in .

S-13.14 Lorentz Transformations for Longitudinal Waves

(a) The Lorentz transformations for the wave frequency and wavevector are, in the
case of a boost along X,

V"’L), (S-13.176)

of =y-Vk), K =y(k-=3

where y = 1/+4/1-=V2/c2. In the special case where the boost velocity equals the
phase velocity, V = v, = wp/k, we have a)’L = 0, and the fields are independent of
time (static) in S’. Further, recalling that k; = w; /v, we have

2
K = 1 (ﬂ_v‘pr): 1 wL[l_V_g;)

2 o 2
1/1—1/920/(32 Ve ¢ 1ll—v()%,/c2 Ve ¢
k
=2 1=t (S-13.177)
v Y

(2

If S’ moves with velocity & V = Xv,, relative to S, the fields in S are obtained from
(9.3) and are

E =E(¥)=%Eyef”, B =0, (S-13.178)

i.e., E’ is constant in time. The charge and current densities in S’ can be obtained
either by Lorentz transformations or directly from the equations

1 1
o=—V -E=—09vE, and 4n) +0E' =0, (S-13.179)
4r 4n

which lead to "
1 i
s L Eo elka

) J =0. (S-13.180)
4r

©
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(b) The Lorentz transformations for the case V = cz/v¢ =%k, /wy, and v, > ¢, lead
to the following values for k| and w;

v
ki = v(kL— :;L)=0,
k2 2 Vz
‘Ui:)’(WL—L_C):)’wL(l——Z):ﬂ, (S-13.181)
w C Y

which imply that the fields propagate in space with infinite phase velocity, oscillat-
ing with uniform phase at frequency wj . The fields are

E =E(/)=%Epe™", B =0, (S-13.182)
i.e., E’ is uniform in space. We also obtain o’ =0, and J' = J/y.

(¢) The Lorentz transformations of the wavevector and the frequency for a boost
along the y axis are

kﬁx =kix =k,
’r V(UL _ V(UL
kLy - Y(kLy_ 6‘2 )_ _76_2 B
w; = y(w, = Vkiy) = yowr. (S-13.183)

All fields and currents depend on space and time through a factor
ei(kf‘xx’ +k£yy’ —wf‘t’ )

, thus, the propagation direction forms an angle

g = arctan(kiy/ ki) = —arctan(yVv,/ c?) (S-13.184)
with the x” axis. The wave has field amplitudes
E;zy(Ex+¥Bz)=yEo, (S-13.185)

1% Vv
B;:y(BZ——zEx):—y—on, (S-13.186)
c c
all other field components being zero. Thus, in a frame moving transversally to the
propagation direction, the wave is no longer purely longitudinal and electrostatic.
S-13.15 Lorentz Transformations for a Transmission Cable

(a) The continuity equation for a linear charge density is written 9,4 = —0,1. Insert-
ing the expressions for A and 7 of (13.14) we obtain
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. . w
—iwdg = —ikly, = Ip= E/lo =v,Ado. (S-13.187)

(b) The dispersion relation is

C C
w=vok=k=-"k, S-13.188
o= k=g (S-13.188)
with
Vo= — and k== wVE (S-13.189)
\e Ve c

The electric field can be evaluated by applying Gauss’s law to a cylindrical surface
coaxial to the wire, of radius r and height A. Since the field is transverse, and we
have cylindrical symmetry around the wire, the only nonzero component of E is E,

21 o 2
E(r,2,0) = = = £ E.(r)e&™ 9" where E,(r) = —. (S-13.190)
Er Er

The magnetic field can be evaluated by applying Stokes’ theorem to a circle of
radius r, coaxial to the wire. Because of symmetry, the only nonzero component of
B is the azimuthal component By

~ 21 o 21 2wA
B(r,z0) = = = $By(Ne* ', where By(r)= == (S-13.191)
re re krc
that can be rewritten as
&y,
Bo(r) = 22 E,(r) = 22 B = < E, (). (S-13.192)
kc c Ve

(c) The wave frequency w’ in the frame S’, moving at the phase velocity Zv,, relative
to the laboratory frame S, is

W =y(w-v,k)=0, (S-13.193)

where we have used the second of (S-13.189). Thus the fields are static in S’. For
our Lorentz boost we have

gzt -2 I S (S-13.194)
Y N S VT e=1’ '
and the wave vector k’ in S/ can be written
Vow e (wVe w w
K= (k—*”—): - = OVel. $-13.195
Y 2 e-1\ ¢ cVe] ¢ & ( )
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The (7’,7')-dependence (actually, only z’-dependence) of our physical quantities in

S’ will thus be through a factor e The amplitude of linear charge density in S’
is

Ve v 1)’ Ao
/16=7’(/10——210)=)’ Ao——= o =7(—) Ao=—. (S-13.196)
c c y y
The amplitude of the current in S is
Iy =y(Io—vydo) = 0. (S-13.197)

The field amplitudes transform according to (9.3), thus we have

, Vo C
E; =y(E.-pBy) =y|E-— =~ —E,| =0, (S-13.198)
C th
2
% Vo V, B,
B =y|By—-LE|= (B ——“’—”"B):—"’. S-13.199
¢7(¢czr]7¢cc¢y ( )

It might seem surprising that, in S’, we have A’ # 0 and E/. = 0, while I’ = 0 and
B’, # 0. The reason is that we must take into account also the polarization charge of
the medium in contact with the wire, A,(z,?), the presence of a polarization current,
Jp(r,z,1), and their Lorentz transformations. In the laboratory frame S we must have
Az, 1) + Ap(z,1) = A(z,1) /&, thus

Ao

-1 .. o I
Ay ) = =5 = ATt = - ier = g e, ($-13.200)

where /lf)p) =—A /72. The electric field (S-13.190) generates a polarization of the
medium

—1 . _
P(z,r,0) =1 84—ﬂ E.(r)e i@t = ¢ P, (r)elkeior (S-13.201)

where 1 24 1 4 1 A
&— 0 _ €~ 0 0

= — = —. S-13.202

dn er e 2nr  y?2mr ( )

A time-dependent polarization is associated to a polarization current density
Jp = 0P = —RiwP,(r) "7 = § J (r) e’ (S-13.203)

where A
I = —iwP,(r) = —i 5 . (S-13.204)
v? 2nr
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Thus, J;, is radial in §. According to the first of (9.1), we have a polarization four-
current

1P (r.2.0) = ol (r). 8 1, ()] e, (S-13.205)
where, for instance
o .
ol =472 TS0 sothat 4 = f o (n2zrdr,  (S-13.206)
0 if r>r 0

and we are interested in the limit ry — 0. We can thus write
I (2.0 = Gu(r) " where Gy =[cof.#J,(r)] . (S-13.207)
The four-vector G,, transforms according to (9.2), thus we have in S’
Gy =7(Go-B-G) =yGo, (S-13.208)

since the spacelike component of G, being radial, is perpendicular to 8. The ampli-
tude of the linear polarization charge density in S’ is

, G A
A=y | Domrdr=yaP =25 =-2, (S-13.209)
o ¢ Y Y

which cancels (S-13.196), therefore we have E’ = 0. The radial component of J,
does not contribute to the magnetic field, thus we are interested in

G| = (G -BGo) = —yBGo = —yBef (r)c. (S-13.210)
which corresponds to a polarization current in S’ of amplitude

, v, Ao _ Do
i szHZW dr =—7V¢ﬂf)p)=w¢;:§ (S-13.211)

in agreement with (S-13.199).

S-13.16 A Waveguide with a Moving End

(a) The electric field of the TE|op must be parallel to the two conducting planes,
thus it must vanish on them, and be of the form E(x,y,7) =Z Eycos(ry/a) f(x,t). The
dispersion relation is
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nc

W =W+ K2, where weo = — (S-13.212)
a

is the cutoff frequency of the waveguide. In our terminated waveguide, the global
electric field is the superposition of the fields of the wave incident on the terminating
wall at x = 0, and of the reflected wave. Incident and reflected wave have equal
amplitudes, thus

E(x,y,1) = 2 Ep cos(’ﬂ)sin(kx) el (S-13.213)
a

where the phase has been chosen so that E(0,y,#) = 0. The magnetic field can be
obtained from the relation ;B = —cV X E, and has the components

By =—“0,E. = < E, sin(g)sin(kx)e_i‘“’, (S-13.214)
w wa a
. “ |
By= " 0.E.=-Ey cos(g)cos(kx) emiot, (S-13.215)

Notice that By(0,y,7) = 0, as required.
(b) In the frame S’ where the waveguide termination is at rest (v' = 0), the incident
wave has frequency and wavevector

W =y(w—pke), K =ylk—Puw]c), (S-13.216)

where B = v/c. Since we assumed f < kc/w, we have k! > 0 (notice that w! > 0
anyway because k < w/c). In S’ the reflected wave has frequency and wavevector

’
Wy i s

ki =—k{. (S-13.217)
By transforming back into the laboratory frame S we obtain
wp = V(@) + k) = V(145 w = 2Bke] (S-13.218)
kr:y(—k+,8%))=72[—(1+[32)k+2,3%)], (S-13.219)
As acheck, at the limit a — co we have w., — 0 and kK — w/c, and we obtain (S-9.54)

of Problem 9.6 for the frequency reflected by a moving mirror. With some algebraic
manipulations we obtain
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2
W2 =R = {[(1 +B)w—2pke| - [—(1 +/5’2)k+2ﬁ§] }
=7* (1487 w - 2pke + (1 + %) ke = 2pw| x
x| (1 + %) w=2Bke = (1 + > ke +2Bw]
=7 |1 =B w+ (1 =B ke| |1+ w+ (1 + )k
= (w+ke)(w - ke) = w? k22 (S-13.220)
(¢) If v> kc?/w, in S’ we have k! <0, the incident wave propagates parallel to —X’,

and cannot reach the waveguide termination. In these conditions there is no reflected
wave. The condition is equivalent to v > v,, the group velocity in the waveguide.

S-13.17 A ““Relativistically”’ Strong Electromagnetic Wave

(a) The equations of motion for p,, py, and p; in the presence of the electromagnetic
fields of the wave are

d

Px B+ By, (S-13.221)
dr c

d

Py g, -Sy.B,, (S-13.222)
dr T

dp e e

d—tZ = —E VxB_y + EV);BZ. (S_13223)

In general the magnetic contribution is not negligible, since v, is not necessarily
much smaller than c. However, if we assume v, = 0, the magnetic force vanishes. In
these conditions the solutions of (S-13.221-S-13.222) are

dp dpy

d—tx = —¢Eycoswt, T —eEpsinwt, (S-13.224)
E E

pe= - inwr, py =+ coswr. (5-13.225)
w w

Inserting these solutions into (S-13.223) we have

dp, e
— = ——(—pyB,+p,B,) =
di me)’( PxDy + Dy )
e eE(Z) . X
= —— (—sinwtcoswt + coswtsinwt) =0, (S-13.226)
mey wc

so that a p, is constant in time. Either assuming v, = 0 as initial condition or by a
proper change of reference frame, v, = 0 is a self-consistent assumption.
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(b) Since p2 = pf + p§ = (eEp/w)? does not depend on time, the Lorentz factor

y = 1+ p2/(mec)? = \1+[eEo/(mewc)]? is a constant. This implies

dp _ dyv) _ dv
a Mg T YMeq

(S-13.227)

The equations of motion have the same form as in the non-relativistic case if we
make the replacement m. — yme. The relativistic behavior can be obtained by
attributing an “effective mass” ym,, dependent on the wave intensity, to the elec-
tron.

(¢) Accordingly, the refractive index for the relativistic case can be simply obtai-
ned by replacing m, — m,y into the non-relativistic expression, so that w, =

V(4nnee? /me) — wp/ fy. We thus obtain

4rinee> w3
n(w)=1- 2 o 2 (S-13.228)
meyw yw

(d) The dispersion relation corresponding to n*(w) in (S-13.228) is

w2

W=k + L, (S-13.229)
y

The cutoff frequency is w¢o, = wp/ +/y and depends on the wave amplitude. Since y >
1, a plasma can be opaque to a low-intensity wave for which w;, > w, but transparent
to a high-intensity wave of the same frequency if y > w,/w.

It should be stressed, however, that the concept of a refractive index dependent
on the wave intensity deserves some care. What we have discussed above is just a
special case of “relativistically induced transparency”, applying to a plane, mono-
chromatic, infinite wave. In the case of a real light beam, of finite duration and
extension, different parts of the beam can have different amplitudes, and thus can
have different phase velocities, resulting in a complicated nonlinear dispersion.!
However, (S-13.229) can be of help to a qualitative discussion of some important
nonlinear effects observed for a relativistically strong wave. An important example
is the propagation of a strong beam of finite width, for which the effective refractive
index is higher at the boundaries (where the intensity is lower and y is smaller) than
on the beam axis. This can compensate diffraction, analogously to what occurs in
an optical fiber (see Problem 12.6), and can cause self-focusing.

'In some cases, nonlinearity effects can compensate dispersion for particular wavepacket shapes,
these special solutions can propagate without changing their envelope shape, and are known as
solitons.
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S-13.18 Electric Current in a Solenoid

(a) This problem originated from the question: “can the electric field in a solenoid
have circular field lines, as seems to be required for driving the current in each turn
of the coil?” The answer is obviously no in static conditions, since V X E must be
zero. But a uniform field is sufficient to drive the current, since the coil of a real
solenoid does not consist of single circular circular loops perpendicular to the axis
(each loop would require its own current source, in this case!) The winding of a real
solenoid is actually a helix, of small, but nonzero pitch. The current is driven by the
component of E parallel to the wire, equal to (assuming E = EZ)

Ej=Esin0~E— . (S-13.230)
b

The perpendicular component £, is compensated by the electrostatic fields gener-
ated by the surface charge distribution of the wire, analogously to Problem 3.11.
Thus, the current density and intensity in the wire are
a , od’
J=0cE =0cE—, I=Jra”~—E. (S-13.231)
nb b

Neglecting boundary effects, the current generates a uniform field Bi" = 2 B_, with

danl 4l 27 dto
B. = =—

= ES E, S-13.232
c 2ac bc ( )
inside the solenoid, since n = 1/(2a) is the number of turns per unit length. The
field outside the solenoid, BV is generated by the total current / flowing parallel

to Z. Thus in the external central region b < r < h, |z| < h, the field is azimuthal,
B = ¢ B,, with

2 2nJa* 20d°
LA 9 B hcr<h, d<h, (S-13.233)
cr cr ber

By

where the z origin is located at the center of the solenoid.
(b) In the external central region b < r < h, |z| < h, the fields E; and By are associ-
ated to a a Poynting vector

O’aS 2

2nbr

c

S=47T

ExB = - %rEquj - ¢ (S-13.234)

with an entering flux through the lateral surface of a coaxial cylinder of length £

oa® 5 oca’t
2"

= E?. -13.2
27br b (5-13.235)

&y, =2nrl
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The power dissipated by Joule heating in a solenoid portion of length ¢ is obtained
by multiplying the power dissipated in single turn

nalo b

oa’ )2 2nb 20a* ,
b

Wi = I°R = (— E E?, (S-13.236)

by the number of turns £/(2a)

20a*

W(t) = E?—="—""F?, (S-13.237)
a

in agreement with Poynting’s theorem.

S-13.19 An Optomechanical Cavity

(a) In the following we omit the vector notation for the electric fields, since the
results are independent of the polarization. The general expression for the electric
field of a monochromatic plane wave propagating along x is, in complex notation,

E(x,1) = E()e™ = (Eje"™ + Eye*)e !, (S-13.238)

where k = w/c. The boundary conditions at the two perfectly conducting walls are
E(+d/2) =0, thus we must have

Eiet™P? 4 Ere 2 =0, Eje™P 4 Bt =0, (S-13.239)

This system of two equations has nontrivial solutions for E; and E, only if the
determinant is zero,

e — e7kd = 2isin(kd) = 0, (S-13.240)
from which we obtain
Tc
kd=nr (n=1,2,3,...) w=ke=n—, (S-13.241)
E> = —E " = (-1)"E,. (S-13.242)

Thus, the electric field of the n-th mode is
Eor . .
En(x) = 70 e/ 4 (— 1yl eI/ ] (S-13.243)

The magnetic field can be obtained from 9,B = -V X E:
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Eor - )
B,(x) = 70 |e"ma/d — (—1yrleTinmd] (S-13.244)

(b) The field is thus the superposition of two plane monochromatic waves of equal
frequency w and amplitude E(/2, propagating in opposite directions. The radiation
pressure on each reflecting wall is thus the pressure exerted by a normally incident
wave of intensity I = c|Ey/ 2[2/8x, evaluated in Problem 8.5,

21 |EP
po 2 _ Eo” (S-13.245)
c 167

(c) The energy per unit surface inside the cavity is independent of time and can be
evaluated as

+d/2 |
U= f §<|E|2+|B|2)dx. (S-13.246)
—dj2
We have

Eof? 2
|E|2=% 1+(-1)”+‘cos( ’Z”‘)], (S-13.247)

Eo? 2
IB? = %[1—(—1)“%%( ’Z”)]. (S-13.248)

Integrating over x, the oscillating terms of both expressions average to zero, and we
finally have

|Eo|*d
167

n=Pd. (S-13.249)

(d) At mechanical equilibrium, the force due to the radiation pressure on the walls
must balance the recoil force of the springs. Assuming that each wall is displaced
by ¢ from its equilibrium position in the absence of fields, we have

PS = K5 = MQ%6, (8-13.250)
where Q = VK/M is the free oscillation frequency of the walls. Thus

MQ%s |Eo|?
=P= , S-13.251
S 167 ( )

from which we obtain 6 = @ |E(2)| where

S S

-5 _ 5 13252
T TonM@® 167K (5-13.252)
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The length of the cavity is now d + 26, and the resonance condition is

A
d+25=n2 =02 =12, (5-13.253)
2 wy
where the mode frequencies are
_ 2mc nmc

(S-13.254)

Wy = =—.
" A d+2alEoP

This is a simple classical example of a resonant cavity where the frequency and
amplitude of the wave depend on each other (and on the cavity length), the link
being due to radiation pressure effects; this is called an optomechanical cavity [2].

S-13.20 Radiation Pressure on an Absorbing Medium

We assume the incident wave to be linearly polarized parallel to § for definiteness
(the generalization to a different polarization is straightforward). The electric field
of the wave is thus E(x,1) = § Ey(x,1), with

Re (El eikx—iwt + Er e—ikx—iwt) , (x < O) ,
Ey(x,1) = e ior (S-13.255)
Re (Ete1 nx=iw ) , (x>0),
where E; = \8rl;/c, and
1- 2
E=—"E., E=—E (S-13.256)
1+n l1+n

(Fresnel formulas at normal incidence). The magnetic field of the wave can be
obtained from 9;B = -V X E, we have B(x,?) = 2 B,(x, ), with

Re (El eikx—iwt _ Er e—ikx—iwt) , (x < 0) ,
BZ(x»t) = iknx—i (S—13257)
Re(nE elm-ion) (x>0).
The field for x > 0 is exponentially decaying, since
Et eik(n1+in2)x—iwt — Et eiknl—iwt e—knzx , (S'13258)

the decay length being (knp)~! = 1/(27my) > A/n;, where A = 27nc/w is the wave-
length in vacuum.

The cycle-averaged value of the Poynting vector at the x = O plane gives the
flux of electromagnetic energy entering the medium. Since the field decays with
increasing x, there is no net flux of energy for x — oo, and all the energy entering
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the medium is eventually absorbed. Using (S-13.255) and (S-13.257) we find
(5.,(0")) = <iE (0%, 0B.(0" r)> =L Re(EnEY) = S IEPRem)
* T \ag VTR Y T o4 T gt

4111
Ii =
[1+n)?

¢ 2_ ¢ 2
= —n|E|" = —ny |Ei|” =

o 87 T4 np AlL. (S-13.259)

The reflection coefficient R = |E;/Ei|* = |1 =n|?/|1 +n|®. Thus

1-n

2 2(m+n") 4Re(n)  4n

1+n2  [1+n? |l+n?

l—Rzl—‘
l1+n

(S-13.260)

(b) The pressure on the medium is the flow of electromagnetic momentum
through the x = 0 surface. Such flow is given, in the present conditions, by Pr,q =
—(Txx(x = 0)) where T;; is Maxwell stress tensor (see Problem 8.5). Since

1
Txx(oat) = Tll(o» t) = ]
T

(Ez(O,t) +B2(0, t)) (S-13.261)

we obtain

1 1 1+n? 1 |1 +n/*>—2Re(n)
T11(0,¢ =__E21+ 2:——E~2 =—E‘2—
(T(0.0) = =g |EP (1+inf) = = IEP 7o = B —— 5

1 4 I
= —EP - 2 g iRry =—P,. (S-13.262)
8r [1+n)? c

The same result can also be obtained by calculating the total average force per unit
surface exerted on the medium by the electromagnetic field

PEM=f oo((J><B)x)dx, (S-13.263)
0

since the electric term gives no contribution. The current density J inside the
medium can be obtained from the equation J = (¢V x B — §,E)/4r, obtaining

ik . . 1 . .
Jy = Re (_ 145:1 gEt e—lknx—lwt + :’;)r Et e—lknx—uut)
- Re(‘ﬂ (1-n)E, e—i’mx—iw') . (S-13.264)
4

A further way to obtain this result is recalling the relation between conductivity and
dielectric permittivity for complex fields, i.e.,

iw iw
() == ler) = 1= - [@) - 1]. (S-13.265)
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We thus have

(B2} = 52 Re[i(1-n) Byeimm] [ et o]

%T|Et|2Re [1(1 - nz)n*] e e, (S-13.266)

Now

Re [i(l —n2)n*] = Re[(l —nf +n§ —2in1n2)(in1 +n2)] = n2(1 +n% +n§)

= n2(1 + |n|2), (S-13.267)

thus, by substituting in (S-13.263) and comparing to (S-13.262) we obtain

Pem = f JyB,)dx = = —|E*ny (1 +|nf? f e 22Xy
0 < y Z> 247"t ( ) 0

I ,1+n? 1
= —IE; — =Prg. S-13.268
271" 1| 1—|I'l|2n2 m rad ( )

S-13.21 Scattering from a Perfectly Conducting Sphere

(a) Since the radius of the sphere, a, is much smaller than the radiation wavelength,
A, we can consider the electric field of the incident wave as uniform over the whole
volume of the sphere. As shown in Problems 1.1 and 2.1, the “electron sea” is dis-
placed by an amount § with respect to the ion lattice in order to keep the total electric
field equal to zero inside the sphere. According to (S-2.2) we have

3
0=-y—— Eycos(wi), (S-13.269)
47oq

where o is the volume charge density of the ion lattice. This corresponds to a vol-
ume polarization P

3
P=-p6=y e Eycos(wt), (S-13.270)
74
and to a total dipole moment of the conducting sphere

4
p= ?ﬂaSP:Eocﬁ = §a®Eqcos(wi). (S-13.271)

The scattered, time-averaged power is thus

@ _ b o
Wscatt_§| I”=

w*a®

2
< Eo- (S-13.272)
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The intensity of the incident wave is I = (c¢/ 87)E2, so we obtain for the scattering
Cross section

(el)
(el) _ Wscatt _ 8_7'“‘)4‘16

4
scatt Ji 3 6‘4 - .

4, 2[4
1287 (na )(Z) (S-13.273)

(b) Due to the condition a < 4, also the magnetic field of the wave can be considered
as uniform inside the sphere

B(?) = ZBjcos(wt) = ZEycos(wt). (S-13.274)

Analogously to what seen above for the electric polarization, the sphere must
acquire also a uniform magnetization M in order to cancel the magnetic field of
the wave at its interior. As shown by (S-5.72) of Problem 5.10, we must have

3 3
M(?) = -z — By cos(wt) = -z — Egcos(wt), (S-13.275)
8 8

corresponding to a magnetic dipole moment of the sphere

3

4 3
LN Y % Eocos(w?), (5-13.276)

3

m

Thus the power scattered by the magnetic dipole is one fourth of the electric dipole
contribution:

4 6
(magn) _ | _wa’
Ws;ll?tgn 33 " = 1263 Ej. (S-13.277)

The total cross section is thus 5/4 times the value due to the electric dipole only:

(el,magn) 4 N4 4
g = 1607 (ma )(Z) : (S-13.278)

A discussion on how the magnetic dipole term contributes to the angular distribution
of the scattered radiation can be found in Reference [3].

S-13.22 Radiation and Scattering from a Linear Molecule

(a) At the initial time 7 = 0, we assume the center of mass of the molecule to be at rest
at the origin of our Cartesian coordinate system. The center of mass will remain at
rest, since the net force acting on the molecule is zero. However, the field Eq exerts
a torque 19 = po X Eg, and the molecule rotates around the z axis. The equation of
motion is 76 = 1o, or
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160 =—poEpsinb, (S-13.279)

where 0 = 6(¢) is the angle between py and the x axis. The potential energy of the
molecule is
V(@) =—po-Eo+C =-p,Egcosf+C, (S-13.280)

where C is an arbitrary constant. The molecule has two equilibrium positions, at
6 = 0 (stable), and 6 = & (unstable), respectively. For small oscillations around the
stable equilibrium position we can approximate sinf = 6, and (S-13.279) turns into
the equation for the harmonic oscillator

2 Eopo

Gz—wzﬁ, where ;=
0 0 I

. poko
f~ -0
I

(S-13.281)

Thus, if the molecule starts at rest at a small initial angle 6(0) = 8y, we have 6(f) ~
6 cos wpt. The potential energy of the molecule can be approximated as

6? 1 1
V(0) ~ —poEo(l - 3) +C =2 poko 6% = EIwﬁ 6%, (S-13.282)

where we have chosen C = pgE), in order to have V(0) = 0. The kinetic energy of
the molecule is

N
K@) =3 I, (S-13.283)
(b) In our coordinate system the instantaneous dipole moment has components
Px = pocosf = pg, Dy = posiné = poby cos(wot), (S-13.284)

so that, for small oscillations, the radiation emitted by the molecule is equivalent to
the radiation of an electric dipole parallel to ¥, and of frequency wg. The radiation
is linearly polarized, and the angular distribution of the emitted power is ~ cos”a,
where « is the observation angle relative to Eg. Thus, the radiated power per unit
solid angle is maximum in the xz plane and vanishes in the ¥ direction. The time-

averaged total emitted power is
Lo by on
Prag = 33 Ipl~ = gwopoeo' (S-13.285)

We assume that the decay time is much longer than the oscillation period, so that
we can write
0(2) =~ 65(r) cos wot , (S-13.286)

with 65(0) = 6, and 65(7) decaying in time so slowly that it is practically constant
over a single oscillation. In these conditions the total energy of the molecule during
a single oscillation period can be written
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. 1
U =K@)+V©O) =5 Twib2(1). (S-13.287)

The rate of energy loss due to the emitted radiation is

dUu dé
5 = 9ol0s 3 = ~Pra®), (S-13.288)
from which we obtain
2.2
dé; 1 wypg
—_—=—-— . S-13.289
dr 33 1 7 ( )
Thus the oscillation amplitude decays exponentially in time
. . 31¢3
Os(t) =6pe™'", with 7=——. (S-13.290)
“oPo

(¢) Since kd < 1, the electric field of the wave can be considered as uniform over
the molecule, and we can write E{(0,7) ~ E4 e 9 in complex notation. The torque
exerted by the wave is 71 = po X E1. The complete equation of motion for the mole-
cule is thus

T8 =—pyEysin— poE; cosfe | (S-13.291)
which, at the limit of small oscillations (sin6 =~ 6, cos§ ~ 1) becomes

f=-wlio-wie™, with w]= 17170 =

E
Wit (S-13.292)
Eyp
The general solution of (S-13.292) is the sum of the homogeneous solution consid-
ered at point (a), which describes free oscillations, and of a particular solution_ of
the complete equation. A particular solution can be found in the form 6(z) = fpe ™",
which, substituted into (S-13.292), gives
2
wy

Of = 5

5 (S-13.293)
-,

w 0

For simplicity, we neglected the possible presence of friction in (S-13.281). How-
ever, in principle a friction term such as —f/t should appear because of the energy
loss by radiation. In the presence of the plane wave the friction term is relevant only
close to the w = wy resonance, because 7~! < wy.

(d) After a transition time of the order of 7 possible initial oscillations at wq are
damped, and the the molecule reaches a steady state where it oscillates at frequency
w. Assuming, as in (b), small-amplitude oscillations, we have an oscillating dipole
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component py, =~ po 6 e " The scattered power is

2 4 4 472
2 Py, ww Pk w

T3 (W@ 3123 (P -wd)

4
(S-13.294)

1
Pgcat = §|py

The intensity of the wave is I = (c/47)E?, thus the scattering cross section is

4
Pgcant _ 47rp0 w*
I 32t (W -wd)?

(S-13.295)

Oscatt =

An order-of-magnitude estimate for a simple molecule such as H, can be performed
by noticing that py ~ ed and I ~ md, with m ~ m,, the mass of the nuclei, so that
(P72 ~ (& myc?).

S-13.23 Radiation Drag Force

(a) The electric field of the wave in complex notation is
E = § Re(Epe* ). (S-13.296)

Neglecting the magnetic field, the particle oscillates in the § direction without
changing its x and z coordinates. Thus, assuming the particle to be initially located
at the origin of our Cartesian system, and looking for a solution of the form
y= Re(voe’i“”), we obtain by substitution into (13.22):

. g
=y—E. -13.297
Yo ym(w+iv) 0 (5-13.297)

(b) The power developed by the electromagnetic force is gE - v. Thus
q , ¢ v 2
Pips = (qE v} = 7 Re (Eovs) = o= —— |Eol. (5-13.298)

2m w?+v

(c) The electric dipole moment of the particle is p = gr. Using Larmor’s formula for
the radiated power we obtain

2, _2‘]2 AN q" o’ 2
Prag = g(p >— g(r >— Wm |Eol*. (S-13.299)

Assuming Pr,q = Paps, We obtain
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2 2.2
y=4° (5-13.300)
3mc3
(d) We must evaluate
/4
F,= <;vyBZ>, (5-13.301)

where for v, we use the result of (a), while the amplitude of the magnetic field is
By = Ey. Thus we have

P abs

F.= 2% Re (voEg) =

(S-13.302)

Thus, the ratio between the energy and the momentum absorbed by the particle from
the electromagnetic field equals c.

(e) The radiation from a cluster smaller than one wavelength is coherent and thus
scales as N2, so does the total force. The cluster mass scales as N, thus the accelera-
tion scales as N>/N = N. In other terms, a cluster of many particles may be acceler-
ated much more efficiently than a single particle: the higher the number of particles
(within the limits of our approximations), the stronger the acceleration. This is the
basis of a concept of “coherent” acceleration using electromagnetic waves, formu-
lated by V. I. Veksler. [4]
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Appendix A

Some Useful Vector Formulas

A.1 Gradient, Curl, Divergence and Laplacian

Vector equations are independent of the coordinate system used. Cartesian coordi-
nates are used very often because they are the most convenient when the problem has

no particular symmetry. However, in
the case of particular symmetries, cal-
culations can be greatly facilitated by
a suitable choice of the coordinate sys-
tem. Apart from the elliptical coordi-
nates, used only in Problem 2.14, The
only two special systems used in this
book are the cylindrical and spherical
coordinates.

A cylindrical coordinate system
(r,¢,z) specifies a point position by
the distance r from a chosen reference
(longitudinal) axis z, the angle ¢ that
r forms with a chosen reference plane
¢ =0 containing the z axis, and the dis-
tance, positive or negative, from a cho-
sen reference plane perpendicular to
the axis. The origin is the point where
r and z are zero, for r = 0 the value of
¢ is irrelevant. Fig. A.1 shows a cylin-
drical coordinate system, superposed
to a Cartesian system sharing the same
origin, with the z axes of the two sys-

A
Z

P rsin 0 d¢

rorde
o/

O~
//éf
X
Fig. A.1
Z
O RN
-
X
Fig. A.2

tems are superposed, the xz plane corresponding to the ¢ = 0 plane of the cylindrical
system. We have the conversion relations
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Table A.1 Gradient, curl, divergence and Laplacian in cylindrical and spherical coordinates

Cylindrical Coordinates Spherical Coordinates
Components of the gradient of a scalar function V
5 d F OV
r W? 2r
510V Hov
A 0
5 IV 41 v
z 9z ¢ rsind d¢
Components of the curl of a vector function A
~f1 0A;  0Ay | _0Ag
r(r % T oz r rsind [69 (A¢’ sin ¢ )]
5 (0A, _ 0A: ol 1 0A, 1 0GAy)
(% - %) H[rsmgw—; ar ]
51| 00Ag) _ 0A 4 1[00Ag) _ 0A
17[ ar —a—q!] 1[5 - %]
Divergence of a vector function A
1 00Ay) | 1 0As | 0A, 100%A) | 1 dAgsinh) L 0Ay
ror Troe o 2 or tisng 06 T rsind 9o
Laplacian of a scalar function V
19 (. 0v), 1PV, 8*v 10 (20V 1 %
() G B 3 (P 5)+ g o (055 ) +
12y
‘ r2sin? 0 0¢?
x=rcos¢, y=rsing, z=z. (A.1)

The orthogonal line elements are dr, rd¢ and dz, and the infinitesimal volume ele-
ment is rdrde¢dz.

A spherical coordinate system (r, 6, ¢) specifies a point position by the radial dis-
tance r from from a fixed origin, a polar angle # measured from a fixed zenith direc-
tion, and the azimuth angle ¢ of the orthogonal projection of r on a reference plane
that passes through the origin and is orthogonal to the zenith, measured from a fixed
reference direction on that plane. Fig. A.2 shows a spherical coordinate system, su-
perposed to a Cartesian system sharing the same, origin, with the z axis superposed
to the zenith axis, and the xz plane corresponding to the ¢ = 0 plane of the spherical
system. We have the conversion relations

x =rsinfcos¢, y=rsinfsing, z=rcosf. (A.2)

The orthogonal line elements are dr, rd6, and rsinfd¢, and the infinitesimal volume
element is 2 sin@d@d¢dr (Table A.1).
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A.2 Vector Identities

Quantities A, B, and C are vectors or vector functions of the coordinates, f and g
are scalar functions of the coordinates.

A-BXC=AXxB-C=B-CxA=C-AxB; (A.3)
AXBxC)=(CxB)xA=(A-C)B-(A-B)C; (A4
V(fe)=fVg+gVf; (A.5)

V- (fA)=fV-A+A-Vf, (A.6)
VX(fA)= fVXA+VfxA; (A7)
V- (AXxB)=B-VXA-A-VXB; (A.8)
VX(AxB)=A(V-B)-B(V-A)+(B-V)A-(A-V)B; (A9)
VA-B)=AX(VXB)+BX(VXA)+(A-V)B+(B-V)A ; (A.10)
VZA=V(V-A)-Vx(VxA), (A.11)

Vx(VxA)=V(V-A)-V3A . (A.12)
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A

Absorbing medium, radiation pressure on
an, 113, 436

Alternate LC ladder network, 59, 285

Amplitude reflection coefficient, 99, 391

Angle of incidence, 76

Angle of reflection, 76

Angular momentum of a light beam, 69, 312

Antenna, circular, 82, 349

Anti-reflection coating, 90, 369

Atomic collapse, 80, 342

Avogadro constant, 137

B

Beam, Gaussian, 69, 310

Beats, optical, 84, 356

Bent dipole antenna, 82, 348

Birefringence, 90, 91, 370, 371

Boundary conditions on a moving mirror,
77, 335

C

Cable, twin-lead, 96, 384

Capacitance per unit length, 95, 381

Capacitor, leaky, 200

Capacity of a conducting cylindrical wire,
15, 164

Capacity of a cylindrical wire, 167

Capacity per unit length , 281

Cavity, optomechanical , 113, 434

Charged hemispherical surface, 8, 134

Charge distribution in the presence of elec-
trical current, 30, 205

Charged sphere, electrostatic energy of a
uniformly, 4, 119

© Springer International Publishing AG 2017

Charged spheres, collision, 7, 130

Charged spheres, overlapping, 3, 117

Charged sphere with internal spherical cav-
ity, 4, 118

Charged wire in front of a cylindrical con-
ductor, 14, 155

Charge in front of a dielectric half-space,
19, 169

Charge relaxation, 27, 194

Circular antenna, 82, 349

CL ladder network, 58, 282

CO,, 103

Coating, anti-reflection, 90, 369

Coaxial cable, 95, 381

Coaxial resistor, 27, 196

Coil in an inhomogeneous magnetic field,
44,231

Collapse, atomic, 80, 342

Collision of two charged spheres, 7, 130

Conducting foil, transmission and reflec-
tion, 89, 367

Conducting half-space, 23, 187

Conducting plane, charge in front of a, 10,
138, 142

Conducting prolate ellipsoid of revolution,
15, 164

Conducting shell, point charge inside a, 13,
154

Conducting slab, 20, 176

Conducting sphere, electric charge in front
of a, 11, 144

Conducting sphere, electric dipole in front
of a, 11, 146

Conducting sphere, electromagnetic torque
ona, 108, 419

Conducting sphere in an external field, 10,
137
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Conducting sphere in a uniform electric
field, 12, 151

Conducting sphere, plasma oscillations in a
charged, 7, 131

Conducting sphere, scattering from a per-
fectly, 114, 438

Conducting surface, hemispherical, 14, 159

Conductors, displacement current in, 256

Conductor, wave propagation in a, 88, 361

Coulomb explosion, infinite charged cylin-
der, 6, 127

Coulomb explosion, infinite charged slab, 6,
127

Coulomb explosion, uniformly charged
sphere, 5, 124

Coulomb’s experiment, 11, 148

Coupled RLC oscillators, 56, 57, 273, 276

Crossed electric and magnetic fields, 39,
220

Currents and charge distribution in conduc-
tors, 29, 201

Cutoff frequency, 388

Cyclotron radiation, 79, 339

Cyclotron resonances, 60, 61, 290, 293

Cylinder, transversally polarized, 23, 188

Cylinder, uniformly magnetized, 38, 219

Cylindrical capacitor, 22, 184

Cylindrical capacitor, discharge of a, 105,
405

Cylindrical conductor, charged wire in front
of a, 14, 155

Cylindrical conductor with an off-center
cavity, 39, 222

Cylindrical wire, capacity of a conducting,
15, 164

D

Damping, radiative, 80, 343

DC generator, magnetized cylinder, 49, 249

Dielectric-barrier discharge, 29, 204

Dielectric boundary conditions, 176

Dielectric half-space, 20, 176

Dielectric, lossy, 29, 202

Dielectric permittivity, measurement of the,
22,184

Dielectric Slab, 23, 187

Dielectric sphere in an external field, 20,
173

Dipole antenna, bent, 82, 348

Discharge of a cylindrical capacitor, 105,
405

Disk, Faraday, 49, 251

Index

Displacement current in conductors, 256
Distortionless transmission line, 58, 283
Drag force, radiation, 115, 442
Dynamo, self-sustained, 49, 251

E

Earth’s magnetic field, 46

Eddy currents in a solenoid, 46, 236

Eddy inductance, 51, 255

Effect, Fizeau, 109, 423

Elastically bound electron, 80, 343

Electrically connected spheres, 13, 153

Electrically polarized cylinder, 103, 397

Electrically polarized sphere, 19, 172

Electric charge in front of a conducting
plane, 10, 138, 142

Electric charge in front of a conducting
sphere, 11, 144

Electric currents induced in the ocean, 47,
242

Electric dipole, force between a point
charge and an, 7, 132

Electric dipole in a conducting spherical

shell, 12, 151
Electric dipole in a uniform electric field,
12, 151

Electric dipole in front of a conducting
sphere, 11, 146

Electric power transmission line, 96

Electric susceptibility, 22, 184

Electromagnetic torque on a conducting
sphere, 108, 419

Electron, elastically bound, 80, 343

Electron gas, free, 88, 363

Electrostatic energy in the presence of im-
age charges, 10, 138

Electrostatic pressure, 15, 21, 160, 162, 181,
183

Energy and momentum flow close to a per-
fect mirror, 106, 411

Energy densities in a free electron gas, 88,
363

Energy of a uniformly charged sphere, 4,
119

Equipotential surfaces, intersecting, 151

Equivalent magnetic charge, 39, 219

Evanescent wave, 88, 361

Experiment, the Rowland, 37, 211

F
Faraday disk, 49, 251
Faraday effect, 91, 371



Index

Ferrite, 238

Ferroelectricity, 19, 172

Feynman’s paradox, 47, 239

Feynman’s paradox (cylinder), 70, 314

Fiber, optical, 99, 391

Fields generated by spatially periodic sur-
face sources, 105, 408

Fields of a current-carrying wire, 74, 319

Fields of a plane capacitor, 74, 323

Fields of a solenoid, 75, 324

Filled waveguide, 100, 393

Fizeau effect, 109, 423

Floating conducting sphere, 21, 181

Fluid, resistivity, 28, 198, 199

Force between a point charge and an electric
dipole, 7, 132

Force between the plates of a parallel-plate
capacitor, 15, 160

Force on a magnetic monopole, Lorentz
transformation for the, 75, 327

Four-potential of a plane wave, 75, 325

Free electron gas, 88, 363

Free fall in a magnetic field, 45, 232

Frictional force, radiation, 85, 357

H

Heating, induction, 48, 246

Heaviside step function, 127
Hemispherical conducting surface, 14, 159
Hemispherical surface, charged, 8, 134
Homopolar motor, 53, 266

I

Image charges, method, hemispherical con-
ducting surfaces, 14, 159

Image charges, method of, 10, 138, 142

Image charges, method of, cylindrical con-
ductor, 14, 155

Immersed Cylinder, 22, 185

Impedance of an infinite ladder network,
104, 402

Impedance per unit length, cylindrical wire,
51, 255, 258

Incidence angle, 76

Inductance per unit length, 95, 381

Induction heating, 48, 246

Infinite charged Cylinder, Coulomb explo-
sion, 6, 127

Infinite charged slab, Coulomb explosion, 6,
127

Infinite ladder network, impedance, 104,
402

451

Infinite resistor ladder, 31, 209

Intensity of a light beam, 69, 312

Interference in Scattering, 84, 355

Internal spherical cavity in a charged sphere
with, 4, 118

Intersecting equipotential surfaces, 151

Isolated system, 161

L

Ladder network, CL, 58, 282

Ladder network, LC, 57, 279

Ladder network, LC, alternate, 59, 285

Laser cooling of a mirror, 106, 413

LC ladder network, 57, 279

Leaky capacitor, 200

Levitation, magnetic, 38, 217

Light beam, angular momentum of a, 69,
312

Light beam, Intensity of a, 69, 312

Lighthouse, 84, 356

Linear molecule, 114, 439

Longitudinal waves, 89, 365

Longitudinal waves, Lorentz transforma-
tions for, 110, 425

Lorentz transformation for the force on a
magnetic monopole, 75, 327

Lorentz transformations for a transmission
cable, 110, 426

Lorentz transformations for longitudinal
waves, 110, 425

Lossy dielectric, 29, 202

M

Magnetic birefringence, 91, 371

Magnetic charge, equivalent, 39, 219

Magnetic dipole in front of a magnetic half-
space, 38, 214

Magnetic dipole, potential energy of a, 217

Magnetic dipole rotating inside a solenoid,
51,254

Magnetic field, cylinder rotating in, 40, 223

Magnetic field, Earth’s, 45, 234

Magnetic field of a rotating cylindrical ca-
pacitor, 40, 224

Magnetic levitation, 38, 217

Magnetic monopole, 71, 316

Magnetic monopole, Lorentz transforma-
tion for the force on a, 75, 327

Magnetic pressure on a solenoid, 52, 264

Magnetized cylinder, 38, 103, 219, 397

Magnetized cylinder, DC generator, 49, 249

Magnetized sphere, 40, 225
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Magnetized sphere, unipolar motor, 48, 243
Maxwell’s equations in the presence of
magnetic monopoles, 71, 316

Maxwell stress tensor, 309

Metal sphere in an external field, 10, 137

Method of image charges, 10, 138, 142

Method of image charges, cylindrical con-
ductor, 14, 155

Method of image charges, hemispherical
conducting surfaces, 14, 159

Mie oscillations, 5, 122

Mie resonance and a “plasmonic metamate-
rial”, 94, 377

Mirror, laser cooling of a, 106, 413

Mirror, moving, 76, 77, 328

Mirror, radiation pressure on a perfect, 68,
307

Monopole, magnetic, 71, 316

Motion of a charge in crossed electric and
magnetic fields, 39, 220

Motor, homopolar, 53, 266

Moving end, waveguide with a, 111, 429

Moving mirror, 76, 77, 328

Moving mirror, boundary conditions, 77,
335

Moving mirror, conservation laws in, 77,
328

Moving mirror, oblique incidence on a, 76,
332

Moving mirror, radiation pressure on a, 77,
333

Mutual induction between a solenoid and an
internal loop, 51, 254

Mutual induction between circular loops,
50, 253

Mutual induction, rotating loop, 50, 253

N

Network, CL, 58, 282

Network, LC, 57, 279

Neutron star, 81, 340, 347
Non-dispersive line, 58, 283
Non-uniform resistivity, 29, 201

(o)

Oblique incidence on a moving mirror, 76,
332

Ocean, induced electric currents, 47, 242

Open waveguide, TEM and TM modes in
an, 97, 385

Optical beats, 84, 356

Optical fiber, 99, 391

Index

Optomechanical cavity, 113, 434

Orbiting charges, radiation emitted by two,
81, 345

Oscillations, Mie, 5, 122

Oscillations of a triatomic molecule, 103,
401

Oscillators, coupled, 56, 57, 273, 276

Overlapping charged spheres, 3, 117

P

Pair plasma, 93, 375

Parallel-plate capacitor, force between the
plates of a, 15, 160

Parallel-wire transmission line, 96, 384

Perfect mirror, energy and momentum flow
close to a, 106, 411

Pinch effect, 37, 52, 212, 261

Plane capacitor, fields of a, 74, 323

Plane wave, four-potential of a, 75, 325

Plasma oscillations, 5, 121

Plasma oscillations in a charged conducting
sphere, 7, 131

Plasma, “pair”, 93, 375

Plasmonic metamaterial, 94, 377

Plasmons, 366

Point charge inside a conducting shell, 13,
154

Polaritons, 366

Polarization of scattered radiation, 83, 351

Polarization, Thomson scattering, 83, 352

Potential energy of a magnetic dipole, 217

Poynting vector for a Gaussian light beam,
69, 310

Poynting vector in a capacitor, 67, 301

Poynting vector in a capacitor with moving
plates, 68, 303

Poynting vector in a solenoid, 67, 302

Poynting vector in a straight wire, 67, 299

Pressure, electrostatic, 15, 160, 162, 183

Propagation of a “relativistically” strong
electromagnetic wave, 111, 431

Pulsar, 81, 347

Q

Quasi-Gaussian wave packet, 61, 295

R

Radiation, cyclotron, 79, 339

Radiation drag force, 115, 442

Radiation emitted by two orbiting charges,
81, 345



Index

Radiation frictional force, 85, 357

Radiation pressure on a moving mirror, 77,
333

Radiation pressure on an absorbing
medium, 113, 436

Radiation pressure on a perfect mirror, 68,
307

Radiation pressure on a thin foil, 107, 414

Radiation, undulator, 108

Radiative damping, 80, 343

Receiving circular antenna, 82, 349

Reflection angle, 76

Reflection by a thin conducting foil, 89, 367

Reflection coefficient, amplitude, 99, 391

Refraction of the electric field at a dielectric
boundary, 20, 175

Relativistically ~ strong electromagnetic
wave, propagation of a, 111, 431

Resistivity, fluid, 28, 198, 199

Resistivity, non-uniform, 29, 201

Resistor, coaxial, 27, 196

Resistor ladder, infinite, 31, 209

Resonance, Schumann, 100, 394

Resonances in an LC ladder network, 60,
288

Rotating cylinder in magnetic field, 40, 223

Rotating cylindrical capacitor, 40, 224

Rotation induced by electromagnetic induc-
tion, 47, 70, 239, 314

Rowland experiment, 37, 211

S

Satellite, tethered, 45, 234

Scattered radiation, polarization of, 83, 351

Scattering and Interference, 84, 355

Scattering from a perfectly conducting
sphere, 114, 438

Schumann resonances, 100, 394

Self-sustained dynamo, 49, 251

Skin effect, 51, 255

Slowly Varying Current Approximation
(SVCA), 236

Solenoid, eddy currents in a, 46, 236

Solenoid, electric current in a, 112, 433

Solenoid, fields of a, 75, 324

Solenoid, magnetic dipole rotating inside a,
51,254

Solenoid, magnetic pressure on a, 52, 264

Solenoid, mutual induction between an in-
ternal loop and a, 51, 254

Soliton, 432

Spatially periodic surface sources, 105, 408

453

Sphere, electrically polarized, 19, 172
Spheres, electrically connected, 13, 153
Sphere, uniformly magnetized, 40, 225
Spiral motion, 79, 339

Square wave generator, 44, 229
Square waveguides, 387

Square wave packet, 68, 77, 307, 333
Stress tensor, Maxwell, 309

Surface charge density, 10, 142
Surface charges, 20, 23, 176, 187
Surface waves, 93, 376

Surface waves in a thin foil, 109, 421

T

TEM and TM modes in an “open”
waveguide, 97, 385

Tethered satellite, 45, 234

Thin foil, radiation pressure on a, 107, 414

Thin foil, surface waves in a, 109, 421

Thin foil, transmission and reflection, 89,
367

Thomson scattering in the presence of a
magnetic field, 107, 417

Thomson scattering, polarization, 83, 352

Tolman-Stewart experiment, 26, 193

Transmission and reflection by a thin con-
ducting foil, 89, 367

Transmission cable, Lorentz transforma-
tions for a, 110, 426

Transmission line, parallel-wire, 96, 384

Transversally polarized cylinder, 23, 188

Triangular waveguides, 387

Triatomic molecule, oscillations, 103, 401

Twin-lead cable, 96, 384

U

Undulator radiation, 108, 417

Uniformly charged sphere, Coulomb explo-
sion, 5, 124

Unipolar machine, 49, 249

Unipolar motor, magnetized sphere, 48, 243

w

Wave, evanescent, 88, 361

Waveguide, filled, 100, 393

Waveguide Modes as an Interference Effect,
98, 389

Waveguides, square and triangular, 387

Waveguide with a moving end, 111, 429

Wave packet, quasi-Gaussian, 61, 295

Wave packet, square, 68, 77, 307, 333
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Waveplate, 90, 370 Waves, surface, 93, 376
Wave propagation in a conductor, 88, 361 Whistler waves, 92, 374
Wave propagation in a filled waveguide,

100, 393
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