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Preface

The need for more rigorous and systematic research in public administration has grown as the
complexity of problems in government and nonprofit organizations has increased. This book
describes and explains the use of research methods that will strengthen the research efforts of
those solving government and nonprofit problems.

This book is aimed primarily at those studying research methods in masters and doctoral level
courses in curricula that concern the public and nonprofit sector. Thus, students in programs in
public administration, nonprofit management, criminal justice, nursing, and education, to mention a
few, will be provided detailed information on conceptualizing, planning, and implementing research
projects of many different types.

The book is also aimed at consumers of research reports. For example, government executives
who fund research must be able to determine whether the research objectives set out in the project
are properly conceptualized and whether the research methods chosen are appropriate to the
objectives and concepts. This volume will inform such research consumers.

We would like to thank many anonymous peer reviewers for their critical reading of the chapters
in this book. Other groups merit public attention. The first group has two members who served
without anything but our thanks, and we thank them again in public—Professor Hindy L. Schachter,
New Jersey Institute of Technology, and Professor Alfred Tat-Kei Ho, Indiana University-Purdue
University Indianapolis. The second group is a group of methodologists who helped us by providing
ideas for chapters, arguing with us about whether the quantitative—qualitative balance seemed right,
and reviewing pieces of chapters or combinations of chapters or the entire manuscript. For these and
the support of the book they represent, we thank you. The third group is comprised of the authors
who appear here. Each of the authors worked incredibly hard to produce their best thinking and
teaching ideas. All of them made suggestions about cross-indexing and ensuring that consistency
was not forgotten. Many helped each other beyond what any editor could have asked. We thank
each of you with enthusiasm.

Kaifeng Yang
Gerald J. Miller
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Introduction

This handbook has multiple purposes, and they build on each other. First, the handbook provides a
comprehensive survey of research methods used in public administration research, whether in
government administration of public programs or in academic research aimed toward theory
building and theory testing. Second, the authors document past uses of these methods in public
administration. They link systematic research techniques to their uses in public administration
literature and practice in the past and present. Third, the chapters explore potential emerging uses
of methods in public administration. These chapters illustrate to students, faculty, and practitioners
how various methods may be used to help answer emerging theoretical public policy and nonmarket
organization management questions. Therefore, the handbook provides a reference on systematic
research methods in public administration and (1) how they could aid in understanding traditional
questions in public administration and (2) how students, researchers, and practitioners might use
them to help answer emerging theoretical and practical questions.

This book can serve as the primary text in research methods courses in masters of public
administration programs and the research methods sequence courses in PhD in public administra-
tion, public policy, and public management programs. These courses are surveys that must cover a
vast amount of material and work done in public administration. This handbook can help by giving
survey courses a focus—exemplary research already published—and will also be able to give
students a practical introduction to almost every topic now taught in the research methods course.

This book has four significant strengths. First, the exposition here contributes to the improvement
and sophistication of research and research methods used in public administration research wherever
done, in the university, in the public agency, or among consultants and researchers funded by
foundations and other such organizations. Second, it stands as a reference manual for researchers as
they deal with various quandaries in carrying out their various projects. Third, the chapters expose
doctoral students to the wide variety of methodologies available to them. Finally, we hope that the
authors give masters students an awareness of the variety of methods available to them, and we also
hope that the chapters provide a high level of comfort to students in using systematic methods,
whether in understanding work they read or in their own research. Thus, the revolution of desktop
computing and the Web have made powerful research methods readily available to current and future
students. This handbook can increase their awareness and ease in dealing with those methods, both for
understanding studies that they use in their jobs as well as in carrying out research projects.

The book follows the linear logic of many methods courses and the planning process in
pursuing research projects on contemporary public administration problems. The logic allows
eight groups of chapters:

Theory-based public administration inquiry
Research design

Measurement and data collection

Data management

Basic quantitative analysis

Advanced quantitative analysis

Other techniques

Reporting, presentation, and teaching

PENAN R LD

The first set of chapters reveals both the logic of inquiry and the practical problems of locating
research in the context of existing research. The section starts with ““The Logic of Inquiry in the

Xix



XX

Field of Public Administration” by Norma M. Riccucci followed by Hugh T. Miller’s “Theory,”
“Dealing with Multiple Paradigms in Public Administration Research” by Kaifeng Yang, Yahong
Zhang, and Marc Holzer, and “Where Do Research Questions Come From and How Are They
Developed?” by Sam J. Yeager. The section ends with “Writing a Literature Review: The Art of
Scientific Literature” by Domonic A. Bearfield and Warren S. Eller.

Authors deal with the practical and difficult problems related to research design in the second
section. Design alone stands as the big problem; therefore the section begins with Jonathan B.
Justice’s “Purpose and Significance of Research Design.” James S. Bowman follows the opener
with “The Research Problem, Method, and Serendipity: One Investigator’s Journey.” Special
problems in design concern authors in the remaining chapters, with “Threats to Validity in Research
Designs” by Nicholas A. Giannatasio; ‘“‘Responsible Conduct of Social Research” by Phyllis
Coontz; “Qualitative Research Methods” by Vache Gabrielian, Kaifeng Yang, and Susan Spice;
“Comparative Research in Public Administration” from the perspective of history and institutions
by Robert S. Kravchuk; and ““Legal Research Methods’ by Julia Beckett.

The complex problems of measurement and data collection follow in the chapters in the third
section. An overview by Lung-Teng Hu and Dorothy Olshfski entitled ‘““Describing and Measuring
Phenomena in Public Administration’ begins the section. Following the overview, Alana Northrop
and Shelly Arsneault describe ““Sampling and Data Collection.” Detailed information on survey
research follows with the chapters “Using the Survey as an Instrument of Inquiry in Research”
authored by Sarmistha Rina Majumdar, “Questionnaire Construction” by Donijo Robbins, and
Richard W. Schwester’s primer on ““‘Collecting Survey Data via Telephone.” The section ends with
a chapter on an often overlooked source for data in “Obtaining Archival and Other Existing
Records™ by Suzanne J. Piotrowski.

Concerning anticipating and solving data management problems, the chapter authors in the
fourth section give practical, considered advice based on experience. “General Issues in Data
Management” by Roslyn K. Chavda starts the section. Carmine Scavo follows with his chapter
“Constructing Data Sets and Manipulating Data.”” The section’s third chapter deals with very real,
practical problems for researchers, ‘“Managing Large-Scale Electronic Data for Public Administra-
tion Research” by Yu-Che Chen.

From basic to advanced quantitative analysis, the next two sections cover the fundamentals with
substantial numbers of illustrations. The section on basic analysis has four chapters, in the first of
which Kamal Chavda introduces basic concepts and ideas. An introduction and discussion, “Apply-
ing Matrix Algebra in Statistical Analysis,”” by Sarmistha Rina Majumdar completes the introduc-
tory set of chapters. Changhwan Mo’s chapter on ‘“Univariate Analysis” is followed by “‘Statistics
for Nominal and Ordinal Data” by Michael Margolis, “Analysis of Variance” by Carmen
Cirincione, and “Linear Correlation and Regression” by Leslie R. Alm and Susan G. Mason.

The following section on advanced analysis describes six techniques. The six are ‘““Multivariate
Regression Analysis,” a chapter by Elizabeth A. Graddy and Lili Wang; “Multivariate Techniques
for Dichotomous Dependent Variables’” by Mack C. Shelley; the chapter on principal component
analysis, factor analysis, and other clustering techniques by George Julnes; ““Confirmatory Factor
Analysis: A Practical Introduction” by David Coursey; an introduction to panel data analysis by Tae
Ho Eom, Sock Hwan Lee and Hua Xu; and Dan Williams’ “Forecasting Methods for Serial Data.”

Public administration researchers have used a large number of unique analytic techniques to
gain insight about the nonmarket sector’s unique and knotty problems. In the seventh section, ‘‘Data
Envelopment Analysis” by Patria De Lancer Julnes begins discussion on special techniques.
The section presents ‘““Content Analysis” by Chieh-Chen Bowen and William M. Bowen and
“Meta-Analysis” by Chieh-Chen Bowen next. Five other chapters round off the section, with
“Q Methodology” by Steven R. Brown and Dan W. Durning with Sally C. Selden, “Methods of
Network Analysis” by Simon A. Andrew and Richard C. Feiock, “Economic Modeling” by Ronald
John Hy and Jim R. Wollscheid, “Grounded Analysis” by Ralph Brower and Hong-Sang Jeong,
and “Research Methods Using Geographic Information Systems’ by Akhlaque Haque.
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The research consumption problem concerns authors in the final section. The ultimate problem
in research is impact, how researchers can overcome illusive, tricky, and sizeable barriers to
influence other researchers, public and nonprofit decision makers, the citizens nonmarket organi-
zations serve, and the foundations and grant-making institutions that make the enterprise of
public administration research possible. In the ninth section, the groups to reach and convince of
research’s merits get attention in the five chapters: ‘“Presenting Quantitative Research Results” by
Jane E. Miller; “Styles of Scholarship in Public Administration” by Kyle Farmbry and Lamar
Bennett; ““Strategies for Effective Data Presentation”” by Marc Holzer, Kathryn Kloby, and Aroon
Manharan; “Influencing the Policy Process and Making Reports Usable to Citizens” by Kathe
Callahan; and “Applying for Research Grants’ by Neil DeHaan.
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1.1 INTRODUCTION

The field of public administration, since its inception, has been beleaguered by questions surrounding its
“identity.”” What is public administration? Is there a “theory’” of public administration? Is public admi-
nistration a discipline? Is public administration an art or a science, or both? These and other questions
persist and dogmatize public administration from the standpoint of study, teaching, and practice.

At this point in the history of public administration, the debate over its identity may seem
somewhat banal, hackneyed, and even immaterial (no pun intended). Public administration has a
very rich intellectual heritage which guides its research, teaching, and practice. Few would question
the legitimacy of public administration as a full-fledged discipline or field of study. Conflict and
dissonance arise, however, over whether there is ““one best way’” or approach to public administra-
tion. Should the field, steeped in a scientific management tradition, be regarded as a “‘science’?
Or, should public administration be predisposed to at least the “tools” of science, including its
analytic methods? The ‘“‘real”” questions—normative ones to be sure—behind the debate revolve
around how we should study public administration.

The purpose of this chapter is to examine the field of public administration through the lenses of
the philosophy of science. In this sense, public administration is examined through ontological
(nominalism versus realism), epistemological (antipositivism versus positivism), and methodological
(ideographic versus nomothetic) underpinnings. Somewhat contiguous, ontology asks ‘‘what is reality”’
and “what is existence”’; epistemology asks ‘‘what can we know” and “how do we know what we
know’’; and methodology asks ‘“how should efforts to know be executed.” The chapter begins by
asking, ““‘where on the disciplinary continuum of the arts and sciences does public administration fit?”’
It then posits that public administration can best be characterized as a “‘postnormal science,” and thus
operates in a realm where prediction and control are limited, politics and society are paramount and,
consequently, complete objectivity is not possible. From here, it reviews the epistemological and
methodological approaches which might best suit the discipline of public administration.

1.2 IS PUBLIC ADMINISTRATION A SCIENCE?

A question that scholars and practitioners continue to ask even today is whether public administra-
tion is an art or a science. From ontological and epistemological standpoints, one might approach
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FIGURE 1.1 A disciplinary continuum: From science to art. (Adapted from Dempster, B., Toward a post-normal
science: New (?) approaches to research, May 1998. http://bethd.ca/webs/pnsresearch/index.html, date accessed
September 4, 2004.)

the question as it is depicted in Figure 1.1. Where exactly does public administration fit into this
disciplinary framework? It seems axiomatic that public administration can never be a pure science in
the sense of the physical or natural sciences (e.g., chemistry, astronomy, and physics). Rather, it is
situated somewhere in between the universality of the natural sciences and the value-laden,
postmodern world of the arts. And most would agree that public administration is a branch of the
social sciences (Box, 1992).

A related question that has been grappled with repeatedly during the course of its history is
“does public administration have a paradigm?”” One way to approach this question is to substitute
the word ““science” for “paradigm’ in Figure 1.1. In a very strict sense, public administration lacks
a governing paradigmatic base. Granted, the concept of paradigm is very ambiguous, where even
Kuhn (1962), who gave the concept credence in The Structure of Scientific Revolutions,* used the
term in 21 distinct senses (Rainey, 1994; also see Lakatos and Musgrave, 1970).

If we think of paradigms in a broad sense, such as models, worldviews, bodies of thought, or
even, as Kuhn propounded, as that which “attract(s) an enduring group of adherents,” then public
administration absolutely is guided by paradigmatic bases. Lan and Anders (2000, p. 155) make the
case that public administration does have a paradigm, which “‘asserts that public administration
differs from other types of management, private management in particular, in meaningful ways.”
They go on to say that the ““foremost governing paradigm is publicness. Under this umbrella, a set of
subparadigms (approaches) are competing with one another in guiding the inquiries of researchers”
(Lan and Anders, 2000, p. 162).

Rainey (1994, p. 41, 48) argues that ““‘we have no paradigm” but he goes on to say that “‘there is a
degree of consensus...on the validity and value of a focus on the public sector as a domain of
inquiry.” From a pure science perspective, we do not and cannot have a paradigmatic base, as Rainey
aptly points out. However, as a community of scholars we do not like to admit this as it may serve to
marginalize or lessen us as a field or a discipline (see Rosenbloom, 1983). Indeed, as Kuhn makes
clear in one of his many usages of the concept, paradigms help scientific communities to bound their
discipline; preparadigmatic disciplines, he purports, are “immature sciences.”” Thus, public admini-
stration has sought to identify or formulate—albeit futilely—a governing paradigmatic base.

But Kuhn’s contextual framework, as well as all of the examples he raises in his book, are
grounded in the natural or physical sciences. Kuhn repeatedly points to Newtonian mechanics,
Einsteinian dynamics, and Copernican cosmology to support his premise that paradigmatic
disciplines are mature sciences. Perhaps Kuhn’s hidden subtext was that only the natural sciences
are or can be paradigmatic, and hence what he terms “‘normal sciences.” According to Kuhn, normal
science refers to a period in which routine “puzzle-solving” is conducted by scientists within a
paradigm. His basic thesis in The Structure of Scientific Revolutions is that science progresses through

* The term paradigm had heretofore been used in certain forms of linguistics.
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cycles, evolving not gradually toward truth, but through periodic revolutions or paradigm shifts.
A scientific revolution occurs when scientists encounter anomalies that cannot be explained by the
universally accepted paradigm within which scientific progress had heretofore been made. For Kuhn,
a mature science develops through successive transitions from one paradigm to another through this
process of revolutions. Once a revolution has occurred and the paradigm shifts, the field is once again
returned to the period or cycle of normal science.

In the Kuhnian context then, public administration, as with any of the other branches of
the social sciences, can only be preparadigmatic. This being the case, public administration might
be better taxonomized not as a normal science, but rather as a postnormal science. This concept was
conceived and articulated by Funtowicz and Ravetz (1992, 1993, and 1994) to address the existence
of societal and ethical complexities in the environments we study. A postnormal science is one
where objectivity is not always achievable. Environmental factors, particularly politics, interfere
with the quest for objectivity, and, consequently, prediction and control are limited. A postnormal
science, according to Funtowicz and Ravetz, is one that is relevant when high risks, uncertainty, and
divergent values prevail. It urges new methods in the development and application of scientific
knowledge, an extended peer community (i.e., one where a dialogue is created among all stake-
holders, regardless of their official position or qualifications), and an extension of facts (Dempster,
1998; Sardar, 2000). Funtowicz and Ravetz (1992, p. 254), in effect, have called for a broader
conception of science or “‘the democratization of science.”

Interestingly, the notion of public administration qua postnormal science may have
been proposed much earlier in the evolution of the field when scholars explicitly debated its
scientificity. Simon, in his 1945 treatise, Administrative Behavior and related writings, emphatically
professed that public administration is not a science per se, but could and ought to be studied
scientifically. Simon was heavily influenced by the behavioral movement in the social sciences,
which traces its historical roots to the philosophical movement known first as positivism,
as advanced by Auguste Comte, and later logical positivism,* as advanced by the Vienna
Circle. Public administration, according to Simon, should be based on fact: empiricism, measure-
ment, and verification. Values, he claimed, have no place in the realm of public administration
(Stivers, 2000).

But, many students of public administration observed a major fallacy in Simon’s reasoning.
One of his chief critics, Dwight Waldo (1948, p. 58) maintained that Simon and his followers
unjustifiably sought “to place large segments of social life—or even the whole of it—upon a
scientific basis.” Waldo (1948, p. 182) argued that “administration is generally suffused with
questions of value.” Waldo went on to say that ‘““a physical science problem is a problem of
‘What is the case?” An administrative problem is characteristically a problem of ‘What should be
done?” Administrative study, as any ‘social science,” is concerned primarily with human beings, a
type of being characterized by thinking and valuing” (Waldo, 1948, p. 181, emphasis in original).
Waldo, in fact, may have advanced the seminal concerns for the status of public administration as a
postnormal science, one marked by great ambiguity in value and factual premises.

1.3 SEARCHING FOR THE TRUTH

If public administration is not a normal science, but rather a postnormal science, what should its
approach to research be? How should scientific inquiry be carried out? This section looks at how
various approaches to research postulate reality and truth. It asks, by what means do we arrive at the
truth in public administration, or more broadly, the social sciences? Is it “‘scientific”’ methods that
lead us to the truth? How do we know if or when we have arrived at the truth?

* For the purposes of this chapter, the terms positivism and logical positivism are used interchangeably, although logical
positivism combines positivism with apriorism (i.e., where some knowledge can exist prior to experience).
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Public administration is a field which has historically generated a rich body of qualitative research, often
empirically based (e.g., descriptive; best practices; case studies). Even Simon, who strongly urged the
field to adopt analytical tools and methods in the logical positivist tradition, contributed mainly descriptive
and normative discourse to the field of public administration. Yet, the work of Simon has led to a broad
reliance on, and acceptance of positivism in public administration. Although an important approach, it is
only one of many which are appropriate for post-normal sciences, such as public administration. As noted
earlier, the post-normal sciences operate with a different level of assumptions as compared to the normal
sciences. For instance, unlike the normal sciences, which are assumed to be both certain and value-free,
post-normal science, as Ravetz (1999, p. 647) points out, ‘““‘makes ‘systems uncertainties’ and ‘decision
stakes’ the essential elements of its analysis.” He goes on to say that the insight leading to Post-Normal
Science is that in the sorts of issue-driven science relating to environmental debates, typically facts are
uncertain, values in dispute, stakes high, and decisions urgent. Some might say that such problems should
not be called ‘science’; but the answer could be that such problems are everywhere, and when science is (as
it must be) applied to them, the conditions are anything but ‘normal’. For the previous distinction between
‘hard’, objective scientific facts and ‘soft’, subjective value-judgments is now inverted. All too often, we
must make hard policy decisions where our only scientific inputs are irremediably soft. In such contexts of
policy making, there is a new role for natural science. The facts that are taught from textbooks in
institutions are still necessary, but are no longer sufficient. For these relate to a standardised [sic] version
of the natural world, frequently to the artificially pure and stable conditions of a laboratory experiment. The
world is quite different when we interact with it, either destructively or constructively. ... Contrary to the
impression conveyed by textbooks, most problems in practice have more than one plausible answer, and
many have no answer at all. (Ravetz, 1999, p. 649)

Table 1.1 provides a matrix comparing various approaches to research.* The matrix, although
not definitive, seeks to illustrate the ontological, epistemological, and methodological bases for
conducting research in the social sciences. It does not intend to promote one best way for
researching matters concerning public administration but rather to generate a discussion around
the utility of varied approaches to public administrative research. Some of the prominent philo-
sophers and thinkers associated with the various approaches are also listed to encourage others to
more fully explore the application of philosophic thought and science to public administration.

As indicated in Table 1.1, from an ontological standpoint, approaches to research range from
positivism—where reality exists “out there” and is driven by immutable, universal, or natural laws
that are completely independent of the researcher—to postmodernism, where reality is a social
construction and is ““in the eye of the beholder.” It results from the interactions between the researcher
and their world, and there is no single, objective truth (example, Guba, 1990; Fox and Miller, 1994;
McSwite, 1996, 1997; Dempster, 1998; Lincoln and Guba, 2000; Miller, 2002). The ontologies are
different, but no value can be ascribed to them; one is not better than the other. In fact, we conduct
research on the basis of accepting specific ontologies. For example, postmodernist’s sense of reality is
governed by nominalism, where ideas have no objective realities, but rather are merely names;
postmodernists know a pencil to be a pencil because the name tells them it is. For positivists, however,
grounded in realism,’ the reality of a concept is accepted without question and at face value.

*1t should be noted that there is a degree of ambiguity in the use of ontological and epistemological concepts and
propositions which emanate not only from the different branches of the social sciences but also from theological
philosophies as well. That is to say, each of the disciplines within the social sciences as well as the varied theologies
embraces the philosophy of science in distinct or unique ways. For example, antipositivism, a term introduced by Max
Weber, was first used in the field of sociology to encourage researchers to create and use scientific methods that differed
from those employed in the natural sciences. Others have equated the term antipositivism with deconstructionism (as
conceived by Jacque Derrida) and postmodernism or relativism.

I use the term ‘“‘realism” as distinct from critical realism or other conceptions of realism (e.g., scientific realism,
commonsense philosophical realism). Realism in the context here assumes that a thought- or mind-independent reality
exists. Critical realism asserts that there is a reality “‘out there” but that our knowledge will always be limited and mutable
because it is made up of the world, our perception of it, and us. For different and overlapping treatments of these concepts,
see, for example, Little, 2000; Sayer, 2000; Niiniluoto, 1999; Leplin, 1984; Feyerabend, 1981.

—
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Ontologies are ultimately based upon our belief system (e.g., positivists’ belief that reality is out
there or postpositivists’ belief that we can never fully know). Thus, as Dempster (1998) points out,
even positivism which, ““is, generally taken to be an objective process...1is based on core beliefs.
Such beliefs, in turn, are reinforced by understanding gained through scientific study.” In short,
questions of ontology inevitably rest on beliefs.

Epistemology asks how do we know what we know. As many have pointed out (Bunge, 1983;
Dempster, 1998), epistemological questions are closely linked to ontological considerations: How can
we know something without first knowing whether (or believing) it exists? Epistemologies, like
ontologies, take many forms. That is to say, we know something to be true through a variety of
sources. For example, we experience them in our mind (rationalism) or empirically via our senses
(touch, sight, etc.). Or, we know something to be true because we feel it or have been told it by a
credible source (Ferndndez-Armesto, 1997). For postpositivists, truth or knowledge can only be
gained through empirical falsification (Fischer, 1998). According to the imminent political and social
philosopher Karl Popper (1963, 1977), falsification is a process of ““conjectures and refutations.”
Hypotheses, propositions, or theories cannot be scientific unless there is the possibility of a contrary
case. The process of accumulating knowledge involves formulating hypotheses and then trying to
prove them wrong. In this sense, the hypotheses can never be proven correct because of the possibility
that one or more experiments could prove them wrong. Thus, we can approximate, but never fully
know reality.

For positivists on the other hand, there is no room for metaphysical speculation, reason, or
innate ideas, as the rationalists called for. Truth and knowledge are gained through induction.
Positivists maintain that logical and mathematical propositions are tautological and moral and
value statements are merely emotive. The goal of knowledge under this approach is to describe
the phenomena experienced (Riccucci, 2001, 2006). It should further be noted that positivism
favors the distinction between pure and applied research. Although public administration is an
applied field, positivists might argue that both applied research, which seeks application of know-
ledge and truths, and pure or basic research, where knowledge is pursued without concern for
application, can be pursued.

Methodology is equally linked with ontologies and epistemologies. Indeed, methodology and
hence, choice of method* and even recording technique depends upon our ontological and epi-
stemological frameworks. So, conducting research in any of the social sciences involves not simply
making choices about methodology but also hinges on the researcher’s ontological and epistemo-
logical suppositions. Bunge (1983, p. xiv) points out that “methodology...is the discipline that
studies the principles of successful inquiry, whether in ordinary life, science, technology or the
humanities . . . it is descriptive and analytical, but in addition it is prescriptive or normative: It
attempts to find out not only how people actually get to know but also how they ought to proceed
in order to attain their cognitive goals.”

For positivists, study must be nomothetic, inductive, and based on value-free, rationally derived,
testable, and verifiable hypotheses. They maintain that “questions answerable through natural
science methods of testing and confirmation are the only legitimately answerable questions, and
the correct answers can only come from those methods™ (Little, 2000, p. 5, emphasis in original).
Postmodernists, on the other hand, subscribe to hermeneutics and phenomenology, where case
studies and best practices research are highly valued. Postpositivists emphasize the importance of
triangulation, multiple measures, and observations, each of which may possess different types
of error; ultimately, multiple realities manifest simultaneously (Guba, 1990; Lincoln and Guba,
2000). Through the increased reliance on qualitative techniques, postpositivist methodology seeks
to falsify, rather than verify hypotheses.

* Method and methodology are often used interchangeably. But some argue that methodology is the theory and analysis
of how research should proceed—the practice of knowing—although method is simply the technique for gathering evidence
(see, for example, Bunge, 1983; Harding, 1987; Guba, 1990; Dempster, 1998).
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In sum, there are various ontological, epistemological, and methodological bases for conducting
research in any of the social sciences. And, regardless to the approach, choice and subjectivity are
invariably present. As Dempster (1998) points out, the challenge is ‘“‘recognizing the gray areas that
exist among and between [the various approaches to conducting research]...tailoring research
approaches to match characteristics of particular situations is not only valuable, but essential . . . plural
perspectives offer the potential for strong contributions to research.”

1.4 SUMMARY AND CONCLUSIONS

Writing over 55 years ago, Dwight Waldo (1948, pp. 177-178) argued, in his pioneering work,
The Administrative State, that “Empiricism and experimentalism, both have a prominent place in the
methods of physical science. But there is much in scientific method which is nonempirical and
nonexperimental. The close identification, in America, of science with empiricism seems to be
the work of persons who espouse pragmatic philosophy, and have sought to give pragmatism the
prestige of the ‘philosophy of science’.”” Waldo effectively refutes the notion that there is one best
way to approach the study of public administration (Stivers, 2000).

This chapter sought to illustrate that there is indeed a variety of approaches to study public
administration. It argued that public administration can never be a pure science in the sense of the
physical or natural sciences (e.g., chemistry, astronomy, and physics), is not governed by a
paradigmatic base, and therefore, can never be a normal science. Public administration can be
characterized as a postnormal science, lending itself to study from any number of ontologies,
epistemologies, and methodologies. Each brings value toward the goal of strengthening research
in public administration.

Stivers (2000) points out that some within the field of public administration continue to struggle
in vain to make public administration more scientific, through the application of quantitatively based
empirical research. But, as Thompson (1997, pp. 485-486) suggests, ‘‘positive public management
research is hard to do. Unlike the subjects of the physical sciences, human beings make choices that
confound our analytic designs...management scholars can rarely show a straightforward unam-
biguous cause—effect relationship” (also see Adams and White, 1994; White et al., 1996; Stivers,
2000). This is not to say, of course, that there is no role for scientific method in public administra-
tion. Rather, it suggests that the contextual variables that surround the research question, along with
the underlying assumptions that researchers make about ontology and epistemology, determine the
suitability of the analytical tools.

Adams and White (1994) argue that method or technique sometimes overshadow other important
considerations for research in public administration. They point out that

when technique alone assumes paramount importance, it is an easy . .. next step to omit a framework, or
fail to address theory-building, among other pitfalls. Technique may even dictate the choice of topic
(e.g., what problem can statistic X be applied to). One cannot help but wonder whether courses on
research methods, often taught as ‘toolkits” and divorced from the substantive content of the field, have
fostered . . . mindless empiricism. (Adams and White, 1994, p. 573)

Adams and White (1994, p. 574) conclude that the lure of ““technique can replace theoretical
reflection. ... A fascination with technique and its use essentially drives out the larger substantive
concerns within which the research problem is embedded.” This proclivity, they argue, could
ultimately lead to a “‘theoretical wasteland” in public administration.

In sum, the logic of inquiry in the field of public administration is multifaceted. As with any
postnormal science, there is immense room for a diversity of perspectives. Moreover, values and
beliefs (i.e., subjectivity) will always be extant. And, most importantly, striving to apply ontologies,
epistemologies, and methodologies of the natural sciences will not produce better research and will
not improve the field of public administration; they are, in effect, inappropriate.
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This chapter focuses not on fact-finding or truth-seeking (the functions of methods) but on question-
raising and redescription (the functions of theory). To oversimplify for the sake of brevity, although the
method-oriented researcher seeks to get the facts right and find the truth, the theory-oriented scholar
confronts established truths by reconciling incoherent elements of a theory into a more coherent narrative,
by reinterpreting the findings, or by deploying new and different categories to reframe the question.

This chapter considers theory in three ways: (1) as a source of hypotheses and generalizable
deductions, (2) as a narrative of reason, and finally (3) as one side of the infamous theory—practice
gap. The now-standard understanding of theory (as a source of hypotheses) derives mostly from
Karl Popper’s (1959) notion that theory is a logical-deductive set of statements from which testable
propositions can be drawn and then subject to tests of evidence.

2.1 THEORY AS HYPOTHESIS-PRODUCING, NOMOTHETIC
GENERALIZATION

In a scientific sense, a theory is a coherent narrative capable of describing the world and perhaps even
explaining the world and predicting the world’s next turn. In its natural science aspirations, social
theory would predict events before they happen, so precise would be its cause—effect linkages.

2.1.1 A COHERENT ACCOUNT OF THE FACTS

In everyday usage, theory sometimes lacks the prestige that it possesses in scientific disciplines. For
example, the common expression, ‘“That may work in theory, but not in practice” tends to dismiss
theory as overly idealistic, speculative, or abstract. Other times theory is used as if it were

13
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synonymous with terms such as hunch or guess. Theory is often used synonymously with model, a
term that emphasizes interrelations among observable phenomena. The formal dictionary definition
of theory emphasizes the connecting of facts to one another through analysis. The idea behind
theory in research is that generalizations declaring themselves to be descriptive of reality are phrased
in a way that is testable.

Theory can be deployed to reinterpret the apparently obvious, common sense version of reality.
For example, it is readily observable that the sun rises in the morning and sets in the evening. But
this patently observable fact was put to a severe challenge by a new narrative developed in the 1500s
when Nicholas Copernicus theorized that the earth rotated around the sun and also rotated on an axis
fixed in a particular direction—hence accounting for seasons as well as the apparent rising and
setting of the sun. Observables such as seasons and apparent star movement became coherent in
Copernicus’s theory. There had for centuries been speculation that the sun rather than the earth was
at the center of things, but Copernicus’s system was among the most complete and coherent
alternatives. Galileo, making observations using what was at the time a new-fangled telescope,
provided some empirical evidence to support the Copernican system. His observations indicated
that, like the moon, Venus went through phases of lightness and darkness (e.g., full moon, half
moon). Although these observations of Venus were not proof of Copernicus’s theory, they strongly
supported its plausibility. The understanding that Venus is a planet that rotates around the sun
constitutes however a small portion of the physics or astronomy theory under consideration. But by
peeling off testable hypotheses from the whole of the theoretical account, the scientific investigation
of a theory’s veracity can be enhanced (or possibly undermined) with empirical data.

Peeling off a testable hypothesis is accomplished by developing a construct. A construct is
a concept taken from theory that is then tailored for testing in the empirical world. A phase (as in a
phase of the moon) is a construct that urges the observer to pay attention to the pattern of light
reflecting off a celestial object in orbit. The construct is further translated into categories or variables
that can be observed, measured, or counted (e.g., full moon, new moon) through the use of some
instrument (e.g., eye or telescope) capable of affirming the presence or absence of the phenomenon
under investigation.

Creating indicators capable of connecting a theoretical construct to an observable presence is
one of the most challenging and uncertain tasks for the researcher. In the social sciences, the
correspondence between conceptual constructs and empirical reality is virtually always suspect or
debatable. For example, the measurement problems associated with unemployment rate are under
constant challenge on the grounds of validity even though unemployment rate is one of the more
stable and consensual economic indicators.* Potential social science categories such as “drunk
driver,” “student,” or “bureaucrat’” are useful in many contexts, but they contain value and role
prescriptions and are not simply neutral descriptors. The indicators actually used by practicing
researchers are often merely a matter of negotiation and habit among the community of scholars and
researchers working on the problem of unemployment or some other social problem or phenomena.
Indicators and methods that tend to endure in the social sciences are the pragmatically useful ones.
Because of the intangible nature of social phenomena, there is an implicit question mark at the end
of any sentence claiming a connection between an indicator and a fact. Does a response to a survey
questionnaire represent a fact?

2.1.2  THEORY/DATA VERSUS DATA/THEORY

In the philosophy of science, there has been a long discussion about the precedence of theory over
data or vice versa. Is knowledge generated inductively through experience or deductively from
theory? The debate has historically set empiricists apart from rationalists. Rationalism holds out the

* In the United States, for example, those who have been unemployed for long periods are systematically excluded from the
count.
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possibility of a priori knowledge, a mental understanding independent of sensory inputs. Empiri-
cism emphasizes the importance of sensory inputs. For example, one must first observe the presence
of tidal variation (high and low tide being empirical facts) before one can begin to theorize about it.

The critique of empiricism is that the logic of knowledge eventually devolves into an endless
stream of sensory inputs, and they would not cohere in an intellectual sense. It is one thing when the
sun shines, another thing when the wind blows, another thing when the cat crosses the street, and
then an insect flew by—one danged thing after another. A world without theory is but a stream of
sensory images—mindless empiricism to put it harshly. Moreover, rationalists would point out that
we sometimes need a category to exist before we can see instances of it in the world. “Legislature,”
“prison,” and ‘‘health insurance” might be examples of abstract concepts existing in the imagin-
ation before they eventually help to create empirical reality. Until we develop the vocabulary and
categories, the realities cannot be described.

The critique of rationalism (as well as a priori reasoning, intuition, or revelation) is that there is
no necessary contact with the observable world. This is a problem because knowledge of nature is
not derived from scripture, or ideology, or from any official authoritative narrative, but from the
experience of particular cases. Hence the particularity of the circumstances matter more than
conformity to general rules, however logical they may be. Moreover, there is tremendous power
in the use of empirical data. Empirical evidence can debunk one theory while affirming another.

Debunking a false theory with empirical data would bring a wonderful clarity to the knowledge-
building project, but social questions are rarely resolved in so clear a manner. Nor is the distinction
between empiricism and rationalism so clear-cut; the philosophical and scientific mainstreams adopt
aspects of both. Following Popper (1959), theory is regarded as a coherent set of logical-deductive
statements from which hypotheses are derived. Empirical tests that subject these statements to
falsification protocols are then fashioned by researchers. A scientific test, then, is one that can show
a statement to be false if indeed it is. Whether theory precedes data or data precedes theory depends
on the circumstances of the investigation.

The excitement in knowledge building takes place at the point of collision between and among
data and theories. Because the sun rises each day and sets each night, any intelligent observer might
hypothesize that the sun revolves around the earth. How shocking it must have been to have one’s
perception of reality upended so thoroughly! The new theory advanced by Copernicus and Galileo
changed the facts that were once self-evident. The facts of sunrise and sunset became nonfacts. Even
so, new theory has a difficult time changing the language of the past even when the old theory has
been displaced. We still speak of sunrise and sunset even though it would be hard to imagine an
educated person who now believes that the sun is revolving around the earth.

The recent political conflict swirling around the theory of evolution is testimony to the
difficulties faced by a theory that challenges widely held beliefs about reality. Religious believers
in parts of the United States have attempted to force teachers of biology to offer a theory of
creationism alongside the theory of evolution. The idea that random variation and natural selection
of genetic mutations are what led to human differentiation from other primates runs profoundly
contrary to many religious accounts of the origin of humans. Perhaps even more instructive than the
conflicts between religion and science is that evolutionary theory itself has evolved over time.
A short theory-building example is illustrative of how the norms of science generate knowledge—a
surprisingly malleable product.

Isbell (2006) tracked the changes in those evolutionary theories that attempted to explain why
primates have better vision than other mammals. Arboreal theory had it that our ancestral primates
lived in trees, and those without excellent vision would fall out of trees and die at a higher rate.
When challengers pointed out that other mammals such as tree squirrels without excellent vision
lived in trees, the arboreal hypothesis retreated and a visual predation hypothesis emerged. In this
account, primates need excellent vision because successfully stalking and grabbing their small prey
requires it. But subsequent evidence showed that some primates find their prey using their ears or
noses and not their eyes.
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Recently, researchers have noticed that in primate brains the part of the visual system that has
expanded the most is the region identified with the ability to distinguish nearby objects from their
backgrounds and with the ability to see camouflaged objects. This is interesting. It means that the
ability to see snakes, for example, might have proved functional to species survival.

Indeed, Isbell (2006) reports the species of monkeys with the sharpest eyesight tend to be those
who live in closest proximity to venomous snakes. For example, the Malagasy lemurs, the primates
with the least complex visual systems, live in Madagascar, a place where venomous snakes have
never lived. Primates in Africa and Asia, where venomous snakes have been around for about
100 million years, have the best vision. Humans are descendants of that group. Could it be that
African/Asian primates that failed to develop excellent vision were disproportionately killed by
snakes? Isbell notes the observation made a century ago by P. Chalmers Mitchell and R.I. Pocock
when they carried writhing snakes into a roomful of caged chimpanzees, baboons, and lemurs. The
African/Asian chimpanzees and baboons were panic-stricken, chattering loudly, and retreating as
high up and far away in their cages as possible. In contrast, the Malagasy lemurs, lacking
sophisticated vision, were unperturbed. Hence, the snake theory of excellent human eyesight
gains credibility.

This short example of theory building shows how an interaction of data and theory and a strong
norm of openness to revision have contributed to the formidable power of evolutionary theory.
Despite its prestige in the scientific community, evolutionary theory continues to call itself a
theory—a testimony to the hesitancy, tentativity, and open-mindedness that exemplifies scientific
inquiry. Whether the snake-detection hypothesis withstands future tests of theoretical coherence and
empirical observation is, consistent with the spirit of inquiry, an open question.

Though it is important to distinguish between them, empirical data and theories may not be such
completely distinct categories as philosophers once portrayed them to be. Instead of insisting that
theory precedes facts, or that facts precede theory, it might be better to see the two as intimately
related. Facts are described differently from different theoretical perspectives. One theory can detect
facts that are invisible to another theory. Arboreal theory shed light on different empirical data than
visual predation theory did. Some facts—that primates lived in trees—are important in arboreal
theory but not in visual predation theory. Meanwhile, the snake-vision theory makes use of
correlations between the presence of snakes and complexity of vision in primates, and the conver-
sation shifts. Evolution is talked about less in terms of hunting and eating, as in visual predation
theory, and more in terms of avoiding being killed. In all these cases, different facts were
emphasized in different theories. Because of this interdependence between theory and fact, a theory
and its facts may be thought of as a paradigm or as complementary elements of a narrative.

2.2 THEORY AS NARRATIVE

Facts do not always perform the theory-testing function we would like them to. Facts claim to be
actual evidence, but they never speak for themselves. They are always reported by fallible human
beings, of course. But even more important to appreciate is that these facts are reported from a
perspective. There is no objective perch from which a social scientist has a view of the world that is
incontrovertibly true, even though there may be a multitude of facts upon which most can agree.
However, agreement on the facts is both enabled and limited by the language we speak, the culture
we are from, the values we share, the points of view we have been exposed to, the race or class or
gender conditions we have learned to cope with, and perhaps the academic discipline we were
socialized into. In the social sciences, we easily become part of the scene we are investigating as the
reports of our research can potentially change the behavior of the people we were studying. In
applied fields, behavioral change is frequently the point of the investigation. Though it is quite
apparent that the social sciences have not developed the prestigious theories found in astronomy or
biology, it is also a more complicated research setting in that the subject, the social group or human
being, may react to inquiries in unpredictable ways. The lesson of the so-called Hawthorne effect
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(Roethlisberger, 1967) was that the investigator is part of the problem and thus interacts with the
subject of inquiry. The presence of a researcher alters the behavior of the subjects of the study.
Of course, social scientists nonetheless strive for a less partial view and seek to maintain a
convincing distance from their subjects, but only on rare occasions can observers of social reality
credibly claim an objective distance from their subjects. A methodology for a science that includes
the observer as an integral part of the observation is still in the process of development under the
various efforts taking place in qualitative research.

2.2.1 THEe QUEST OF REAsON

Empirical testing, whether qualitative or quantitative, is but one of many ways of subjecting a
narrative to critique. Common in the social sciences too are logical tests of coherence and reason,
critical tests of justice and fairness, political tests of interests and domination, and the applications of
various ethical or moral criteria including efficiency, responsibility, kindness, and equal treatment.
There are many rhetorical ways that theory can be undermined, affirmed, redirected, or ignored. The
contest of ideas is rarely just about facts. It is also a matter of putting events and ideas into a
framework so that the world seems less chaotic. Organizing events and ideas into frameworks is the
work of theory building. This theorizing, narrative writing, data reporting, and story telling is very
much a collegial enterprise, subject to peer review, critical consideration, and rebuttal.

Theory in the social sciences thus may be thought of as a narrative-creating enterprise that is
subject to critical reflection among communities of inquirers. Hence, theorizing is storytelling but of a
special sort—disciplined by reason and collegial criticism. This use of reason does not imply that
humans are by nature rational; Sigmund Freud put an end to those speculations. Rather, the criterion
of reason means that beliefs and knowledge claims must be justified using appropriate evidence,
inferences, or language. The sort of storytelling that counts as theory is not the same sort
of storytelling one finds in novels. Doctoral dissertations are frequently, though not always, structured
into a story line that (1) states the research problem, (2) reviews the relevant literature, (3) discusses
the procedures and methods employed to create a fair test of the hypothesis, (4) reports the findings,
and (5) announces the conclusions, implications, and limitations. This structure regularly conveys
useful information to attentive scholars who are interested in a particular area of inquiry, even though
students of literature may find the plot line to be unimaginative. Many empirically oriented scholarly
journals require a similar style of storytelling in the articles published.

In applied disciplines such as public policy or administration the prevalence of and need for sense-
making narratives are especially pronounced. Here, the function of theory entails research-for-action.
The weaving together of facts, metaphors, and values is a skill accomplished by a storyteller capable
of interpreting the situation in preparation for actions or outcomes based on explicit end values.

2.2.2 METAPHORS

Rein (1976) regards the metaphor as the central element in storytelling. ““This means that we must
rely upon actions or events that appear to be analogous to situations we already know and that
permit us to reason from the familiar to the unfamiliar. Familiar concepts are brought into unfamiliar
situations, and in the process they transform the unfamiliar. The metaphor enables us to describe
patterns and tease out lessons” (p. 75). Some metaphors that have now become standard usage in
public administration include spoils system, administrative state, bureaucrat, chain of command, and
red tape. In public administration or policy, the metaphor chosen is also suggestive of the action to
be taken or the problem to be addressed.

Metaphors are often underappreciated as building blocks of theory, but understanding theory as
narrative underscores the value of metaphors. The images and metaphors of a new theory may seem
exotic at first, but over time they become part of ordinary language. Perhaps this is because
metaphors are considered metaphors only when they are first introduced. Once upon a time it was
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not the case that rivers literally had mouths. The same was true of bottles, which now not only have
mouths, but some even have necks. Now that the language has accepted the metaphors ““mouth” and
“neck’ as literal reality for bottles, highways and the Panama Canal took it one step further and
began developing bottlenecks of their own. Along with empirical facts and coherent logic, meta-
phors too should be regarded as a building block of theory. A metaphor has the potential to bring
new understanding to a situation, to raise new questions, and to introduce a different perspective to
the discussion.

According to Rorty (1991, p. 12), “there are three ways in which a new belief can be added to
our previous beliefs, thereby forcing us to reweave the fabric of our beliefs and desires ...”” These
are (1) perception (functioning in service of empirical evidence), (2) inference (roughly synonymous
with logical coherence), and (3) metaphor (a linguistic innovation).

[1] Perception [empirical evidence] changes our beliefs by intruding a new belief into the network of
previous beliefs. For example, if I open a door and see a friend doing something shocking, I shall have to
eliminate certain old beliefs about him, and rethink my desires in regard to him. [2] Inference [logical
coherence] changes our beliefs by making us see that our previous beliefs commit us to a belief we had
not previously held ... For example, if I realize, through a complicated detective-story train of
reasoning, that my present beliefs entail the conclusion that my friend is a murderer, I shall have to
either find some way to revise those beliefs, or else rethink my friendship. (Rorty, 1991: p. 12)

Knowledge building is what Rorty calls reweaving the fabric of our beliefs and desires. If
limited to perception and inference, knowledge building would not entail changing the language.
Perception and inference can change the truth-value of a sentence, perhaps, but they do not add to
our repertoire of sentences. To leave it at that would be to assume that the language we presently
speak is all the language we will ever need. Therefore, the third way of theory building is metaphor.
Metaphor is sometimes needed to move from one perspective to another one. Talk of “policy
implementation” entails different connotations than talk of “public administration.” Similarly,
“public management” gathers in a set of ideas that varies, at least in emphasis, from “public
administration.”” Empirical evidence and logical coherence alone might not be enough to accom-
plish the paradigm shift that Kuhn (1970) made famous. ““[T]o think of metaphor as a third source of
beliefs, and thus a third motive for reweaving our networks of beliefs and desires, is to think of
language, logical space, and the realm of possibility as open-ended” (Rorty, 1991: p. 12). With
metaphor, the building of knowledge is not always a matter of fitting data into pre-established
categories. Metaphor is not a proposal to systematize; rather it is ““a call to change one’s language
and one’s life” (Rorty, 1991: p. 13).

This account of metaphor as a third vector of knowledge is at odds with its usual definition,
which is that something has, in addition to its literal sense, another possibility that is expressed by
metaphor. How does metaphor count as knowledge? Let us return to a previous point and again
consider the linguistic innovation: ““Once upon a time . .. rivers and bottles did not, as they do now,
literally have mouths™ (Davidson, 1984: p. 246 cited in Rorty, 1991: p. 13). What once was
metaphor has become literal. Language changes over time. Attaching an unusual metaphor like
“mouth” to a river becomes second nature and eventually literal and no longer ridiculous. By
expanding the language in this way, new metaphors can lead to new knowledge. They can help us
redescribe our beliefs. Inquiry in the social sciences is mostly a matter of reweaving beliefs and
redescribing ideas, not discovering the true nature of real objects.

To summarize, one upshot of the narrative understanding of theory is that to the normal
knowledge-building components of (1) empirical facts and (2) logical coherence one can add
(3) metaphor. This addition recognizes the power of analogies, categories, concepts, and interpret-
ations to construct the reality we take to be true. Quite frequently, the concept precedes the reality.
A female president of the United States and melting of the polar ice cap are two examples. Other
times, we do not see empirical reality until a new conceptualization draws our attention to it.
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Childhood obesity, corporate welfare, and bird flu are examples of facts that did not become
acknowledged as such until a new conceptual category was introduced.

2.3 THEORY AND PRACTICE

There is a belief, widely shared in an applied field such as public administration, that there exists a
gap between theory and practice. On the one hand there is the academy, and on the other is the real
world of practice, or so the story goes. So next we consider (1) theory as something that gets applied
to practice and (2) the theory—practice gap.

2.3.1 THEORY AS SOMETHING TO APPLY TO PRACTICE

It is commonplace for academicians in the field of public administration to justify their work as
advice-giving to practitioners. Conferences of the American Society for Public Administration are
sometimes conceptualized as an opportunity for practitioners to learn the latest theories so that their
practices can be updated. The theorists at the conference, usually but not always academicians, have
the opportunity to extend their ideas into the so-called real world. The underlying assumption of the
exchange between theorists and practitioners is that theory is judged by its ability to help the
practitioner do her or his job better. But consider the difference between single-loop learning and
double-loop learning, made famous by Argyris and Schon (1974).

In single loop learning, people are able to alter their behavior and perhaps even improve things
for a time based on feedback and data, but the effort is focused upon improving the status quo
operations and practices; there is no questioning of the plans or values or goals upon which current
practices are premised. In double-loop learning, the governing variables (goals, premises, values,
theory in use, etc.) of the situation are put on the table for examination. In double-loop learning, the
“why”” of the task is examined, not merely the “how’ of the task. Practitioners who insist that
theorists help them do their jobs better may be unable or unwilling to engage in double-loop
learning, especially in public administration where the tasks and the ““why”” are seemingly preset by
elected officials. When practitioners in graduate school beseech their professors, ““Skip the theory;
just tell me how to do my job better” they do not want to engage in double-loop learning. They want
to do what they have been doing all along, only better—single-loop learning. Theory that subjects
itself exclusively to that criterion eventually becomes attenuated and flat.

By emphasizing practice to the complete neglect of theory, the field of public administration
would adopt an intrinsically conservative approach. The bias toward action in practice can create
inertia for doing things the same today as yesterday, but the bias for action need not rule out
changing the way things are currently done. As new impasses come into view and make their
presence known, continuing to do things the same old way is no longer acceptable. Problems
multiply and expand when practitioners remain completely stuck in their ways, or are forced to
perpetuate ineffective practices because of ideological commitments of higher-ups. Alternatively, as
impasses come into view, the intellectual freedom to think anew demonstrates its worth and appeal.
Theorizing here does not mean substituting one formulaic procedure for another, it means reflecting
on situational contingencies from as many perspectives as possible.

A willingness to entertain multiple theoretical frameworks simultaneously is helpful in deal-
ing with practical impasses. Neither academics nor reflective practitioners should be expected
merely to affirm in-place practices. Though it is certainly a possibility that current practices are
the best possible practices and that professors’ theories do not take sufficient account of practical
contingencies, it is also possible that resistance to new theory amounts to nothing more than an
unexamined commitment to habit. Theoretical engagement is very often inspired by the curiosities
and mysteries of important practical problems. It would be limiting to demand that theory not
contradict practice or not confront status quo ways of doing things.
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If there is a danger in being overly resistant to new ideas, a quite opposite worry about theory-
applied-to-practice is that the theory is wrong but will not admit it. There is often justifiable concern
that dogma, creed, and ideological commitment will lord themselves over actual events. Solutions
that claim to be ““one best way’” or the “‘best practices’ are suspect on these grounds. Being the best
solution in one situation or even several does not make a universal principle. Doctrinaire policy
prescriptions that demand to be put into place everywhere regardless of local contingencies
frequently take on the characteristics of ossified theory that refuses to take account of falsifying
evidence. Evidence gleaned from practice may undermine one’s favored theory, but reason dictates
a healthy respect for a considered distance from a matter instead of adopting a one-sided outlook.
Additionally, evidence gleaned from practice makes the path between theory and practice a two-way
street. Theory may be applied to practice, but practice informs theory as well.

2.3.2 THE THEORY—PRACTICE GAP

The term “‘practice,” derived from the Greek praktikos, connotes experience, performance, profi-
ciency, or repetition. Practice in its negative connotations is sometimes characterized by mind-
numbing repetition, use of hackneyed clichés instead of animated language, or thoughtlessness
rather than reflection.* Going through the motions of the daily drill does not necessarily help to
confront the impasses brought about by changes in the environment, a new challenge to be met, or a
new way of looking at things. The difference between a practitioner who has twenty years of
experience and another who has one year of experience repeated twenty times depends on their
comparative willingness to reflect. When everything changes but the old habits, unreflective practice
will not get the job done. This is where theory comes in.

Thinking anew is what we do when the old ways no longer work the way we want them to.
Reflection and critique on the part of practitioners are urgent concerns. Practitioners are on the
scene involved in the world of action. Practical theory implies facility with conceptual frameworks,
paradigms, and systems of thought. This sort of imaginative activity entails an ability to engage
in discourse, to listen and read, and to articulate ideas—these are activities that thoughtful people
have always done. Practice in these activities prepares the practitioner for the really tough questions,
those for which there are no preprogrammed solutions. Theory that deals with the overly grand
Being or Truth is rightfully perceived as perhaps too ultimate to be useful in critiquing daily
practice. Theory that is relevant is not the sort that hovers over the practitioner like some sort
of arrogance that knows it is right and that the world must be made to conform to it. Rather, practical
theory is composed of concepts and logics that render the current impasse coherent and actionable.

An impasse, therefore, highlights the inadequacy of the way we have been doing things. The
old ways no longer work because of ineffectiveness, a changed reality, or a new awareness that
things might be different (Miller and Fox, 2007). At the moment of realizing this inadequacy
of present practice, we can look at the old ways differently—as an old conceptualization that no
longer suffices. Were it not for the fact that this conceptualization infiltrated itself into established
practices of the familiar daily drill, it might be called ““bad theory”’—theory that does not work in
practice.

But better than making simplistic judgments of good and bad, think instead of practice as
“theory-in-place” and theory as ‘‘practice-to-be.”” The theory—practice gap can be resolved
by thinking of theory and practice as two iterations of the same essential phenomenon. Theory as
practice-to-be is waiting in the wings for that moment of impasse where it might be allowed on
stage. Practice as theory-in-place is that set of ideas that have come to dominate in the order
of things, if only temporarily.

* Terms such as span of control, unity of command, “works better costs less’” are nominees for hackneyed phrases, along with
Luther Gulick’s so-called principles of administration, ridiculed by Herbert Simon as proverbs of administration.
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2.4 SUMMARY

After introducing theory as a question-raising enterprise that is capable of redescribing reality, three
main points about theory were presented: (1) theory is a thoughtful, rational, and intellectual
integration of facts into a coherent narrative; (2) theory, as narrative, employs not only facts and
logic but also metaphors; and (3) theory and practice are two facets of the same phenomenon: the
understanding of appropriate action in the world in which we live.

2.5 EXERCISES
2.5.1 INTELLIGENCE AND REIFICATION

Stephen Jay Gould (1996) identified intelligence as a reified concept. In The Mismeasure of Man,
touted as the definitive refutation to The Bell Curve (a book that ascribed social inequality to bio-
logical factors), Gould pronounced reification to be the major theme of his book: ““in this case, the
notion that such a nebulous, socially defined concept as intelligence might be identified as a ‘thing’ with a
locus in the brain and a definite degree of heritability—and that it might be measured as a single number,
thus permitting a unilinear ranking of people according to the amount of it they possess’ (p. 269).

To make his case, Gould recalled the historical origins of mental tests. Charles Spearman in
1904 noticed that if two mental tests are given to a large number of people, there is almost always a
positive correlation coefficient between them. Spearman theorized that the underlying structure was
a two-factor dynamic. The common intelligence that correlated between two different mental tests
was called general intelligence (g) and the residual variance peculiar to each test was called specific
intelligence (s) that registered an intelligence specific to the test. As Gould notes, “Charles
Spearman developed factor analysis—still the most important technique in modern multivariate
statistics—as a procedure for deciding between the two- versus the many-factor theory by deter-
mining whether the common variance in a matrix of correlation coefficients could be reduced to a
single ‘general’ factor, or only to several independent ‘group’ factors.” (p. 287) He opted for the
two-factor theory (Spearman, 1904, cited in Gould, 1996).

Although Spearman thought he had discovered the innate essence of intelligence in its funda-
mental and quantifiable thingness, Gould points out that general intelligence is nothing more than a
series of correlations, an artifact of the measurement instruments (i.e., mental tests) and statistical
procedures deployed. “We have known since the early days of mental testing—and it should
surprise no one—that most of these correlation coefficients are positive: that is people who score
highly on one kind of test tend, on average, to score highly on others as well. Most correlation
matrices for mental tests contain a preponderance of positive entries. This basic observation served
as the starting point for factor analysis. Charles Spearman virtually invented the technique in 1904
as a device for inferring causes from correlation matrices of mental tests™ (p. 281).

Intelligence, in its scientific construction, is an artifact of a measurement protocol whose values
are then correlated using factor analysis. Principal components of factor analysis are mathematical
abstractions, not empirical realities. Hence intelligence is not an actual thing. Or as Gould puts it,
“Spearman’s g is not an ineluctable entity; it represents one mathematical solution among many
equivalent alternatives™ (p. 350).

The upshot is that research methods produce their own facts, in this case via factor analysis. The
reification takes place when intelligence is identified as a thing, has a singular number ascribed to it,
and is then used to rank people. General intelligence (g), as a series of correlations, contains no
additional independent evidence beyond the fact of the correlation itself. Even though it is
intoxicating to think that we might find the underlying essence of some phenomenon, it might be
wiser to abandon the fixed idea of intelligence along with some of its crude corollaries (for example,
innate stupidity as the cause of poverty).

Discussion: To reify is to treat an abstraction as if it were a concrete reality. What are some reified
concepts in use in public administration? (Hint: Have you ever seen an organization?)
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2.5.2 PRECESSION OF SIMULACRA

When Jean Baudrillard (1994) wrote about “the successive phases of the image” he provided a
model for mind-expanding theorizing. The first phase of the image is that it is a reflection of a
profound reality. That is, the image is taken to be reality itself, to represent a physical presence. The
fable about the king’s cartographers drawing up a map of the king’s territory—in such detail that
when it is finished it covers exactly the entire territory—is a humorous example of the first phase of
the image (the map being the image). Mirrors and photographs are other representations that capture
the aspirations of the first phase of the image to profoundly reflect the reality that is.

The second phase of the image is to denature a profound reality. Here Baudrillard refers to the
early Christian iconoclasts who took strong exception to the excess of iconic representations of God,
which had the effect of not merely obfuscating and masking God, but of effacing God and certainly
not representing God. The second phase of the image begins the negation of a sign (an image, a
symbol, an icon, a word or phrase) as a taken-for-granted representation of reality.

In the third phase of the succession, the image masks the absence of a profound reality. The
image plays at being a representation of presence, but it is more like the sorcerer who summons the
spirits at a séance. Despite the setting, the incense, the mood, the noises, and the symbols, there is no
ghostly Being present.

In the fourth phase, the image no longer asserts its relation to reality. The simulation of reality
has displaced the representation of it.

This framework has been used in the public administration literature to deconstruct the debate
over privatization (Miller and Simmons, 1998).

1. Correspondence: In the first phase of the image, privatization is what it says it is, a
movement to improve the efficiency and effectiveness of government.

2. Skepticism: In the second phase, privatization does not make things better; it makes things
worse because of increased costs of contract oversight, increased incidences of corruption,
and profiteering by corporate contractors.

3. Radical absence: In the third phase, privatization masks the absence of anything different
taking place. “Private” practices transpire in much the same way as ‘“public” practices.
The way the work gets done changes not at all, although public expenditures continue to
increase or decrease at the same rate as before.

4. Self-referential epiphenomenon: Finally, privatization is a simulation. Not representative
of anything, privatization is a symbol that celebrates itself, its free market associations, and
its businesslike imagery.

Exercise: Choose a public administration concept and try to describe it from the vantage
point of each of the four phases of the image. Examples: Performance measurement; the
budget; civil service reform; best practices, citizen participation.

2.5.3 THOUGHT EXPERIMENTS

1. Imagine a researcher entering an organizational culture to observe a subject with the intent
of discerning the subject’s understanding of appropriate conduct in this particular organ-
izational setting. The researcher takes copious field notes to describe the subject’s
behaviors and utterances, including interview responses. Then, during the ongoing
research project the subject decides to reflect to himself about his own sense of appropri-
ate conduct in this particular organizational setting. The subject of the research is now
studying the researcher for helpful clues about what the researcher’s sense of appropriate
conduct is.

Discussion question: Which inquiry is subjective and which is objective?
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2. Thomas Hobbes’ social contract theory imagines a state of nature in which we all have
unlimited freedom. Among other freedoms, we can harm anyone we please. The result,
says Hobbes, would be a war of all against all in which life is mean, brutish, and short. To
avoid this calamitous scenario we agree with others to form a social contract whereby we
all accept an obligation to respect one another’s rights, give up some freedoms, and hand
over power to a sovereign state.

Discussion question: Hobbes’ Leviathan was published in 1651. Despite being inspired by
a warring English civil society, the main tenants of this theory (especially the social
contract itself) were not based on empirical reality. Speculate on the role that social
contract theory might have had on subsequent social reality.

3. Suppose that wireless technology was perfected to the point that your brain could be placed
for safe keeping in a large pickle jar in your house, while your body went out and
experienced the real world, communicating with your brain via wireless technology
everything that went on.

Discussion question: Assuming perfect signal strength, should your brain in the pickle jar
trust your body for correct sensory inputs?

4. Bertrand Russell (1952), a famous atheist who nonetheless referred to himself as an
agnostic, once wrote, “If I were to suggest that between the Earth and Mars there is a
china teapot revolving about the sun in an elliptical orbit, nobody would be able to
disprove my assertion provided I were careful to add that the teapot is too small to be
revealed even by our most powerful telescopes.”” In other words, Russell would agree that
just because one cannot find a needle in the haystack (or find God) does not mean there is
not a needle in the haystack (or a God). His logic would not permit absolute disbelief.

Karl Popper (1959) would recognize this as a problem of falsifiability. For a statement to be
scientifically meaningful, it should be empirically testable. The empirical test should be such that the
statement could be disproved were it a false statement. Statements that are not potentially falsifiable
through an empirical test do not contribute to science, according to Popper.

Conspiracy theories, which usually posit the existence of some behind-the-scene alliance of
powerful people as the causal determinant of some social bad, often contain non-verifiable elements
such as secret meetings, coded messages, or killings disguised as accidental deaths.

Discussion: There may exist a range of phenomena that is outside the reach of empirical verifica-
tion. Speculate on what kinds of things may be in that range and whether they should count as
knowledge.
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Many scholars agree that public administration lacks a governing paradigmatic base (Rainey,
1994; Riccucci, chapter 1 of this volume). Many would also agree that seeking and imposing a
narrowly conceived paradigm may do more harm than good to the field by excluding viable,
emerging alternatives (Frederickson and Smith, 2003; Rainey, 1994). In particular, public admini-
stration is both interdisciplinary and applied, so “no theory standing alone is capable of accounting
for the complexity of the field” (Frederickson and Smith, 2003, p. 4).

The term “‘paradigm” is frequently used as a view of reality and an intellectual framework that
specifies a discipline’s proper domain, basic assumptions, appropriate research questions, and rules of
inference (Arndt, 1985; Morgan, 1980). Paradigms are broadly equated with perspectives and theoret-
ical lenses through which people perceive different pictures of the same world. In this sense, public
administration does have a number of ““great ideas,” ““clusters,” or paradigms (Holzer, Gabrielian and
Yang, 2006; Lan and Anders, 2000; Rainey, 1994). A paradigm mentality that strives for a dominant
framework is unhealthy for a practical field such as public administration, but “letting a hundred flowers
bloom” without knowing the family lineage of the flowers is equally problematic. If one is unaware of
the differences and similarities among the flowers, he or she cannot fully appreciate the variety, nor
could he or she treat every flower appropriately and make all of them bloom. The development of a
scholarly discipline will benefit only “if clusters of researchers work together on similar research
questions in similar ways, in constructive competition and communication with other such clusters”
(Rainey, 1994). Theory development will be facilitated if public administration researchers are
conscious about and readily reveal the theoretical lenses they use in their studies, as well as the assump-
tions, advantages, and disadvantages of the lenses. Although public administration theories are cumula-
tive, useful, and increasingly sophisticated and reliable (Frederickson and Smith, 2003), their scientific
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rigor, theoretical or methodological, has long been lamented by scholars (Kettl, 2000; March, 1997,
Whicker, Strickland and Olshfski, 1993). A better understanding of paradigms can help us design
stronger studies and develop more practical and relevant solutions to the problems faced by society.

In this chapter, we treat the term ‘“‘paradigm’ in a broad sense to represent research clusters or
theoretical lenses that share similar philosophies, focused problems, and approaches of inquiry. As
Babbie (2005) states, ““social science paradigms represent a variety of views, each of which offers
insights the others lack while ignoring aspects of social life that the others reveal” (p. 34). We
attempt to show how public administration students can benefit from the existence of multiple,
conflicting paradigms in their own research. We begin with a brief introduction of the major
categorizations of public administration paradigms, and continue with discussions as to how
multiple paradigms can be bridged or connected in a research project. To better illustrate how our
approach to paradigm dynamics helps improve public administration research, we use examples to
demonstrate how to link the existence of multiple paradigms with the typical research process.

3.1 PARADIGMS IN PUBLIC ADMINISTRATION

Depending on the definition of paradigm, there are various categorizations. Social science, where
public administration is usually located, is characterized by some general paradigms that represent
different ways of looking at human social life. For example, Babbie (2005) identifies six major
perspectives: early positivism (e.g., Auguste Comte), conflict paradigm (e.g., Karl Marx), symbolic
interactionism (e.g., George Herbert Mead), ethnomethodology (e.g., Harold Garfinkel), structural
functionalism (e.g., Talcott Parsons), and feminist paradigms (e.g., Simone de Beauvoir). This
categorization is made at the metatheoretical level based on ontological and epistemological
concerns. Similarly, Morgan’s (1980) classification, which is very influential in management and
organizational theory, includes four sociological paradigms: functionalism, radical structuralism,
interpretivism, and radical humanism (see also Burrell and Morgan, 1979). This classification has
been applied in research areas such as marketing (Arndt, 1985) and organizational culture (Martin,
1992). Although its assumption that paradigms are incompatible is rejected by many later writers,
the use of ontology and epistemology to identify and differentiate paradigms is widely accepted
(e.g., Gioia and Pitre, 1990; Lewis and Grimes, 1999; Schultz and Hatch, 1996).

The categorization in the business literature above is useful for public administration as well.
In particular, organizational theory is an important research area for both business and public
administration. From this perspective, the two disciplines share historical origins, key constructs,
influential authors, and research approaches. More generally, since the 1970s, there has been a
growth of postmodern, interpretive, critical, and feminist analysis of public administration (Fox and
Miller, 1995; Stivers, 2002). Postmodern approaches have expanded our understanding of the
complex public administration phenomena, although they often cause frustration for researchers
who are concerned about the practical relevance of public administration. Indeed, applying a
framework similar to Morgan’s (1980) may help public administration researchers generate alter-
native understandings.

However, public administration resists clear classification due to its multidisciplinary nature
(Holzer et al., 2006), and the major debates in specific public administration areas (e.g., budgeting,
performance management, etc.) are often not organized around these metatheoretical distinctions.
For example, PPBS (planning, programming, and budgeting system), ZBB (zero-based budgeting),
and PBB (performance-based budgeting) may be viewed as three budgeting paradigms. In institu-
tional analysis, the sociological view and the economic view may be considered two distinctive
paradigms (Lewis and Grimes, 1999). Therefore, we further relax the definition of paradigm and
include different schools of thought based on epistemological and methodological considerations.

Schools of thought are metaphors or foundations of inquiry (Morgan, 1980). For example, in his
best-selling book, Morgan (1997) identifies eight metaphors in organization studies that view
organizations as machines, organisms, brains, cultures, political systems, psychic prisons, flux,
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and transformation, and instruments of domination. He emphasizes that ““all theories of organization
and management are based on implicit images or metaphors that lead us to see, understand, and
manage organizations in distinctive yet partial ways” (p. 4). A similar perspective is developed in
the public administration literature by Lan and Anders (2000), who argue that public administration
as a whole is a tier-one, paramount paradigm, under which there are at least six subparadigms or
cognitive approaches: managerial, political, judicial, ethical, historical, and integrated. Under those
approaches are different sub-subparadigms or areas of concentrations such as personnel manage-
ment, finance and budgeting, and policy analysis and design. The six approaches can be summarized
as in Table 3.1. The first three approaches are also identified and emphasized by other scholars
such as Rosenbloom and Kravchuk (2005), who demonstrate clearly how the three perspectives
differ with regard to values, cognitive approaches, and understanding of organizational structure,
individuals, budgeting, decision making, and governmental function.

Each school of thought can be dealt with from different metatheoretical stances. For example,
the concerns of the managerial approach can be analyzed from the stances of either functionalism or
postmodernism. Moreover, depending on its focuses, the managerial approach can be further
classified into different models. For example, Quinn and Rohrbaugh (1983) constructed a two-
dimensional competing-values framework (flexibility versus control; internal versus external) that
includes four models: open systems, rational goals, human relations, and internal processes. Quinn
and Rohrbaugh (1983) argue that these models are to some extent mutually exclusive because they
are conceptually distinctive and managers should not pay equal attention to all of them at a single
time. These models are also complementary because managers must strike a balance between them,
and should not emphasize one model to the exclusion of the others in a longer period. Such holistic
approaches have been in the mainstream of organizational thought since at least the mid-1970s,
when the public productivity movement was launched to synthesize different schools of manage-
ment (Holzer et al., 2006).

Frederickson (1980), for example, recognizes five models of public administration based on
a definition of theory as empirically based knowledge: classic bureaucratic (Gulick and Urwick),
neo-bureaucratic (Simon), institutional (Lindblom), human relations (McGregor), and public choice
(Ostrom). He argues for a sixth one, the “new public administration,” which places a greater
emphasis on humanistic, equitable, and democratic values, as opposed to the previous ones that
focused primarily on efficiency and effectiveness. Later on, Frederickson and Smith (2003) sys-
tematically review the theories’ origins, assumptions, arguments, and implications, identifying eight
contemporary families of theories that have contributed significantly to the body of knowledge in
public administration or have the potential to make such contributions: theories of political control
of bureaucracy, theories of bureaucratic politics, theories of public institutions, theories of public
management, postmodern theory, decision theory, rational choice theory, and theories
of governance. Moreover, they compare the theories’ performance on six dimensions: parsimony
or elegance, explanatory capacity, replicability, descriptive capacity, predictive capacity, and
empirical warrant.

There are other categorizations of schools of thought in public administration. Stillman (1995)
identified six schools of the “refounding public administration” movement developed since
the 1970s: (1) the reinventors—an eclectic approach catalyzed by Osborne and Gaebler (1992);
(2) the communitarians—with emphasis on citizenship, family values, and civic participation;
(3) the Blacksburg Manifesto refounders—who try to extend the meaning of public administration
from mere management of public organizations to a larger and more legitimate understanding of it
as a part of governance; (4) the interpretive theorists and postmodernists—with emphasis on the
human condition in a society dominated by organizations; (5) the tools approach—with a leading
theme that today, with the burgeoning of the not-for-profit sector in delivery of public services,
there is no one best way of approaching the administration of services, even at the federal level; and
(6) the new bureaucratic perspectives—with the main emphasis on bureaucratic accountability in a
constitutional democracy (Holzer et al., 2000).
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Holzer, Gabrielian, and Yang (2006) argue that given the applied nature of public administra-
tion, it is important to discuss theories and ideas ‘‘not only from the viewpoint of their theoretical
distinctiveness and rigor, but also from the viewpoint of their impact on the development of
the field, the rhetoric that justified their embrace by the public, and the factors that shaped them”
(p. 57). Accordingly, they outline five great ideas that shaped the field of public administration. The
first idea is honest, nonpartisan, and businesslike government. This stream of thought was mani-
fested in the progressive movement, which not only separated administration from politics but also
started the relentless drive of looking to the private sector for best practices. Under the dichotomy
logic, administration became politically neutral, and the elected body took the responsibility for
democratic achievement through the policy-making process.

The second idea refers to classic management models, which relate closely to the first idea both
theoretically and temporarily. Starting with the politics—administration dichotomy and assuming a
business-like approach, the second idea emphasized machine-like efficiency in ‘“‘getting the job
done.” The first idea focused on the political question of the place of public administration in
society, whereas the second idea concentrated on a micro-concern—effective management of an
organization premised upon the idea of clearly recognizable and scientific laws that describe reality.
It gave rise to a number of universal principles of administration such as POSDCORB (planning,
organizing, staffing, directing, coordinating, reporting, and budgeting). When Wilson and White
were calling for a science of management, Frederick Taylor was conducting time and motion
studies, trying to find the “one best way” to improve productivity. Between the world wars,
Taylor’s methodology to efficiently accomplish physical tasks was increasingly applied to the
organization in a broad social context (e.g., Gulick). Fayol (1949) extended the notion of scientific
management to the public sector by indicating that the basic elements of administrative organiza-
tion are specialization, authority, hierarchy, division of labor, communication, standard procedures
of operations, and management; the combination of these elements and the relationships between
them define the organizational structure of government. The types of organizations defined by
scientific management theorists fit with Max Weber’s (1958) bureaucratic model. Weber’s “‘ideal-
type” bureaucracy consists of these elements: universal rules, use of written records, division
of duties into spheres of competence, training for each position, selection on the basis of compe-
tence, hierarchical arrangement of offices, salary based on position, and tenure of office. This
model of bureaucracy was accepted throughout public administration circles as a significant
advancement for understanding both the whole of bureaucracy and the elements of modern
government.

The third idea is politics and policy making. In contrast to the first two ideas, this idea rejected
the politics—administration dichotomy, the administrative principles as proverbs, and the absolute
neutrality of administrators, arguing that a theory of administration is necessarily a theory of
politics. After World War II, a major trend in public administration has been the movement away
from the idea of administrative neutrality and toward the idea of bureaucratic politics, which led
to big research questions such as the following (Frederickson and Smith, 2003; Holzer et al., 2006):
(1) To what extent do administrative processes, as opposed to democratic processes, determine
public policy? (2) What is the role of bureaucratic power in representing and advancing the goals of
particular clientele groups or organized interests? (3) How can an administrative body organized
on nondemocratic lines be consistent with the notion of a democratic society? (4) How can a
bureaucracy balance representativeness and administrative capacity? (5) How can the democratic
system balance administrative capacity and its democratic control? Dwight Waldo, Paul Appleby,
Philip Selznick, Graham Allison, Herbert Kaufman, George Frederickson, Kenneth Meier, Laurence
Lynn, and Harold Seidman, among others, have contributed to the theory development of bureau-
cratic politics by addressing the questions above.

The fourth school of thought is human relations, which was formed following the Hawthorne
experiments and the introduction of a sociological approach to organizations in the late 1920s and
1930s. The first two models were closed and concentrated primarily on a technical system of
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organization, whereas the behavioral model recognized the equal importance of the social system—
a system comprised of informal, multidimensional, and nebulous networks of relationships between
individuals or groups within an organization. The research team of the well-known Hawthorne
experiments, via field research methodology, accidentally found that organizations serve the
purpose of “creating and distributing satisfaction among the individual members of the organiza-
tion,” in addition to creating goods or services (Roethlisberger and Dickson, 1939, p. 562). The
Hawthorne conclusions were reaffirmed in Chester Barnard’s work. Frameworks such as the needs
hierarchy (Maslow), Theory X and Y (McGregor), the need for achievement (McClelland), equity
(Adams), expectancy theory (Vroom), and goal-setting (Locke and Latham) have been adopted and
extended by many public administration scholars to develop empirical hypotheses about a central
question, that is, why bureaucrats do what they do. For example, Wilson (1989) argues that several
factors drive the behavior of bureaucrats and bureaucracies: situational imperatives, peer expect-
ations, professional values, and ideology. Wilson concluded that successful bureaucracies are those
in which executives have created a clear sense of mission, identified the tasks that must be achieved
to fulfill that mission, distributed authority within the organization according to those tasks, and
provided subordinates with enough autonomy to achieve the tasks at hand.

The fifth idea identified by Holzer, Gabrielian, and Yang (2006) is program effectiveness or
performance. As a result of growth of government programs with new missions, combined with the
rapid technological and demographic changes experienced since the turn of the twentieth century,
and, the shrinking of public resources, the effectiveness or performance of public organizations has
become a primary concern of public administration. By and large public administration began to view
itself as a synthetic field, one that has to balance competing, often contradictory, values and which is
open to continuous adaptation and improvement in pursuit of productive performance. This idea can
be related to the productivity movement, performance measurement, program evaluation, and even
governance. For example, Lynn, Heinrich, and Hill (2000) present a model of governance logic as
O=f[E, C, T, S, M], where O = outputs/outcomes; E =environmental factors such as political
structures, levels of authority, funding constraints, legal institutions, and technological dynamism;
C =client characteristics; T = treatments or the primary work or core processes of the organizations
such as missions, objectives, and technologies; S = structures such as organizational type, level
of coordination and integration, centralization of control, functional differentiation, administrative
rules and incentives, budgetary allocations, contractual arrangements, and institutional culture and
values; and M = managerial roles and actions such as leadership characteristics, staff-management
relations, communications, decision-making tools, professionalism/career concerns, mechanisms of
monitoring, control, and accountability.

3.2 DEALING WITH MULTIPLE PARADIGMS

How should researchers deal with the existence of multiple paradigms? Although public adminis-
tration scholars have realized that the discipline does not have a dominant paradigm and acknow-
ledged the benefits of alternative theoretical perspectives, few have written about how to conduct
multiparadigm inquiry. In this chapter, we borrow from the organizational theory studies and
introduce the ways in which organizational theory scholars have written about multiparadigm
inquiry. As Pondy and Boje (1981) warned more than two decades ago, organizational theory
has increasingly faced a frontier problem of “how to conduct inquiry based on several paradigms”
(p- 84). Strategies such as metatriangulation (Gioia and Pitre, 1990), multiparadigm inquiry
(Lewis and Grimes, 1999), and paradigm interplay (Schultz and Hatch, 1996) have been proposed
to help researchers deal with the multiparadigm reality.

At least four types of stances can be identified with regard to the relationship between
competing paradigms, as shown in Figure 3.1. The first stance assumes incommensurability
between paradigms, as reflected in the strict Kuhnian conception that views the advancement of
science as a linear revolutionary process in which newer paradigms replace older paradigms.
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1. Incommensurability 2. Integration
3. Bridging 4. Crossing
Contrasts
“ 7\
Transition .
zones Connections

FIGURE 3.1 Four stances in dealing with competing paradigms.

Paradigms, thus seen, are radically or fundamentally different. In a multiparadigm reality, however,
the first stance does not suggest a linear revolutionary process. Rather, it simply presumes that it
is impossible or nearly impossible to communicate effectively between adherents to different
paradigms. Therefore, although different paradigms help advance our understanding of the same
phenomenon, these paradigms can only be separately developed and applied (Burrell and Morgan,
1979; Jackson and Carter, 1993).

Assuming incommensurability or nonpermeability, there are two analytical strategies that can be
adopted. One strategy is sequential, where paradigms are applied one after another in a project.
Paradigms are considered different but mutually complementary, rather than exclusive. Therefore,
they are used sequentially as complements to reveal sequential levels of understanding within an
integrated research project, enabling one paradigm to inform another (Schultz and Hatch, 1996).
The influence between the paradigms, however, operates in one direction in a linear fashion:
findings from one paradigm are recontextualized and reinterpreted in such a way that they inform
the research from a different paradigm. Another strategy is parallel, where paradigms are applied on
equal terms rather than sequentially. This strategy is usually used to emphasize differences and
conflicts between paradigms rather than similarities. For example, Martin (1992) applies each of
Burrell and Morgan’s four paradigms separately to organizational culture research.

The second stance is an extreme opposite of the first. It assumes that there are no irresolvable
tensions between paradigms, which can be integrated and submerged into a new paradigm (Reed,
1985; Willmott, 1993). In the process of constructing this new paradigm, researchers assess and
synthesize a variety of contributions from competing paradigms, and ignore their differences. The
old paradigms become part of the new comprehensive paradigm.

The third and fourth stances are positioned in between the first and the second ones. They
agree on the assumption that paradigms are fundamentally different but nevertheless can be
connected. In other words, the boundaries are permeable. The difference between the third and
the fourth is that the third one, bridging, focuses on the transition zones between paradigms. As
Gioia and Pitre (1990) argue, paradigms are not completely isolated because there are transition
zones between paradigms. Within these transition zones, second-order theoretical concepts such as
structuration (Giddens, 1976), negotiated order (Strauss, 1978), and organizing (Weick, 1979) can
be used to bridge the paradigms. In comparison, the fourth stance, interplay, does not rely on those
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second-order theoretical concepts, nor does it conceptualize a transition zone. Instead, it argues that
researchers should move back and forth between paradigms so that multiple views are held in
tension. Contrasts and connections exist simultaneously between paradigms, and the tension
between them should be maintained because oppositions are always defined in terms of one another
(Schultz and Hatch, 1996).

For example, functionalism and interpretivism are two of the four paradigms identified by
Burrell and Morgan (1979). The two perspectives have led to very different theories and arguments
in organizational studies, such as those pertaining to organizational culture (Martin, 1992). Schultz
and Hatch (1996, pp. 537-540) demonstrate that there are both contrasts and connections between
functionalism and interpretivism in organizational culture studies.

Contrasts

* Analytical framework
* Functionalism: the framework is predefined and universal, assuming that similar levels
and functions of culture exist in all organizations.
* Interpretivism: the framework is emergent and specific, assuming that opportunities for
creation of meaning are unique to each cultural context.
* Model of analysis
* Functionalism: categorical. Identifying cultural elements and discovering causal rela-
tions between them.
* Interpretivism: associative. Constructing meanings and exploring the associations
between them.
* Analytical process
* Functionalism: convergent. Condensing and bringing elements of cultural analysis
together.
* Interpretivism: divergent. Expanding and enriching cultural analysis.

Connections

¢ Culture as pattern
* Functionalism: culture as a pattern of values or basic assumptions.
* Interpretivism: culture as a worldview or webs of significance.
¢ Culture as essence
* Functionalism: discovering the deep level of culture makes it possible to decipher
visible and espoused levels of culture.
* Interpretivism: interpreting the symbolic expressions and representations of deep layers
of meaning.
* Culture as static
* Functionalism: predictable, linear, deterministic stage of development.
* Interpretivism: interrelated, circular relations between interpretations and meaning.

Indeed, attending to both contrasts and connections may help advance public administration
researchers’ understanding of social phenomena. For example, the major thrust of the postwar
(World War II) criticism came from a debate between those seeking to create a social science
focusing on administration and those committed to a normative agenda for the field of public
administration. Herbert Simon and Dwight Waldo were the two representatives of the debate. Simon
(1947) preferred a logical positivist approach and argued that public administration should focus on
facts and become a value-free science. Taking an opposing position, Waldo (1946) strived for
development of a democratic theory of public administration, believing that public administration
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must give priority to the values of the democratic society, to normative theories rather than empirical
theories advocated by logical positivists. The debate indicated that the prewar orthodoxy came
under scrutiny (Dubnick, 1999), and the public administration field split into at least two largely
different themes after World War II. One is Simon’s tradition focusing on scientific management of
public administration; the other is Waldo’s tradition arguing for a normative agenda for democratic
theory of public administration. By the 1960s, administrative sciences had developed into the
scholarly extension of businesslike administration and organizational studies. Following Waldo,
the theory of bureaucratic politics has been developed.

The relative detachment between the positivist approach and the normative approach reflects, to
some extent, the Type-1 situation in Figure 3.1 (incommensurability). This detachment, although
understandable and reasonable, was a partial reason for the lack of methodological rigor in many public
administration studies. As a remedy, recent public management studies have emphasized linking
public administration more closely to other disciplines such as political science and business adminis-
tration (Moynihan and Pandey, 2005; Pandey and Wright, 2006; Whicker, Strickland and Olshfski,
1993), which have more developed positivist or functionalist frameworks. Whicker Strickland and
Olshfski (1993) in arguing why public administration should remain aligned with political science, point
out that in several decades public administration was largely nonempirical, unquantitative, and unsci-
entific, despite its quantitative roots in scientific management (see also Kraemer and Perry, 1989).
Recent studies show that the distance between normative theories and positivist theories are not
insurmountable. For example, administrative discretion has largely been a descriptive and normative
term in public administration literature, which has been concerned with questions such as whether more
discretion should be granted to competent civil servants to produce more coherent policy making and
what appropriate strategies to maintain both discretion and accountability. Huber and Shipan (2002)
show, however, that a positivist theory of administrative discretion can and should be developed. They
use the length of legislation as a viable dependent variable and demonstrate how policy conflict,
bargaining environment, legislative capacity, and other nonstatutory factors determine the level of
discretion in the area of Medicaid and medical assistance among state governments.

Lewis and Grimes (1999) provide a more operational guideline about multiparadigm inquiry.
They emphasize paradigms as heuristics that help scholars explore theoretical and organizational
complexity and extend the scope, relevance, and creativity of organizational theory. On the basis of
a solid review of empirical organizational studies that included multiple paradigms, Lewis and
Grimes identify three multiparadigm approaches. The first approach is a multiparadigm review,
which emphasizes revealing the impact of theorists’ underlying, and often taken-for-granted,
assumptions on their understandings of phenomena. At least two techniques are associated with
this approach: bracketing, which is to make different assumptions explicit and delineating paradigm
distinctions (Burrell and Morgan, 1979), and bridging, which concentrates on transition zones that
span paradigms (Gioia and Pitre, 1990). The second approach is multiparadigm research, which
includes two techniques: sequential and parallel. The third approach is multiparadigm theory
building, which can be realized by either metatheorizing or paradigm interplay. Metatheorizing
refers to bridging as recommended by Gioia and Pitre (1990). This technique explores patterns that
span conflicting paradigms treated as debating voices that deliver partial truth respectively. By
juxtaposing paradigmatic explanations, the constructs of interest are translated to a metaparadigm
level, and a theoretical reference system that links contrasting perspectives is developed (Gioia and
Pitre, 1990). Paradigm interplay, in comparison, stresses the importance of recognizing both the
similarities and differences between paradigms, emphasizing that paradigmatic insights and biases
are most recognizable from opposing views.

Moreover, Lewis and Grimes (1999) detail the theory-building processes of metatriangulation,
comparing it with the traditional induction process based on a single paradigm. The single-paradigm
induction process of theory building is classified as including three phases: groundwork, data
analysis, and theory building. The first phase, groundwork, further includes three substages:
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specification of research question, review of relevant literature, and choice of data source. The
second phase, data analysis, also contains three substages: design of analytical process, coding,
tabulation, or exhibition of analyses. The final phase, theory building, has three substages as well:
development and test of propositions, theory development, and evaluation of resulting theory.
For each of the nine substages, Lewis and Grimes (1999) propose corresponding inductive activities
that are based on multiple paradigms. The purpose of these activities is outlined; the activities are
exemplified and applied to the study of advanced manufacturing technology (AMT).

3.3 TAKING ADVANTAGE OF MULTIPLE PARADIGMS IN PUBLIC
ADMINISTRATION RESEARCH

In the following section, we discuss how public administration researchers can take advantage of
multiple paradigms and conduct better research. We relate multiparadigm inquiry to the common
quantitative research process: specifying research questions, reviewing literature, developing
hypotheses, choosing methodology, and interpreting results (see Table 3.2). The discussions are
based on the literature on multiparadigm inquiry in the area of organizational studies that are
briefly summarized in the section above. We take the ““crossing” or “interplay’ stance (Type 4 in
Figure 3.1) and assume that paradigms or major theoretical perspectives have both differences and
linkages. However, we detach the analytical techniques from the four approaches in Figure 3.1.
For example, sequential and parallel are two techniques used in the Type 1 approach in Figure 3.1,
but they can also be used in the Type-4 approach. It must be stated here that we are not arguing
that studies based on a single paradigm are less valuable. Advancement of specific paradigms
can lead to advancement of multiparadigm research. We aim to address a practical question:
how the existence of multiple paradigms might affect the common research process based on a
single paradigm?

TABLE 3.2

Multiparadigm Studies and Common Quantitative Research Process

Research Processes Multiparadigm Studies Purpose

Research question ¢ Define phenomenon of interest instead of a Provide focus, but retain interpretative
narrow research question flexibility

Literature review o Identify literature in different paradigms Gain multiparadigm understanding and
Bracketing or bridging the literatures cognizance of home paradigm

o Evaluate the literatures from a multiparadigm

perspective

Hypotheses e Realize paradigmatic assumptions of the Develop balanced hypotheses to fully
hypotheses examine the phenomenon

e Use competing or complementary hypotheses
based on different paradigms
Methodology e Collect data via multiple sources so that Design research that can use or test
multiple paradigms can be examined multiple paradigms
e Design plans that use paradigms sequentially
or in parallel
e Multiparadigm coding when necessary
Results o Interpret results from multiple perspectives Make unbiased interpretation of the results

Source:  Adapted from Lewis, M.W. and Grimes, A.J., Acad. Manag. Rev., 24, 672, 1999.
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3.3.1 ReseARCH QUESTION

Transforming broad topics to researchable questions is a starting point for most quantitative studies.
An original research question is the foundation of the house of inquiry. A good and significant
question should have the potential to contribute to knowledge and theory development, as well as
managerial and policy practices. It is not surprising to see that most social science studies anchor
their research question to a single paradigm, reflecting what Morgan (1980) calls puzzle-solving
activities that “seek to operationalize the detailed implications of the metaphor defining a particular
school of thought.” Such activities, as Kuhn (1962) sees it, are characteristic of ‘“‘normal science”
where the legitimacy of a question depends on whether it fits or contributes to the dominant
paradigm. In a postnormal science with competing paradigms, the legitimacy of the question may
vary across paradigms. As a result, rather than defining the research question from a narrow
perspective based on a single paradigm, multiparadigm inquiry concentrates on defining the
phenomenon of interest so that interpretative flexibility can be enabled. This is particularly import-
ant for public administration as an applied field where helping understand and improve adminis-
trative performance regardless of theoretical perspectives is, at the very least, as important as
validating or extending a single perspective.

For example, the issue regarding the performance of public service networks can be approached
in different ways. A comprehensive list of factors that may help explain such performance can
be identified such as the informal relational structure of the network (e.g., centrality and
density), institutional arrangements (e.g., performance monitoring and oversight rules), network
stability (e.g., network participant stability and personnel stability), network learning, social
capital, managerial strategies (e.g., networking and managing upwards and outwards), and network
contexts (e.g., resources and environments). It would be nice if all those aspects could be included
and tested in a comprehensive model, but public administration scholars are often constrained in
their ability to conduct such a large-scale project. Depending on their theoretical perspectives, they
may narrow the topic in different ways. A positivist researcher who is more interested in examining
the effects of managerial strategies would probably use network contexts as control variables,
assuming that public managers can deliberately choose among alternative strategies based on
rational calculations (e.g., Agranoff and McGuire, 2003; O’Toole and Meier, 1999). An interpre-
tivist researcher, in comparison, would probably take network contexts more seriously, adopt
qualitative designs, and examine the contexts affecting the emergence of managerial strategies
and the social construction of performance (e.g., Granovetter, 1985). In the words of Berry et al.
(2004), the contexts can be treated ‘‘not as noise that is incidental to the purposes of the network, but
as everyday sources of meaning that guide and define the actions of the participants” (p. 549). These
two lines of research, of course, can be integrated into a larger project. Public administration
researchers need to be aware of the fact that how a question should be defined depends on their
paradigmatic assumptions. When it is feasible, asking several questions from different perspectives
would help us gain a more complete understanding of the phenomenon of interest.

Again, it is worth acknowledging that framing research questions from a multiparadigm
perspective is not always more preferable than from a single-paradigm perspective. The background
and purpose of the research matter in the choice. Nevertheless, one should remember that paradig-
matic assumptions determine the big questions one thinks worth pursuing. For example, from the
traditional managerial perspective that focused on organizational and behavioral analysis (the first
model in Table 3.1 or the Ideas II and IV in Holzer, Gabrielian, and Yang (2006)), Behn (1995)
identifies three big questions of public management: How can public managers break the micro-
management cycle? How can public managers motivate people? How can public managers measure
achievement? In comparison, Neumann (1996) starts with the open systems theory and specifies
three different big questions: What is the nature of a ““public”’ organization? How is the public
organization related to its environment? What does it mean to manage or to administer the public
organization? Taking a different stance, Kirlin (1996) points out that Behn’s argument is rooted in
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the managerial perspective of public administration and it ignores other perspectives including the
political and legal ones (see Table 3.1). Rooted instead in a perspective of democratic polity, Kirlin
(1996) puts forward seven big questions:

* What are the instruments of collective action that remain responsible both to democratic-
ally elected officials and to core societal values?

*  What are the roles of nongovernmental forms of collective action in society, and how can
desired roles be protected and nurtured?

* What are the appropriate tradeoffs between governmental structures based on function
(which commonly eases organizational tasks) and geography (which eases citizenship,
political leadership, and societal leaning)?

* How shall tensions between national and local political arenas be resolved?

*  What decisions shall be “isolated”” from the normal processes of politics so that some other
rationale can be applied?

* What balance shall be struck among neutral competence, representativeness and leadership?

* How can processes of societal learning be improved, including knowledge of choices
available, of consequences of alternatives, and of how to achieve desired goals, most
importantly, the nurturing and development of a democratic polity? (p. 417)

3.3.2 LITERATURE REVIEW

In multiparadigm inquiry, literature in different paradigms should be identified, compared, end
evaluated. This is particularly useful when the researcher attempts to develop a new theory or
perspective. For example, in explaining and advocating the New Public Administration (NPA),
Frederickson (1980) reviewed five public administration models that can be viewed as paradigms as
loosely defined: classic bureaucratic model, neobureaucratic model, institutional model, human
relations model, and public choice model. He used a bracketing technique by showing how the five
models are different in terms of their empirical focus, unit of analysis, characteristics, and values to
be maximized. However, the review also addressed bridging among the models as they overlap in
various ways. Both the classic bureaucratic model (e.g., Gulick and Urwick) and the neobureau-
cratic model (e.g., Simon and March) emphasize the value of efficiency and economy, although the
latter pays specific attention to rationality and productivity. Both the neobureaucratic model and
the institutional model (e.g., Downs, Lindbloom and Thompson) adopt the positivist perspective
and focus on decision making, but they emphasize different values—the latter stresses increment-
alism, pluralism, and criticism instead of rationality, efficiency and economy.

Moreover, in comparing New Public Administration with traditional public administra-
tion models, Frederickson (1980) uses a technique similar to “bridging” that attends to transition
zones between paradigms. Frederickson considers the new public administration and traditional
models as two extremes, in between which are transitional positions. For example, although
traditional models advocate for ‘“‘leadership by authority,” the New Public Administration pre-
scribes “leadership by change facilitation,”” and the transitional position indicates ‘“‘leadership by
consent’ (p. 55). For traditional models, ‘‘the problem is basically one of reform or change”; for the
New Public Administration, ‘“‘the problem is one of institutionalizing change procedures’’; and for
the transitional position, ‘“‘change and reorganization should be encouraged” (p. 55). The book also
offers similar comparisons with regard to the nature of change, uncertainty, responsiveness, and the
relationship between technology and politics. In another well-articulated study, Frederickson (1996)
compares the reinventing government movement and the new public administration. He sees the
similarities between the two movements in terms of management and organization: ‘“‘Both move-
ments have as their impetus the need for change. Both are committed to responsiveness but in
different ways. In new public administration, it is a professional public service dedicated to both
efficiency and social equity; in reinventing government, it is the empowerment of individual
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customers to make their own choices” (p. 269). In the meantime, he points out the two movements
differ in significant ways. New Public Administration, in his view, is more concerned with issues of
rationality, epistemology, methodology, institutions, and politics than reinvention is. In addition, the
two movements have a sharp difference in the values they espouse. Although reinvention empha-
sizes individual choice, incentive structure, competition, and market, ‘“‘new public administration is
concerned more with humanistic and democratic administration, concerned more with institution
building and professional competence, concerned more directly with issues of politics and with
matters of justice and fairness—broadly under the label of social equity” (p. 269).

Another excellent example is provided by Denhardt and Denhardt (2000) in outlining a theory
of new public service and comparing it to old public administration and New Public Management.
Denhardt and Denhardt demonstrate clearly how the three perspectives differ with regard to ten
aspects: primary theoretical and epistemological foundations; prevailing rationality and associated
models of human behavior; conception of the public interest; targets of public service responsive-
ness; role of government; mechanisms for achieving policy objectives; approach to accountability;
administrative discretion; assumed organizational structure; and assumed motivational basis of
public servants and administrators. For instance, in old public administration, the role of govern-
ment is rowing (designing and implementing policies focusing on a single, politically defined
objective) and the approach to accountability is hierarchical (administrators are responsible to
elected officials); in New Public Management, the role of government is steering (acting as a
catalyst to unleash market forces) and the approach to accountability is market-driven (adminis-
trators are responsible to customers); and in new public service, the role of government is serving
(negotiating and brokering interests among citizen and community groups, creating shared values)
and the approach to accountability is multifaceted (administrators are responsible to law, community
values, political norms, professional standards, and citizen interests).

Reviewing the literature as suggested above may be a difficult and arduous task because authors
rarely state their paradigm and often make the choice unconsciously. As Berry et al. (2004)
comment on network research, they identify three traditions rooted in different disciplines: social
network analysis (sociology), policy networks (political science), and public management networks
(public administration). They point out that ““until the last few years, there has been relatively little
cross-fertilization across the research traditions, and it is often unclear whether authors in each
research stream have intentionally disregarded or are simply unaware of the complementary research
streams” (p. 540). Multiparadigm inquiry requires researchers to evaluate publications carefully,
attending specifically to the use of terms and metaphorical language in the publications (Willmott,
1993). This also suggests that it may be beneficial to the discipline if researchers could make
conscious a choice about paradigms and then state it explicitly in their articles.

3.3.3 HYPOTHESES

With multiple paradigms available for use, researchers should make explicit the paradigmatic
assumptions of their hypotheses. At the least, they should be aware of the assumptions and
associated limitations even when it is clear that they are dealing with a single-paradigm study.
Whenever feasible, it is also beneficial to use competing or complementary hypotheses based on
different paradigms so that a more complete picture can be drawn about the phenomenon of interest.
This can be applied not only to quantitative studies, but also to qualitative studies that include
qualitative propositions.

One classic example is offered by Allison (1971) in explaining the Cuban Missile Crisis with
three models of decision making, which are used as three hypotheses or propositions to be tested.
The first model, rational actor, views government decisions as the product of a single actor in
strategic pursuit of self-interest. This model supports hypotheses that are related to the problem, the
alternatives, the strategic benefits and costs, shared values and axioms, and internal pressures. The
second model, organizational process, conceptualizes decision making as highly structured through
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standard operating procedures (SOP). It relates to hypotheses that are directed to concepts such as
organizational implementation, organizational options, incremental change, long-range planning,
administrative feasibility, and directed change. The third model, bureaucratic politics, argues
that government actions are the product of bargaining and compromise among political players.
This model entails hypotheses that are related to concepts such as power, parochial priorities, rules
of the game, action-channels, and stakes and stands. In drawing the conclusion, Allison hinted that
future studies should explain decision making with multiple models and associated hypotheses
because the models can complement each other: “The best analysts of foreign policy manage to
weave stands of each of the three conceptual models into their explanations...By drawing
complementary pieces from each of these styles of analysis, explanations can be significantly
strengthened” (p. 259). In this view, Model II is embedded in Model I, as the former “fixes the
broader context, the larger national patterns, and the shared images,”” whereas the latter ““illuminates
the organization routines that produce the information, alternatives, and action” (p. 258). Similarly,
Model III can be seen as embedded in Model II, as Model III “focuses in greater detail on the
individual leaders of a government and the politics among them that determine major governmental
choices™ (p. 258).

In empirical quantitative studies, researchers often include hypotheses derived from different
schools of thought to improve their model’s explanatory power without explicitly acknowledging or
realizing the multiparadigm nature of the hypotheses development. For example, Quinn and
Rohrbaugh’s (1983) competing-values framework gives rise to four organizational culture types:
rational culture (rational goal model), group culture (human relations model), developmental culture
(open systems model), and hierarchical culture (internal process model). These four types of
organizational culture are all included as independent variables by Moynihan and Pandey (2005)
in assessing how environmental factors and organizational factors affect government performance.
In addition to the culture variables, their model includes other variables that reflect different
models of the competing-value framework such as goal clarity (rational goal model), centralization
(internal process model), and elected official support of agency (open systems model). Another
example is offered by Yang (2006) in examining the conditions under which public managers will
honestly communicate performance measurement results to other stakeholders. Yang (2006)
develops hypotheses that are based on two contrasting perspectives of bureaucratic behavior:
agency theory and culture theory. More generally, scholars have borrowed a variety of perspectives
and approaches from other disciplines to study behavior of bureaucrats and bureaucracies. These
perspectives fall into at least two categories: the rational choice school of which agency theory is a
part and the human relations school of which culture theory is a part. Any explanation of
bureaucratic behavior will necessarily involve hypotheses from both schools of thought.

3.3.4 METHODOLOGY

Given a multiparadigm reality, researchers should realize that it may be beneficial to adopt a mixed
methodology, to collect data via multiple sources, and to code the data from multiple perspectives.
The argument for mixed methodology is not new in the public administration literature. Qualitative
methods such as case study, ethnography, hermeneutics, action research, and grounded theory are
usually associated with interpretivist or constructivist paradigms. Quantitative designs such as
experiments, quasi-experiments, and cross-sectional designs are often associated with positivist
paradigms. The debate of qualitative versus quantitative methods has evolved in a way that
corresponds to what we depict in Figure 3.1. Taking the incommensurability position, the segrega-
tionists argue that quantitative and qualitative paradigms are incompatible due to their mutually
exclusive epistemological and ontological assumptions. Therefore, using different methods will
lead to essentially different observations of the same phenomenon. Taking the second position in
Figure 3.1, the integrationists, however, reject the dichotomy between the quantitative and the
qualitative, attempting to integrate both methodologies for the same study. The quantitative and
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qualitative methods will support each other and enhance the credibility of the research. Taking the
third or the fourth position in Figure 3.1, the eclectics acknowledge the two approaches have distinct
assumptions, but both are valid and the situation will dictate which one should be used or whether
both should be used as complementary elements.

We contend that qualitative and quantitative designs are complementary. Researchers can use a
parallel strategy, simultaneously applying both designs. This is particularly useful when researchers
first develop or explore a new paradigm because the parallel strategy minimizes the chances of
confusion between paradigms (Schultz and Hatch, 1996). Alternatively, they can take a sequential
route, applying the two types of designs one after another. A common sequence is that one starts
with objective paradigms and follows with subjective paradigms, obtaining generalizable overviews
first and then seeking more localized meanings. For example, in studying whether and how training
is provided to local government employees with regard to citizen participation, Callahan and Yang
(2005) used a national survey to collect quantitative data. The survey analysis led to some
interesting questions, so they decided to purposefully select ten jurisdictions for follow-up inter-
views based on the level of training they provided and the nature of the comments they made in their
open-ended responses. They randomly selected five large and five small jurisdictions from a group
of 49 jurisdictions that indicated in the survey that they provided a lot of training or developed
partnerships with citizens. They then conducted telephone interviews with the city managers and
coordinators of neighborhood relations programs. One can also reverse the order, seeking subjective
understandings of a new topic first and then designing quantitative studies. This sequence is often
assumed in quantitative studies, but authors rarely show whether they went though the arduous
qualitative research process before testing the quantitative models.

Public administration may benefit greatly from more conscious efforts to apply multiple
paradigms in a research project. Take performance measurement research for example. One stream
of studies is functionalist, describing how performance measurement systems should be established
and what factors affect their effectiveness (e.g., De Lancer Julnes and Holzer, 2001; Wang and
Evan, 2000). Another stream is critical or postmodern, arguing that performance measurement is a
control gimmick employed by politicians as a discourse that can be misused (Fox, 1996; Radin,
2000). It would advance performance measurement research if the two approaches can be more
carefully aligned or even integrated. In organizational studies, it is not rare that one uses a
functionalist paradigm to highlight managerialist understandings and then follows with more critical
views to expose fragmentation and conflict (Martin, 1992). The sequence can be reversed to start
with critical views followed by functionalist perspectives.

Paradigms relate to data collection and coding. As Lewis and Grimes (1999) contend,
“choosing a source of data for multiparadigm inquiry is controversial, since the question of
what constitutes data is paradigm laden (Gioia and Pitre, 1990). Managing this dilemma requires
collecting a metatheoretical sample: data interpretable from multiple-paradigm perspectives”
(p. 679). For example, Martin (1992) collected extensive and unstructured interview data
about organizational culture, which were analyzed through divergent theoretical lenses. In the
meantime, with multiple paradigms in mind one is more likely to “see” the data with greater
analytical depth. Multiparadigm coding typically involves a two-stage process: becoming intimate
with the data and then imposing alternative spins. During the first step, researchers take detailed
notes, developing first impressions of nuances and patterns of the data. During the second step,
researchers “read” the data via each paradigm, enabling construction of the different insights
(Lewis and Grimes, 1999). The application of each paradigm is a reconstruction process and a
recoding process.

3.3.5 REsuLts

With a richer understanding of various paradigms, a researcher is more likely to develop insightful
analysis because he or she is more likely to capture certain features and subtleties in the data and to
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avoid oversimplified interpretations (Glaser and Strauss, 1967). As Lewis and Grimes (1999)
suggest, researchers can “immerse themselves within alternative paradigms, track down patterns
in the data, and create contrasting accounts of the phenomenon of interest” (p. 681). In so doing,
the resulting accounts may help researchers to juxtapose paradigm interpretations and gain a
complete understanding of a common empirical referent (Reed, 1997). A simple example is that
a 50 percent number can be counted either as half full or half empty depending on one’s point of
view. For example, in a study of managerial perceptions of privatization in a state department
of transportation, DeHart-Davis and Kingsley (2005) find that better relationships between mana-
gers and contractors lead to more favorable perceptions toward privatization. This observation
can be interpreted in different ways. As DeHart-Davis and Kingsley (2005) write, the implications
of the results can be specified in different ways depending on one’s view of privatization. If one
is deeply concerned with the negative impact of privatization on the integrity of public administra-
tion, then he or she “may warn that public managers can be ‘captured’ by contractors, much in
the same way that regulators are captured by their regulated communities™ (p. 239). However, if
one is a diehard advocate for privatization, then he or she “may view these study results as
information for improving managerial acceptance of privatization. The implications...may be
couched as advice to public executives, e.g., ‘building relationships between consultants and
mangers’” (p. 239).

3.4 CONCLUSION

Public administration researchers face multiple competing paradigms, broadly defined, and they
have to deal with this reality in their own research. These paradigms complement one another,
providing both alternative and overlapping insights toward the phenomenon of interest. Together
they constitute a substantial body of knowledge for public administration research. Public admini-
stration students should take a “both...and” stance toward these paradigms rather than an “‘either
...or” stance. The “both...and” stance, however, should not be taken at the extreme to mean a
“hands off”” policy. It is not rare that students pay little attention to paradigmatic assumptions of
published articles and their own work. They may justify this neglect by arguing that public
administration does not really have a paradigm and such a paradigm may not be necessary. This
chapter argues that paying attention to paradigmatic assumptions is important for theory advance-
ment and practical problem solving. As Schultz and Hatch (1996) state, ““it is impossible and
illusionary to settle the paradigm issue once and for all. . . but it is equally naive to think organiza-
tion theorists are ready to transcend the need for paradigms completely. Rather, researchers need
paradigms (or some other orienting device) to maintain and make use of the diversity that
characterizes the field of organization studies™ (pp. 552-553).

Kettl (2000) asserts that American public administration is struggling with three questions, one
of which is how public administration can “‘ensure the systematic testing of its theoretical proposi-
tions and, therefore, advance the state of theory” (p. 30). Public administration has long been
criticized for a lack of rigor in theory and research. Kettl argues that the question is difficult to solve
partly because of conflicting theoretical approaches and partly because of the difficulty of providing
rigorous practical advice on practical problems that ultimately depend on infinitely variable indi-
vidual behavior. This chapter argues that a better understanding of multiparadigm inquiry may help
us improve the theoretical and methodological rigor of public administration research.

END-OF-CHAPTER QUESTIONS

1. Select an empirical article from a major public administration journal, such as Public Adminis-
tration Review and Journal of Public Administration Research and Theory. After reading the
article, please answer the following questions: (1) Is the theoretical framework clearly stated in
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the article? What is it? (2) Are hypotheses derived naturally from the theoretical framework?
Would other theories or approaches lead to the same hypotheses? Can other theories or
approaches lead to additional hypotheses that complement the current ones? (3) What method-
ology is employed by the author? Can alternative methodologies enrich the understanding of the
topic? (4) Are the findings and implications consistent with the data and results? Is it possible to
interpret the results in different, even opposite, ways?

2. Find and read the Morgan (1980) article, and be familiar with its framework. Then choose a
research area of your interest, such as contracting, performance management, and leadership, and
answer the following question based on your review of the literature in the research area: (1) Are
all the four paradigms specified by Morgan reflected in the literature in this area of research? (2)
If one or more paradigms are missing from the literature, what might be the reason? Can you
think of meaningful ways to apply the missing paradigms to this area of research? (3) If one or
more paradigms have been developed in the literature, are there any syntheses? If not, can you
develop one?
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4.1 WHERE DO RESEARCH QUESTIONS COME FROM AND HOW
ARE THEY DEVELOPED?

In Alice’s Adventures in Wonderland Alice asks the Cheshire cat “Would you tell me, please, which
way I ought to go from here?”” “That depends a good deal on where you want to get to,” said
the cat. “Idon’t much care where . . .”” said Alice. ““Then it doesn’t matter which way you go,” said the
cat. ““...so long as I get SOMEWHERE,” Alice added as an explanation. “Oh, you’re sure to do
that,” said the cat, ““if you only walk long enough.” (Carroll, 2005, pp. 57-58). The researcher’s
quest, like that of Alice, is to make a journey of discovery. Making a research journey efficiently and
effectively requires a sense of direction provided by a research question.

Most research projects start with a question. Identifying the research problem or defining the
study question is the first and most important of eight steps in the research process described by
McNabb (2002, p. 54). Similarly, Gail Johnson describes planning as the key to successful research
and the first step in planning a research project is determining the question (2002, p. 27). Johnson
believes that this step is so crucial to the success of a research project that if mistakes are made then
“the research cannot be saved” (2002, p. 27).

What does the phrase research question mean? It is the focal question a research project is
intended to answer. It is not a question developed for a survey or an interview protocol. Most
research methods, survey research, and interviewing texts cover writing that type of question very
well. Such questions are tools designed to help develop an answer to the research question.

Virtually every research methods text talks of research questions. Their authors acknowledge
the importance of a research question as a guide for the research project. The research question helps
define what is to be included in the project, and just as important what is to be excluded. Multiple
authors of methods texts make this point (Johnson, 1997; McNabb, 2002, p. 73; Andrews, 2003,
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p- 14; and Trochim, 2005). This guidance includes direction for the literature review, research
design, method or methods of collecting data, selection of a sampling frame and sample, forms of
analysis, and also influences how the results are written, and may affect decisions about where and
how they are presented. These texts make this point well.

In contrast, a few authors of methods texts proffer some ideas about finding or creating research
questions which is of some use, but many do not help the reader learn where research questions
come from and how to develop research questions and subquestions. Usually, methods texts’
coverage of research questions is limited to making the point about the importance of the research
question. Once this is done they usually then suggest that the researcher can find research questions
by reading the literature, talking with experts, and attending conferences. Usually the topic of
research questions is not developed more than this and no examples are provided.

Although these ideas are useful, is it enough to suggest that research questions can be found by
reading the literature, talking with experts in the field, and attending conferences? The author thinks
not, because this level of coverage barely scratches the surface of the issue. Moreover, the preferred
process of developing a research question varies from individual to individual researcher and it is
only one topic in any methods text.

The process used by a specific researcher to develop aresearch question is highly individualistic and
may be approached in different ways for different topics. What works best for one person may not work
equally well for another. Researchers like all students learn in different ways and are interested in
different things. How deductive or inductive an approach a researcher takes, or how they mix these
approaches, varies considerably across individuals and projects too. Some researchers like to use
research questions in their work although others prefer more formally stated hypotheses. How an
individual approaches the issue of question development may evolve considerably over the life of their
career. A student and, in turn, a young faculty member may struggle to find research questions. Later in
their careers they may find research questions almost everywhere they look. The issue then is one of
prioritizing and concentrating one’s efforts on the questions the researcher believes are most important.

To be fair, development of a research question is only one of the many complex topics
that research methods text must address as they survey the methodological field. For that matter a
research methods text can barely touch the issue of research questions or virtually assume that they
occur naturally in the research process, but cannot legitimately treat topics like survey research,
interviews, and measurement issues that way.

Questions are our primary means of dealing with the unknown and of obtaining new informa-
tion. A question frames the literature review. In fact, a literature review may reveal answers to the
research question and eliminate the need for new research to answer a given question. This
discovery could be a fortunate event in multiple senses, at a minimum because it saves time and
energy. Similarly, a literature review may lead to studies of closely related questions. These are
useful because they suggest perspectives, issues, questions, and research methods that a researcher
can build on in their own work.

In addressing the question of where research questions come from this essay examines the
following topics:

* Motivation to do research and decide on a research question
* Where do research questions come from?

* Types of research questions

* Explicit and implicit questions

* How are research questions framed?

¢ Creating, clarifying, and framing research questions

* How questions are framed determines their usefulness

* Every research question may contain subquestions

* Review by colleagues, practitioners, and clients

* Conclusion
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4.2 MOTIVATION TO DO RESEARCH AND DECIDE
ON A RESEARCH QUESTION

One of several things the organization behavior literature tells us is that motivation spurs activity. So
the question here is what spurs individuals to develop research questions and do research?

According to Gordon Tullock, curiosity is a motive for inquiry. The subject of inquiry is quite
simply anything which anyone might be curious about or which might be practically useful
(Tullock, 1966, p. 40). Similarly, Jean Johnson believes that ‘‘searching seems to be a result of
our natural curiosity, our desire to find answers to problems, our urge to question what others have
told us, or perhaps just our need to know more about the unknown’ (Johnson, 1992, p. 3).

Tullock identifies two types of curiosity: induced and pure. Induced curiosity describes the
motivation of university faculty “who do research and produce articles simply because that is the
way they earn their living. They may actually have very little interest in the subject of their
investigation and will abandon their researches without a single pang of regret if they are offered
a better paying job doing something else” (1966, p. 29). Those who are genuinely curious are
immersed in their vocation “‘so completely as seriously to limit all other activity.... Most of them
are happiest when they are working.... Economic return, social, and professional status are of
secondary importance.” Tullock concludes that the most common condition is a “varying mixture
of the [se] two pure cases’ (1966, p. 29).

Tullock believes that “‘the particular curiosity which leads a scientist to undertake a given bit of
research is always the outcome of [their] general curiosity” which leads a researcher to keep
informed of developments in the whole field about which [they] are curious, “but...undertake
specific investigations only when [they] see an opportunity for particularly fruitful discoveries”
(Tullock, 1966, pp. 30-31). When a research project is finished they will hunt for and move on to
the next project. In fact their new problem may be an outgrowth of a previous project. Some
researchers will spend a significant portion of their career on a single research problem and its
offspring. This is especially likely with difficult and complex problems. Normally a researcher’s
interests may shift considerably during their life (1966, pp. 32-34, 54).

All scientists are engaged in the discovery of the real world. “Inquiry may be inspired by ...
dissatisfaction with the state of knowledge’ (Tullock, 1966, p. 28). So a researcher’s efforts may be
spurred by their reactions to existing research or lack of it. Researchers often try to think up a
completely new approach to a problem (Tullock, 1966, p. 61). Research may lead to the develop-
ment and application of a new theory. Even if this research effort is unsuccessful it will lead to the
development of new knowledge which will affect their future work (Tullock, 1966, pp. 4353, 177).
This is learning and is a cumulative process. In sum, Tullock believes that knowledge of one’s field,
innovation, or creativity, and efforts to develop theory and apply it are all sources of research ideas.
A healthy dose of curiosity may spur any or all of these activities. Tullock believes that there is a
tremendous range of motives for and means employed in doing research. So what do others have to
say about finding research questions?

4.3 WHERE DO RESEARCH QUESTIONS COME FROM?

Social scientists are in the business of describing and understanding the world around them of
defining what it is, how things work, and ultimately, perhaps, how to improve them. And as for
finding research questions they only need to interact with that world. The public administration
literature talks of pracademics (Ospina and Dodge, 2005) and connectedness (Newland, 2000). Is
finding research questions not part of what pracademics and connectedness are all about? Questions
come from practice and practitioners can supply an endless variety of them either as individuals
whom a researcher interacts with directly or though the formal RFP process. What is it that
practitioners do? Why do they do it? How can they do it more effectively and efficiently? Well-
known research works used this technique (Kaufman, 1960; Mintzberg, 1973). The author’s
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experience is that practitioners are delighted to tell you about what they are doing. One only has to
ask and most practitioners and politicians will take advantage of all the help they can get.

Questions also come from reading the literature on a regular basis and from doing a literature
review. ‘‘Research topics can come from questions discovered in texts, in the professional literature,
from classroom discussions, from hobbies and other outside interests, and, of course, from the life
experience of the researcher’” (McNabb, 2002, p. 63).

Andrews (2003) indicates that there are two common ways to develop research questions. “One
is to work hard and fast, early in the project, to generate and refine your research question. The other
is to let the research question emerge from the literature” (Andrews, 2003, p. 9). Developing a
question early starts with a literature review and a decision about what aspect of the topic you want
to focus on.

Researchers almost always stand on the proverbial shoulders of their predecessors. Why not take
advantage of the work of others, get a running start so to speak, rather than reinvent the proverbial
wheel. As Gordon Tullock points out that “‘new discoveries are based on older discoveries [and] . . . that
the absence of these [earlier] discoveries would significantly reduce our present rate of progress’’ (1966,
p. 24). So researchers build on the work of their predecessors and knowledge cumulates.

Strong motivations drive the researcher to do a literature review. This is described as one of the
standard steps in the research process or good science in virtually every research methods text and
course. Some authors of methods texts devote substantial attention to how a literature search and
literature review should be done (Johnson, 1997), whereas others do not get into the nitty gritty
deeply. To not do a literature review risks discovering that someone else has already done your study.
For that matter the author believes that most researchers do not want to simply repeat exactly what a
predecessor has done. A primary purpose of research is learning and doing new and different things.
Besides, going where none have gone before is exciting for an academic, and perhaps more likely to
result in a publishable manuscript.

In its simplest form, building on the work of another may start with a single study. Almost any
study can be extended. This can be done in an endless variety of ways. Almost any study can be
carried out in a different or larger setting, looking at additional things (variables) that may affect the
result, and using different measures. Neuman (1997) suggests that the individual seeking a research
problem might do any or some combination of the following:'

* Replicate a research project in a different setting or with a different population

* Consider how various subpopulations might behave differently in the same situation

* Apply an existing perspective or explanation to a new situation

* Explore unexpected or contradictory findings in previous studies

¢ Challenge research findings that fly in the face of what you know or believe to be true

Another source of ideas for new research questions is found in the suggestions for further
research that is an expected part of any research presentation. Today, virtually every article contains
suggestions for further research. These statements come in the direct form of suggestions of what
needs to be done in future studies. Also, suggestions occur indirectly through statements recogniz-
ing limitations of the current study.

Alternatively, one can ask “What do these results contribute to theory?”” “Do they support what
we know or not?” “‘Do they extend it in some way?”” Would-be researchers are taught to constantly
question theory and these endeavors allow them to test findings and theory. If confirmation does not
occur then the researcher faces the task of explaining why and modifying what is known. Because
theory is always in a process of development, replication and extension efforts are good science. For
example, Janet Kelly examines the theoretically important problem of the linkage between citizen
satisfaction and service quality (Kelly, 2005). Specifically the issue is, “We don’t know the
relationship between the performance of government and improvement in citizen satisfaction with
or confidence in government, though we assume it exists and that it is positive (Kelly, 2005, p. 77).
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Another way to find research questions is to reexamine a classic work in the field. Such is the
case, for example, in recent reexaminations of Herbert Kaufman’s The Forest Ranger (Carroll,
Freemath, and Alm, 1996; Koontz, 2007; Luton, 2007; Martin and Toddi, 2004).

New theories are developed or old ones extended because old theory, despite some degree of
longevity, proves to be either invalid or inadequate. Someone may introduce a new idea. In an
effort to develop theory this type of endeavor can be based on drawing different works together in
new and particular ways. One can take multiple studies and bring them together assembling them
into a new whole, much the way a child builds something with Legos. For example, in part,
Maslow’s theory of motivation was assembled in this way (Maslow, 1970), and so too the theory
of public service motivation (PSM; Perry and Wise, 1990).

Others then develop and extend these new ideas. For example, Perry and Wise extended
motivation theory by developing the concepts and theory of public service motivation to better
explain behavior they observed among people engaged in public service (1990). How can this
concept and its subcomponents be measured? What does it mean? Does it apply? How can it
be used? Is it valid? In fact, for example, at the end of their initial study Perry and Wise called for
further research on public sector motivation (1990). Perry did substantial follow-up work on public
service motivation focusing on measurement, antecedents of the construct, refinement of the theory,
and ethics (Perry, 1996, 1997, 2000; Perry, Coursey, and Littlepage, 2005). And Wise incorporated
the concept in a larger theoretical context (Wise, 2003).

Many other researches have used the PSM concept in a variety of different ways including
measurement issues, conditions that foster PSM, gender differences, and productivity (Alonso and
Lewis, 2001; Brewer and Facer, 2000; Bright, 2005; DeHart-Davis, Marlowe, and pandey, 2006;
Houston, 2006; Miller and Whitford, 2007; Moynihan and Sanjay, 2007; Wright, 2001, 2007).
Perry and Wise’s, 1990 study has been cited 110 times (results from a Google Scholar search
identifying the original 1990 study that indicated “Cited by 110’) in other researches although this
probably underestimates the actual amount of research being done, and a search for [Perry AND
Wise AND ““public service motivation”] produced 121 hits. And a broader search using the target
[Perry AND Wise AND motivation] produced 5260 hits.

Rather than improve on or build on a single study, a researcher could use a literature synthesis to
develop research questions. One way to go about this is by synthesizing the work of several other
individuals by examining multiple studies. What does the body of evidence say about a topic or
multiple subtopics? What answers do the studies consistently offer to research questions? What
are the effect sizes of these studies? For example, Edwards et al. (2002) summarized the results of
292 empirical studies of methods designed to improve response rate to mail-back surveys. They
provide substantial evidence of what works and what does not and provide subsequent investigators
with ideas about what needs to be examined in future studies.

Similarly, meta-analysis could be used to develop similar questions from prior research. For
example, a now-classic study examined earlier research reports to determine the effects of financial
rewards, goal setting, participation, and job enrichment on employee motivation (Locke, Feren,
McCaleb, Shaw, and Denny, 1980). Further work has been done to elaborate all four of these
suggested means of stimulating employee motivation.

As mentioned earlier, existing lines of research can be extended in many ways. For instance,
considering how various subpopulations might behave differently in the same situation is the basis
for much research today. For instance, a large number of research studies exist that focus on issues
involving race, gender, age, disability, religion, ethnicity, and cultural background. Gone are the
days when such questions would not be asked but simply assumed away. The whole basis of ethnic
studies and of feminist studies rests on the assumption of and demonstration of differences. Even
without questions of discrimination there are a myriad number of issues because one can ask these
kinds of questions about any research finding. For example, how might this apply to public service
motivation? Is it the same for African Americans, Hispanics, Asians, and whites? Does it change
with age? Do people become more or less altruistic with age? Is it the same for persons of different
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religious and cultural backgrounds? Do the disabled exhibit PSM? How do they compare with
members of other groups? Overall, how do the values of members of these different groups come
into play? And, how does PSM affect the attitudes and work behaviors of these different subgroups?
A number of studies examine these questions.”

Ansv&;ering the following questions may help the researcher select, define, and refine a research
question:”

* Is this a worthwhile question?

* s the question answerable?

* Are there ethical issues involved in research on this question?

¢ Is there a clear reason for asking this question?

* What is already known about this issue? This is the reason for conducting a literature
review. Virtually all texts emphasize this.

* What assumptions exist in what is already known?

* How does the topic fit into the exploratory research categories you might use such as
personal, sociological, political, historical, and scientific categories?

* Are you interested in this question? Do you care about it or not?

* Early on develop a wide range of potential questions and refine that list as your knowledge
of the topic develops.

* Do you want to be known as a person who does or did research on this topic?

* Will this project help you develop in a desirable way? Each research project contributes to
your knowledge and professional development and helps define who you are as a person.

* How have others conducted research on this issue? What theories and methods did they
use? What problems did they encounter? This is the reason for conducting a literature
review. Virtually all texts emphasize this.

* Who is requesting this research? Do they really know what they need to know or not? Will
they be willing to work with you putting in the amount of time required to execute the
project in an appropriate manner? Do they have a particular outcome they hope the
research will support?

* Are there any mandates from policy makers involved?

* Does this research have political implications? Can this project potentially blowback on
you and your employer?

* Who are the likely users of the research? What are they most interested in?

* In relative terms how easy will it be to answer this question?

* Do you have the resources necessary to answer this question including the expertise, time,
money, and access to data sources? What are the resource requirements, data availability?

Questions posed by those sponsoring research may not be clear. For example, the questions in a
public agency’s RFP may not be clear and simple because the individuals who wrote the RFP did not
spend sufficient time refining them or deciding what they really needed to know or think about how they
were going to use the information collected. Questions in the RFP may not be specific enough to be
researchable and may even be unrelated to what that public agency actually needs. One way to resolve
the clarity of the problem is to confer repeatedly with stakeholders until they have defined in a clear,
focused, and relevant manner what they need to know (Johnson, 2002, pp. 27-29; Patton, 1986).

This is an important issue because slightly altering a research question may change the focus of a
project so much that different data is needed to answer it. This data may have to be collected and
analyzed in entirely different ways. Alternative methods and analyses may drastically change the time
and cost required to carry out a project. Gail Johnson provides a perceptive illustration of this issue.

If the legislature asks the transportation department ‘“Can you evaluate a road construction project
between several suburban communities and a large retail area in the central city?” this is rather vague.
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There are several possible questions that have slightly different wording but suggest different data
collection strategies:

® If the question is “What is the quality of the road?”’ the transportation department might
want to bring in some engineering experts to determine the number and size of potholes in the
roads.

* If the question is “How frequently is the road used?”’ the department may want to use a
method to count the traffic.

® If the question is “How satisfied are citizens with the road?”’ then the department might want
to gather data directly from citizens.

* If the question is ‘“Has business at the retail center increased as a result of the roads?”’ then the
department might want to collect sales data over time or ask the owners whether they think
business has improved (Johnson, 2002, p. 28).

To help a group generate a list of questions, Michael Patton suggests a practical exercise. Meet
with a group of key stakeholders, and ask them to complete ten times the blank in the sentence
“I would like to know about (name of program or object of study).”” Then, divide them into
groups of three or four people each and ask them to combine their lists together into a single list of
ten things each group wants to know. Finally, get back together and generate a single list of ten basic
things the group does not have information on but they would like to know, things that could make a
difference in what they are doing. Follow-up sessions should be held to refine and prioritize these
questions (Patton, 1986, pp. 75-77).

This is an important issue because slightly altering a research question may change the focus of
a project so much that different data is needed to answer it. It may have to be collected and analyzed in
entirely different ways. The data may change the time and cost required to carry out a project.

4.4 TYPES OF RESEARCH QUESTIONS

There are three general types of research questions and they focus on description, normative issues,
and relationships. Descriptive questions do exactly that—they describe something. The researcher
answers questions involving issues of who, what, how many, and how much. Normative questions
focus on ‘““what is” and compare it with “what should be.” Relationship questions address
relationships between variables and may be phrased in terms of association or covariance, or if
the researcher is ambitious, cause and effect, or impacts or outcomes, and may predict future
impacts. A single study might involve one single type of question or it could involve multiple,
that is, all three types of questions (derived from Johnson, 2002 and Trochim, 2005).

4.5 EXPLICIT AND IMPLICIT QUESTIONS

Authors of articles in the public administration literature sometimes state research questions
explicitly. A few authors even go a step further and develop explicit formal hypotheses to test.
Other researchers address specific questions without stating them. They may tell the reader exactly
what they are investigating but their questions are implicit in their text.

Supporters of explicit questions and hypotheses might say that it is easier to conduct research by
starting with clearly stated questions. They might say that it is easier to present the results and easier
for the reader to understand what the investigator is trying to communicate. Critics of this approach
might claim that it can become just a matter of filling in an outline and can lead to a writing and
presentation style that is too pedantic, stiff, and formal. A reviewer might look at a manuscript and
state “‘It reads just like a government report.”

Those who do not use explicit questions might indicate that they are doing the same thing as
those who use questions and hypotheses—making clear what they are investigating. They might
point out that they too are effectively communicating with their readers.
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Another practice that researchers use is making statements that tell the reader explicitly what
they are doing and why. These statements guide their research activities, manuscript preparation,
and the reader.

Whether a researcher prepares a manuscript using explicit questions or not or whether a
researcher uses statements indicating what they are doing seems to this writer to be a matter of
personal preference and writing style. Given that substantive content is what matters most, these
practices do not necessarily either add to or detract from the value of any researcher’s work.
Nevertheless, the author prefers starting with a question because it makes the research process
easier for him and makes working with coinvestigators easier as well.

From a reader’s perspective—when explicit questions are lacking, but appropriate informative
content is present in the text—the reader can develop statements of the research questions inves-
tigated on their own. Examples of these practices are described in the following paragraphs.

A recent article by De Vita and Eric (2005) illustrates the development of subquestions. In fact,
the first part of the title of this article contains an important subquestion—"“Who gains from
charitable tax credit programs? The Arizona model.” This subquestion is intended to catch the
reader’s eye and get them to read the article. This article explores a new public finance or tax
incentive phenomenon known as charitable tax credit programs at the state level. The authors
explicitly identify and systematically address the following questions in their work:

How will program eligibility be defined?

Will taxpayers respond to the incentive?

Which organizations will benefit?

What are the implications for nonprofit fundraising and program accountability?

Unstated questions exist in this manuscript as well. One is “Why did states begin to offer
charitable tax credit programs?”’ Another unstated question is ““How many or which states use charitable
tax credit programs?”’ These are factual questions that are easy to answer. The answers provide
contextual background for the current study, but neither is a major research question, so they were
left unstated.

Researchers might use both explicitly stated questions and specific statements in the research
and presentation efforts. For example, Lewis and Brooks (2005) use both explicit questions and
statements in their study entitled ““A question of morality: Artists’ values and public funding for the
arts.” Explicit questions include:

How did public funding for the arts briefly generate the kind of controversy typical of issues such as
abortion, gay rights, and capital punishment?
Why was the NEA susceptible to having its existence framed as a legal sanction of right and wrong?

These are factual questions and they are worthy research questions. Recently, funding of the arts
was and remains to some extent a highly contentious issue. Public perceptions and debate of this
issue contain a tremendous amount of incomplete information, rhetoric, and bombast. The answers
to Lewis and Brooks questions involve specialized information most people are unaware of.
Answers are located in public records that these researchers examined in detail to find the facts.

To address these issues the investigators explored the history of federal funding for the arts, and
details of the controversies leading to Congress repeatedly revisiting public support for the arts,
government actions, and court decisions. They state “Despite congressional action, the National
Endowment for the Arts (NEA) continued to generate controversy.” That statement implies a
question of “Why did controversy continue after Congress acted?”’

The authors provide a multipart answer to this statement and their implied question. They focus
on lawsuits, the objectionable activities of artists presenting in venues operated by less than a
handful of organizations receiving NEA funding, NEA operations, local government decisions in
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response to public furor, federal court decisions addressing issues of censorship, and the issue of
values shared within the artist community.

The second half of Lewis and Brooks’ study begins with the statement, “But the controversy
also continued because of artists’ values.” This statement presents a conclusion which might seem
debatable if it were not based on the findings Lewis and Brooks examine two paragraphs later.
They review some literature addressing the issue of values affecting decisions. This phenomenon
is found in the representative bureaucracy literature. Finally, they examine literature both suggest-
ing and denying that artists, the art community, and consumers of art have values that are different
from the values of the general population. They do not state a specific research question, nor do
they need to, because it is clear what they are speaking about. Nevertheless, the reader can create
one. Thus

Do the values of artists, members of the art community, and consumers of art differ significantly from the
values of the general population?

Other researchers may not make much use of explicitly stated research questions in presenting
their results. For example, Norris and Moon wrote an article whose title, “Advancing e-government
at the grassroots: Tortoise or hare?”’ (2005), contains one of their research questions. To be more
specific, one of the issues they investigate is how rapidly has e-government been adopted by local
governments? However, they investigate more than this. Instead of single questions Norris and
Moon developed a guiding framework for their study consisting of three dimensions. The ““input
dimension” consisted of organizational and environmental factors affecting the adoption of infor-
mation technology. An “impacts” dimension focused on internal organizational processes, and
another “impacts” dimension consisted of organizational outputs and outcomes. They use this
framework to review the literature and it provides the structure for presentation of their findings.

In addition, Norris and Moon provide more detailed guiding statements throughout the findings
section of their article. For example, “The input dimension includes local government adoption
of e-government, the age of local government Web sites, and the development or evolution of local
e-government measured by the transactional capabilities of local Web sites.” Each of these specific
statements could just as easily have been written as a question. For example, ‘“To what extent have local
governments adopted e-government?’’ Similarly, Norris and Moon state ‘“‘Here, we have examined the
perceived impacts of e-government on several aspects of local government administration.”” An
alternative question might have read, “What are the perceived impacts of e-government on local
government?”’

Important questions sometimes arise as discoveries are made. For example, in addressing the
issue of barriers to e-government Norris and Moon develop a question that naturally evolves from
their findings. “These findings also show that...it [e-government] has produced relatively few
impacts, and not all of them are in the positive direction indicated by the hype surrounding this new
technology. The obvious question is, why?”” They use this question to guide the remainder of their
investigation. In this example, the simple direct question “why?’” would be meaningless without the
specific details provided by the sentence preceding it.

No doubt a variety of other formally stated questions could have been developed and addressed
in Norris and Moon’s study. Would they have improved it? Who knows? On the other hand the
author wonders if questions did not exist at the beginning of this project and what appears in the article
is just a matter of writing style. It seems that the following questions could have easily driven this
research project even if they do not explicitly appear in the text: “What is the extent of e-government
use among local governments?”” ““How sophisticated are these e-government Web sites?’” and, “What
factors foster or inhibit use of e-government?”’ or, ‘““What factors foster or inhibit use of sophisticated
aspects of e-government?”’

Another source of research questions consists of the expectations that authors may include in
their conclusions. For example, Norris and Moon’s study of e-government (2005) contains several
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expectations about future trends in local e-government development. Two of those statements
illustrate the point, “For the next few years at least, most local government Web sites can be
expected to remain mainly informational with limited transactional capabilities.”” And, ‘‘as has been
the case with IT in government in general, payoffs will lag adoption.”

The following questions are suggested by Norris and Moon’s expectations “How rapidly do
local governments adopt e-government applications that have demonstrated payoffs?”” or, “What
are the payoffs that local governments realize from implementing e-government?”’ and, “Do local
governments adopt applications that have demonstrated payoffs more quickly than other types of
applications.”

4.6 CREATING, CLARIFYING, AND FRAMING RESEARCH QUESTIONS

An initial draft of a research question may be too general and vague to be useful. Revision is
necessary to focus it more sharply or clarify it. As more is learned about the topic, the process of
question revision may require multiple iterations.

Basic types of questions that researchers start with include who, what, where, when, how, and
why? Each type of question suggests a specific type of research focus such as those indicated in the
following table.*

Question Frames and Their Focus

Question Frames Focus

‘Who Identification of actors, audience, users
What Classification, specification

Where Locations, context

‘When Time, sequence, context

How Action taken, process, method, operation
Why Reason, cause, purpose

Cause Temporal order, covariance, explanation
Can Possibility, probability

Will Probability, trend

Do Performance, action

Which Comparison

These question frames serve an orienting function in the process of creating research questions
(Burton-Roberts, 1997, pp. 16, 219). But they are only a starting point because they have no specific,
topic-related content. Additional material must be added to them to create useful questions.

O’Sullivan and Rassel give examples that are developed one step further: “The research
question can be framed using questions that begin ‘how many,” ‘how much,” ‘how efficient,” ‘how
effective,” ‘how adequate,” ‘why’”* (1999, p. 17).

What practices can help an investigator develop and refine research questions? Leedy and
Jeanne (2001) provide some useful suggestions.

State the problem clearly and completely. This involves writing the statement in a clear logical sentence.
Use specific terms that have a precise meaning. The research question should have a clear focus and it
should be clear what the limits of the question are.

Does the answer to the problem have the potential for providing important and useful information?
Will the result be more than a simple exercise in gathering information, answering a yes/no question, or
making a simple comparison?
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A common difficulty in developing a research question consists of defining a solution into the
problem statement. Bardach provides examples that illustrate this problem and how to avoid it. For
example, “Don’t say: ‘There is too little shelter for homeless families’.”” This implies one specific
solution. A better research question is: ““There are too many homeless families.”” Or, for example,
“Don’t say: ‘New schools are being built too slowly’. ” This problem statement implies a solution.
A more effective alternative leads to exploration of many different solutions and evaluation of them
on their merits. In light of these criteria, a better alternative is “There are too many schoolchildren
relative to the currently available classroom space’ (Bardach, 2000, pp. 6-8).

How questions are framed determines their usefulness in focusing a research project. This is
usually an iterative process in which one problem after another is eliminated from the draft of a
question until the researcher is left with a usable question. A series of questions and discussion of
their revision illustrates this process starting with the following question:

Question 1: How rapidly do governments adopt IT applications?

As this question stands, it is too vague to be useful. The words or phrases ‘“‘rapidly,” “govern-
ments,”” and “IT applications” are too broad to give the research a clear enough focus to be useful. Thus

[vague] [type of government?] [type of IT?]
Q1: How rapidly do governments adopt IT applications?

Revision of a research question is an iterative process in which vague words are replaced with
more specific ones and the focus is made more exact or sharpened. Here the general word
“governments’ is replaced with “local governments” and the general phrase “IT applications” is
replaced with “‘e-government.”

The focus on local government comes from the fact that the International City and County
Managers Association (ICMA) already collects relevant data on IT and e-government at intervals
from cities with populations greater than 20,000, and will sell it to a researcher for a reasonable
price. This means two important things. It would probably not make sense to collect new data on
your own and an investigation could reasonably be limited to those cities. This data provides the
focus on e-government which is a hot topic in the public administration literature today.

[vague]
Q2: How rapidly do local governments adopt e-government
[what payoffs]?
applications that have demonstrated payoffs?
The second version still contains vague words such as “rapidly’” and ‘“‘demonstrated payoffs.”
The phrase “demonstrated payoffs” is derived from Norris and Moon’s discussion in their conclusion.

Q3: ““Are local government adoption rates for e-government applications that have
[a specific grouping factor]

proven to work successfully in other cities

[a specific measure]

faster than adoption rates of other e-government applications?”

The third version of the question focuses more narrowly on comparison of the adoption rates of
e-government applications that have or have not been successful in other cites. Copying what works
is one explanation for the spread of technology. This explanation may or may not explain the spread
of specific e-government applications. Other factors such as size of a city, demand, and cost might
limit the adoption rate too. Demonstrated payoffs could be measured in other ways as well such as
cost-effectiveness (lower cost per transaction) or improved/lowered response times or lowered
complaint rates as well.

Another way to focus this question might be to make it even more specific. For example, this
question could be focused more tightly by specifying which aspects of e-government to examine.
For example, if the question were limited to the adoption of full e-government portal capabilities the
following question might result:
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Q4: Does city size impact adoption of e-government portal capability?”

This question contains three issues. What is meant by city size? What is meant by impact? And,
what is meant by e-government portal capability? City size can be measured in terms of population,
size of budget, size of the IT budget, size of the IT budget relative to the total general operating fund
and land area, and in other ways as well. Impact could be the relationship between two variables or
one variable could be used to predict another. For example, do cities spend larger percentages of
their budgets on IT to adopt more portal transaction capabilities? E-government portal capability
could mean nonfinancial transactions, or financial transactions. So the question could be revised to
make it more specific in the following manner:

Q5: Does city size impact adoption of the following e-government transactions?
One way to address this issue of e-government transactions in more detail might be to use
subquestions, one per service, such as

Q6: Does city size impact adoption of permit application and renewal transactions through a Web
portal?

Rather than address a series of similar questions, a single question could be asked if there were
a single measure of transaction portal capabilities. One way to do this would involve data reduction
and scale construction. This would start with survey data such as those collected by the ICMA in
which respondents indicated all the different kinds of nonfinancial and financial services provided
through their Web portal. Data reduction techniques could be used to create a scaled measure
of transaction portal capabilities in local e-governments. A question like the following one could
then be asked:

Q7: Does city size (percent of budget spent on IT) impact adoption of the e-government transaction
portal capabilities (TPC scale)?

To be fair to the authors, Don Norris and Jae Moon did not ask these questions in their article
because it would not have made sense to do so. The data distributions they report tell the reader that
there were too few cities offering interactive transactions through their portals to support analysis of
questions like these. Perhaps, the International City and County Manager’s Association’s latest
e-government survey data collected in 2004 which became available for purchase in 2006 will
support this type of analysis.

Every research question may contain subquestions. Leedy and Ormrod (2004) describe them as
follows: Each subquestion should be a completely researchable unit. Each subquestion must be
clearly tied to the interpretation of the data. The subquestions must add up to the totality of the
problem. And, subquestions should be small in number. They suggest identifying subquestions by
going through the following paper and pencil steps:

1. Copy the problem onto a clean sheet of paper, leaving considerable space between the lines.

2. Read the problem critically to discover the areas that should receive in-depth treatment
before the problem can be resolved.

3. Make sure every subquestion contains a word that indicates the necessity to interpret the
data within that particular subquestions (e.g., analyze, discover, compare). Underline that
word.

4. Arrange the entire problem...into a skeletal plan that shows the research structure of the
problem. You now have a structure of the whole research design (Leedy and Ormrod,
2004, p. 58).

The reader may have reacted to the words ““paper and pencil” much like the author by thinking
“I can do this paper and pencil process better with a word processor.” So be it. Alternatively, they
point out that one could use brainstorming software (Leedy and Ormrod, 2001).



Where Do Research Questions Come from and How Are They Developed? 57

More research questions and subquestions may be developed than can be examined in a single
study. This problem can be resolved by prioritizing them to determine which ones to examine in a
single study (McNabb, 2002, pp. 67-71).

4.7 REVIEW BY COLLEAGUES, PRACTITIONERS, AND CLIENTS

A specific technique suggested by many authors of methods texts is to consult other persons about
your research question. To at least run the question by a colleague seems to be a minimum. One
means of answering the question “why didn’t I think of that” and avoiding the question “‘if only I
had thought of that is to run research questions by one’s peers, practitioners, and clients. It never
ceases to amaze the author how different people perceive disparate and sometimes contradictory
things in the same words, and in a single situation. Feedback that begins with the words “‘have you
thought about...” may prove invaluable.

4.8 CONCLUSION

Why should anyone care about where research questions come from and how they are developed?
We should all care for two reasons. As consumers of research have clearly stated, focused research
questions make the reader’s task easier. As researchers, we should care because it makes the tasks of
executing a research project and presenting it easier.

ENDNOTES

1. These items are lightly edited and reordered to facilitate this presentation.

2. Perry and Wise’s own research and that of many other scholars address these issues.

3. These questions were developed by combining ideas from several research methods texts with ideas of the
author (Andrews, 2003; Bardach, 2000; Booth, Colomb, and Williams, 2003; Johnson, 2002; Leedy and
Ormrod, 2001; McNabb, 2002; O’Sullian and Rassell, 1999; Ragin, 1994; Trochim, 2005).

4. Adapted from Poggenpohl, 2000.

5. This question is derived from one of Norris and Moon’s conclusions ‘“‘adoption of Web sites is strongly
related to local government size, measured by population”.
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5.1 WHAT IS A LITERATURE REVIEW?

The literature review is a comprehensive survey of previous inquiries related to a research question.
Although it can often be wide in scope, covering decades, perhaps even centuries of material, it
should also be narrowly tailored, addressing only the scholarship that is directly related to the
research question. This is by no means an easy task. However, by using a systematic approach to
previous scholarship, the literature review allows the author to place his or her research into an
intellectual and historical context. In other words, the literature review helps the author declare why
their research matters.

5.2 WHAT A LITERATURE REVIEW IS NOT?

A literature review is not simply an annotated bibliography or a glorified book review. An annotated
bibliography is a detailed listing of the major books and articles on a specific subject, such as public
sector human resources or leadership. Each listing is accompanied by a short commentary on the
work’s main points or arguments. Although an annotated bibliography is a great resource for dis-
covering works to be included in your literature review, annotated bibliographies do not contain the
level of critical insight expected of a literature review. It also does not attempt to synthesize the
work as part of a larger argument.

In contrast, although a well-constructed book review may provide the type of keen critical
analysis often found in literature reviews, the focus is generally on a single work or a small number
of articles. In this sense, it lacks the scope and breadth of written knowledge needed for a sound
review of the literature. Without sounding overly dramatic, the literature review should be seen as a
grand enterprise, where the researcher attempts, in as concise a manner as possible, to reflect the
major research developments on a specific subject.

5.3 WHAT IS THE PURPOSE OF THE LITERATURE REVIEW?

The literature review is used to serve several important functions in academic research. The review
explains to the reader why a particular research question is important. Although a question may
sound interesting, or it may invoke a bit of curiosity, to properly establish its importance the
research must be placed into context. The literature review allows the author to explain how other
scholars, both within their own discipline and outside of that discipline, have approached the
question. What is the history of research on this question? What approaches have been used?
What insights can be gained from the work of other scholars? Also, what are the challenges and
dead ends? A well-constructed literature review should provide a panoramic view of the research
question, which will help the reader understand why the question matters.

The literature review also gives the reader the historical background on a given subject. Fink
(2005) notes that a literature review describes the most up-to-date scholarship on a subject, supports
the need for additional research, discusses the quality of previous research, and explains important
research findings. In addition, the literature review also provides clarity on a given subject by
revealing long-standing conflicts and debates, reveals the interdisciplinary nature of research on a
subject, and places the work in a historical context.

In this way, authors demonstrate to the lay reader what is known and not known on a given
subject. A literature review often has to cover a vast amount of material in a very concise fashion.
Because of this, authors have to make choices about what to include and what to leave out. It is
helpful if the writer articulates why certain decisions were made, both revealing their grasp of the
material, and explaining to the reader why some choices are more appropriate than others. In many
ways, this is similar to the old axiom used in high school math “‘show your work.”” By showing your
work, the author is given the chance to explain the logic behind their decisions. This helps to create
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a framework during the writing stage to keep the research focused. It also gives the reader insight
into the writer’s decision making process, making it easier to follow the key argument.

5.4 WHEN IS A LITERATURE REVIEW NEEDED?

Most academic research will contain a section dedicated to the review of the previous literature.
Although it is often explicitly labeled as “The Literature Review,” at other times it is not. It is our
belief that a review of the previous literature should begin at the ““idea stage,” even before a specific
research question has been developed. This is because many research projects begin not as a formal
question, but as a reaction to something. Often that reaction is as simple as hearing or reading
something that causes the researcher to think, ‘“‘that sounds right,”” or, “‘that does not sound right.”
Although a layperson might be content to stop there, for a researcher this is often the genesis for
future exploration and discovery. Or as they are fond of saying on the popular show MTV Cribs,
“This is where the magic happens.”

The magic begins with a cursory review of the literature to help the author become familiar with
the topic. Although we will deal with this in greater depth later in the chapter, this initial assessment
can reveal the latest research on the subject, the most up-to-date methods used to explore the subject,
as well as scholarship in other fields and disciplines. Although later searches will be used to narrow
and fine-tune, with this search the author should try to cast a wide net in hopes of learning as much
as they can about the subject.

5.5 THE LITERATURE REVIEW—TWO APPROACHES

Although there are a variety of ways to think about how to conduct a literature review—with many
approaches far more haphazard than others—it is important to remember that the goal is to conduct
a systematic review of the literature. To help us achieve this goal, it is important to think in a
systematic fashion from the beginning, instead of waiting until we have gathered a list of books and
articles hoping for a pattern to emerge.

One way to approach the literature review is to consider it as an intellectual history on a
particular subject. An intellectual history represents the history of scholarship in a given area, such
as political science, philosophy, or public administration. Considered another way, it is a way to
understand how a particular group of scholars has conducted research on a specific subject.
Although it is understood that areas of study are not developed in a vacuum and that the walls
between disciplines are often more porous than solid, the goal of an intellectual history is to focus on
a particular unit of analysis, such as eras (e.g., progressive), disciplines (e.g., public administration),
movements (e.g., civil service reform), etc. So, for example, an intellectual history of the concept of
patronage in public administration would focus on the development of how patronage has been used
and understood over time in the field of public administration. This could be done in a chronological
fashion, revealing how the field has changed its thoughts about patronage over time.

The intellectual history approach is very popular, because it uses the disciplinary boundary to
contain the scope of the exploration. So, although there may be research in other disciplines
addressing a specific subject, if that literature does not amount to a substantial movement within
the field of public administration, it would not be a part of the field’s intellectual history. For
instance, Van Wart’s (2003) intellectual history of public sector leadership theory is an excellent
example of this approach. Covering over 61 years of research, Van Wart details the exploration of
the concept of leadership in Public Administration Review, the leading journal in public adminis-
tration. Although the author also introduces the major themes found in the traditional study of
leadership, what makes this approach an intellectual history is that it is done in the context of
showing how the development of these themes influenced the study of leadership in public
administration.
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A contrasting approach would be to frame the literature review using the history of ideas. The
history of ideas represents an attempt to transcend the boundaries of specific disciplines while
focusing on a specific individual idea. As A.O. Lovejoy, the founder of the history of ideas concept
explained:

By the history of ideas I mean something at once more specific and less restricted than the history of
philosophy. It is differentiated primarily by the character of the units with which it concerns itself... In
dealing with the history of philosophical doctrines, for example, it cuts into the hard-and-fast individual
systems, and, for its own purposes, breaks them up into their unit-ideas (Lovejoy, 1936).

This approach would try to explore the history of an idea as it developed across disciplinary
boundaries, revealing both the similarities and contradictions of different approaches. So in this case,
one might explore how the concept of patronage has been explored by researchers across disciplines
during a specific period like the Progressive Era. Again, though the scope is wider in terms of the
crossing of traditional academic boundaries, there is a constraint placed on the researcher in terms of
time or by focusing on a specific aspect of a broader subject.

For instance, Spicer (2004) provides an excellent example of this approach with his exploration
of the concept of the state. By examining how this concept has been used and understood over time,
Spicer placed the concept in both a political and a social context that helps the reader clarify the
multiple meanings of the term.

Both approaches represent a systematic way of organizing the initial literature search. Because
the literature review has to communicate so much information, it is essential that the writer
structures the search in a way that is clearly organized. Of course this is often easier said than
done. Anyone who has attempted to conduct either an intellectual history of a field or the history of a
well-known idea or concept knows how quickly this endeavor can spiral out of control. To guard
against this, it is strongly suggested that the writer has at least a temporary set of boundaries to help
guide the direction of the search. Again, it is understood that many of the boundaries that exist
between disciplines, fields, and chronological time periods are porous, if not completely arbitrary;
however, they still provide important markers for the person conducting an initial search. In either
case, a well organized search will help the writer set the parameters for the rest of the paper.

5.6 WHEN DOES THE LITERATURE REVIEW START?

The actual beginning of a literature review is unclear. As mentioned earlier, the literature review
starts before or while the question is being devised. It is very important to be mindful of what is
being read and what it draws upon when searching for a paper topic. While reading, it is important
to pay attention to (1) the type of journal that is being read, (2) the literature being cited, and (3) how
this work ties in with other bodies of literature.

It is important to remember that there are several types of journals and the type of journal will
assist the writer on where to go for follow-up literature. Every field of science, and most subfields,
have specialized journals. Typical public administration journals include Public Administration
Review, Journal of Public Administration Research and Theory, and the Journal of Public Admini-
stration and Management. Public administration specialty journals would include journals like the
Review of Public Personnel Administration, which specializes in public personnel and human
resources.

Area journals typically address broad questions that are of interest across the discipline, while
specialty journals cater to more focused subsets. If the focus of the inquiry addresses broad theoretic
questions, then the bulk of the research will probably be in area journals. Similarly, if the question is
focused and more specific, specialty journals will be of more use.

A very easy way of identifying the important bodies of literature is to follow the citations in the
material being read. While reading a book or article, the reader will notice the names that get
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repeated time and time again. This should be the first indication of material that should be read! In
general we like to follow the rule of three, which is if a name appears more than three times it should
be pulled and read. While this may sound straightforward enough, it is surprising how many times
people do not read the seminal works of the question they are addressing.

Many different literatures have a high degree of overlap. For instance, management literature
tends to overlap with policy implementation, public administration and business correlate pretty
strongly, and a great deal of budgeting literature will share theories with public finance. It is very
common while reading, to be reminded of previously read papers. Jotting things like this down in
the margins while reading an article is a great way to identify your first steps in reviewing pertinent
literature.

5.7 WHAT DO | NEED TO HAVE TO BEGIN A LITERATURE REVIEW?

In days past, writing a literature review was a far more arduous chore. While the task at hand has
become somewhat easier with the advent of the electronic age, the expectations for the quality of a
literature review from students have increased. Before the 1990s, and in some cases as late as
the new millennium, a quality literature review required access to a library that held extensive
collections on the topic at hand. Currently, the vast majority of research that was previously done in
the bowels of dark library stacks can be done through electronic access. In fact, most colleges and
universities offer remote access to limitless electronic holdings from commercial electronic indices.
Even without university affiliation it is now possible (albeit expensive) to access vast stores of
quality research. Given the current availability of information on the World Wide Web, the true
challenge of producing a sharp literature review has changed from the ability to locate existing
knowledge to being able to synthesize this literature into clear and concise prose.

It would seem then that there are only two basic requirements for performing a literature review:
(1) access to existing literature and (2) a well formulated question. As simple as this may seem, the
lack of a clear, well formulated question will confound the process of writing a literature review, and
then probably lead to a very bad paper. We will leave the details of how to construct a good question
for others, but we cannot overemphasize the importance of thinking through the variable of interest,
outcome variable, and theoretic linkages between the two before beginning a paper.

5.8 WHAT ARE THE STEPS IN PERFORMING A LITERATURE REVIEW?

There exist several important steps in writing a literature review. Given that what is to be done is to
review literature, the first and most important step is finding that important literature. Currently,
electronic access is probably the source for the majority of literature cited in student research today.
There are several different types of electronic access, and each offers different strengths and
weaknesses.

5.8.1 GATHER SOURCE MATERIAL

5.8.1.1 Electronic Resources

First-line searches are typically done with either a search engine or an index. The search engine
actually goes out and searches the World Wide Web for pages that reference the specified search
criteria. Oftentimes, the types of searches can lead to a long and fruitless path. Bear in mind, that
while the Internet offers a tremendous amount of information, there is no filter for this information.
By this we mean that there is no check on the veracity of what is there. While some very bright,
informed individuals poach research on the World Wide Web, it is also home to a great deal of ““less
than accurate’ information. One notable exception is Google Scholar.

Indices, on the other hand, are searchable databases from known sources. Typically these
sources are from refereed journals, official documents, or bona fide news outlets. JSTOR, one of
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the oldest scholarly journal indices, offers a list of the journals included. Other indices do one better.
Blackwell Synergy offers not only full text access to all Blackwell journals but it also offers
hyperlinks for the citations. The major downside to these types of indices is that they give the
illusion of total coverage. What we mean is that a typical search on any of the commercially
available indices will usually result in tens of pages of article listings. However, important literature,
especially that which predates the electronic era, often can easily be missed. Also, topics that are
reserved for specialty journals typically do not fare as well when searches are limited to electronic
indices. Some popular indices include

Blackwell Synergy: http://www.blackwell-synergy.com/
ERIC: http://www.eric.ed.gov/ERICWebPortal/Home.portal
First Search: http: /firstsearch.oclc.org/

JSTOR: http: /www jstor.org/

Lexis/Nexis: http://global.lexisnexis.com/us

5.8.1.2 Old School Library Usage

Before 1990, it was easy to tell when class papers were due at major universities. That would be the
day that college professors and students fought for space at the large tables in the library. The advent
of electronic access has all but done away with this seasonal trend. This is unfortunate, as some of
the best access to information is still only available from a trip to the library. Often, one will be able
to find information from state and local governments, which is unavailable online in the library.
Older information, including government documents and reports, is often stored as microfiche
which must be accessed in the library.

Unique information, not available online, is certainly a good reason to visit the library; however,
it is not the best. The most important resource in the library offers its patrons are librarians. Ever
since man first started storing knowledge, we have continually upgraded the storage, medium, and
delivery of knowledge. For this reason, librarians always know the best way to locate information.
Furthermore, they will often steer you to information you had not originally thought of. Librarians
are masters of far more than the Dewey decimal system, and every researcher would be well served
to be able to call at least one friend.

5.8.1.3 Find a Friend!

Ever noticed that senior professors seem to be far more prolific in their writing than the junior
professors? There are several reasons for this: first and most obvious is that they have been doing it
for a long time, and have read a fair amount of the literature extant. Second and somewhat less
obvious is that there are just not that many academics in any specific area. This means that more
senior professors likely know everyone who is active in research within their discipline. We should
be clear here that when we say know we do not mean know of, but truly know. Through networking,
conferences, and social events, most active scholars know everyone who publishes in their area. The
long and the short of this is it is easier to remember what your friends are doing than someone you
have never met. The third and final reason is that scholars tend to focus all their research in a very
few areas. This means the longer you focus on a given literature, the better you get to know the
literature. We are certainly not suggesting that senior professors should provide every reference
needed to read on any given topic area, but any professor should be able to steer an interested party
to the body of literature on a particular topic within their individual expertise.

It is not uncommon for researchers to consult one another about existing bodies of literature;
however, a person does not have to be a professor to be able to suggest a place to start. As
mentioned earlier, librarians are great for this. Another good source can be classmates or friends
who do work in the same field. Remember, just because two people had the same classes does not
necessarily mean they retain the same information.



Writing a Literature Review: The Art of Scientific Literature 67

5.8.1.4 Quality of the Literature

A good literature review does not just sum up everything that exists on a given topic. A good
literature review summarizes and synthesizes all the literature that is pertinent to a given question.
With this in mind, it follows that one must be able to identify good research from bad. In some cases
this is more difficult than it sounds. Everyone who has ever watched late-night TV has certainly seen
an infomercial. The interesting thing about infomercials is that it is often difficult to distinguish them
from actual TV news programs. Obviously, this is a marketing ploy. Research can be similar in that
often very bad research gets “packaged” in such a manner as to increase the face validity of the
work. There are some rules of thumb, however, that can help to distinguish the good from the bad
(and the ugly).

5.8.2 LITERATURE SOURCES

5.8.2.1 Journals

When we speak of journals, we mean peer-reviewed, scholarly journals. A peer-reviewed journal is
one where the manuscripts are sent out for reviews before publication. These reviews are double-
blind. This means that neither the authors nor the reviewers know who the other is. This is done in
an effort to ensure the quality of the research. Due to the laws of supply and demand, the research
found in better journals faces a more scrutinizing review process. Typically, journals can be thought
of as a fairly reliable source of scholarly research. It is important to remember all journals are not
created equal. There are two easy ways to distinguish between good journals and the rest.

The first is by reputation. In the field of public administration there are journals heard referenced
over and over again. This will include Public Administration Review, Journal of Public Adminis-
tration Research and Theory, Journal of Policy Analysis and Management, Journal of Public
Affairs Education, as well as others. One can have more confidence in the quality of research in
these better-known journals than the research found in more obscure journals. One major reason for
this is the demand for journal space. Each journal has a finite set of resources and can publish only
as many articles every year. It follows then, that the more popular a journal becomes, the more
manuscripts it receives every year. The larger the number of submissions received, the more
selective a journal can be in what it chooses to publish.

The second way to distinguish between journals is to look up the ISI impact factor. These can be
found on the ISI Web of Science Web site. The impact factor is a score which reflects how often
manuscripts published in a journal are cited in other work. Although this is not a perfect measure, it
does give a pretty good indication of the status of the particular journal with other researchers.

5.8.2.2 Books

Books are a good source of information, but they are typically more dated than journal articles. This
is because it takes longer to write a book, and it takes longer to review a book. Bearing this in mind,
one of the greatest strengths of a book is the coverage it can give to older subjects. Also, books can
be a fantastic way to find a starting point in unfamiliar literature. There are also quality differences in
books that can be identified by the type of publisher. The basic rule of thumb is that university
presses are more academically rigorous than commercial presses. Also, some commercial presses
are better than others. There are a number of good presses, including Lexington, McGraw-Hill,
Wiley and Sons, and others that you will see repeatedly as classroom texts. Typically, these produce
better scholarship than ““prestige” presses.

5.8.2.3 Conference Proceedings

Many conferences now publish conference papers in either hard or electronic format. This is a good
source of cutting-edge research, and often a good way to catch manuscripts before they go to
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journals. The easiest way to access conference proceedings is to go to the association Web site. The
downside of conference papers is that they have not been through a peer review.

5.8.2.4 Dissertations

Dissertations are a good source of information on a given topic. Typically a dissertation will have a
very thorough review of the literature on any given topic. Also, dissertations go through a rigorous
reviewing process by the dissertation committee. Unfortunately all committees are not created
equal, and it is important to see who the committee was. This information is usually contained
within the bound dissertation.

5.8.2.5 Government Research

There is a great deal of government produced or sponsored research that never makes it to a refereed
journal but is performed by world-class researchers. This is because the government is typically
more interested in outputs and outcomes than the theoretical links, whereas scholarly research is
done with the intent to understand theoretical linkages. Much of this is easily available on the Web.
For instance, the Department of Education Web site has links to tremendous amounts of research on
US schools. The same is true for almost every other large agency.

5.8.2.6 Internet Sources

Internet sources are a mixed bag at best. While there are some noteworthy research projects out there
that will emerge from a general Web search (i.e., Yahoo, Google, Dogpile), the majority of what
will result are either hits that are only tertiary to the given subject, or are dangerous. And by
dangerous, we mean that they will be convincing enough that you might be inclined to take the site
as a reliable source, only to find out later that the information was wrong.

5.8.2.7 Think Tanks

Research produced by think tanks can be very valuable, as long as one understands the system that
produced the product. Think tanks produce research for clients or are based on an ideology. Bear in
mind that ideologically driven research starts with a set of assumptions that are typically not
altogether solid. For example, there exists literature on teen pregnancy that is built on the assump-
tion that life begins at conception. While this is a truth in some religious beliefs, this is a subjective
truth that has not been verified by science. The premise of science is that facts that cannot be
substantiated objectively are not facts. Hence, research that builds on literature derived from this
assumption would be faulty from the start. This is not to say that science is ““better’” or “worse’” than
metaphysics, only that the fundamental requirements for the two are starkly different and are not
interchangeable.

5.9 KEEPING TRACK OF WHAT YOU LEARN

In the old days, the way you constructed a literature review was to read all sorts of information and
take notes on note cards. This way one could write the paper from an outline, referencing your note
cards as you went. Note cards could be grouped however necessary and the author could have
multitudes of information directly available and searchable without having piles of source material
lying around. In the end all one had to do was to order your note cards alphabetically and then type
your bibliography when you were done. Fortunately, the electronic age has brought new technology
that has made writing easier. Unfortunately, many people go from thought to page without much
in-between.

Yes, writing papers is far easier now than it was even ten years ago; however, technology has
marginalized some of the strong writing skills that were imperative in the past. Now, people tend to
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just write without notes and without any sort of outline. We strongly suggest that you do not write
this way. Outlining is one of the most useful tools a writer can employ. Outlining allows the writer
to map out where the paper is going and how it is going to get there. One can actually see the flow of
the paper before it is written. This is important for two reasons; first, it ensures the paper actually
gets to the intended destination, and second it helps the author compare the temporal flow of
information.

As with most professors, we can normally tell when a paper is written without a roadmap. Often
the paper wanders, exploring irrelevant item after irrelevant item. Occasionally, the literature review
wanders so much, that it never really covers the topics that are seminal to the paper at hand.
Needless to say, this is bad. Remember, good writing is not a gift and does not just happen. Good
writing is a function of strong writing skills and practice. Start a literature review with an outline.
From there, notes can even be cut and pasted into the appropriate sections. Additionally, one can
even start adding in citations while writing, thus forming the bibliography on the fly. This can be
done in two ways, either by simply typing the references at the end, or by using a program like
EndNote, BibTex, ProCite, or RefWorks.

Referencing software like EndNote stores references and will automatically generate a bibliog-
raphy based on the citations in the paper. Although this type of software has an additional up front
cost, there is a huge payoff at the end. The software will change between styles automatically, and
you never have to retype references. This means that if a fair amount of your work uses similar
references, you do not have to enter those references again.

5.10 TEMPORAL ORDERING

Once the resources are collected and the outline created, the only thing left is writing. There
are three basic parts to every literature review: the introduction, the body, and the conclusion. All
three sections are equally important; however, if the reader’s interest is lost in the beginning, it will
be difficult to recapture their interest later on in the paper (if they read that far)! Another rule of
thumb is to tell them what you are going to do, tell them what you are doing, and tell them what you
have done.

5.10.1 BEGINNINGS AND ENDINGS

The introduction serves two main purposes. The first is simple: tell the reader what they are going to
read. The second function of the introduction is to ““set the hook.” That is, the author’s job is to set
up the research question as an interesting puzzle. In the introduction it should be presented in as
seductive a manner as possible. If the reader’s interest is captured in the beginning, the paper will be
easier to read. This quality has huge dividends whether the reader is looking for information,
deciding to assign the paper as a reading, or grading it.

The conclusion is also straightforward in intent. A good conclusion tells the reader what has
been done and emphasizes the “‘takeaway’” points. In the case of a literature review for an empirical
paper, the takeaway points will be why the existence of a relationship between your variables is
important, both theoretically and substantively. This leaves only the body of the literature review.

5.10.2 THe Boby

There are several ways in which the body of a literature review may be presented. The job here is
to decide which approach offers the clearest presentation of the material at hand. One common
problem with writing a literature review is that when the author has read a really good literature
review it becomes difficult to present the same material (with some additions) in a different format.
Unfortunately, it can be very difficult to write in a similar presentation style as another
author without lapsing into rewriting the paper with synonyms in the actual text. This is not
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acceptable and we strongly advise that if the material being reviewed is very similar to the work of
an existing author, take the time to reframe it completely. Although this is more work, it removes
any suspicion about ‘“‘borrowed’” work. Besides, if the material has already been presented in a
given temporal flow, it may make the material accessible to a different audience by presenting it in
a different fashion.

5.10.3 ARRANGING THE BoDY

As discussed earlier, there are many logical ways to order a literature review. We previously
discussed the differences between two types of approaches—an intellectual history and the history
of ideas. However, there are additional approaches that one can consider. Among them are
chronological, by topic, and methodological approaches (The Writing Center, 2006).

5.10.3.1 Chronological

A chronological approach tracks events through time. This approach is good if you want to trace the
evolution of an event or theory, but may become confusing if there is a lot of information about a
subject over a short period. For example, if an author wanted to trace the evolution of public
administration, they could start with Wilson (1887) and finish with Frederickson and Smith (2003),
hitting such greats as White (1926), Gulick (1937), Stillman (1987), and Kettl and Milward (1996)
along the way.

5.10.3.2 Topic

Often, telling a tale as it happens is not the best way to emphasize specific events. The same is true
with writing. Often it is more helpful to discuss the advent of a given phenomenon in terms of the
components that drove it. For instance, Shafritz and Hyde (1997) offer the contents of their reader in
both chronological and topical orders. The latter allows the reader to only read the sections dealing
with human resource or organization theory. By seeing the development of the parts, it is easier to
understand the development of the whole.

5.10.3.3 Methodological Approaches

While the first two approaches are more common, the constant expansion of methodological
approaches is becoming ever more confusing in the field of public administration. If there are several
sets of methodological approaches, it is often to group the literature by these approaches so the reader
can compare apples to apples and so the author does not have to be redundant in the explanations of a
technology. It is also common to blend these approaches to better tailor the discussion to the question
at hand. Above all, there are a few points that should be universal in writing.

5.10.4 UNIVERSALS
5.10.4.1 Synthesize

Always work to be succinct in writing. It is the writer’s job to synthesize the material, make sense of
it, and make it one’s own. There is nothing more valuable than a good literature review and little as
punishing as a bad one. Unfortunately there is not much middle ground between the two. Think
back to a young child trying to tell a story about a series of events that hurt its feelings. “Bobby said
this, and Suzie said this and Frank said this, and Krystle said this, and Maggie said this...” It is
truly hard to be compassionate when a story becomes this annoying. Far better would be something
like, “Bobby, Frank, Maggie, and Krystle all agreed that... While Suzie and I think this...”;
parsimonious, efficient, and effective (although it is difficult to get adults to speak so clearly at
times, this is probably an impossibility for an emotional youth).
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5.10.4.2 Keep Your Own Persona

There is nothing as bad as seeing a bad impersonator doing an impression of someone you like. By
the same measure, it is terrible to read a paper that is trying to sound like someone they are not. This
is probably one of the biggest shortcomings in writing today. Far too many people believe that they
must write like the work they read, when in fact this is a horrible approach. Remember, the reader
wants your personality and flavor. Some of the best scholars in the field are not great because they
are great thinkers, but because they are great communicators. Emulate that quality instead of trying
to impersonate someone else.

5.10.4.3 Provide Structure

Very few people can write so well that they do not need to impose structure in the writing. Structure
guides your thought while you are creating and, more importantly, it helps the reader through the
work. It also allows the reader to jump back to previous sections, provides natural stopping points,
and gives an overview of the work. Earlier we advocated the use of outlines in your writing. We also
suggest using the outline to create section headings. The really fun part of this is that using the
headings feature in your word processor allows the author to jump around within the outline and
make automatic tables and indexes.

5.10.4.4 Give Credit

Someone once said that if you copy from one it is plagiarism, but if you copy from many it is
research. Although that is not exactly true, there is some merit to the saying. The most important
thing to do is make sure everything used is cited. We cannot think of a reason to omit citations (with
the possible exception that the author did not track them properly and has lost the reference). Err to
the side of citing too much, and if in doubt, seek advice (you only have to cite advice if you are
going to publish the paper).

5.10.4.5 Revise

Never expect that a first draft of anything is good enough. Make it a habit of writing papers well
before due dates and take a break from the paper. Set it aside for a day or two so as to completely
clear the mind, and then go back to it. The more fresh looks one can take at a paper, the better the
final product will be.

5.10.4.6 Share the Pain!

Before sending anything anywhere for evaluation (be it a conference, class, or to a journal), one
should at a minimum read the paper aloud. If the author is unable to do this, then the paper probably
does not flow very well. An even better approach to evaluating writing is to have a friend read the
paper aloud. This will let the author hear how the prose flows and allow them to identify where
others will stumble on the writing. As well as improving your paper, this will create a way to gauge
writing proficiency over time.
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6.1 INTRODUCTION

The phrase “research design’ denotes both a process and a product aimed at facilitating the
construction of sound arguments. An argument is a logical structure that marshalls both evidence
and reasons why that evidence supports some claim or point. A sound argument is one that supports
its claim in a way which is, even in the eyes of a skeptical and well-informed audience, credible and
useful to the greatest degree feasible given the resources we have available for gathering and
analyzing evidence in support of that claim. Research involves using a transparent and systematic
approach to conducting inquiries that answer questions and solve problems by means of claims that
are supported well enough to be treated reasonably as knowledge rather than mere assertion. The
process of designing research can be difficult and at times frustrating—messy, seemingly inefficient,
nonlinear, and even repetitive. If we invest the time and effort to do research design well, however,
the resulting plan for conducting research will allow us to be more orderly, efficient, and linear in
amassing and interpreting evidence and using it to construct a sound argument. If we design
research poorly or not at all, we may get lucky and be able to generate a valid argument anyway,
or we may be unlucky and end up having conducted an investigation that fails to support a claim
adequately. Well-designed research leaves less to chance and thereby reduces the risk of wasting
time and effort on pointless research.

The purpose of research design, then, is to define the structure of an inquiry into a research
problem that will produce a persuasive, valid, and demonstrably useful argument in the eyes of the
researcher’s audience, yet can feasibly be carried out within the bounds of the material and
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intellectual resources, and time, available. Like any kind of design, research design is a form of
constrained problem solving, used to prescribe a way to use available materials to yield some
desired product or outcome. For an engineer, the problem may be to design a bridge that can carry
particular vehicles over a particular river at a particular height, and which also can be constructed
within specified limits on cost and schedule. The bridge once constructed will solve the problem of
how to get those vehicles over that river. For the researcher, the problem may be to design a research
project that will provide the best possible—for a defined audience and application—answer to a
question, or the best possible confirmation or disconfirmation of a claim, within resource limits. In
public administration, the underlying problem may be a practical one confronting administrators or
policy makers (e.g., whether to privatize trash collection) or a theoretical one confronting
researchers (e.g., whether “‘rational choice’ theorists” assumptions about human nature are correct).

The significance of research design is thus twofold. First, the quality of the design will be
a determinant of the quality of the product. It is usually easier to produce a good bridge or a
demonstrably sound argument if you start with a carefully thought-out design. Second, by narrow-
ing inquiry to a specific combination of particular theories, frameworks, research question(s),
evidence, methods of drawing inferences from evidence, and audience, the design determines
what arguments can and cannot convincingly be made, what uses can and cannot reasonably be
made of the research findings, and by whom. (Will the bridge be designed to carry pedestrians,
trains, and bicycles, or only cars, trucks, and buses?) The process of design is a process of trading
off competing values and purposes: perfection against feasibility, breadth against depth, accessibil-
ity to an audience of practicing managers versus some of the qualities sought by academic social
scientists, parsimony versus realistic description, statistical (Yin, 2003, p. 10) generalizability versus
fine-grained accuracy and relevance to a particular case, and so on.

In this chapter, I will emphasize the problem-solving aspects of research design in public
administration (PA), as a somewhat iterative and often messy process which is used to solve
the second-order problem of how to solve research problems by delineating credible and feasible
procedures for investigation and argumentation in both the practice and study of PA. The nature of
PA as both a field of scholarly inquiry and a field of professional practice dictates the use of a
diversity of paradigms, designs, and methods of research according to the specific purposes and
audiences at hand. Thus we should not rush to privilege one form or source of knowledge over
another (Schmidt, 1993). The implication of this for the design and conduct of research in PA,
however, is not that fundamentally different standards of reasoning and argumentation apply in
different applications, nor that scholars need somehow to adopt less rigorous standards and
procedures or are justified in so doing. Rather, it means that we should seek as researchers to
employ, and as consumers of research to demand, logic, argumentation, and evidence that reflect the
standards of validity and reliability, susceptibility to scrutiny, and willingness to yield to demon-
strably better supported claims that we tend to associate with “‘scientific’’ research.

This should not be intimidating for students or practicing managers, however: the systematic
approach and publicness of data and methods associated with “‘scientific’’ rigor are meant precisely
to make it easier for us mortals to maximize the quality of our arguments. Applying scientific rigor
to research requires using a tested set of procedural guidelines to channel as well as to stimulate
creativity. Accordingly, a good, scientific (meaning systematic, explicit, and transparently pre-
sented) research design can make the construction of useful' knowledge in (and of) public
administration easier than it would otherwise have been, for managers and students as well as for
specialist researchers.

My primary agenda in this chapter, therefore, is to present the fundamental logic of research
design for public administration as involving simply the work of devising a sound plan for
constructing a good argument to support a claim that will be useful to some audience or audiences.
I will try here to demystify some of the social-scientific jargon usually employed in courses in
research design and methods by showing how it is related to the more general problem of devising
adequate arguments to support claims presented to skeptical audiences. Audiences of administrators



Purpose and Significance of Research Design 77

and audiences of academics may well have different standards of evidence and inference but these
are differences in technique rather than in the underlying logic of inquiry. Further, I would suggest
that administrative researchers and administrative consumers of research would do well to design
and evaluate administrative arguments with the same degree of concern for making their assump-
tions and limitations explicit and their logics of inquiry systematic that academic researchers (are
supposed to) employ.

Courses in research design, like the chapters in this volume, discuss scientific procedures in
terms of such qualities as validity, reliability, inference, induction, deduction, levels of measure-
ment, operations, instrumentation, and so on. In practice, this language can be understood as
concerned with the fundamental structural elements of an argument: claims, evidence (or data),
inferential warrants, and qualifications (see Booth et al, 1995, pp. 85-148, for an updated discussion
of this general structure grounded in a classic essay by Toulmin [1958, pp. 94-145]). Claims are
the points we want to make: our proposed solutions to problems; answers to questions; assertions
about what our audience should be paying attention to, or choosing, or doing; or simple descriptive
statements (e.g., Toulmin’s “Harry is a British subject’). Evidence is the observable data on
which claims are ultimately based (‘“‘since Harry was born in Bermuda”). Inferential warrants are
the accepted or acceptable logical principles that allow us to justify particular claims on the basis
of particular evidence: generally recognized or defensible theories and principles that allow us to
draw conclusions on the basis of observations (‘“‘because those born in Bermuda are British
subjects”). Warrants in turn may be supported by implicit or explicit backing that justifies the
warrant itself (“on account of the particular legal provisions that make those born in Bermuda
British™). Qualifications describe limits to the force or breadth of application of our claims: the
evidence and warrants I am able to muster in support of my claim may not be conclusive, there may
be individual exceptions to a general rule, or a rule may apply only to a degree or only under certain
conditions or in certain settings (“‘presumably,” ““unless he has become a naturalized American”).
Researchers will also try to anticipate any reasonable rebuttals that a skeptical and well-informed
audience might offer (that Harry wasn’t really born in Bermuda, that my reading of the law is
incorrect, that Harry has in fact become an American, and so on). What distinguishes research-based
arguments and claims from those based on faith or on mere assertion is the researcher’s explicit
attention to grounding them by means of adequate and soundly backed warrants in appropriate
evidence, to anticipating and responding to reasonable rebuttals, and to honestly acknowledging
their limitations.

Another distinguishing characteristic of research arguments is that they are formally structured
as inquiries rather than solely as means to justify already decided-upon claims. Thus, the formal
jumping-off point for a research-based argument will be a central research question. When your
research argument is constructed in its final form, therefore, it must have a question as well as an
answer (your claim), and answering the question must lead demonstrably to the key points and
conclusion of your argument. Procedurally, however, you may begin either with a pure question,
and find your way to an argument in the course of answering that question, or with a point you want
or need to make.” In either case, answering the research question should solve, or at least elucidate, a
problem that matters to your audience, and a research design provides the road map for an argument
that will arrive at that solution. The purpose of research design is to devise procedures for
constructing an argument, adapted to a particular audience for and problem of research, given the
applicable constraints. The significance of research design is that it determines whether, by whom,
and for what purposes your research results will be valued.

6.2 PURPOSE AND SIGNIFICANCE OF RESEARCH DESIGN

If research design is a problem-motivated process of planning for the construction of a sound
argument, one that will address a significant problem in a manner that is “‘credible, useful, and
feasible’” (Hedrick, Bickman, and Rog, 1993, p. ix), the purpose of research design is related to the
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purposes of research itself. Most broadly, in academe and the “real world™ alike, research is meant
to contribute to a collective stock of credible and useful knowledge, whether within an organization,
a profession, or a polity. Design decisions involve choices of standards or paradigms of correctness
and usefulness and of ways to operationalize those standards by beginning with a suitable object of
inquiry and employing procedures meant to conform to those standards in gathering and interpreting
evidence. Research, and therefore research design, also involves persuasion as a requisite for
usefulness: ““Persuading people is an important part of research: you have to be able to have your
results accepted by other people” (Bechhofer and Paterson, 2000, p. 42). This means that in
designing research, we are trying to figure out how to create knowledge® that will be useful and
credible for a particular purpose and audience. Accordingly, the broad problem of identifying a
demonstrably relevant question and the means by which it can be meaningfully answered—a
soundly reasoned argument adequately supported by appropriate evidence and warrants—may be
decomposed into four primary subcomponents, related respectively to persuasiveness, usefulness,
correctness, and feasibility.

Persuasion has at least two elements here. We must persuade an audience that our proposed
answer or conclusion is correct and appropriate, according to their standards or to other standards
they deem meritorious (or in some cases we may seek to persuade them that some other particular
answer or class of answers is not correct or appropriate). We must also persuade them that this
correct answer responds to the correct question and solves a real problem. This begins by antici-
pating the inevitable question from our advisors or bosses or constituents or journal referees,
“So what?”” One metaphor sometimes offered is that inquiry in an area of knowledge may be
seen as a continuing conversation. We can join and contribute usefully to that conversation by
adding something meaningful to what others have said, confirming or refuting previous assertions,
or even starting an entirely new and demonstrably more profitable direction for the discussion.* But
as is true in any conversation, it must be evident to our interlocutors that what we have to say is
relevant to what they were talking about and that it actually adds something worth listening to.

Of course, if we succeed in providing an actionable answer that is persuasive for one or more
target audiences, we should as a matter of both ethics and personal pride make every effort to ensure
that it is as correct as we can make it. Although standards of correctness (validity and reliability of
evidence, warrants, and backings) may be field-specific to some degree, this still means that we must
have a standard beyond just personal taste or convenience by which to assess the correspondence of
our measurements and conclusions to the actual state of the world.

Here is where I think the scientific method, once demystified, can be useful to practitioners as
well as academics. What lets good academic research call itself ““‘science” is really just systemati-
zation and explicitness of logic and procedure, rather than any fundamental difference in logical
structure from the kind of reasoning appropriate to solving managerial problems. Using a systematic
approach to constructing arguments aimed at solving problems increases the likelihood that we will
use appropriate evidence and reasoning. Explicitness allows others to understand how and why
we have reached a certain conclusion, and to form an independent assessment of its validity. If we
are right, this reassures well-informed skeptics and makes our arguments more persuasive. If we are
wrong, this allows well-informed skeptics to show why we are wrong. Ideally, this prevents us and
others from acting on mistaken conclusions, and stimulates us to search for a better conclusion.
Anticipating skeptical scrutiny, or even supplying that skepticism for ourselves, is also a valuable
stimulus to more careful thinking in the design and construction of arguments: why do we think our
evidence supports our conclusions, and how do we know that some other conclusion is not a better
one. That is, ““A sound argument, a well-grounded or firmly-backed claim, is one which will stand
up to criticism’ (Toulmin, 1958, p. 8).

Last but not least, a research design solves the problem of how to match our research goals
(including standards of acceptable quality), questions, and procedures with the research resources
available to us. In many cases, the early stages of research design may show us that that something
we wanted to do in a research project simply cannot be done—at least not by us just now. Can we
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obtain a large enough sample to get a statistically significant result? Can we get the right kind of
evidence to support a particular kind of claim? Do we know how to use the kinds of analytic
techniques called for by a particular kind of research question or evidence? A research design is not
just a logical scheme for constructing an argument. It is also a project plan, for managing the
construction by balancing the desired level of quality (usefulness, persuasiveness, correctness)
against the time and resources available.

The significance of research design thus flows directly from its purpose. The process of research
design is in large part a process of figuring out just exactly what phenomena and facts we are
concerned with, and what we are trying to learn and say about them, with enough precision and
depth that we can articulate it convincingly to others. (It has a great deal in common with teaching
preparation in this regard.) The design choices that result from that process determine what practical
or theoretical problems you will address; what audiences you will be able to inform and persuade;
what precise questions you will pose in trying to do so; what evidence you will employ; how you will
analyze and interpret that evidence; what warrants and forms of argumentation and logic you will use;
the correctness and usefulness of your work; and how likely you will be able to reach a sound
conclusion—to get to the point, so to speak—before running out of time and other resources.

6.3 ELEMENTS OF RESEARCH DESIGN

Design in general solves the problem of planning and specifying with appropriate levels of clarity
and detail how to construct some artifact (a bridge, a research paper, an organizational process, an
organization, a policy, and so on) in such a way as to solve a specified problem or problems.
Problem solving can entail outcome-related as well as procedural goals (carrying trains across a
river, testing the adequacy of rational-choice theory, issuing building permits, governing a small
town, reducing the number of out-of-wedlock births) and constraints (physical conditions; limits
on the time, people, money, and other resources available; and the like). Research design,
more particularly, solves the problem of figuring out how to perform a given instance of research
in such a way as to make its results persuasive, useful, and correct to the greatest degree possible,
given the potential competition among these three priorities and the inevitable reality of constraints
on time and other resources available for the research. In other words, research design has two major
aspects: first “specify precisely what you want to find out” and then “determine the best way to do
that”” (Babbie, 1995, p. 83) by gathering and interpreting data and constructing a sound argument
grounded in that data as well as in the relevant ongoing conversations among the academics,
managers, and other members of your audience.

Table 6.1 summarizes the procedures involved in constructing a sound argument through
research. For convenience, it illustrates a conventional model of academic research: reviewing the
extant literature relevant to a topic or problem, stating the research problem and questions in
operational form, specifying hypotheses, identifying the unit of analysis or observation and sample,
developing instrumentation for data collection, collecting data, reducing and analyzing data, and
interpreting the results of data analysis. This is a handy convention and a common order of
presentation for journal articles as well as many other forms of research report, but it should
not be confused with the actual sequence of work in designing or executing a specific instance of
research. For one thing, the format is implicitly based on the ‘“hypothetico-deductive” model
for testing established theories in empirical applications, although many research problems call
for inductive (warrant-establishing in Toulmin’s terms) rather than deductive (warrant-using)
logic and procedures. Further, the process of designing research often is necessarily nonlinear
and iterative: a central purpose of design is that it provides a setting in which we can rework our
plans and assumptions before investing in the conduct of the research itself. This may involve
moving from a choice of method that seems on consideration undesirable or infeasible back to
the reformulation of the research problem, or from the identification of difficulties in devising
instrumentation back to a reconsideration of the theoretical basis for an inquiry. Hedrick, Bickman,
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and Rog (1993, p. 13) provide an explicit model of the research design and planning process as
involving an iterative cycle of choosing a research design and methods; carefully considering their
feasibility in light of available time, money, and human resources; assessing trade-offs; and then
reconsidering the design and methods, until a plan has been arrived at that balances the criteria of
credibility, usefulness, and feasibility.

6.3.1 LURKING BELOW THE SURFACE: CAUSALITY AND VARIABLES

Although not all research is explicitly concerned with discovering or explaining cause-and-effect
relationships, the notions of variables and causality, and the dimensionality of concepts, neverthe-
less underlie much if not all research. Variables are ‘“‘logical groupings™ of the quantitatively or
qualitatively measurable characteristics (or “attributes’’) of the objects or units being studied or
described, or of their environment and history (Babbie, 1995, p. 31). For example, households may
be characterized according to the variable annual income, which can assume a large range of values
(that is, it can vary) measured in dollars or other monetary units. Dimensions, in the context of
social research, are ““specifiable aspect[s] or facet[s] of a concept” (p. 114), problem or question.
For example, the concept “well-being,” could be understood as encompassing a number of
dimensions, among which might be material well-being and social well-being, although social
well-being itself might be further broken down into a number of subdimensions, such as a person’s
relationships with a variety of others (see de Vaus, 2001, pp. 25-27). “Cause” in this context
signifies that a phenomenon exists, or possesses a particular attribute, as a result of the influence of
some other phenomenon or attribute: why something is or is not, or possesses particular character-
istics, and how it comes to be or to exhibit those characteristics. Thus we might predict that an
individual’s profession or occupation might be one cause of her income, which in turn might
influence her degree of material well-being.

In the abstract, we can describe several kinds of variables in terms of their relationships with
respect to a causal relationship of interest, as depicted schematically in Figure 6.1. Within a specific
context, independent variables are the root causes in a relationship of interest, and dependent
variables are those the values of which we are trying to explain or understand. Intervening variables
may come in between, such that an independent variable affects the dependent variable indirectly,
by directly influencing the intervening variable, which in turn influences the dependent variable.
Thus some might seek to explain the persistent pay gap between men and women (see U.S.
Department of Labor Bureau of Labor Statistics, 2006) by hypothesizing that sex influences career
choices, which in turn influence wage and salary income. Moderating variables alter the relationship

Causes ottt
Spurious [« Unobserved

"T~~.__ Correlation, but not
" ~~.__causation Causes
PR -y
Causes ] Causes
Independent 'y Intervening Dependent
A
Alters the
effect of Causes

Moderating Confounding

FIGURE 6.1 Schematic view of some types of variables in causal models.
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between causes and effects, so that we might hypothesize that early socialization of girls influences
their tendency to choose certain occupations. The former president of an Ivy League university
might at this juncture suggest that an unobserved variable, the inherent genetic difference between
men and women, is also at work here. Perhaps the university president was using a disparity in
men’s versus women’s performance on a certain kind of test as an indicator of genetically based
differences in ability, but another observer might argue instead that that test-score disparity is in fact
a spurious variable. The test scores in question do not really measure anything causally related to
income, he would say, but they do respond to sex discrimination in the construction of the tests.
That same discrimination, he might continue, also causes wage differences, which is why there
appears to be a correlation between the test scores and incomes. Finally, in examining any of these
claims, we will also need to be on the lookout for the influence on income of a large number of
likely confounding variables which might also influence the earnings of an individual or group, such
as age, education, place of residence, economic cycles, access to educational and job opportunities
associated with stereotypes and social networks, and so on.

Variables and their relationships are the fundamental building blocks of causal or explanatory
research in particular, but exploratory and descriptive researchers must also attend selectively to the
particular dimensions and variables of greatest interest and relevance for a particular research
problem and audience. Otherwise, researcher and audience alike are in danger of becoming lost
in a mass of undifferentiated detail, being distracted from important considerations by irrelevant
ones, losing interest before getting to the important points, or simply running out of the time and
space available for conducting, presenting, and receiving the research. One important way in which
we can assess the relationships and relevance of phenomena, dimensions, and variables to one
another is with reference to known or theoretically predicted causal influences. A researcher mindful
of his audience’s and his own limited time and attention will need to be selective, and so has a
““social scientific [or administrative, we could add] obligation to select in some fairly systematic,
that is, theory-laden manner”” (Bechhofer and Paterson, 2000, p. 6) which aspects of a phenomenon
of interest to attend to and describe.

6.3.2 GETTING TO THE POINT: Topics, PROBLEMS, QUESTIONS, ARGUMENTS, AND ANSWERS

The central tasks of what can be called the definitional stage of the research design process (Hedrick,
et al., 1993, chapter 2) are to understand the problem, including its dimensions, objects, subjects,
and relevant variables, and to formulate and refine the research questions to be answered. The
process of designing research generally begins with at least a rudimentary idea of what people,
objects, variables, and dimensions of a topic are of interest. Research undertaken by professional
academic or managerial researchers is usually motivated by their perception that they need or want
to solve a particular problem. One central purpose of research design, however, is to sharpen and
narrow that focus still further, to render it feasible to conduct a meaningful investigation by
stipulating an initial central research question or questions. “Meaningful”’ here signifies that we
have selected dimensions and variables that have theoretical or practical significance for the
researcher and her audience; that it is feasible for us to meet acceptable standards of usefulness,
persuasion, and correctness given the resources available; and that both audience and researcher will
be able to understand and make sense of the research process and its results. The significance of this
narrowing and focusing work is that it is necessary for us to know what we are looking for, how to
find it, when we have found it, and what we can or cannot and should or should not do with it once it
is found.’ In other words, how can we figure out what we are talking about with enough clarity and
precision that we can design a way both to investigate it and explain it to others? This involves
moving from broad topics to more specific problems,® from problems to research questions,
from conceptual research questions to operational questions, and then eventually to a detailed set
of plans for constructing an argument that will advance a claim adequately warranted by appropriate
evidence.
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Argumentation involves investigation, interpretation, and the presentation of the results of that
investigation and interpretation in support of a claim, and all of this is a matter of research design.
Investigation refers to the gathering of evidence (data collection) and its reduction and analysis.
The quantity and quality of your evidence and its analysis are the foundation for advancing any
claims about the natural or social world. Interpretation refers to making sense of the evidence,
figuring out what it means, and thereby creating knowledge. Presentation is how we communicate
meaningfully to others the process and results of our investigation and interpretation. Although we
may denounce persuasive presentations based on dishonest or irrelevant evidence or interpretations
as mere sophistry, even the most accurate data and reasonable conclusions are more compelling
when presented well rather than haphazardly.

So in order to be whole—to have integrity, we could say—your research needs to have a
research question motivated by a compelling research problem, but it also needs to result in an
argument that connects that question with a defensible answer or claim. It may be motivated initially
by a question intended to lead to an answer that can solve a problem of interest, or by a desire to
demonstrate or test the appropriateness of what you believe may be the answer to a problem. If you
start—in accordance with the conventionally espoused model—with a research question, you will
then construct an argument from the process of answering that question. But you might just as
reasonably start with a claim, and find your way to a suitable research question in the course of
designing your strategy to marshal suitable evidence and warrants to support—or refute, because a
responsible researcher must be open to this possibility as well—that claim with a valid argument.

6.3.2.1 Getting into the Conversation: Theories, Frameworks, and Previous Research

Whether you are beginning with a problem, a question, a hypothesis to be tested, or a claim to be
justified, an assessment of what is currently known or unknown about that topic is an important
early step in research design. This should include a structured literature review and other efforts to
find out what others have already learned and are in the process of learning, what approaches they
have used to create that knowledge, and (especially for theoretically oriented research) what major
problems and opportunities there are for extending (or overturning) present knowledge. Literature
reviews, queries to colleagues and recognized experts, professional conferences and their proceed-
ings, and the Internet are sources of information about what theoretical and empirical approaches we
might find useful or might be able to reject out of hand for our work, as well as of the answers to
framing questions such as “What do we need to better understand your topic?”” and ‘“What do we
know little about in terms of your topic?” (Creswell, 2003, p. 49, citing Maxwell, 1996).

One important purpose of a literature review is to help researchers formulate a theoretical
framework for analyzing their topics and problems, grounded in an understanding of the most
important dimensions and variables, and their causal relationships. This is true even for research
that is not explicitly causal or concerned with theory testing or theorizing per se. If the problem is
to describe or explore some phenomenon, a theoretical framework helps to focus that exploration and
description on the most important dimensions and variables. If the research goal is to devise a way to
correct some administrative or policy problem, it will be necessary to understand what has caused the
problem, and what must change to solve the problem, as well as what consequences are associated
with the problem and its solutions. Sound normative and explanatory theories help us figure out
whether somebody else’s “‘best practice” will be equally beneficial in our own setting, for example.

A second purpose is to understand what empirical research has already been done. First, this lets
you find out what has been done and learned to date with respect to your topic or problem: what
questions have already been asked, and what answers obtained? Second, you can examine previous
research efforts with an eye to reverse-engineering them. What kinds of operational measures, data
(evidence), and methods of analysis and interpretation (warrants) have been used? What evidence
and analyses have proved most useful in answering particular research questions? Is specific data
potentially available and appropriate for solving your own research problem? Or if you need to
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collect your own data, you can glean information about what kinds of data-gathering instruments
proved most (and least) useful for the researchers who came before you. Alternatively, you might go
further, and undertake an “integrative research review” (Cooper, 1989) to feel that you “own the
literature” (Garrard, 2004); demonstrate mastery to a demanding audience; or justify a claim that
none of those who went before you managed to capture the particular problem, question, evidence,
or analytic approach you have.

6.3.2.2 Contributing to the Conversation: Research Problems and Questions

Once you have familiarized yourself with the relevant dimensions and variables of a problem and
the key themes, theories, and methods used by others to pose and answer relevant research
questions, you can begin to formulate your own contribution by bringing your particular problem
to the ongoing conversation (or vice versa). At this point, the design task is to use the available
accumulated knowledge, and your understanding of its gaps and limitations, to formulate and refine
a researchable problem and questions in the context of the current state of the topic. This is true even
if you have set out with a solution already in mind for which you wish to argue, rather than a
problem for which you seek a solution. Figure 6.2 lays out a general design logic relating problems,
questions, and other elements of research design in the form of a hierarchy. The actual sequence in
which the components of a design are formulated and reformulated is, as we have noted, likely to be
iterative and nonlinear, and may well put first things last. We can still describe a hierarchy, however,
in which the logical strategies and procedural tactics of a research design are linked to a motivating
research problem by means of one or more research questions. The point here is that research
problems motivate research questions, and the detailed specification of particular research designs
and methods is tailored to respond to those research questions: What do we need to know to solve
the problem, and how can we go about satisfying ourselves and our audience that we have learned
what it necessary and appropriate to our and their needs?

Types of research problems include (1) topics we believe are important but do not know
yet know much about, (2) specific practical or theoretical problems we or our audience want to
solve, and (3) phenomena for which available explanations are not satisfactory (Bechhofer and
Paterson, 2000).” Research problems may involve fundamental theoretical puzzles, such as why
“self-organized . . .regimes frequently outperform...regimes that rely on externally enforced, for-
mal rules” in spite of theorists’ predictions that such performance is impossible (Ostrom, 2000,
p- 148), or descriptive projects intended to cure an audience’s lack of awareness of important
phenomena that should concern them (e.g., Harrington, 1962). Research problems may also involve
basic challenges facing organizations, such as how a utility district can prevent its infrastructure
from falling into disrepair, or how a research university can prevent repetitions of accounting
anomalies that might jeopardize federal research funding.

Research as a means to solving administrative as well as theoretical research problems begins
with a central research question, the starting point for focused inquiry in search of an answer.
Research questions and arguments imply each other, and together they fundamentally define the
purpose and significance of a particular research project or program. Thus a research design must
include at least one suitable research question, and situate that question as the primary determinant
of a plan for gathering and interpreting evidence, with the purpose of constructing a compelling
argument leading to a point that answers the question. Whether the question is the actual starting
point of inquiry (Why are self-governing regimes more effective?), or is selected as a means to try to
reach a particular conclusion (What management practices will enable us to prevent infrastructure
deterioration?), the research question and its associated propositions or hypotheses determine all that
will follow: the type of research design employed; units of analysis and observation; sample; data
requirements; methods of data collection and analysis; and thus the types of conclusions that can
follow, the way in which those conclusions are warranted, and the extent to which they can be
generalized to other samples and phenomena.
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FIGURE 6.2 A hierarchy of design decisions.
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Without duplicating the rest of this volume, I will note here that the soundness of an argument
is highly dependent on the relevance and quality of the measurements and analytic methods we
(plan to) use in research. The choice of measures and methods thus needs to be addressed by a
research design, and must be based on the research problem and questions that motivate a particular
study. A necessary early step in the process of selecting measures and methods is to make your
research questions, hypotheses, and propositions operational—to express the relevant dimensions
and variables in ways that allow measurement. If, for example, we set out to answer a descriptive or
normative question such as ‘“How good is our MPA program?” we might operationalize that
question in any number of ways. One way might be to focus on the reputation of the program
among academics (as the annual rankings produced by U.S. News & World Report)—‘How highly
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do other academics rate the program?”” Or we might focus on long-term career success of graduates.
One of the many ways to define this could be in terms of their job satisfaction and salaries 20 years
after graduation. Another operational expression of the question might be ‘“How satisfied are
students with each of their courses at the end of a semester?”” One way to answer this last form
of the question is by having students fill out the familiar end-of-course survey instruments. One task
of research design, then, is to identify operational forms of research questions that can both
contribute meaningfully to solving the motivating research problem and call for measurements
that can feasibly be made and interpreted.

As Miles and Huberman (1994, pp. 22-25) observe, research questions are used not only to
motivate arguments, but also to structure them as well, by narrowing research problems to deal with
specific phenomena, units of analysis, research methods, analytic strategies, and instruments for
gathering evidence (data). Toward this end, research questions need to be intimately linked to your
literature review and to the theory or analytic framework you employ for your study, because those
are key resources for understanding what variables and relationships among variables should be
emphasized or have proved useful in previous research (or have been neglected to the detriment of
previous research). In practice, it is common and reasonable to find that your development of a
central research question will proceed in parallel with your review of the literature and the
development of a theoretical framework for your research. Unless your project aims purely to test
an obvious implication deduced from a settled theory, it is likely that you will proceed through
multiple cycles of literature review, conceptual development, and research question formulation and
reformulation. As you learn from the work of others how to understand your research problem
conceptually and thus frame a suitable research question, you can also use the current version of
your research question to focus your continuing review of the literature: What theories and themes,
research designs, and data and methods of analysis have proved useful for grappling with questions
like yours? What kinds of findings and interpretations have followed from which combinations of
questions, designs, and methods, and how useful and credible have they proved to be for later
research and practice (Galvan, 1999; Garrard, 2004)?

6.3.2.3 Designing a Strong Argument

The significance of research design is, as we have noted, that the combination of the many design
decisions to be made will determine what kind of knowledge the research can create, and, together
with the execution of the research, for what purposes and audiences and to what degree the
argument and claims generated from the research will be useful and credible, or valid. In assessing
research designs and arguments overall, we are concerned with two broad types of validity. Internal
validity refers to the correctness of our claims: the extent to which the evidence and warrants used in
an argument can actually support the claim offered, even in the face of skeptical challenges.
External validity refers to generalizability of our claims: the extent to which the conclusions reached
in a study can be expected to hold in other contexts or for instances other than the ones from which
we gathered evidence.

The use of scientific research design logics and methods enhances the persuasiveness and
correctness, and thereby much of the usefulness, of arguments aimed at explaining, predicting, or
describing phenomena. Making assumptions and procedures explicit and internalizing the skepti-
cism of a presumed audience helps us to improve the likelihood that we can demonstrate to others
that our claims are well supported. First, we want to be able to show that the description (a form of
claim) we offer is more accurate and relevant to our audience’s interests than alternative descriptions
they or competing researchers might come up with. Second, and for explanatory/causal or predict-
ive even more than for descriptive research, our arguments should be designed to show that
plausible alternative explanations (or predictions, interpretations, implications) are less likely than
the ones we offer as our claims. Thus our designs must explicitly be prepared to let us eliminate the
plausibility of rival explanations and descriptions.



Purpose and Significance of Research Design 87

Two central concepts or tools here are comparison and control (see Bechhofer and Paterson,
2000, for an extended treatment). We can determine that a particular independent variable or
phenomenon causes something by comparing situations in which it is present to those in which it
is absent, and observing whether a dependent variable differs in those situations in ways that we can
attribute to the influence of the independent variable. If we are more oriented to description, we are
still comparing our selection of phenomena and variables to describe against some competing set of
phenomena and variables, even if the comparison is implicit. To be most probably persuasive and
correct, we further need to control for alternative explanations, predictions, and descriptions—to
show that any changes we detect in a dependent variable are more probably due to the relationship
we claim, and are not in fact caused by some other factor. If, for example, we want to show that
privatizing trash pickup saves money for cities, we would have to demonstrate that a change in costs
does or would coincide with a change to or from privatized collection. We would also have to show,
however, that the change cannot be more reasonably be attributed to other factors, such as changes
in the general price level, the number of households served, the volume of trash generated per
household, traffic congestion, and so on.

Among the logical strategies available, the pure experiment is “‘some kind of gold standard” for
causal research designs (Bechhofer and Paterson, 2000, p. 13; also see de Vaus, 2001, for a good
discussion of logical strategies in research design). This is because in an experimental design, the
researcher is able to intentionally manipulate units of analysis to compare them across different
values of the independent variable while controlling for values of rival explanatory and confounding
factors. In administrative and policy research, both practical and ethical constraints often make it
difficult to experiment, so researchers have developed a number of quasi-experimental designs that
allow for comparison and control in circumstances where the researcher is unable to manipulate
the objects of her attention (Campbell and Stanley, 1963; Cook and Campbell, 1979). For example,
she might have a hard time convincing a selected city to privatize its trash collection to let her
compare its costs to an otherwise identical (to achieve control) city. In public affairs and policy-
related research, experimental and quasi-experimental designs often seek to use large samples, as a
strategy for improving their validity. Case study designs, by contrast, examine one or a small
number of cases in depth, aiming primarily at ‘“‘analytic” rather than “statistical” validity (Yin,
2003, pp. 32-33) as criteria (for some examples of sampling strategies in small-sample and case-
study research, see Miles and Huberman, 1994, pp. 27-34; Yin, 2003, pp. 40-53).

Designs further vary in the way they use time. Cross-sectional designs make comparisons
across units of analysis at a single point in time, using observed correlations between dependent and
independent variables at that one time as the basis for inferring a causal relationship, or taking
descriptive characteristics at a given time as suitably representative of characteristics at the times of
interest to the researcher and her audience. So our researcher might find a sample of cities that have
privatized and compare them to cities that have not privatized, in terms of trash collection costs as
well as various control factors. Longitudinal designs compare the characteristics of units of analysis
over time. In this case, our researcher might try to measure trash collection costs for cities both
before and after they privatized collection, or even to compare changes in costs over a time period
for some cities that did and some that did not privatize. Longitudinal designs have some real
advantages logically, because we normally presume that effects come after their causes in time: cost
changes would normally be apparent after the event that caused them. But as a matter of feasibility,
we may not always have the time or resources to follow cities over time, hoping that some will
privatize their trash collection at some point.

Public administrators and academics might also want to generalize, in order to draw larger
conclusions about the benefits (or lack thereof) of privatization. For instance, if it has been
demonstrated that one or more cities included in a study saved money by privatizing trash removal,
would that mean that City A also could enjoy cost savings if it privatized? Would all cities, or all
cities of certain type or size, save money by privatizing? Is privatization simply more cost-effective
for all services, or for all levels of government? Comparison and control are central to this problem
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of external validity as well. In particular, we will want to know whether the units of analysis on
which the argument has been constructed are in the material respects representative of the other units
to which we would like to extend (or deny) a particular claim. Again, experimentation, with random
assignments of large “treatment” and ““comparison’ or “‘control” groups is often regarded as ideal,
but not always feasible, for explanatory designs. Careful attention to variables, conceptual dimen-
sions, the quality and relevance of measurements, the precise reasoning behind our inferential
warrants, and any likely qualifications and rebuttals, all can help us strengthen the external validity
of our arguments (or at least help us avoid making invalid generalizations).

6.3.2.4 Research Ethics and Writing

Ethical constraints on the manipulation of research participants are an important way in which social
and life sciences differ from physical sciences. We do not generally accept the idea that research is
likely to have benefits so great as to outweigh research procedures that cause harm to those from or
about whom we gather data or construct arguments (see Miller and Salkind, 2002, section 3.8, for an
overview). Although most research institutions have formal guidelines and procedures for protect-
ing human subjects in research activities, individual researchers must themselves accept responsi-
bility for upholding ethical standards in the conduct of research.

Creswell (2003) notes that researchers also need to consider ethical and rhetorical concerns
with respect to stating the problem, describing the purpose of the research, data collection, data
analysis and interpretation, and writing and dissemination. In general, the rules of thumb for the
ethics of research design and its presentation are closely related to the principles embodied in
the logical and procedural ideals of scientific inquiry: avoid misrepresentation (whether by
commission or omission), strive for clarity, and make your procedures and conceptual frameworks
explicit so that they can be subjected to careful scrutiny by your audience (and by yourself). Be
clear about what your data is or will be, what kinds of inference can and cannot be drawn from
such evidence, and what the limits and qualifications to your claims are likely to be. One way to
design in an additional check on accuracy can be to plan on validating your data and interpret-
ations by reviewing them with the participants in your research. Anticipate and try to forestall any
potential for others to misuse your work, as well as dangers posed by your own conduct of the
research. Note that for a skeptical and well-informed audience (our ideal audience) this promotes
persuasiveness as well as correctness.

One useful device for improving both the ethical and logical quality, as well as the feasibility,
of research design is the institutional review board (IRB). If you plan to collect data from or about
human participants and are doing your research under the umbrella of an American university, you
will probably have to have your plans for data collection, use, and retention reviewed by an IRB.
Although the procedural ease or difficulty of negotiating IRB reviews and approvals varies from
one institution to another, and the process can be difficult and time consuming in ways that at
some times in some institutions are not obviously related to the protection of human subjects, IRB
review requirements have considerable value for the research designer as well as the research
participants. I have learned to love the IRB process not only because by protecting research
participants it also reduces my potential liability for mistreating them, but also because it forces
me to be explicit and clear in explaining my thinking about the logic and procedures of a research
design. In preparing to secure informed consent from participants, I am compelled to state
explicitly the purposes and sampling strategy of my research, the nature of the evidence I plan
to gather and the instruments and analytic techniques I propose to use, why those choices are
necessary and appropriate, and how long and for what additional purposes I plan to retain the data.
That is, I have to write down in a form comprehensible to the members of the IRB many of the
core components of a research design. In so doing I get a chance to think seriously about the
design’s validity and feasibility, as well as its ethical acceptability, in the eyes of a well-informed
audience of skeptics.
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Finally, think of writing and rewriting as a form of analysis, diagnosis, and quality control.
Producing a clear, explicit, and complete design for research in written form makes it possible for
others to evaluate a research design and offer advice for improvement, and it provides a useful
mnemonic and benchmark for the researcher when the time comes to execute the research. If you
cannot express it clearly and directly, it may not be “science’” yet. Our inability to express
something is frequently an indication that our logics of inquiry and argument have not
been sufficiently worked out to allow for the clarity and precision with respect to research purposes
and procedures that is a necessary precursor to systematic investigation. Until we understand what
we plan to do, why, and with what anticipated outcome, clearly and explicitly enough to commu-
nicate it to others, especially if those others already share our interests and orientations (e.g., other
faculty in our field, or fellow MPA students, or coworkers, or fellow legislators), we probably have
not created a plan that will allow us feasibly to construct useful and relevant knowledge.

6.4 CONCLUSION

Research design is the creative phase of a research project. It involves transforming what may have
begun as only a general interest or a vague concern into a specific research problem and questions
compelling enough to justify the effort of producing and consuming research, and specific enough to
be answered with a claim supported by a well-reasoned argument. It also involves devising a set of
procedures by which you can answer that question correctly (as measured by validity, accuracy,
precision, elimination of competing descriptions or explanations, and so on) and persuasively within
the limits of time, money, and human resources available for the task. Research design is for many
of us the most difficult aspect of research. But the cumulative wisdom of scientists and other
systematic researchers has produced a body of technical knowledge that can provide us with
the resources at least to make the problem of designing research a solvable one. It is worth the
effort, because beginning with a good research design increases the likelihood of producing a
finished research argument that is demonstrably correct, compelling but appropriately qualified, and
useful—that is, one that makes a difference that justifies all the bother.

My major emphasis in this chapter has been that understanding the roles of research problems,
questions, propositions, evidence, and warrants in forming a valid and robust argument is an essential
starting point for the design of research. The process of designing a particular instance of research
should begin by formulating a question (or a tentative claim) based on a problem that is demonstrably
relevant to the interests of the researcher and the researcher’s audience (dissertation committee,
instructor, professional colleagues, boss, citizens who need to be alerted), so that the answer to the
question (or the justification of the claim) will be genuinely useful, persuasive, and correct. Then
operational specifications of the research questions, units of analysis, and suitable logic and instru-
mentation for testing the claims and answering the questions need to be identified. Methods of
measurement and analysis must be matched to the problem, questions, dimensions, variables,
concepts, and units of analysis and observation you have identified, to support a sound argument.
As a researcher you can embrace skepticism, by explicitly taking into account plausible alternative
explanations, descriptions, comparisons, and normative standards. In designing research, you are
designing an argument, although you may well find that it leads to a claim other than the one you
expected, once you follow it through.

The wide range of topics, problems, and audiences in public administration means that a
bewilderingly large number of choices confronts the researcher, and that a variety of field- or
subfield-specific standards for evaluating arguments may be applicable. This is a source of oppor-
tunity, if we do not allow ourselves to become overwhelmed. Taking a systematic approach to
research design as the plan for a project that will construct an argument is one way to impose some
order. Start with one or both of what you want to find out and what you want to tell others. Take into
account your primary audience and its interests. Adopt a logically rigorous approach to designing
your argument, even if you will eventually need to present it to an audience in a less systematic
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form. Take into account the available resources and time, and consider carefully any necessary
revisions to the questions, propositions, methods, and qualifications you will use. By remaining
focused on the centrality of a problem, a question, and the development of a sound argument that
uses appropriate evidence and warrants to justify a claim, you can produce usable, credible
knowledge, and avoid doing pointless research.

EXERCISES

This exercise can be done on its own, in the course of reading you would be doing anyway, or as
part of the literature review as you are designing a research project. It involves simply “‘reverse-
engineering” a research report (an article, chapter, book, or conference paper) to identify the
elements of its research design. Identify each of the following elements, and critique them: Are
they cogent? Do they all fit together into a coherent and sound argument? What ideas can you take
for your own work? What would you have done differently? Why and how?

* Research problem: Does the researcher state or imply a problem that is sufficiently
meaningful and significant (to some audience, even if not to you) that it justifies the
effort of conducting (and reading about) the research? What type of problem is it (see
Figure 6.2)?

* Research questions: Is there at least one research question stated, or implied clearly enough
that you can state it yourself? Is it one that you would expect to lead to a useful answer,
given the research problem? Is the operational version of the research question stated or
implied in a way that allows the reader to understand what concepts, dimensions, variables,
and measures can appropriately be used in answering the research questions? What type of
question is it (see Figure 6.2)?

* Conversational context: Does the researcher demonstrate exactly how the research relates
to previous research, either by taking advantage of it, and extending it, or by testing its
conclusions, or by showing its deficiencies, or by showing that it has neglected the problem
at hand?

* Claim: What points and claims does the researcher make?

e Data or evidence: What evidence is gathered and analyzed in support of the article’s
claims? Does the researcher use operational dimensions, variables, and measures appro-
priate to the research question?

* Warrants and methods: What inferential warrants are used to show that the researcher’s
evidence supports her claims? This includes the theories and conceptual frameworks used
(implicitly as well as explicitly), the operational measures and instruments used for gather-
ing evidence, and the techniques used for analyzing and interpreting the evidence gathered.
Does the researcher explicitly state any backings for her warrants? What are they?

¢ Qualifications and rebuttals: Does the researcher explicitly acknowledge plausible rival
explanations or claims and any important limitations of the research? How does she address
them in the design or reporting of the research? Can you think of plausible rebuttals and
qualifications that the researcher has not acknowledged or eliminated? Are they damaging to
the argument? Why? How would you explain your concerns to the researcher?

* Argumentation: Diagram the argument’s components. How compelling do you find the
argument overall? Is it persuasive and evidently correct? Does it advance a useful claim?

ENDNOTES

1. And usefulness is precisely the point here. Research in public administration, whether for a scholarly article
or for an advisory memo in a public organization, is fundamentally a problem-solving or problem-
identifying exercise, aimed even if only indirectly at changing things for the better, ‘“‘Otherwise,
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why bother?” (to quote Aaron Wildavsky, 1961, p. 183, slightly out of context). In fact, it is precisely the
normative aspect of scholarly research in PA that leads at least one researcher to argue forcefully for both
greater rigor in research and separating the choice of research problems for academia from the concerns and
expressed research agendas of practitioners (Meier, 2005).

2. When you start with a claim, a scientific approach will call for you to treat it as a hypothesis to be tested.
You will then work to demonstrate whether and how a systematic investigation beginning with an
appropriately defined question leads by means of a sound argument to that particular claim more than to
plausible alternative claims.

3. The function of inquiry, after all, is precisely to create knowledge of or about the world. While extra-social
realities and even much of social reality (Searle, 1995) can certainly be presumed to exist independently of
a particular researcher’s knowledge of them, that knowledge will itself be constructed, and usually through
processes that include reference to others and to institutionalized forms of belief and understanding (Berger
and Luckman, 1967). For example, it seems safe to say that the material natures and astronomical
relationships of the sun, earth, and moon did not change when the Copernican concept of the solar system
was developed (see the accessible account of this at www-history.mes.st-and.ac.uk/Mathematicians/
Copernicus.html), nor when Kepler ascertained that planetary orbits are elliptical rather than circular (see
www-history.mcs.st-and.ac.uk/Biographies/Kepler.html). But certainly our knowledge of that reality was
constructed differently at each juncture, and that in turn had implications for action in a number of human
spheres.

4. Note that in all cases, I presume that an answer honestly presenting a null result is more useful than one
which tortures the evidence or uses specious reasoning in order to seem more conclusive. It is useful for
practitioners as well as researchers to know that a particular combination of question and methodology does
not generate a definitive answer, or that a particular hypothesized answer is not supported by a particular
body of evidence, or even that it is not presently feasible to answer a particular question or solve a particular
problem. (Specialist researchers usually know this, and occasionally even some practitioners do as well.)

5. Tam unable to resist offering an anecdote—perhaps apocryphal—from my days as a bookstore employee. A
customer was reported to have approached a clerk in our vast and dusty store. He was looking for a book he
had seen on a visit the previous week, and was able to describe its approximate size, color, and location on
the sales floor. When asked, however, he was unable to recall the author, subject matter, or title of the book.
On being informed that we could not readily locate the book for him without at least some of that
information as well, the customer is reported to have exclaimed in dismay, ‘““You mean, if I don’t know
what I want, you can’t find it for me?”

6. For those whose research is initially prompted by a school assignment rather than by a strong desire to solve
a particular theoretical or practical problem, Booth, Colomb, and Williams (1995; I prefer this edition, but
others prefer the 2003 edition, and there is apparently a third edition in the works), provide a great deal of
very useful advice about how to do this.

7. Foralonger list of rationales, oriented specifically to scholarly research, see Miller and Salkind (2002, p. 13).
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Nothing so needs reforming as other people’s habits

Mark Twain

7.1 INTRODUCTION

A common question asked by graduate students—despite (or perhaps because of) taking a stand-
alone research methods class is, “Do I have to do a survey for this assignment?”” The standard
response is that this cart-before-the-horse question is the wrong one. The right query, of course is,
“What methodological tool is best suited to the problem?”’

This essay describes the author’s experience since 2000 in grappling with a critical issue
confronting American governance: the fate of a priceless asset of democracy—the merit system—
in an era of reform. Keenly aware that such an autobiographic approach creates a vulnerability to
charges of narcissism, there is no delusion that this case study is any better or worse than that of
others. The difference is that an unexpected opportunity was afforded to record the deeds. Still, the
Twain epigram above contains a double entendre in the context of this work: not only is the merit
system open to criticism, but also this chapter.

The narrative proceeds chronologically, but was encountered in a nonlinear, opportunistic
manner. Consistent with past efforts, there was no grand research strategy, no way to know in the
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beginning the direction that the work would take. Indeed, this is the first time in the writer’s career
(including two books, six anthologies, and scores of articles and book chapters) that a sustained,
half-dozen year effort was devoted to a single, if multifaceted, applied research subject. With greater
intellectual foresight on this rapidly developing current issue, it is possible that a creative research
program could have been divined at the outset. It is a manner of speculation, however, whether the
results would have been superior or inferior to those examined below.

What took place was that targets of opportunity appeared and serendipity, if not providence,
prevailed in the tasks undertaken. The journey demonstrates the utility of understanding various
dimensions of a problem before selecting the right investigatory tool to probe them in depth.
Although recognizing that different research strategies may influence the definition of a problem,
choosing the method first and then seeking a subject to explore doubtlessness would have led to
frustration, false starts, dead ends, and few publications. The sophisticated use of a technique can be
admired, but one’s efforts are wasted if the problem to which it was applied is inappropriate,
obscure, or trivial. Methods are to be valued, but not to the point that they become ends in
themselves (McNabb, 2002).

The chapter proceeds by first briefly describing the background of the topic, including the
catalyst for the body of work that would develop. It then explains the selection of the disparate
research approaches employed. They were driven, at least in retrospect, by a series of logical
questions, the answers to which produced more questions and methods to comprehend the phe-
nomenon analyzed. It would be unusual in examining a complex matter that a single method would
suffice. The conclusion articulates a set of implications that may be helpful in thinking about the
conduct of inquiry. The chapter closes with two problems (and possible solutions) as well as ideas
for instructors who may wish to use the material herein for classroom discussion.

7.2 BACKGROUND

This section traces the antecedents of contemporary civil service reform, describes an event that
proved to be the stimulus for the research, and identifies intriguing oddities and ironies that
sustained the work as it progressed.'

A triad of enduring values—representativeness, neutral competence, and executive leadership—
historically have characterized, with different degrees of emphasis, the history of public service
(Kaufman, 1956). Although representativeness was the dominant value during much of the 1800s, the
passage of the 1883 Pendleton Act meant that neutral competence became the principle civil service
value throughout American government for most of the twentieth century. The Act sought to eliminate
the graft and corruption of that characterized patronage-based, scandal-ridden spoils system. Reform-
ers believed government should be operated in a business-like manner; a merit system, therefore,
was needed to block capricious political influences in the appointment and removal of personnel.
Public administration could be responsible and efficient only if civil servants were selected on the
basis of qualifications and insulated from partisan intrigue by career service tenure. The moral and
economic virtue of shielding public employees from predatory partisan pressures was self-evident
for generations of citizens; it was seldom necessary to explain, much less defend, the merit system.

Yet “bash the bureaucrat,” “‘run government like a business,”” and “‘government is the problem, not
the solution” attitudes became increasing pervasive in American political culture in the latter decades of
the last century. The New Public Management movement—an ideology emphasizing deregulated,
decentralized, downsized organizations driven by market-style imperatives—propelled change. As a
consequence, executive leadership would emerge as the dominant value in the management of the civil
service by the dawn of the new millennium. Fueled by entrepreneurial strategies, budget cutbacks and
devolution, reformers impacted merit systems across the nation by expanding management pre-
rogatives and restricting employee rights® (Condrey and Maranto, 2001; Nigro and Kellough, 2006).
Accordingly, the defining characteristic of the modern civil service—neutral competence with its
protection from political interference—has been significantly eroded in many jurisdictions.
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The corpus of work discussed here focuses on the Florida civil service reform known as ““Service
First,” not simply because the research site was a convenience sample, but because this mega state is a
national social and political trendsetter. The spur for the program—and the present research—was the
publication of Modernizing Florida’s Civil Service System: Moving from Protection to Performance
by the Florida Council of One Hundred (2000), a group with close ties to the governor’s office,
who argued that the state government was long overdue for organizational transformation.

Contending that the merit system had changed from protecting the public to protecting
employees without regard for performance, Service First was announced in the governor’s 2001
state of the state address. In line with the Council’s report, it was assumed that there was no reason
that public workers should be treated any differently from employees in nonunionized private
companies. The most contentious part of the reform was the conversion of 16,300 career service
middle managers to Selected Exempt Service, thereby abolishing their job security. As Bush’s top
priority for the legislative session, the program was passed and went into effect that summer.

In short, the civil service reform movement in Florida (and elsewhere around the country) has
been successful in achieving a multitude of changes, including employment at will, in recent years.
Change advocates believe that differences between the public and private sector should be reduced
by “‘running government like a business” and in so doing seek fundamental, nonincremental,
reforms (see, for example, Ingraham and Moynihan, 2000).

As shown in Exhibit 1, many intriguing aspects, surprising events, odd ironies, dastardly deeds,
unexamined premises, execrable actions, and puzzling paradoxes characterize the Florida reform.
Not unlike the student who wants to do a survey before identifying a research subject, proponents of
change also have a reform solution in search of a problem. The creation, passage, and implemen-
tation of Service First took place in a highly charged political atmosphere that assumed supremacy

Exhibit 1
Intriguing Aspects of Civil Service Reform in Florida

* The state’s prereform personnel system was one of the most productive in the nation based
on the number of employees compared to population.

* The negative aspect of the business management model was embraced (ready termination
of employees), but not its positive dimensions (competitive compensation, the right to
strike).

* The governor argued that because partisanship, cronyism, nepotism, and favoritism could
corrupt the merit system, job safeguards designed to prevent such problems should be
abolished.

* The only independent expert to examine Service First prior to legislative passage was a
labor mediator Special Master, mandated by law to give the lawmakers nonpartisan advice
when collective bargaining negotiations break down. He concluded that, “There was no
factual evidence brought forward to show that the (existing) system was broken or
dysfunctional” (Special Master’s Report, 2001, p. 58) and that Service First would become
“Service Worst” because the elimination of job protections although simultaneously
seeking the most qualified staff ‘““is not logical and will not work™ (Special Master’s
Report, 2001, p. 74). The legislature rejected the recommendations and abolished the
Special Master role in resolving future labor-management impasses.

* A Department of Transportation contract inspector observed that, “T have been involved in
the private sector that Jeb [Bush] so wants to emulate, and if someone proposed a complete
overhaul of an existing system without showing any facts or figures to back them up, like the
governor is doing, they would earn a quick ticket to ‘downsizing’ ”’ (Cotterell, 2001a, p. 2E).

(continued)
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Exhibit 1 (Continued)
Intriguing Aspects of Civil Service Reform in Florida

* Unions who had endorsed Bush were exempted from Service First coverage. They argued
that their members needed job protections when making public safety and medical
decisions, and without them there would be considerable difficulty in recruiting and
retaining quality personnel. Other unions, whose members had critical regulatory respon-
sibilities but had not supported the governor in the 1998 election, were unsuccessful in
making similar argument.

* The governor’s “efficiency czar” resigned in protest the day the bill was signed into law.
She argued that she was unable to ““slow down the headlong rush to privatize, computerize,
and downsize’ state jobs, a reckless process that lacked analysis or justification. She was
especially concerned about Service First and its expansion of the employment-at-will
doctrine to careerists. ‘T was ‘at will’ ... and you can’t voice your opinion or be critical”
in such an environment” (Cotterell, 2001b, p. 2A).

* Although some prominent abuses have been reported, widespread abuse (insofar as such
things can be readily documented) apparently has not occurred, perhaps because of
practical difficulties of hiring large numbers of employees in a downsizing era and
persuading people to work for below-market government salaries. An underlying, key
reason may be that old-fashioned job patronage is much less appealing to campaign
contributors than ““pin stripe’” patronage found in the award of lucrative government
contracts.

* Despite the value in documenting program successes, no evaluative metrics were written
into the legislation. Rather, officials believed that employees would take more pride in their
work, and that supervisors would report enhanced staff performance. There was a sense
that the policy solved the problem, and attention shifted to other, more important, issues.

* There remains a determined belief in the inherent superiority of business management
practices, with its current emphasis on executive leadership at the expense of merit-based
neutral competence, despite the continuing corporate management problems of the Enron
era (Labaton, 2006).

* Critics pointed out that a return to the spoils system of the nineteenth century is a
questionable way to the meet the challenges of the twenty-first century.

of corporate values in the government. The results provided sufficient policy and academic
motivations to sustain interest in the subject over the years. Accordingly, how and why the work
evolved is examined next.

7.3 RESEARCH APPROACHES TO PUBLICATION OUTLETS FOR THE TOPIC

“It is impossible to observe and record everything,”” Hubert Blalock reminds us, “and even if we
could, we wouldn’t know what it all meant” (1964, p. 8). There is no such thing as an error-free
approach. Work undertaken is determined by assumptions not only about the reality one seeks to
comprehend but also by the method selected (Creswell, 2003). One’s ontological (the nature of
reality as objective or subjective), epistemological (the investigator as independent from or inter-
active with what is being researched), and axiological (the subject as value-free or value-laded)
positions must all be considered.

The narrative in this section proceeds as each project was completed, not when published
(release dates varied depending upon journal and book publisher backlogs). The tasks were
premised on answers to questions raised, and influenced the choice of research strategies considered
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germane to the questions. The principle work products are categorized by their methodology:
descriptive, normative, empirical, theoretical, literary, case study, comparative, and program evalu-
ation (viz., theory-building is not the sole goal of research, especially in applied work). As a
capstone, this review concludes with a discussion of how some of the works were collected for
symposia and anthologies.

7.3.1 DESCRIPTIVE APPROACH

Initial research interest in the topic, originating in late 2000, was an effort to ask the question, ‘“What
is it?”’ because the transformation of the entire state personnel system was proposed by the Florida
Council of One Hundred and endorsed by the governor, comprehension of its ramifications had to
be grasped. Subsidiary, implicit questions emerged such as “What problem did the original merit
system seek to solve?”” “Why are reformers introducing changes now?”’ and ‘“What might be the
consequences of new legislation?’” The thrust of any such effort, then, is largely descriptive to gain
information, knowledge, and understanding of the subject at hand.

Following a literature search on the merit system (the results of which would prove to be quite
useful for this and future papers), it was evident that primary sources (government documents,
newspaper articles and, critically, interviews) would form the basis of the inquiry. The decision was
made, accordingly, that in-person interviews would be conducted with a representative sample of
key stakeholders (n=28). They included legislative members and staff, union officials, interest
group representatives, the press, state managers, an illuminating, if time-consuming, process
(although focus group methodology might have been more efficient, it was not seen as feasible
because of scheduling difficulties or perhaps desirable due to potential “‘posturing” by participants).

A drawback in this sort of exploratory field work is that although it is fundamental to further
research, it alone may not result in a publishable manuscript. An invitation to write a chapter in a
civil service reform state-of-the-art reader (Nigro and Kellough, 2006), however, did provide an
outlet as well as a reason to form a study team including another public administration scholar and a
law professor. The manuscript was prepared during 2001-2002, first as an American Political
Science Association 2002 convention paper and then revised for the book. Problems with antholo-
gies, it can be noted, include the difficulty in locating publishers willing to support edited
collections, the challenge in assembling authors in a timely fashion, and delays in publication.

7.3.2 NORMATIVE APPROACH

As more was learned about the nature of Service First, the research question changed from “What is
it?” to “What does it mean?”” Prescriptive work can be logically distinct from descriptive efforts
because it suggests a commitment to particular values. But unless prescription is informed by
reality, it is reduced to an unenlightened ideology thereby losing its moral force. Thus, concurrent
with the descriptive book chapter, normative views on Service First developed and were presented
in several venues. The author wrote several letters to the editor in the state capital newspaper as well
as an op-ed essay, published as a point-counterpoint feature opposite the vice-chairman of the
Florida Council of One Hundred (Bowman and Hoffman, 2001). In addition, four other public
administration professors were recruited from different Florida universities to contribute to a critical
appraisal of Service First (Bowman et al., 2001) that appeared in the Public Administration Times.
Finally, a speech was delivered at the January, 2002 Florida Personnel Association meeting.’

Professional service activities such as these may not or cannot be translated into a journal article.
In seeking to build upon this work, it was fortuitous, therefore, that a suitable outlet was identified.
Thus, the central work product of the normative phase of the research was a solo-authored piece
(Bowman, 2002) in a quarterly that publishes articles dealing with labor issues. In the polemic
tradition, this critique of radical reform in Florida examined how private sector employment
techniques were being used to corporatize state government.
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An attraction of the normative course of action is that such armchair pieces are much more
interesting to write than expository essays. The problem is that they cannot be done well without
first doing the descriptive work. And, although prescriptive efforts are more engaging than narrative
methods, they are also often more challenging and time consuming to write than, say, empirical
papers. Indeed, having devoted considerable time and energy to Service First by this time, the author
was ready to move on to other projects—not the least of which was a coauthored book on a related
topic (discussed later). However, one of the virtues of coauthorship is that colleagues create
opportunities that may not be immediately evident. Thus, book chapter coauthor Sally Gertz
(with her husband in the Florida State School of Criminology) had access to resources to support
a statewide empirical study of employees impacted by reform.

7.3.3 EMPIRICAL APPROACH

If the normative strategy poses the question, “What does the author think?”, then the empirical
strategy (at least in this instance) asks, ‘“What do the affected officials think about the problem?’’ Put
differently, the previous approaches are especially helpful in defining the process by which the
problem emerged, whereas a quantitative method is most useful in understanding the extent and
scope of the problem. Information is gathered and transformed in the first two strategies whereas
survey research is concerned with generating data (Brewer and Hunter, 1989). This new project,
then, seemed like an excellent chance to confirm, reject, or modify earlier findings from the
inductive descriptive and normative publications (the former focused on policymaking officials
and the latter emphasized the writer’s understanding of those data). To assist with the survey, the
authors recruited another colleague, Russell Williams.

Details of the methodology employed are found in the article (Bowman et al., 2003), but a
38-question structured telephone survey was administered by professional callers to a random
sample of 457 employees (margin of error: 4.7 percent) who became exempt personnel under
Service First. The objective was to gauge attitudes of those who play a key role in determining the
ultimate success of the program: middle managers. There was no attempt to ascertain if the reform
was needed or valid. The survey was supplemented by interviews with knowledgeable political
actors and observers.

When the data collection, analysis, and write up were completed, one team member suggested
that the manuscript be submitted to a leading general journal in the profession. Several others
believed that the scope of the work was more appropriate for a specialized outlet, a judgment that
turned out to be correct after the initial periodical rejected the piece. Unfortunately the accompany-
ing reviews did not provide ideas for revisions, but the quarterly that did accept the study offered
suggestions for improvement. The survey was the subject of a detailed press story (Cotterell, 2003),
perhaps because many respondents seriously questioned Service First; the newspaper article
included equivocal comments from a Bush Administration spokeswoman. Government Technology
magazine also ran a lengthy feature reporting the questionnaire data because of its interest in
whether employees in technology agencies should have civil service protections (Peterson, 2003).

Once again the present writer was prepared to devote time to other issues, but a different book
chapter coauthor suggested that Service First might be further illuminated by the use of stake-
holder theory. Thus, the research question shifted from the earlier ones to, “Is the topic theoreti-
cally interesting?” The findings were initially presented at the 2003 Western Political Science
Association convention. The resulting article (West and Bowman, 2004) reflects the stakeholder
literature which distinguishes between three types of research (Jones and Wicks, 1999): descrip-
tive (focusing on how organizations manage employees), instrumental (emphasizing personnel as a
means to achieve collective goals), and normative (stressing that staff have a right to be treated not
merely as a means to an institutional end). In applying stakeholder analysis to the Florida reform,
therefore, these approaches provided the framework for the study, and the discussion concluded
with the implications of the findings for theory and practice. Although the manuscript was



The Research Problem, Method, and Serendipity 99

relatively “easy” to write (basic data had been collected earlier), the present author was ready to
attend to other research—until yet another colleague from one of the previous projects offered an
intriguing idea.

7.3.4 LITERARY APPROACH

Like the stakeholder article, this one (Bowman and Williams, 2007) was preceded by a conference
paper (the 2004 American Society for Public Administration meeting). The point of departure for
the study was the constant tension existing between efficiency and effectiveness in American public
administration as reflected in the civil service reform controversies. Typically, although antagonists
juxtapose the competing values of business management and public service, the debate is often not
joined as positions become entrenched and sheer political power prevails. In such situations insights
from another time and place can provide a perspective on issues and events. Thus, the research
question for this project was, ‘Do insights from literature shed light on the topic?”

The case in point was philosopher and poet George Santayana (1863—1952) who lived during
the era when the patronage-based spoils system gradually gave way to the merit-based civil service.
Perhaps best known as the author of the adage, “‘those who cannot remember the past, are
condemned to repeat it,”” he was a prolific and engagingly lyrical writer who penned many other
insightful observations. Santayana possessed the uncanny ability to express complex concepts in a
succinct aphoristic style that could, in the words of one biographer, “‘at once fix a point and transfix
an opponent.”

The authors agreed that this characteristic could be of assistance in understanding the increa-
singly rancorous reform debate. The manuscript made the case that Santayana’s work provides an
apt lens to assess the controversy. When it was not accepted by one journal, it was sent to another
and received a “‘revise and resubmit” recommendation. At that point, the coauthor decided not to
proceed, and granted the present writer permission to keep trying (as well as lead authorship if
successful). After some changes, largely based on deleted material from an earlier draft, it was
accepted.

7.3.5 CAse STUDY APPROACH

As time passed, Bowman and West considered doing an update of the 2001 statewide research that
examined the impact of reform on affected employees one year after its passage. The question was,
“After attitudinal surveys, what do scholars often say is needed to better understand a pheno-
menon?”’ The answer is that they make appeals for qualitative case studies to obtain in depth
knowledge typically unavailable from surveys.

Between late 2004 and spring 2005, over fifty 10—45 minute, semistructured telephone inter-
views were conducted with pertinent staff in three departments representing the broad range of
governmental distributive, regulatory, and redistribution functions. Respondents were chosen from
agency-supplied randomized lists, one-half located in state capital headquarters (home to a sub-
stantial proportion of the workforce) and one-half in Miami-Dade county field district offices (home
to the state’s largest population center).

Questioning generally paralleled relevant topics included in the earlier survey so as to enable
rough comparisons. However the findings were not expressed in percentage terms because quali-
tative research is an emergent design wherein the researcher seeks the interviewees’ meanings
and interpretations, nuanced and tacit knowledge (Creswell, 2003). In addition to these confi-
dential interviews, the authors conducted semistructured, in-person interviews in February—June,
2005 with departmental human resource managers in central or district offices (n=3), selected
gubernatorial staff, legislative personnel, as well as current and former agency personnel (n=>5).
These sessions lasted approximately 45—75 minutes each and also focused on the program imple-
mentation issues.
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A potential problem with qualitative methods is the difficulty in generalizing to a larger
environment. Yin (2002) suggests examining the context in which actions take place and using
multiple sites to increase generalizability, a reason why several departments were selected for this
research. One limitation of this work is its reliance on telephone interview data; despite guarantees
of anonymity, information was not easily obtained from some subjects due to the sensitive nature of
the topic* (also see Exhibit 2, Problem 1), a problem not encountered in the face-to-face sessions
with other stakeholders. In addition, with few exceptions, potentially important secondary material
such as departmental publications and raw personnel data did not contain relevant information to
help document the case studies.

Despite such concerns, it proved possible to achieve a reasonable understanding of each agency
under Service First, thus enabling an evaluation of the reform’s impact some four years after it was
passed into law. Preliminary results were discussed at the 2005 American Society for Public
Administration conference. They were also the subject of a favorable newspaper story as well as
negative reactions from high-level political officials (Cotterell, 2005), which generated a number of
telephone calls for copies of the study from the governor’s office on down. The published article
(Bowman and West, 2006c) was part of a symposium edited by the authors (discussed below).

7.3.6 INTERNATIONAL COMPARATIVE APPROACH

Heretofore most of the investigation by the present author into civil service reform was focused on
the American experience. On the basis of an opportunity to participate in 2005 international
conference on ethics and governance, Bowman and West decided to examine the reform movement
in an international context, with particular attention to a key aspect of the changes—employment at
will. The research question was “How do American reforms compare to those in Europe?”” The
convention paper probed the origin and nature of at-will employment, as well as its ethical implica-
tions, followed by areview of its application (including its functional equivalents) in the United States
and in Europe, and closed with conclusions about the future of public service. Typical problems in
comparative work (e.g., availability and access to data) may affect reliability and validity of research,
problems that might be addressed by recruiting knowledgeable coauthors if readily available. The
final version of the manuscript (Bowman and West, 2007a) followed the format noted, but in response
to referees limited the international component to the United Kingdom.

7.3.7 PROGRAM EVALUATION APPROACH

Civil service reforms continued to expand in the states (Hays and Sowa, 2006) as well as at the
national level, particularly as the controversial, new personnel systems in the departments of defense
and homeland security were being deployed—and were suggested as templates for the rest of the
federal government. The rise of at-will employment (and related personnel techniques) is seen by
proponents as a way to reenergize the bureaucracy and by opponents as a return to the spoils system.
There are compelling, competing grounds in the debates over the merit system, and an overall
assessment of these contentions would certainly be useful.

Because work is a chief source of income, involves a substantial personal commitment, and is a
key source of social status for most people, the part it plays in the well-being of society is clear
(Lawrence, 1999). Stated differently, evaluating the efficacy of the terms of employment in
achieving human well-being is critical. The most serious form of justification, then, is to determine
the moral worth of an issue; ethical argument plays an important role in clarifying a problem. Thus,
the question for this project was, “Is at-will employment ethical?”” A chapter in the present writer’s
coauthored book alluded to earlier (Bowman et al., 2004) contained an appropriate analytical
device, a model of ethical action, to conduct the appraisal.

The framework, known as the “ethics triangle,” recognizes the complementarity and inter-
dependence of the imperatives in three schools of thought based on teleology, deontology, and



The Research Problem, Method, and Serendipity 101

virtue ethics (discussed in Bowman et al., 2004). Although each point of the triangle provides a lens
to clarify and reframe different aspects of an issue, a narrow, overreaching application of a single
approach at the expense of the other philosophies produces an insufficient evaluation. Although a
synthesis developed from triangulation analysis may not supply a definitive judgment, it does tease
out the underlying logic by which decisions are justified and provides the satisfaction that the
problem has been fully examined. The employment-at-will doctrine was scrutinized, accordingly,
using the three perspectives (Bowman and West, 2007b).

7.3.8 CAPSTONE: JOURNAL AND BoOK COLLECTIONS

In the midst of the research program discussed here, Bowman and West sought to encourage work
in civil service reform in other state governments by developing a journal symposium and a
subsequent anthology. The guiding question was, “What is happening in other jurisdictions?”” To
address this concern, an agreement was made with a periodical, and national call for papers, inviting
the use of any methodology, was issued in 2004. Approximately two dozen proposals were received
and 12 authors commissioned by the guest editors; 11 papers were submitted and refereed. In the
interim, the journal changed editors and the new individual refused to accept the terms of
the agreement. Through the course of telephone calls and correspondence, it became evident that
the obligation made in the name of the publication would not be fulfilled.

Discussing the problem with the person’s immediate superior, the journal’s sponsors and
relevant professional associations were contemplated, but not pursued. Despite obvious professional
misconduct, success was not guaranteed as appeals likely would have been time consuming and
delay publication in the journal (or some other outlet if the appeals failed). Forgiveness was granted
believing that the editor’s behavior would nonetheless have consequences: a group of well-known
scholars, and perhaps their colleagues, would not submit work to the journal in the future, thereby
possibly hastening a change in editorship.

With the articles in hand, the pressing issue was how to make the best of an untoward
situation—viz., the challenge was to find ways to fulfill the guest editors’ promises to the contri-
butors. One of the editors discussed this turn of events with an editor of another journal. Not only
was useful advice received, but also, after review of the materials, a commitment was made to
publish one-half of the manuscripts as a special symposium (Bowman and West, 2006a). Because
an obligation remained with the authors of the remaining papers, a different outlet was contacted
and it also agreed to use them in a second symposium (Bowman and West, in press).

During this process, the editors continued to seek commercial publishers who might be
interested in the symposia papers. Proposals were sent to five companies, serious consideration
was received from several, and a contract would be signed with one firm (Bowman and West,
2006b). In short, although the initial plans for the work were thwarted in an ethically dubious
manner, the guest editors were able to find periodical and book outlets for the contributors.
Serendipity, present at various times during this research, seemed to be notably present in
producing the edited collections.

7.4 CONCLUSION: IMPLICATIONS AND PROBLEMS

The substance of research is, of course, more interesting than its methodology, but techniques are of
interest to the extent that they fulfill their purpose: to illuminate the problem. As discussed above,
this research project employed many different methodological approaches to understand civil
service reform in Florida and elsewhere. Readers who have come this far likely have formed
tentative lessons from the narrative which they are encouraged to share with the author. What
follows are some implications that can be overlain on them. Some may seem obvious, especially to
the experienced academician, but what is obvious is often over looked.
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1. Have a compelling research topic. There are many questions to study, but only those that are
desirable (carrying social weight), feasible (doable within given constraints), and scientific
(grounded in the literature) are worthy of attention. In the present case, only the most naive,
uncaring, or foolish think that people, and how they are treated at work, are unimportant. This is
especially true for government, given the critical role the public service performs in American
governance. Indeed, having a fascinating subject matter will attract attention from conference
organizers, the press, journals, and book publishers.

2. Divine different ways to think about the topic and the most productive research strategies to
explore it. To do this effectively, as discussed in this chapter, it is evident that one must be well-
versed in the subject, and be pragmatic about it. Every issue has methodological as well as
substantive components, but one should resist getting locked into a fixed position. What is
important for improving understanding of a problem is not the result of any particular investi-
gation, but the accumulation of evidence from different studies. A key part of inquiry is to
consult others, as intellectually exciting ideas are the lifeblood of a scholar. The result will not
only be sage advice but could also produce a fruitful coauthor relationship.

3. Make your own luck in working with colleagues engaged in research. That is, the present
writer was asked to coauthor as much as he asked others to work with him. Whether through
graceful providence or good fortune, opportunities will arise for an active, visible investigator.
If multiauthorship results, then clear understandings about who will do what and when should
reduce any misconceptions that might otherwise develop.

In the research enterprise described here, lead authorship was generally assumed by the
individual who originated the idea for the paper, had ready access to local source material, or
took responsibility for preparing the first complete draft manuscript. More importantly, all
contributors seemed to operate under the assumption that more would be accomplished if no
one worried about getting credit (or blame). Indeed, ordering of authors’ names for the articles,
chapters, and books was seldom discussed.

4. Do not be surprised if the subject matter continues to generate new research ideas. A truly
enticing issue will spawn additional work, as answers to research questions are never complete
or certain; knowledge is provisional, in principle problematic, and therefore subject to further
investigation. The topic at hand, for instance, may be of particular interest in the wake of the next
gubernatorial election. A 10th anniversary study of Service First in 2011 might be attractive for
the authors, to say nothing (assuming dramatic advances in medicine) of the 100th anniversary
of the program in 2101.

5. Seek diverse journal outlets. Other things being equal and for a number of reasons, it is better to
publish, say, three articles in three periodicals than three articles in one. Although ultimately
deciding where to submit work may be an educated guess, it should be informed by such oft-
used factors as the periodical’s mission statement, audience, rigor, the contents of past issues,
and advice from peers. Sending manuscripts out with only a causal consideration of such
concerns, or mailing them to the ““best” outlet no matter what, is dubious strategy and a potential
waste of the profession’s resources. The choice of journals for the research discussed here was
guided by the need to seek those with a demonstrated interest in human resource management or
state government. Much of this work was not seen as apropos for highly theoretical or general
public administration periodicals.

6. Do not assume that book publishers are interested in edited collections. Many are simply not
attracted unless substantial sales are expected from very large classes. This is even more so when
the material is previously published journal articles. If a publisher is found who can reach a
relatively small, and still profitable, audience, the finished book manuscript may not necessarily
be handled in a timely manner, competitively priced, or well marketed. Experiences by the
author and others suggest that some presses are extraordinarily slow in production, set high
prices on books, or engage in only minimal advertising.
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7. Stay humble and be flexible. Whatever successes were recorded during this research project, the
unexpected can and does occur. Journals that arguably should be interested in a subject may not
be, editors can be capricious, referees can be demanding, and book publishers may have different
concerns than authors. In such circumstances, rejections are inevitable, even desirable. Exert
control over the things that are within one’s control, and the odds on the uncontrollable factors
will be improved.

In sum, an engrossing topic, one that lends itself to multiple research strategies, likely will
attract others, yield additional research, and be suitable for diverse publication outlets. An old
proverb says, ‘“Man plans, God laughs.” It follows that it is useful to retain perspective on these
“lessons,” as little is guaranteed in academic research.

To conclude the chapter, several problems in the conduct of inquiry are offered (Exhibit 2) as well
as an instructor’s class discussion guide (Exhibit 3). The problems are provided to apply the material
from the case study narrative above and to build upon its lessons; ways to address the issues involved

Exhibit 2
Problems in the Conduct of Inquiry

To apply the chapter material, two research problems are shown below (see endnotes 5 and 6
for possible solutions). The first is a difficulty in gaining entree to sources, a concern of all
students, but initially encountered in professional degree programs, if not before. The second
illustrates the linkage between the research question, study design, and investigatory method, a
concern of particular importance for doctoral students.

Problem One: Information Access

In qualitative research, rich data sources frequently prove to be interview sources. A problem
arose in the course of the work on Service First wherein sources either refused to consent to an
interview or agreed to participate but were reluctant to be forthcoming in their responses.

In the 2003, empirical study discussed in the text of chapter, an architect of Service First in
the governor’s office informed one of the authors that he was not available “before, during, or
after” the legislature session for an interview. There seemed to be a view among some
Administration officials that information was a proprietary asset, and that secrecy was prized
and transparency frowned upon.

The followup 2006 case study experienced difficulties with rank-and-file employees and
one department executive. Specifically, selected staffs were concerned about the purpose of the
study, whether the agency and their universities authorized it, and if the interview was
confidential (and whether they would be quoted). Many stated that they had to close their
door before continuing. Several others said that the investigators had to obtain permission from
their superior for a confidential interview. One person agreed to participate only after reviewing
one of the author’s published articles on a related subject. Although a number of interviewees
were relatively at ease, cautious answers to some queries, such as “I’d rather not say” or “No
comment,” were common. In addition, a key executive, who had promised to participate, later
declined because of an agency leadership change.

Question: What should be done to cope with such problems?

Problem Two: Research Question/Design/Method Nexus

Certainly the most difficult part of any project is defining the problem to be examined. Once
that is accomplished, then research design can be developed, and an appropriate methodo-
logical tool utilized to implement the design. Perhaps the single most useful lesson from the
chapter is the need to consult with others. The student then can test her ideas against their views
on the issue and then accept or reject them as warranted. The point is that much of the work

(continued)
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Exhibit 2 (Continued)
Problems in the Conduct of Inquiry

described in the text would not have been undertaken without the assistance of colleagues in
generating possible research strategies. The same likely will prove true as students discuss
issues with his or her Ph.D. committee and fellow students. It is understood that a solo
researcher can create valuable work, but eventually it will be reviewed by someone, a faculty
committee or journal referees. It seems prudent to get feedback on one’s efforts sooner rather
than later.

In any case, it will be assumed here that the challenging task of problem definition has been
accomplished (considerations in developing a manageable research topic can be found in any
“how to write a dissertation’” guidebook). Formulating the proposed work involves a variety of
crucial design issues (e.g., research site, time frame, the nature of source material, and so forth).
A critical question as part of research design is the selection of the most appropriate technique
to explore the topic (this may not be immediately apparent, especially if other parts of the
proposal do not address design issues in some depth).

Consistent with the thrust of this book, a key concern is the use of an appropriate method.
That is, it will be assumed that the student and his or her confidants have indeed selected a
specific tool which will be the most efficacious in conducting the research. The next, critical
step is to ensure that its utilization is fully realized.

Question: Using survey research as an example of an appropriate methodology for the
subject of the dissertation, how can one ensure that it is employed in the most effective manner?

are found in the final endnotes.>® The first exercise identifies a practical issue in gaining access to
sources, and is perhaps most useful for professional degree students. The second conundrum
illustrates the nexus between the research question, design, and method, a concern of particular
importance for doctoral students. In dealing with these two cases, be encouraged by Einstein’s quip:
“The most incomprehensible thing about the world is that it is comprehensible.”” A problem, whether

Exhibit 3
Instructor’s Guide

For those desiring to use this chapter in classroom discussion, a number of concerns can be
highlighted. Einstein was once quoted saying, “The perfection of means and the confusion of
ends characterize our age.” Technologically savvy students may find methods at least as
interesting as the substance of research. The chapter is a reminder that such a focus is a
mistake, as methods, no matter how seductive, are merely tools to understand a subject.

With that in mind, students should be encouraged to tackle any topic of professional
relevance that will sustain their interest. Indeed, lacking a well-grounded understanding of
the problem inhibits the choice of a method to investigate it. The issue explored in this chapter
was an on-going one, a selection not without risk as the researcher is at the mercy of events.
Still, such a topic likely will be attractive to journals and their audiences.

A second matter to note is that students should join the community of scholars. At a
minimum, this means sharing ideas and draft papers, but whenever coauthorship is feasible it
should be pursued. Not only will this likely result in work superior to solo-authored pieces, but
also it may produce opportunities for future collaboration. Coauthorship (like studying con-
temporary issues) is not without risk, but when skillfully handled the benefits exceed the
drawbacks.
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Exhibit 3 (Continued)
Instructor’s Guide

A third concern worthy of mention is that as a topic develops and as drafts are written,
students should be strategic in their choice of publishing outlets. A keen familiarity with a
diversity of journals, supplemented by advice from others, will enhance the probability of
receiving acceptance letters. Sending manuscripts to editors on the grounds of expediency (e.g.,
“It will be accepted quickly because it is a minor periodical”) or simply to get ideas (i.e., “I
know that this quarterly will reject the paper, but I will get some good comments’’) are not
recommended. There are other ways to get feedback on one’s work and being published
promptly in a third-tier outlet may be self-defeating.

Finally, students should be prepared not only for acceptance letters but also for untoward
surprises. One’s very best work may not be so recognized by referees or editors. Assuming that
reviewer critiques and editor letters provide sound reasons for rejection, a lot can be learned
from anonymous comments on papers. This may be an even more reliable source for a “revise-
and-resubmit” decision, which might be seen as a conditional acceptance pending improve-
ments in the paper. Either way, what appears to be a stumbling block may simply be a stepping
stone to success.

found in the exhibit or in one’s own work, is a chance to do your best. “The greater danger is not that
our aim is too high and we miss it,”” said Michelangelo, “‘but that it is too low and we achieve it.”

ENDNOTES

1.

Small parts of this paper, as well as selected examples, are adapted from the author’s coproduced work cited
in the references.

By the turn of the century, a variety of federal departments (e.g., Federal Aviation Administration, Internal
Revenue Service, General Accountability Office, National Aeronautics and Space Administration) had
received full or partial waivers from Title 5 of the U.S. Code defining the merit system. In the wake of
September 11, 2001, the Transportation Security Agency established at-will employment for its personnel,
and subsequently the departments of Homeland Security and Defense were authorized to create new human
resource management systems. The Bush Administration is seeking congressional approval to use these
approaches as templates for government wide change.

At the state level, major reform examples also exist. In 1996, Georgia law mandated that all new civil

servants be hired on an at-will basis, and in 2001 Florida eliminated job tenure for most incumbent middle
managers (and made it easier to discipline remaining career employees and harder to appeal adverse
actions). South Carolina and Arkansas recently abolished their merit systems; less dramatically, a number
of states (e.g., Indiana, Delaware, Kansas) are reclassifying career service positions to unclassified ones as a
consequence of reorganizations, reductions-in-force, or retirements.
Perhaps more proactive “‘pracademic” work could have been undertaken, such as testifying before
legislative committees or doing pro bono research for public interest groups. Regarding the former, the
way the Service First bill was handled in the legislature produced charges of stacked committees, one-sided
hearings, and limitations on amendments and floor debates, thereby constraining opportunities to be
involved in that arena.

Concerning the latter, the state chapter of a prominent good government group was contacted. The author
was unsuccessful in demonstrating that a proto-Spoils System program like Service First was directly
germane to their objectives. The sense seemed to be it was an “‘inside baseball”” employment issue that its
membership would see an obscure matter. A well-known trainer of state employees, for instance, also
downplayed the reform, in a conversation with the author, in light of more immediate issues confronting
Florida.

A particularly worrisome instance occurred when an executive agreed to participate, but withdrew because
of a change of agency leadership. Two strategies were used after it became apparent that the individual
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definitely would not consent to a confidential interview. First, because the study design included respond-
ents from both the capital area and the Miami district, one of the investigators was successful in accessing
the district counterpart of the central office manager. Second, the authors identified a recently retired official
from the department who not only explained why the person refused to participate (the new secretary
“locked things down as much as possible’” and ‘“was known to be vindictive, so why take any chances
granting interviews with outsiders?””), but also proved to be a very revealing source. More broadly, the Law
of Large Numbers offers some confidence that the information gained from multiple, numerous sources may
be accurate. In addition, and despite the above comments, many interviewees were, in fact, expansive in
their responses.

5. Response to Problem One (Exhibit 2). There are at least four strategies to be considered in dealing with
access-to-informant problems. First, in design of the project there should be an effort, such as a pilot project,
to ascertain the extent to which respondents are likely to participate. Second, and most important, the
investigator must consult a representative sample of stakeholders concerned with the issue (e.g., employees,
supervisors, legislators, interest groups, union representatives, citizens), to obtain diverse perspectives and
provide an opportunity to cross-check findings. Third, when some sources are not forthcoming, prepared
follow-up probes are needed to prompt replies. Fourth, because these may not always be successful in
eliciting additional information, large jurisdictions typically are populated by many knowledgeable people.
Substitute participants may be located through such techniques as the “‘snowball” reputational method.

6. Response to Problem Two (Exhibit 2). The easy reply to the question posed in the Exhibit is that one’s
textbook from a general methods course should be sufficient in doing a survey, especially if supplemented
by advice from others. It is startling, however, the number of times that a landmark survey research resource
is not identified at the outset as a source of proven designs, and to thereby keep opportunity costs in line
with available resources. Too many proposals, for example, do not recognize the significance of: a carefully
crafted cover letter, a reader-friendly questionnaire, an appropriate number of follow-ups, tests for
nonrespondents, and other seemingly basic requirements. As well, the advantages and drawbacks of a
postal questionnaire versus an online survey may not be fully considered.

Fortunately, there is a valuable book, based on empirical data, which demonstrates the strengths and
weaknesses of various approaches. Consulting this work reduces apprehensions, avoids as much guess-
work, wishful thinking, and idiosyncratic preferences as possible, and provides some confidence that the
investigation will be successfully conducted. The volume in question is Dillman’s (2000) second edition of
his 1974 survey research classic. Although there are other useful methods books, it would be a mistake not
to peruse this one.
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8.1 INTRODUCTION

In the framework of everyday conversation, there seems to be little distinction made between the
terms reliability and validity. When we discuss reliability we are describing a quality of something
or someone that is “dependable” or ‘“‘trustworthy.” Validity has some similar connotations as
reliability. When one tries to conceptualize something as valid, we often conform this term with
similar sounding synonyms as those used for reliability and possibly include sound, telling, or
cogent. Yet, most people would not make the distinction between a scale that measures weight as
being reliable or valid. Although we would accept either reliability or validity in this context,
validity implies much more than reliability. Validity implies logic and well-grounded principles of
evidence; and, if one were to place reliability and validity on a continuum, they would occupy
opposite poles. In research, such is the case. Researchers want their measurements to be reliable, but
often, as in some case studies, reliability cannot be assured to the degree the researcher feels is
warranted. On the other hand, validity must be assured. This chapter attempts to clarify the
distinction between reliability and validity in research design. If one understands validity and is
able to conceptualize its distinction from reliability, the research design will be stronger, more
sound, and ultimately more convincing.

This topic also presents logistical considerations of ““what comes first, the chicken or the egg”’;
and, from what context, framework, or paradigm does one look at the chicken and the egg? Does
one come up with an experimental design and then look for what would threaten the validity of
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the design? Or, should one be aware of threats from internal and external issues before the research
design is developed? In both cases the answer is simply yes. Therefore, whether we start with
explaining threats to validity or the components of a research design, both topics—validity and
design—are prominent in their importance to quantitative and qualitative methods and data analysis.
Notwithstanding, the equal footing of validity and design, this chapter will discuss validity as a
prologue to a discussion of research design, and place both validity and research design in the
framework of positivism.

8.2 POSITIVISM

There is much debate in the social sciences about positivism. Auguste Comte, the French philoso-
pher and the founder of the positivist school, adapted his theory as one that excluded speculation
and was based on positive facts and phenomena. Positivism is a valuable reference point for all
schools of thought, because it is the most dominant framework of rational, comprehensive, and
empirical experimental designs that are the closest that the social sciences come to the “hard”
sciences. Threats to validity of research designs in experimental and observational settings, experi-
mental designs, preexperimental designs, and quasi-experimental designs, the topic of this chapter,
communicate positivism. Positivism looks to the past for causality to advise the decision maker
on future considerations. Simply put, if a city manager needed to make a decision about whether
a new fire station needed to be placed in a growing area of town, the manager would most likely
look at historical facts, such as the number of fire alarms answered by existing fire stations in the
proposed district, response time to those fires, multiple alarm fires in those districts that may have
been caused by a slow response time allowing the fire to escalate, the cost of present fire stations,
and their predicted impact on the tax burden of new fire stations. These are positivistic facts that
often influence the decision process. The debate begins to rage when detractors of positivism affirm
that positivists only consider the descriptive side, the facts of the issue, and ignore the value side, the
normative issues that may raise questions of whether an additional fire station may save someone’s
life. Indeed, scholars such as Durning (1993), Denardt (1993), Bobrow and Dryzek (1987), and
Kaplan (1963) feel that positivism provides little help in determining public policy and most likely
is the root of the problem in acquiring the knowledge necessary for decision and policy making.
Furthermore, positivism implies an all-or-nothing type of approach to the future of policy actions,
i.e., X; through X,, causes Y. Therefore, the decision must include all factors of X. The problem with
this aspect of positivism is that it may contain internal contradictions that can paralyze the practical
realization of the analysis (Bobrow and Dryzek, 1987). These contradictions include self-negation,
described by Kaplan (1993) as self-defeating, in that general laws as prescribed by positivists will at
some time in the future be negated by other laws. An example of this self-negation is how
Darwinian evolution negates religious fundamental beliefs in creation. A further contradiction is
that the positivistic world view is one of cause and effect and this determinism is too insulated.

Decision makers and policy scientists realized that the parochial approach of positivism had to
be adjusted. However, there was hardly a total, realistic intention to ‘“‘throw the baby out with the
bath water.””' Rather, positivism became a tool, one of many others, to be used as appropriate.
Popper in the 1930s realized that some aspects of the positivistic approach were necessary in what
he termed “piecemeal social engineering,”” where an all-or-nothing approach is not needed but
rather a piecemeal, moderate, cautious intervention (Bobrow and Dryzek, 1987). Lindblom and
Cohen (1979) described a path to what they refer to as ““usable knowledge” that included scientific
(positivism) and ordinary knowledge (common sense, causal intuitiveness, etc.) Hermeneutics,
forensic policy analysis, and pragmatism use positivistic approaches to weave their narrative case.
Fischer (1995) describes a discursive method of policy analysis where a consensus must be reached
on each level. In Fischer’s model, the first level includes positivistic verification before proceeding
with a higher level of discourse.
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The point of the newer approaches to analysis is not that positivism is dead, nor is it the ultimate
tool in the social sciences, but it remains a prominent, viable tool, part of a total “‘tool box™ of
analytical tools where verification of programs need an empirical interpretation as part of the
argument of analysis.

8.3 DEFINITION OF TERMS

The following three basic definitions are the beginning of the discussion, not the end; nevertheless,
they are the point of reference for this chapter’s discussion:

Validity: Simply put, are we comparing “apples to apples?”’ A measure is valid if it really
measures what it is supposed to measure. For example, a valid measure of reading scores would be
one where those with high reading ability scored high and those with low reading ability scored low.

Threats to validity: Those internal and external factors that may prevent one from measuring
what one wants to measure or obscure the relationship between the dependent and the independent
variables. For example, the Hawthorne effect, or testing effect (Campbell and Stanley, 1963), if not
controlled, would affect the results of scores.

Furthermore, respondents, realizing they are being tested, may give responses based on what
they may feel the researcher is looking for.

Experimental design: The experimental design is a research design where one can manipulate the
independent variable to see if this manipulation causes changes in the dependent variable. The
purpose of the experimental design is to eliminate all competing hypotheses so that the only hypothesis
left is the experimental hypothesis. A subgroup of experimental designs are pre-experimental designs
(Campbell and Stanley, 1963). These experiments are ones that involve a one-time study or a single
pretest, or a pretest/posttest study, and are a subgroup of the experimental design.

Quasi-experimental design: It may be impossible to eliminate all competing hypotheses
from the experimental hypothesis, manipulate the independent variable, or randomly assign condi-
tions to the dependent variable. Therefore, one can only come relatively close to an experimental
design; or, the researcher is only able to achieve a quasi-experimental design.

In the social sciences, experimental designs are difficult to achieve. Experimental designs are
found in laboratory settings where it is easier to manipulate an independent variable. An example of
an experimental design would be a chemical experiment where the effects of a reagent or catalyst,
the independent variable, are manipulated to see the result of this manipulation on the compound,
the dependent variable, what the reagent is intended to affect.

Social science quantitatively operates in the quasi-experimental arena. Independent variables
usually cannot be manipulated and it is difficult, if not impossible to eliminate all contending
hypotheses.

With a conceptual picture of two types of experiments—experimental, where one can manipu-
late the independent variable and eliminate all competing hypotheses and quasi-experimental, where
one cannot manipulate the independent variable, eliminate all the competing hypothesis, or ran-
domly assign subjects to conditions—both experimental and quasi-experimental research designs
must measure what we want them to measure in order for them to meet the test of validity.

8.4 MEASUREMENT VALIDITY

Figure 8.1 places validity in a framework of types of validity and threats to this framework in a
positivistic universe.

Figure 8.1 is a representation of how validity exists in a positivistic universe consisting of internal
and external validity, where validity is segmented into questions of accuracy based on content, face
value, criterion, and construct. The universe of validity is threatened from extraneous factors that affect
internal validity, the left side of the illustration, and external validity, on the right side. Campbell and
Stanley (1963) presented the eight factors that threaten internal and four factors that threaten external
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FIGURE 8.1 The validity framework and concomitant threats.

validity of experiments based on Campbell’s earlier work ‘‘Factors affecting the validity of experi-
ments” (Psychology Bulletin, 1957). All threats to internal and external validity remain applicable
50 years later, and will be presented with examples appropriate to public administration.

However, a distinction should be made at the outset of any discussion of validity; validity is not
reliability. Notwithstanding various tests for reliability of empirical methods, the retest method,
alternative form method, the split halves method, and the internal consistency method (Carmines
and Zeller, 1979),2 a measurement can be reliable but not valid. A measurement tool can give
reliable, consistent measurements but not measure exactly what one wants it to measure and
therefore fail the test for validity.

For example, the state highway patrol was monitoring car speed on the interstate and, unknowingly,
the radar gun they were using was defective and only measured car speeds up to 68 miles/hour, i.e., if
a car was going through the speed zone at 55 miles/hour the radar gun would read 55 miles/hour.
However, if a car passes through the zone at 75 miles/hour, the radar gun would only read
68 miles/hour. The state police measured speed for 24 hours and consistently measured speeds that
were reliable and consistent, but they were not valid.

Our measurement tool may also give us consistent, reliable measurements, but validity could be
compromised. For a measurement tool to be valid the tool must measure what it is supposed to measure.
The police radar speed gun must be able to measure all speeds, not just speeds up to 68 miles/hour.

To conclude the discussion of reliability, it is important to note that reliability is secondary to
validity. If the measurement tool is not valid, its reliability cannot be considered.

Campbell and Stanley (1963) describe two types of validity: internal and external validity.
At the beginning of Campbell and Stanley’s discussion of validity it is clear that “internal validity is
the sine qua non” (1963, p. 5)—the essential validity—the essence of the experiment. Internal
validity is examined when the researcher examines the question: Did the independent variable cause
the expected corresponding change in the dependent variable? An example of internal validity using
fire stations would be the answer to the question: Did an increase in fire stations cause a decrease in
multiple alarm fires in the new district? Or, did an increase in police on beat patrol cause a
concomitant decrease in crime?

In contrast to internal validity, which is specific to the experiment, external validity asks the
question of generalizability, or to what extent can the findings of an experiment be applied to
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different groups, settings, subjects, and under what conditions can this experiment be generalized.
Campbell and Stanley (1963) explain external validity by comparing it to inductive reference, in that
it is never completely answerable (p. 5).

In the example of reading scores, an experimental finding may be as follows:

Students in New York City public high schools with an enrollment in excess of 3000 have lower
reading scores than public high schools in the same city with less than 3000 enrollment. However,
this experiment may not be able to be duplicated in Newark, Chicago, or Los Angeles. In short,
although high enrollment in New York City public schools may cause lower reading scores it might
not have the same effect in another area of the country.

Furthermore, external validity does not rule out the possibility that although more police on beat
patrol may reduce crime under one set of circumstances, less crime may reduce the amount of police
on beat patrol in another set of circumstances—a case where the independent variable in experiment
A becomes the dependent variable in experiment B.

The important question that persists when one examines experimental validity is as follows:
Does the measurement tool measure what it is supposed to measure? This question is predicated on
matters of precision and accuracy. The accuracy of the measurement tool involves several types of
validity questions.

Face validity: Face validity is the simplest type of validity. It answers the question: Does the
measurement tool appear to measure what we want it to measure? For example: If we wanted
to measure customer service department effectiveness at the internal revenue service, we would not
measure the eating habits, secretarial skills, or the amount of graduates from accredited graduate
schools of accounting in the customer service department because ““on the face of it”” these items tell
us little, if anything at all, about customer reaction to customer service.

Face validity, being a simple measure of validity, is also the most innocuous measure of
validity. Face validity alone is not sufficient to meet accuracy tests of validity.

Content validity: Content validity asks the question: Is the measurement that is being taken a
subset of a larger group of measurements that represent the focus of the study? Although similar to
face validity, it is a more sophisticated test for validity. An example of content validity can be shown
in our study of internal revenue customer service’s department.

In this study we want to determine if the customer service representative was accommodating to the
taxpayer. If a survey instrument was to be used to determine customer satisfaction, the survey could ask
one question: Were you satisfied with your contact with the internal revenue customer service
department? Though this question may be adequate in some cases, most likely the question might
attract many negative responses because the customers’ needs might not be totally satisfied, or
conversely, affirmative answers might not give you the information you will need to make changes in
customer service. A better approach would be to measure responses to questions that come from a subset
of customer satisfaction. For example, the IRS might inquire if the customer service representative

* Answered the phone in a certain length of time following your connection to the
department.

* Did they identify themselves to you?

* Did they inquire about your problem?

* Did they give you a satisfactory answer?

¢ If they did not know the answer, did they say that they would get back to you?

* Did they return with an answer in a timely manner?

These are typical questions that would meet the question of content validity for customer service.

In the same example, a question that would not meet the criteria of content validity would be as
follows: Did you submit your income tax return in a timely fashion? Not only would this question
not meet the content validity criteria of customer service, but if used in a survey of the IRS’s
customer service department, it may illicit negative responses to the relevant questions.
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Criterion validity: There are two types of criterion validity—concurrent and predictive. Con-
current validity is used to question the validity of a subset of questions that are already verified by
content validity. This subset may be created to save time during the actual questioning during a
survey. Consider, for example, a survey given to motorists at a bridge toll booth. The motorist can
bring the survey home and return it on the next pass over the bridge. However, the decision makers
would like a faster and more immediate response to the survey instrument. They decide that
they will have the bridge police set up a safe area past the toll booths and before the entrance to
the Interstate. Police will assist surveyors in detaining random cars so that motorists can be asked the
survey questions. Any anxiety caused by the police detaining the motorist is immediately relieved
when the motorist finds that he is only being detained to answer a few questions. To ultimately get
their cooperation, the motorists are told that their names will be entered in a raffle for a free dinner-
for-two at a local restaurant. Before this plan can be initiated, the survey planners realize that the
motorists can not be detained to answer the current questionnaire. This would delay traffic, and slow
down the process, limiting the number of motorists who can be questioned, and possibly incur the
wrath of the detained motorist. The survey planners decide to create a significantly shorter survey
instrument from the original questionnaire that will meet face and content validity questions and
give them the information that they need to meet the criteria of the survey.

Predictive validity: This validity asks the question: Does the test that is being administered have
some predictive relationship on some future event that can be related back to the test administered? In
the fire station experiment of determining alarm response time to newly developed areas of a township,
we can determine that fire stations within a certain radius of housing developments decrease response
time to alarms, whereas fire stations outside this radius increase response time. In this instance, the
fire station experiment has predictive validity if we use the results of this experiment as a predictor
of future fire station placement in the community. The future placement of fire stations relates the
result of the experiment back to the test, and the test can be related to the placement of the fire stations.

Construct validity: This validity relates back to general theories being tested; aptitude tests
should relate to general theories of aptitude, intelligence tests should relate to general theories of
intelligence, etc. For example, in the bridge repair experiment, the county engineers realize that
certain heavy equipment must be utilized by mechanics hired by the county. They want to give
aptitude tests for potential hires to reduce their liability during construction. The assumption is made
that the engineers, or those creating the aptitude test for using heavy equipment, understand what
constitutes aptitude for using heavy equipment during bridge construction. The test to measure
aptitude—the construct validity—must relate back to general theories of aptitude, to measure the
individual’s capacity to operate heavy equipment and not general theories of heavy equipment.

8.5 THREATS TO RESEARCH DESIGN VALIDITY

Threats to internal and external validity are variables—different from the independent variable—
that affect the dependent variable. When one explains the methodology of their research design,
they must address how well they understand the threats to validity, how they confront the threats
from these variables, or how these threats are controlled. These threats, or extraneous variables,
which need to be addressed in the experimental design (Campbell and Stanley, 1963), will be
presented as an introduction to each threat to validity, as listed in Campbell and Stanley’s
Experimental and Quasi Experimental Designs for Research (1963).

8.5.1 THREATS TO INTERNAL VALIDITY

History—the specific events occurring between the first and second measurement in addition to the
experimental variable.*

* The epigraphs in Section 8.5.1 are by Campbell and Stanley (1963, p. 5).
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When events occur that fall outside the boundaries of the experiment that could affect the
dependent variable, internal validity has been threatened by history. History is a potential problem
when studies are conducted in natural settings (O’Sullivan and Rassel, 1995). History is impossible
for the experimenter to control for; rather, threats to the experiment’s validity due to history need to
be explained when discussing causality. History threatens validity when we can ascertain that an
event, other than the independent variable, may be associated with the dependent variable. The
following example illustrates threats to validity from history.

In a study of the adequacy of existing fire stations done during the course of one year, we may
find that the existing fire stations were not adequate as evidenced by the number of multiple alarm
fires (requiring more than one group of responders to extinguish). In this case, the relationship
we are looking for is that the number of multiple alarm fires is negatively related to the number
of fire stations in a district. However, during the course of the year when the data was collected, the
summer was exceptionally hot and there was a drought. The drought lasted for approximately
five weeks; nevertheless, it was also a period when the temperature was higher than normal. Because
the area encompassed large expanses of rural and undeveloped areas, numerous brush fires
occurred. Due to the stage of drying that the brush was in, the fires spread rapidly and soon required
a second or third fire station to respond.

In the above example, the results were affected by the extraneous variable history. It is
impossible to control the extraneous variable—weather, and the effect that the weather had on
drying and the spread of fires. The study’s validity is threatened, but not totally invalid. In this case,
if one explains the effect of history and that the threat to validity is actually a contingency that
districts should be prepared for, the study still has merit.

Maturation—the processes within the respondents operating as a function of the passage of time per se
(not specific to the particular events), including growing older, growing hungrier, growing more tired,
and the like.

When changes occur naturally over a period in the groups being studied, the threat to validity is
called maturation. Commonly, studying children, or any group that may go through rapid physical and
social changes, affects the validity of the experiment. Typically studies of education of a cohort group
may occur over a period of years. For example, a study of reading skills of children in the primary
grades is undertaken. Students will be tested over a period of six years from kindergarten through grade
five. Students will be tested five months into the kindergarten school year and then at the end of
kindergarten. Subsequently, reading skills will be tested every year at the end of the school year.

In this example, maturation is expected to occur. The question that maturation compels us to ask
is, without the educators teaching reading skills (the independent variable) would we receive similar
changes in the improved reading scores (the dependent variable) without the effect of the indepen-
dent variable? Children grow rapidly both socially and physically, and this rapid growth, the
maturation in both physical and social contexts, may have an effect on the experiment.

Testing—the effects of taking a test upon the scores of a second testing.

In an experiment where a group is given a pretest before the introduction of the independent
variable, the pretest sensitizes a group to experimentation and their response to the independent variable
may be attributed to the pretest and not the independent variable. The administration of the posttest,
which shows the effect of the independent variable, must be reviewed in the following context: Did
the pretest effect change in the dependent variable? In short, could a pretest group associate
questions from the pretest to the experiment and affect the results by consciously or unconsciously
taking that experiment to that end; or, as a result of the pretest and what they remember from it, i.e.,
the experimental or control group are ‘“‘good test takers,” the group does better on the posttest
because their test-taking abilities affect causality and not the effect of the independent variable.
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A more interesting way of illustrating the effects of testing is what has become commonly known
as the Hawthorne Effect. An experiment that was begun to test workplace efficiency at the Hawthorne
Electrical Plant soon became the basis of the organizational development theories of administration.
The essence of Hawthorne was that the employees who were being tested performed better—were
more efficient despite workplace conditions being more and then less favorable—because they knew
that they were being tested. Researchers who have tried to duplicate this experiment have been
unsuccessful and have repudiated the validity of Hawthorne. To the extent that other researchers have
disavowed the Hawthorne experiments based on validity, there is merit; however, to the extent that
they reject Hawthorne as a lesson for organizational development, they are mistaken.

Notwithstanding Hawthorne, the following public administration example shows the effect of
testing threats to validity in terms of pretest and posttest knowledge.

A city may be looking for ways to streamline trash collection and at the same time reduce
personnel costs. Other cities, such as New York, found that the introduction of a “two-man truck” (as
opposed to a three-man truck) reduced costs and was an effective means of collecting trash. At a city
council meeting the mayor proposes the New York model as one that might work in their city. The
city council, at their public meeting, decides to do a study in one of the city’s sectors. However, there
was concern that the increased costs and maintenance required on the new trucks may not offset the
savings in personnel costs. They decided that they would do efficiency and cost measurements under
the current system, while awaiting an order for two two-man trucks. The local newspaper reporter,
covering the council meeting, reports the results of the council meeting in the next day’s edition.

Within two weeks, efficiency experts are dispatched with the sector’s two trash-teams. Aware
that they are being tested, and conscious of the purpose of the study, the men outdo themselves
collecting the trash. When the new trucks arrive and a posttest is administered, production and
efficiency did not improve, which was anticipated by the council, and the savings in personnel costs
of one less man on the two-man trucks did not offset the cost of the new trucks and the anticipated
maintenance on the vehicles.

Obviously, the fact that subjects became aware that they were to be studied and the concomitant
realization that their livelihood may be threatened affected the results of the experiment. In this case,
the pretest, as well as information that the groups would be tested, threatened the validity of the
experiment and skewed the results.

Instrumentation—in which changes in the calibration of measuring instrument or changes in the
observers or scores used may produce changes in the obtained measurements.

When changes occur in the interpretation of the dependent or independent variable, or the
methodology changes during the interval from the pretest to the posttest, these changes are
interpreted as threats to validity from instrumentation. It is not unusual that during the course of a
social science experiment threats to the validity from instrumentation occur.

For example, during a meeting of the local school district, a principal was concerned that shortly
after lunch it seemed that students participated less in activities designed to foster participation. The
principal’s theory was that the lunch provided by the district was not healthy and the amount of fats
and empty calories used in the diet were the major factor for this lack of participation. To illustrate
his point, the principal brought with him a nutritionist who attested to the fact that the essence of the
school lunch program was “‘junk food.”” The board decided that a study should be commissioned to
determine if there was a relationship between school lunches and the level of participation in school
activities after lunch. The study was to encompass the school term from September to June. Contacts
were made with the school district in the next county, which had more nutritionally sound meals, to
act as a control group. After the study was in effect for three months the same nutritionist presented
her case in front of the state senate. Shortly after her presentation, a bill was introduced, passed by
the state legislature, appropriate vendors found, and statewide nutritionally sound meals were
mandated in all the school districts. However, the commissioned study continued in the school
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district in question and the final result of the study was that there was little correlation between the
lunch meal and the level of participation.

Between the beginning of this study and the end, a change occurred—the state’s mandate that
nutritionally sound meals be served—which may have affected the validity of the experiment.
Instrumentation threats to validity are common when studies examine issues that can be affected
extraneously by changes in laws or the court’s interpretation of existing laws.

Statistical Regression—operating where groups have been selected on the basis of their extreme scores.

Statistical regression threatens validity when the study chooses to include in the experiment an outlier
score—a score higher or lower than expected—at the time of the pretest. The expectation of such a score
is that if the subject is evaluated again, the score on the next test will be substantially lower or higher than
the previous test, i.e., their scores will regress toward the mean. However, if choices of subjects for the
study were based on pretest outlier scores, and one does not consider statistical regression, validity is
threatened. Notwithstanding the essence of validity—the test measures what we want it to measure,
where those with high abilities score high, and those with low abilities score low—it would not be
unusual to make errors in experimentation by not considering statistical regression.

In this example, the commissioner of human services wanted a breakdown of the department’s
community mental health partial treatment centers so that a decision could be reached on closing
some of the least-utilized facilities and privatizing the rest. For the last quarter, due to incidental
reasons, the Fairfax Community Mental Health Center showed a decrease in admissions, substan-
tially lower than their previous trends. The Fairfax Center had been operating for approximately ten
years, and always maintained a high new-patient census. However, this decrease in new admissions
was assumed to be the result of population shifts and better utilization of new treatment modalities.
Based on the low admission rate for new patients and the recent increase in new drug utilization, a
decision to close Fairfax was reached. Fairfax community leaders were not in any hurry to temper
the Department of Human Service’s decision as the community mental health center was a continual
cause of discontent within the community. Shortly after Fairfax closed, the community witnessed an
increase in the homeless population, crime, and the suicide rate.

The above is a typical example of not considering statistical regression as a threat to validity.
Fairfax Community Mental Health Center was experiencing some type of “blip” in their admission
rate. The low admission rate represented an outlier score that was too low. Had the Fairfax
admission rate been viewed for the ensuing three months, the rate would most likely revert or
regress to Fairfax’s historical mean admission rate.

Biases—resulting in differential selection of respondents for the comparison groups.

Bias or selection is a threat to internal validity when the subjects, cases, scores, etc., are not
chosen randomly. On the face of it, biases are something that we inherently avoid so as not to appear
prejudiced. However, the threats to validity from bias and all other threats to internal validity can
occur with or without the researcher being aware of these threats. Biases occur when we choose
comparison groups that are uniformly different from each other. Our results then become affected by
our biases so that the results obtained would not have been obtained if the differences between the
experimental and control group were less extreme. The following example of an invalid study is one
where the researcher purposely biased the experiment.

Baby formula companies have often lobbied for state infant nutrition programs to bolster
product sales. In one such state, pressure from the American Academy of Pediatrics Council on
Nutrition lobbied state legislators saying that such programs limit the use of breast milk as the
primary choice of nutrition for babies. Seeing that this pressure from the pediatric community might
limit the power base of the agency by eliminating the program, there was a need to show program
success. Analysts in the Department of Health in favor of the continuation of the Infant Nutrition
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Program decided to conduct a study investigating the relationship between infant morbidity
and participants in the program and using an experimental control group of infants who were not
participants in the Infant Nutrition Program and who were identified by the health department as
those who were born of crack-addicted and HIV-positive mothers.

In the above case, the stark difference between the experimental and control group is so system-
atic that this difference or selection process has replaced the independent variable—participation in
the Infant Nutrition Program—with the threat to validity—bias, which would be the factor that had
the ultimate effect on the dependent variable—infant morbidity.

Experimental Mortality—or differential loss of respondents from the comparison groups.

The threat to internal validity that makes the researcher more concerned with those experimental
subjects who leave or drop out of the study rather than remain in the study until completion is called
experimental mortality. Further, experimental mortality includes those subjects who are misplaced in
the control group, i.e., those subjects who at one time before the experiment or during the course of the
experiment were exposed to part of the experimental treatment, a stage or effect of the independent
variable, and then incorrectly assigned to the control group. Whether a dropout or a misplaced, exposed
member of the control group, the experimenter must ask if the experiment would have been any different
if those who dropped out had remained, or if those who were incorrectly assigned to the control group
were assigned to the experimental group. Regarding the dropouts, the researcher must not only inquire
how his results would have been different, but also if there is an effect of the independent variable
treatment that caused the subject to drop out. There are obvious examples of both dropouts and incorrect
assignment that can be applied to any pharmaceutical test on a new drug. Dropouts can be described by a
pharmaceutical experiment where the effects of the drug during the course of the experiment caused the
subject to leave. In this case, the researcher must determine if an unfavorable treatment reaction affected
the dropout; if that subject had stayed to the end of the experiment, how would it affect the experiment’s
results; could the person have been exposed to some earlier derivative of the drug, its natural or chemical
form that would have sensitized the subject to the drug?

Selection Maturation Interaction—which in certain of the multi-group quasi experimental designs. . . is
confounded with . . . the effect of the experimental variable.

Selection maturation interaction is what can be described as ‘“‘design contamination”
(O’Sullivan and Rassel, 1995), “diffusion or imitation of treatments’ (Jones, 1985), and other
sobriquets. At the least, it is contamination of either the control or the experimental group that
negates the effect of the experiment unless one is doing research on the effects of contamination.
Benignly, selection maturation, or contamination, is related to the threat to validity from “‘testing”.
This occurs when the experimental groups guess the purpose of the experiment and gravitate toward
that end. Malignantly, contamination occurs when one group tells another group what they are
experiencing or what they believe the experiment is about, and this cross-contamination places the
experiment in the validity danger zone.

For example, a long-time problem in education is the use of a testing model to evaluate teaching
performance through a testing instrument given to their students. Recently, education researchers had
developed a testing instrument that would eliminate 65 percent of the variance. School districts
throughout the country are excited about this development. Politicians who feel that teachers are
overpaid and not productive enough are eager to see the results of the experiment. The teachers’
union feels that a test of this type is just another ploy to adversely affect contract negations to their
constituency. Before the test is administered, a thorough description of the examination is picked up by
the press, and considering the hot political issue the test has developed into, they publish the story and
various follow-up pieces. Teachers, unions, and families discussing the test with students, constituents,
and children have sensitized the students to the issue. In many schools, teachers who believe they have
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an idea of the sum and substance of the test discuss the test in the classroom. Students’ impressions are
influenced and the scores on this test show that teachers are performing well.

These threats to internal validity have been augmented and altered to include other threats that are
merely variations on a theme. Compensatory rivalry and compensatory equalization (Jones, 1985)
are variations of contamination. Similarly, selection maturation interaction (Campbell and Stanley,
1963), where one group finds out that the other group is being treated better than they are being
treated, is also one of the variations. Essentially the basis of internal validity are these eight, all
others are derivatives with different “‘spins.”

8.5.2 THREATS TO EXTERNAL VALIDITY

As mentioned previously, external validity focuses on how well the experiment can be generalized
or applied to different groups or, how we can refer the results of one experiment to the hypothesis of
another similar experiment. Again, as in discussions of internal validity, Campbell and Stanley’s
(1963) descriptions of these threats are presented as benchmarks for interpretation. Sometimes the
differences between the threats to internal validity and external validity are subtle and it is important
to direct one’s focus on the nuances of their differences.*

The Reactive or Interactive Effect of Testing—in which a pretest might increase or decrease the
respondent’s sensitivity or responsiveness to the experimental variable and thus make the results. ..
unrepresentative of the effects of the experimental variable for the unpretested universe. .. .

Testing, which is also an internal threat, differs from testing as an external threat because,
internally, testing affects the subjects as a result of a pretest that changes behavior. External validity
is threatened by testing when the successful outcome of the program can only be replicated by the
administration of a pretest. Without the pretest, the experiment cannot be generalized.

For example, participants in a county maternal and child health clinic were studied to determine if
they knew when to bring their child in for care. The pretest tested their knowledge of child health and
disease. The mothers were then given child-health classes tailored to meet their requirements based on
the pretest. The result of the classes reduced infant morbidity and mortality in the county. Other counties
wanted to initiate this program of education to achieve the same result. The educational programs were
initiated without the administration of a pretest and the education classes were lectures that were not
tailored to educational needs. Child morbidity and mortality were not reduced in the other counties.

In the above example, the experiment was not able to be generalized because the interpretation of
the effect of the treatment, the independent variable, was education. By not giving the pretest in the other
counties and merely initiating a program of education without evaluating needs of the target population,
external validity defeats the pertinence of the general application of the experiment elsewhere.

The Interaction effects of the selection biases and the experimental variable.

When an experiment produces results that show a relationship between the dependent variable and
the treatment, despite the fact that biases were used in determining participation, the experiment may
still be internally valid, in the context of the original experiment in that there is some commonality
between the two groups. However, when the experiment is repeated elsewhere, the use of a signifi-
cantly different control or experimental group, more or less applicable, produces disconcerting results.

For example, in New York City, an experiment was conducted to examine the relationship
between firemen’s heath in fire stations where there are many more alarms and in less busy fire
stations. It was determined on the basis of this study that there was little correlation between those
firemen’s health in busy fire stations and the less busy fire houses. When the study was duplicated in
less populated urban areas, the opposite results were obtained.

* The epigraphs in Section 8.5.2 are by Campbell and Stanley (1963, p. 6).
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In this experiment, selection biases are a result of the assignment of firemen to busy or less busy
fire stations. In New York, where there are many fire stations in both busy and less busy areas, younger
firemen are assigned to the busier fire stations and firemen who are older and have been through
assignments in busy fire stations, have been placed in the less busy stations. As a result of this bias,
older firemen who may have developed poorer health over the years are being compared to younger
firemen who are generally in good health. In other cities where there are much less fire stations there is
little choice as to assignment and firemen may stay in one station for their entire tenure as firemen.

Reactive Effects of Experimental Arrangements—which would preclude generalization about the effect
of the experimental variable upon persons being exposed to it in non-experimental settings.

When the experimental arrangement—the situation in which the experiment is being
conducted—is so clinical or controlled that the duplication of the experiment in nonclinical
surroundings is virtually impossible, then the experiment is threatened by the threat to external
validity of the arrangements themselves. This threat also applies to the situations where test-
ing validity is threatened in that the subjects know that they are being tested and alter their behavior
accordingly as in Hawthorne or in the following case.

Residents of a community are told that they are to pilot a program of community polic-
ing initiatives to lower crime in the area. The residents of the community are individually visited by
the members of the township’s police department and the program is explained to them. The residents
are to report any suspicious cars or people they see in their community to a special police telephone
number. The residents are enthused about this experiment and the new relationship with a formally
aloof police department that the experiment is effecting. The residents perform exceptionally well and
community crime is reduced. Other townships decide on the basis of this experiment to implement
their own test of community policing. However, the lack of partnership between police in the other
townships and the community—the lack of special arrangements—shows that community policing
programs make little difference in reducing crime.

Multiple Treatment Interference—likely to occur whenever multiple treatments are applied to the same
respondents because the effects of prior treatments are not usually erasable.

When experimental treatments are applied to a group of subjects, they affect the participants in the
study and cannot be undone. When this occurs and other independent variables are applied to the same
group, the effect of the previous independent variable affects the reaction to the new independent
variable. When efforts to duplicate the experiment are attempted without the previous experimental
treatment given to the original group, the experiment cannot be duplicated. In the case of the community
policing, if the original test community was also the community used to test volunteerism in reporting
the location of trash and refuse along the community streets to develop a cleaner, more attractive
community, the effect of this treatment may have influenced their participation in community policing.

This discussion of validity is one that should raise the level of consciousness of the researcher
that there are threats to all experimentation which have to be considered in the research design.
These threats must be considered early in the design process. Constantly throughout the experiment,
attempts to control and limit these threats are what makes the experiment more valid and applicable
in settings other that the experimental and observational environment.

8.6 EXPERIMENTAL DESIGNS

Experimental designs offer researchers the format for inferring a relationship between a theory and
the application of that theory. The relationship between the dependent variable can be an association
or a correlation but more often than not the relationship cannot show true causality—the cause leads
to the effect—in the strict sense of the word. Even in total, clinical, experimental research,
randomness threatens causality (Blalock, 1964). Furthermore, if all attempts to control for random
selection are observed, total randomness is always questioned. This phenomenon is increasingly
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demonstrated more in quasi-experimental designs than in experimental designs; nevertheless, it
appears to be more accurate to refer to the relationship between variables as an association, a
relationship, or a correlation, especially in the social sciences, rather than refer to the relationship
between the dependent and independent variables as one of cause and effect.

Often designs are expressed using symbols of

R =randomly chosen subjects

O = the observation or the measurement of the effect on the dependent variable

X =the independent variable

Although looking at combinations of these symbols in describing experiments presents some
confusion on the part of the student, there is little alternative to presenting a diagram of the research
designs in this way. However, when a description of the experiment is plainly given, the diagram of
the experiment eventually presents a visual representation of which design is desired.

Furthermore, it is important to note that experimental designs and variations and derivatives of those
designs are numerous, and often the researcher uses different combinations of designs to investigate a
phenomenon or prove a theory. It would be unduly cumulative to present all of the combinations that
could be created and, at the same time, some combination would invariably be omitted.

The following designs are listed and described using the typical R, X, O format. The threats to
validity and the internal and external controls, the strength of the experimental design over the
threats to validity, are also identified.

8.6.1 PREEXPERIMENTAL DESIGN

One-Shot Case Study?

X O
Threatened Internally by Threatened Externally by Controls Internally
History Selection interaction None
Maturation
Selection bias Controls Externally
Mortality None

As the design states, a one-shot case study does nothing more than observe the effect of the
independent variable. It reports nothing more than some contrast or difference in a group attributed
to some treatment. There is little scientific value to the one-shot case study; it is at risk from most
relevant threats to validity; it does not control any threats. Other than a bearing from where to begin
a discussion of experimental design, one-shot case studies offer little utility in the social sciences
other than single ““snapshots” of a group at one point in time.

One-Group Pretest-Posttest Design

O X O
Threatened Internally by Threatened Externally by Controls Internally
History Testing interaction Selection bias
Maturation Selection interaction mortality
Testing
Instrumentation Controls Externally
Selection maturation interaction None
Mortality

With its numerous threats to validity, the one-group pretest—posttest design is just slightly better
than the one-shot study or as Campbell and Stanley state ““...enough better than Design 1 [One-
Shot Case Study] to be worth doing when nothing better can be done” (1963, p. 7).
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An example of the one-group pretest—posttest design is the study of reading skills development,

where a group is tested and then after some of time the same group is tested again.

Static-Group Comparison

X O
o
Threatened Internally by Threatened Externally by Controls Internally
Selection bias Selection interaction History
Maturation Testing
Selection maturation interaction Instrumentation regression

Controls Externally
None

Static-group comparison studies are done where two groups are observed, one receiving the effect of
the independent variable and the other group not experiencing the treatment. Static-group comparisons are
useful when comparing program participants—children who have participated in operation ‘“Head
Start”—with the reading level of those who did not participate in the head start program. The single
accomplishment of the static-group comparison is that it establishes the effect of the independent variable.

8.6.2 THE CrAssicAL EXPERIMENTAL DESIGN

Notwithstanding the preexperimental designs where there are drawbacks that often preclude the use
of these designs to protect research from threats to validity, the experimental designs offer more
insulation from internal and external threats and are more appropriate as a research design. For this

discussion the focus is on those experimental designs that have the following features:

Reflect a random selection of subjects and there is no significant difference between an
experimental and control group.

A pretest that measures the dependent variable is given to the experimental and control groups.
Both experimental and control groups will experience equal conditions except for the
treatment of the independent variable.

The researcher controls the amount of treatment to the experimental group.

A posttest is given after the exposure to the treatment to both the experimental and control groups.
Changes due to the dependent variable and the differences between the dependent variable
effect on the experimental and control group, evidenced by the posttest, are attributed to
the independent variable (adapted from O’Sullivan and Rassel, 1995).

Pretest-Posttest Control Group Design

R O X O
R O o
Threatened Internally by Threatened Externally by Controls Internally
None Selection interaction History
Maturation
Testing
Instrumentation
Regression

Selection bias
Mortality
Selection interaction

Controls Externally
No external threats noted
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The pretest—posttest control group design is also referred to as the classical experimental design.
It is the most commonly used experimental design. This design enables the researcher to choose
experimental and control groups of randomly assigned subjects. One group receives the experi-
mental treatment while the control group does not. After the introduction of the independent
variable, both groups are observed again. Differences between the experimental and control groups
are attributed to the effect of the independent variable.

From the beginning of this research design—the assignment of random subjects to experi-
mental and control groups—threats to validity are being controlled. If the selection is truly random,
then biases, regression toward the mean, and all other internal threats are initially controlled
in the experiment. However, as the experiment progresses over time, it is practically impossible
to control for maturation and maturation interaction. The following example is a description of a
pretest—posttest control group design.

A random selection of mothers at the local community health station were chosen to test if there
were differences in satisfaction levels between the random group of mothers who were in the
experimental group and those in the control. The study wanted to determine if they could eliminate,
as a cost-containment technique, nurses at the intake level and run the clinic with ancillary health-
professionals, nurse practitioners, and doctors. The experimental group was to be interviewed by a
nurse to take a history of the current complaint, whether this was a “well-baby care” visit, or a
“sick-baby”” visit and answer any questions the mother may have about her child. After the initial
visit by the nurse, the nurse practitioner or the doctor would come into the room to examine or treat
the child. The control group would not receive the nurses’ visit. Both groups would receive a pretest
one month after being enrolled as patients. Then the independent variable would be introduced, and
a posttest on both groups for customer satisfaction.

Solomon Four-Group Design

R O X O
R O (0]
R X O
R (0]
Threatened Internally by Threatened Externally by Controls Internally
None None History
Maturation
Testing
Instrumentation
Regression
Selection bias
Mortality

Selection interaction

Controls Externally
Testing interaction

The Solomon four-group design is the first experimental design presented that controls, to some
extent, threats to generalizability or duplication. The design is set up where the component of
the pretest—posttest control group design makes up the first two randomized groups. In addition to
this experimental and control group, a third group is added that is not given a pretest but is exposed
to the independent variable, and a fourth group that is given neither the pretest nor exposure to the
independent variable. In the example of eliminating nurses at a clinic, there would be a group of
clients who were not given the pretest for customer satisfaction but received the previsit by the
nurse, and a fourth random group that received neither the pretest nor the experimental treatment of
the nursing previsit.
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Posttest Only Control-Group Design
R X O
R (0]

Threatened Internally by Threatened Externally by Controls Internally

None None History
Maturation
Testing
Instrumentation
Regression
Selection bias
Mortality
Selection interaction

Controls Externally
Testing interaction

The posttest only control-group design is also known as the randomized posttest design (O’Sullivan
and Rassel, 1995). This design also protects the experiment from the same threats to internal and
external validity as the Solomon four-group design. The posttest only control-group design also presents
the same opportunity for generalization as the Solomon design. However, there are times when it may
not be practical, feasible, or possible to administer a pretest. The option of a pretest is removed when we
are studying large groups of subjects, there are no pertinent questions to be asked in a pretest, or there is
not adequate funding to administer a pretest to the experiment’s participants. Furthermore, the applica-
tion of a pretest takes enormous time and may not be of value. Consider the following example.

The federal government was considering changing the style of uniforms for the Air Force. Since
the end of World War II, there was much discontent among members of the Air Force that the
uniforms were drab and generally lacking in the type of military style that may be found in the other
branches of the military. Although the discontent over the uniforms ebbed and flowed over the
years, recently, recruitment quotas were consistently below expected levels and it was thought that
changing the uniforms would enhance recruitment. To see if the new uniform would increase
recruitment, new recruits, from random cities on the West Coast, were given the new uniforms,
while new recruits from random cities on the East Coast were issued the old uniforms. The result of
the experiment was that recruitment quotas were met on the West Coast but remained at a
continuous low level on the East Coast.

This posttest design experiment is one that illustrates the point that it would be difficult to
administer a pretest to every adult eligible to join the Air Force; nevertheless, the posttest was able
to show that there was an association between the independent and dependent variables.

8.7 QUASI-EXPERIMENTAL DESIGNS

The experimental design is predicated on the ability for the researcher to be able to manipulate
the independent variable, the ability to randomly assign subjects and the experimental treatments,
and to eliminate competing hypothesis in their experimental research so that only the working
hypothesis remains to be proved or disproved by the experiment. Once the research leaves the
controlled environment of the laboratory or other controlled environment, the amount of control that
the researcher normally has in experimental settings is virtually unrealizable. When the researcher is
unable to randomly assign, manipulate the treatment, or eliminate competing hypothesis, the
experimental design that remains is quasi-experimental.

The quasi-experimental design is one where the researcher is left to design the best possible
alternative to the experimental design including as many components as possible from experimental
designs. The creation of a quasi-experiment and the inability to assign random sampling open the
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experiment to threats to external validity. The inability of generalizing results brings fields like public
administration into the argument of whether public administration and other related social science
disciplines are truly a science. The use of the quasi-experiment also leads to inertia in disciplines as the
findings are difficult to duplicate, or when others attempt to duplicate the experiment, their findings
are different or explain less of the variance than the original experiment. Nevertheless, the social
sciences tool for doing research largely involves a research design that is quasi-experimental.

Interrupted Time Series
O O O O X OO0 O o

Threatened Internally by Threatened Externally by Controls Internally
History Testing interaction Maturation

Testing

Regression

Selection bias
Mortality
Selection interaction

Controls Externally
None

The interrupted time series is a design that enables the researcher to make multiple observations of
a group before and after the introduction of the independent variable. The independent variable is not
usually introduced by the public administration researcher; rather, this design is one that observes
changes in groups that cannot be attributed to time when an independent variable was introduced by
some agency, law, or action, which in the researcher’s view would have caused a change to occur in
the group observed.

Consider for example, a researcher has the hypothesis that stricter drug laws are associated with
increased state prison populations. The researcher defines a period before the enactment of stricter drug
laws to observe yearly prison populations. The independent variable—the stricter drug laws—is
introduced, and the prison populations are observed for a period of years after the introduction of the laws.

Notwithstanding other variables that would need to be controlled, the above example illustrates the
utility of an interrupted time series. Finally, in public administration, and in some other social sciences,
the interrupted time series takes a snapshot of some past time. The use of this technique in the present
would have to entail a dependent variable that would be affected in a very short period or the researcher
must be committed to studies that will encompass an expanse of past, present, and future time.

Equivalent Time Samples Design
X;0 X0 X;0 X,0

Threatened Internally by Threatened Externally by Controls Internally
None Testing interaction History
Reactive effects of Maturation
arrangements Testing
Multiple interference Instrumentation
Regression

Selection bias
Mortality
Selection interaction

Controls Externally
None
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An interrupted time series design does not offer the researcher the option of testing the effect of
the independent variable on the test population over a period more than once. In contrast, the
equivalent time sample design allows the researcher to do a time series experiment with repeated
introductions of the independent variable. However, as the table illustrates, the treatment is
introduced (X;) and the observation taken; after a lapse of time, the observation is taken without
the effect of the treatment (X;). In this manner the researcher can observe the effect with and without
the independent variable on the same population, varying the amount of observations and length of
time of the experiment. The benefits of this quasi-experiment are that the effect of the independent
variable may be transient or reversible (Campbell and Stanley, 1963).

The equivalent time sample is useful in the social sciences in education, the workplace, or in any
environment where the effect of the experimental treatment can be exposed and withdrawn.

Quasi-experimental designs continue to evolve with variations on the presented examples. For
example, the equivalent materials design takes the model of the equivalent time sample design and
augments it with a materials aspect as an independent variable. At each point where the independent
variable (X)) is introduced, materials become the independent variable and these materials can be
varied from points X; and X,. The equivalent materials design does control for threats from
interactive arrangements and the design would be diagrammed as (Campbell and Stanley, 1963).

M, X,0 MyXo0 M.X,0 MgX,O0

As shown above, the materials (M, through M) are not the same materials; rather, they change
at different time points in the experiment.

A variation of the equivalent time series design are panel studies, where one group is examined
at different times for the effects of different or multiple independent variables.

The nonequivalent control group design is similar to the experimental pretest—posttest control
group design. The difference is simply that randomness is not required; as previously mentioned, the
inability to assign random subjects qualifies the design as quasi-experimental. The nonequivalent
control group design, the most common quasi-experimental design, is diagrammed as

O X 0
o o
The random sampling in pretest—posttest is replaced by an experimental and control group that
is not determined by similar characteristics, i.e., the experimental and control groups are similar in
all characteristics except for the exposure to the independent variable. However, they are not so
similar that the pretest can be dispensed with (Campbell and Stanley, 1963). Understandably, the
nonequivalent control group design cannot control internally for selection interaction, nevertheless,
this type of design is useful to compare similar, defined groups that the researcher identifies as the
two groups that must be tested. For example, an education study of third grade students might
compare the two classes in one school without examining the subjects for like characteristics. In this
way all third graders are examined, i.e., they are similar enough—not identical—and appropriate for
the nonequivalent control group design.

8.8 SUMMARY

What would a house look like if one were just to buy wood, nails, and tools, and were to start
building that house without plans on how they were to build it? For the reason that a builder would
not proceed in this manner, neither should the researcher. This chapter offered the basic information
on experimental design and threats to validity—the tools one needs to conceptualize a plan for
research. Having all the knowledge about experimental models offers little help if that knowledge
remains on the pages in this handbook. It is hoped that in the manner that threats and designs were
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presented that one will be able to conceptualize threats and designs. At first, this may seem difficult,
but do not give up at that point, or think it is impossible—you are just not used to doing it. Over time
that will change. Nevertheless, if one is serious about research, one must conceptualize these models
and be aware of the threats to those models. When these concepts are discernible, and an idea,
problem, or question for research presents itself, devising a research design comes naturally. Finally,
being fluent in experimental design will give the researcher the confidence needed to defend their
research in all environments.

EXERCISES

1. Describe different scenarios where reliability and validity differ. For example (as described
within) the radar gun being reliable but not valid.

2. Conceptualize the relationship between independent and dependent variables within an experi-
ment that uses a preexperimental design, classical experimental design, and a quasi-experimental
design. Then, set up an experiment using each type of research design. Label each variable (X)
and observation (O and RO) in the design with real-life examples. Then write a brief narrative
explaining the experiment.

Example:
Classical experimental design: Pretest—posttest control group design

Random mothers |

R (@] X (0] Experimental group

| Posttest for customer satisfaction

R (@] (0] Control group
Random mothers | Posttest for customer satisfaction
Narrative:

A random selection of mothers at the local community health station were chosen to test if there
were differences in satisfaction levels between the random group of mothers who were in the
experiment group and those in the control group.

3. In the above exercise, pick an internal and external threat to validity (if applicable) and describe
the effect on the experiment.

ENDNOTES

1. There have been approaches to policy analysis that have disdained any type of positivistic approach, post-
modernism being the most striking example. However, post-modernism in its detraction of positivism is even
more contradictory, i.e., using logic to denigrate logic, etc.

2. Reliability testing methods are discussed in various texts. In Carmines and Zeller’s Reliability and Validity
Assessment, Sage, 1979, the authors present models of reliability. The retest method is where the same test
is given to the same group of people after a period of time. The Alternative Form Method is similar to the
retest but an alternative test is given after a period of time. The Split Halves method is where the test
instrument is divided into two halves. The scores of each half are correlated to test reliability. The Internal
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Consistency method test reliability at the same time and without splitting or alternating tests. It uses
Cronbach’s alpha formula: @ = N/(N — 1) [1 — So” (Y)/0?].

3. All titles for Preexperimental, Experimental, and Quasi-Experimental Designs are from Campbell, D.T. and
Stanley, J.C. 1963. Experimental and Quasi-Experimental Designs for Research, Houghton Mifflin Co.,
Boston., unless otherwise noted.
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9.1 THE CASE OF PROFESSOR HWANG WOO-SUK

Until December 2005, Professor Hwang Woo-Suk of Seoul National University was a world
renowned and highly respected stem-cell researcher. He had published three landmark articles in
the prestigious journals Science and Nature reporting that he had successfully created human
embryonic stem cells by cloning. Professor Hwang’s esteemed career began to unravel when
members of his research team alleged that he had fabricated his data. In response to these allegations
Seoul National University convened an internal review panel to examine his data. On December 23,
2005, the review panel reported that Professor Hwang had intentionally fabricated the results of his
stem cell research (The New York Times, December 23, 2005). For a summary of the panel’s Final
Report, go to www.geocities.com/giantdeli/art/CelINEWS_Hwang_clonging_th.html.

Professor Hwang’s misconduct was found to be so egregious that the panel stated that Hwang’s
research deceived the “scientific community and the public at large” and mandated a “‘severe
penalty.” In May 2006 Korean prosecutors indicted Professor Hwang on charges of fraud,
embezzlement, and breaching the country’s bioethics law.

Professor Hwang’s misconduct represents an extreme case of ethics violations. At the same time
it represents an example of what Babbie calls the ““politics of research” (2001, p. 481). The politics
of research refers to the political climate and public debate generated by controversial research. In
this case there has been widespread public debate on stem cell research, especially with regard to the
techniques used to create and use stem cells. At issue in this debate is the current state of the
technology for starting a stem cell line because it requires the destruction of a human embryo or
therapeutic cloning. Opponents of stem cell research equate the destruction of embryos with
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destroying life. Because stem cells need to be extracted from existing stem cells (from the surplus of
existing stem cells or frozen embryos left over from in-vitro fertilization clinics) and the extraction
process kills the embryo, opponents see the process tantamount to destroying life. They also claim
that the research constitutes a form of experimentation on human beings.

Proponents argue that such research is medically worthy because it holds greatest promise for
alleviating suffering from disease since the development of antibiotics. Because over 100 million
Americans and approximately two billion humans worldwide suffer from diseases that could
be more effectively treated with stem cells and possibly even cured (including heart disease,
Parkinson’s, Alzheimer’s, diabetes, and some forms of cancer), proponents argue that the research
can eventually save hundreds of thousands of lives.

The political context of research is largely fueled by competing values and ideologies. Because
values and ideologies vary by social and cultural contexts there is great variation around the world
with respect to the way the public perceives stem cell research. For example, government funding of
research on embryonic stem cells is currently authorized in the United Kingdom, France, Japan, South
Korea, and other countries. It was halted in the United States when President Bush vetoed legislation
that would have lifted prohibitions against federal funding for stem cell research (on September 24,
2005) because it “‘crossed a moral boundary that our decent society needs to respect.”

Beyond the political context of the research conducted by Professor Hwang is the issue of the
ethics of research. The ethics of research deal with the methods researchers use in conducting
research—is it true, i.e., does it correspond to reality; is if fair, i.e., has the researcher respected the
rights of human subject, colleagues, and funding agencies; and is it socially responsible, i.e., does
the research improve the human condition (Pimple, 2001)? Research ethics encompass how research
is conducted and whether researchers have acted responsibly in accordance with scientific norms.
Public trust in science is built upon the truthfulness of the scientific community. Whenever that trust
is violated, questions naturally arise about whether science is true, fair, and morally worth funding.
Professor Hwang had been awarded $33 million in government funding and an additional $6.4
million in private donations for his research (The New York Times, May 12, 2006). Although
Professor Hwang’s misconduct has not lead to a moratorium on stem cell research, it has shaken the
public’s trust in science. Society needs to have confidence that what scientists tell us is true.

Although the federal government has responded to some aspects of research misconduct with
policies and regulations, it is the scientific community itself that regulates the conduct of researchers
through an informal code of scientific norms. Because the PhD is a research degree, doctoral
programs in universities and colleges have traditionally provided the apprenticeships for the next
generation of scientists. It is during this experience that the majority of doctoral candidates learn
about the accepted methodologies of good research and responsible research (Zuckerman, 1977).
Although scientists have relied on each other to safeguard the integrity of the research process, such
informal oversight is becoming less and less viable as a vehicle for socializing young researchers.
This is because the research enterprise itself has changed dramatically over the last three decades.
Gone is the era of single-investigator projects. Today research is carried out in what can only be
thought of as a “research industrial complex.” That is, researchers and their respective institutions
are dependent on funding from governmental agencies, industry, and private foundations. Consider
that in 1995 alone, federal allocations for research were estimated at $73 billion (Mervis, 1995).
The “complex’ is made up of networks of researchers, institutions, government, and organiza-
tions. Thus the research that takes place is conducted in multi-purpose, formal, competitive, and
highly diversified environments that involve working on complex problems with teams of multi-
disciplinary and multi-layered researchers dependent on outside funding.

Without systematic training in research ethics, students, postdoctoral fellows, technicians, and
even junior faculty are left to learn about ethical research practices on their own. The aim of this
chapter is to facilitate this learning process by providing an overview of what constitutes ethical
research. I have organized this chapter into two broad ethical areas. The first focuses on the norms of
the scientific community and summarizes the responsibilities that researchers have for ethical
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research. The second section reviews the policies and regulations that apply to the protection of
human subjects in the United States and Institutional Review Board (IRB) requirements that apply
to all government funded research.

9.2 NORMS OF THE SCIENTIFIC COMMUNITY

As indicated earlier, the scientific community has historically relied upon itself to regulate the
conduct of research. This informal system consists of a set of shared principles and accepted
research practices thought to be necessary for safeguarding the ““integrity”” of science and the
validity of scientific findings. Broadly stated the scientific enterprise entails the systematic investi-
gation and modeling of parts of the world or the universe. Such investigation is designed to lead to
what the sociologist, Robert Merton, referred to as “certified knowledge” (1973, p. 267). The
principles of collegiality, honesty, objectivity, and openness are woven throughout a set of univer-
sally accepted norms that have been characterized by Merton in the acronym CUDOS (Merton,
1973). These norms include the following:

Communalism which refers to the expectation that discoveries will be freely shared and dedicated to the
community of scientists.

Universalism which refers to the expectation that scientists should judge empirical claims according to
impersonal criteria without regard to the identity of the author.

Disinterestedness which refers to the expectation that scientists will subordinate their own biases and
interests to the advancement of knowledge.

Organized skepticism which refers to the expectation that scientists will subject empirical claims to
systematic scrutiny and validation.

Added to these norms are the principles of originality, individualism, and independence. Merton
believed that these norms functioned together and created a community wherein the contributions
generated by the scientific process contributed to a larger body of ““scientific”” knowledge that was
useful for solving society’s problems. But like the behavioral norms of any community, the fact of
their existence does not translate into universal compliance (Zuckerman, 1977). Although scientists
are expected to disseminate their discoveries through published papers and reports read by the larger
community, the research itself is vetted through a process of the peer review of the published work.
In publishing findings, the researcher describes the methods used to produce the results. Reviewers
give their imprimatur that the research meets the standards of “science.” Recognition and respect of
peers are the researcher’s reward for passing through the review process and adhering to the
scientific community’s norms (Merton, 1973:270-271).

Because the keystone for receiving recognition and respect from peers rests with the dissemin-
ation of research findings, misconduct usually appears in published papers and research reports
(Burk, 1995:311). A paper may present fabricated methods by describing experiments that were
never conducted, observations that were never performed, and calculations that were never made
(Zuckerman, 1977). This is referred to as “forging” the data. In some disciplines, peers will not
accept the findings without physical proof of the experiment. When physical evidence is expected, it
may also be fabricated. In addition to forging data, data may also be deliberately manipulated or
falsified to support conclusions that are incorrect. These practices have been termed “‘cooking’
or “trimming” the data (Babbage, 1969). Cooking data involves selecting only those data that fit
the research hypothesis. Trimming the data refers to the practice of massaging the data to make them
look better than they are. Attempts at “replicating” the study serve as a “‘check’ against faulty
research practices. And when a researcher engages in cooking and trimming the results reported will
be unreliable and unable to be reproduced. Another form of dishonesty is plagiarism. This involves
taking the words or data of another without attribution.

There are other instances of misconduct that do not rise to the level of scientific fraud described
above. Zuckerman refers to these less serious violations as violations of ““scientific etiquette’ (1977,
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pp. 119-120). These violations include such things as claiming authorship on a paper when little or
no contribution has been made; excluding subordinates from authorship when they have made a
contribution; generating a large number of publications that focuses on the same issue from a single
research effort; and finally taking advantage of the peer review process by ‘“‘poaching” the ideas of
others and incorporating them into one’s own work.

Scientists are generally held in high esteem and the public tends to think of them as well intentioned
along with the universities with which they are affiliated. The status accorded scientists is related to
the role that research and development play in maintaining a healthy economy and improving the human
condition. Interestingly, when scientific fraud and deception are exposed, scientists around the
world have tended the “circle the wagons™ by minimizing extent of the misconduct or characterizing
the incident as aberrant and isolated fueled by stress, bad judgment, or moral corruption. As the
article from The New York Times in Figure 9.1 below illustrates with regard to Professor Hwang,
the scientific community responded to misconduct with a caveat about ways to improve the review
process. Had such improvements been in place, the fraud ““may’’ have been prevented.

November 29, 2006 The New York Times
Journal Faulted In Publishing Korean’s Claims

By Nicholas Wade

Fraudulent stem cell reports that shook the scientific world could have been prevented by extra review
procedures, according to a panel appointed by Science, the journal that published the claims.

Donald Kennedy, the editor of Science, said the journal would accept the panel’s major findings.

The South Korean researcher Dr. Hwang Woo-Suk reported in Science in 2004 that he had generated
embryonic stem cells from an adult human cell, the necessary first step in proposed schemes for growing
replacement tissues from a patient’s own cells. In a second report, in 2005, he claimed he could perform
this step routinely and efficiently, using very few human eggs.

Both reports proved to be fabrications, and the journal formally retracted the papers in January.

The fraud came to light not through any of the formal checking procedures in the scientific process, but
because a whistle-blower in Dr. Hwang’s lab spoke to the South Korean television station MBC.

Like other scientific journals, Science has long taken the position that its reviewing procedures work well
but cannot be expected to detect deliberate fraud, and therefore no change is necessary.

But the spectacular nature of the fraud prompted deeper than usual soul-searching on the part of leading
journals.

After reviewing the paper record of how the Hwang reports were handled, a panel led by John |. Brauman,
a chemist at Stanford University, yesterday recommended four changes in Science’s procedures.

A risk-assessment method should be developed to flag high-visibility papers for further review, the panel
said. Also, authors should specify their individual contributions to a paper, a reform aimed at Dr. Hwang’s
stratagem of allowing another researcher, Gerald Schatten of the University of Pittsburgh, to be lead author
of one of the reports even though Dr. Schatten had done none of the experiments.

The panel advised online publication of more of the raw data on which a scientific report is based. It also
suggested that Science, Nature and other leading journals establish common standards for reviewing
papers to prevent authors bent on deceit from favoring journals with laxer standards.

The panel states in its report that these measures “would have detected” Dr. Hwang'’s fraud.

But in a news conference, Dr. Brauman retreated from that statement, saying only that they “might have”
uncovered it.

FIGURE 9.1 The scientific community’s equivocal response to ethical misconduct.
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The federal government got involved in regulating scientific conduct in the 1970s and 1980s
after several cases of faked and fabricated research were discovered at several prestigious univer-
sities. This publicity drew attention to what had previously been handled on an informal basis.
In response to several disclosures of fraud, Congress passed the Health Research Extension Act of
1985. This act gave the federal government the authority to regulate the research it funds. In 1989,
the Department of Health and Human Services (DHHS) established the Office of Scientific Integrity
(OSI) and the Office of Scientific Integrity Review (OSIR) to augment the 1985 Health Research
Extension Act. The Office of Research Integrity (ORI) replaced these two offices in 1993.
In addition to the authority to respond to scientific misconduct, the ORI took on the responsibility
of promoting responsible research practices. For a review of the ORI’s policies and regulations, visit
their Web site at: http: /ori.hhs.gov/.

Although the number of cases involving scientific misconduct has increased over the years, until
recently the extent of it was thought to be minimal. According to the findings of a recent study of
scientists that were funded by the NIH, more than a third of those surveyed admitted to misconduct
within the last three years of the survey’s publication (Martinson, Anderson, and de Vries, 2005).
Specifically, of the 3247 early and mid-career researchers who responded, less than 1.5 percent
admitted falsifying data or plagiarism. But 16 percent reported changing the design methodology or
results of a study in response to pressure from a funding source; 13 percent admitted overlooking
others’ use of flawed data; and 8 percent reported they had circumvented minor aspects of
requirements regarding the use of human subjects (Martinson, et al., 2005, p. 737). The authors
suggest that

U.S. scientists engage in a range of behaviours extending far beyond FFP (fabrication, falsification, and
plagiarism) that can damage the integrity of science.... [W]ith as many as 33 percent of our survey
respondents admitting to one or more of the top-ten behaviours, the scientific community can no longer
remain complacent about such misbehaviour

The extent of ethical misconduct strongly underscores the failure of the scientific community to
adequately correct the problem. Although the ORI proposed requiring ethics training for all
researchers receiving funds from DHHS in 2000, systematic training has remained at the proposal
level because of protests and resistance to the idea by universities and researchers. Although more and
more universities are electing to provide ethics training for researchers, the findings of the Martinson,
et al. study underscore the failure of the informal mechanism for training budding scientists.

9.3 THE TREATMENT OF HUMAN SUBJECTS AND
THE EVOLUTION OF THE IRB

The Nuremberg Trials revealed the atrocities committed by the Nazis during World War II and
resulted in The Nuremberg Code of 1949, which set forth 10 moral, ethical, and legal principles that
apply to medical experimentation on humans. It was The Nuremberg Code that first established the
concept of “voluntary consent” in human experimentation and has since served as a model for
developing and assessing ethical practices in the social and behavioral sciences.

A more complex code for protecting human subjects is found in the World Medical Associ-
ation’s Declaration of Helsinki. The Declaration has been amended five times, most recently in 2000
and remains the standard for medical research. The Helsinki code focuses specifically on medical
research and acknowledges the multiple sources of vulnerability that must be taken into account to
protect human subjects. The principles making up this code may be viewed at www.wma.
net/e/policy/b3.htm.

In 1979, the Department of Health, Education, and Welfare (now known as the Department of
Health and Human Services) issued the Belmont Report. This report contains a set of ethical
principles that apply to researchers and include the following:
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Respect for persons: This principle incorporates the belief that individuals should be treated as
having autonomy and that those with diminished autonomy (e.g., minors, prisoners, those mentally
incompetent) are entitled to protection.

Beneficence: This principle conveys the obligation of researchers to “do good’ and that human
subjects are to be protected from harm. Researchers are also obliged to maximize the benefits of
their research.

Justice: This principle ensures that the selection criteria for participation are not based on
gender, race, easy availability, manipulability or compromised. Thus the benefits from research
should be available not only to the wealthy and privileged, but also to the poor and less advantaged.

The full text of the Belmont Report may be obtained by visiting www.hhs.gov/ohrp/
humansubjects/guidance/belmont.htm.

Although worldwide concern for the ethical treatment of human subjects dates back to the
Nuremberg Trials, a catalyst for the recent concern over the treatment of human subjects in the
United States is the Tuskegee Syphilis Experiment. For forty years between 1932 and 1972, the U.S.,
Public Health Service (PHS) conducted an experiment on 399 black men in the late stages of syphilis.
These men were never given a diagnosis of their disease and they never gave informed consent to
participate in the study. These men were poor and illiterate sharecroppers from Alabama. The men
were told that they were being treated for “bad blood.”” The study was of the treatment and natural
history of syphilis and was designed to monitor how syphilis affected blacks compared to whites. By
1947 penicillin has become the standard treatment for syphilis, but the Tuskegee scientists withheld
penicillin from these men along with information about the disease, e.g., how it spreads, and about
penicillin as a treatment for it.

Of course, the true nature of the study had to be kept secret from the subjects to ensure their
cooperation. Encouraged by the prospect of free medical care, these unsuspecting men became
human guinea pigs. The men were prescribed a series of the so-called remedies but in such small
dosages as to have little effect on the disease. The men were also subjected to painful and
potentially dangerous spinal taps. By the end of the experiment 28 of the men had died directly
from syphilis. A hundred more were dead of related complications, 40 of their wives had been
infected, and 19 of their children had been born with congenital syphilis. By the time the
experiment was brought to the attention of the media in 1972, news anchor Harry Reasoner
described it as an experiment that “used human beings as laboratory animals in a long and
inefficient study of how long it takes syphilis to kill someone.” Then on May 16, 1997 President
Clinton formally apologized for the experiment to the eight remaining survivors. President Clinton
stated that “The United States government did something that was wrong—deeply, profoundly,
morally wrong; it was an outrage to our commitment to integrity and equality for all of our
citizens ...”. The full text of President Clinton’s apology may be viewed at http://clinton4.nara.
gov/textonly/New/Remarks/Fri/19970516-898.html.

According to Diener and Crandall (1978) the ethical treatment of human subjects applies to
potential harm, informed consent, privacy and confidentiality, and deception. To cause harm or
injury to others (physical and psychological), to coerce someone to engage in activities against their
will, to invade the privacy of others without their permission, or to mislead or deceive participants of
research are all actions that violate the trust between the researcher and the participant.

9.4 POTENTIAL HARM TO HUMAN SUBJECTS, INFORMED CONSENT
AND PRIVACY AND CONFIDENTIALITY

Although physical harm to participants in social research is highly unlikely people can be harmed
personally (e.g., by being embarrassed or humiliated), psychologically (e.g., by losing their self-
esteem or by being forced to reveal something about themselves that they would not ordinarily
share with others), and socially (e.g., by losing trust in others or suffering a blow to their reputation



The Responsible Conduct of Social Research 135

or status). Almost any type of research that might be done carries the risk of harming others in some
way. Determining potential risks is not always apparent at the outset of a study and can surface at
some later point after the study has begun. Some participants may be at higher risk for harm
than others.

What measures can researchers take to minimize risks to participants of social research?
Researchers have the obligation to inform participants of foreseeable risks or possible discomforts
prior to the startup of a study and to give participants ample time to think about the implications of
their participation. Researchers can screen participants for psychological harm that could be
exacerbated by participation in the research. If stress or potential discomfort is a possible or
anticipated outcome, measures need to be taken to assess the degree of risk or discomfort anticipated
from the study. A common way of neutralizing stressful effects from participation in research is by
debriefing participants and the study and providing them with procedures for contacting the
principal investigator should problems develop.

Federal regulations require that researchers give special consideration to protecting the welfare
of what are classified as protected populations. These include: children and minors, prisoners,
pregnant women and fetuses, the institutionalized mentally disabled, the elderly, and the economi-
cally or educationally disadvantaged. For more detailed information about protected populations
visit the following Web sites:

www.hhs.gov/ohrp/children

http://grants1.nih.gov/grants/guide/notice-files /not98-024.html

www.hhs.gov/ohrp/irb/irb_chapter6htm#g2

There are two underlying principles involved in informed consent. One is the belief that
participants have the right to choose whether to participate in research without fear of coercion or
pressure. This ensures that participation in the research is voluntary. The other principle is based on
the belief that participants have the right to be given information that is relevant and necessary for
deciding whether or not to participate in the research. Federal regulations require that participants
sign a written consent form when more than “minimal risk™ is anticipated. According to federal
regulations, “‘minimal risk’ refers to risk that is no greater than what can be expected in daily life.

According to Westin, privacy refers to “the claim of individuals, groups, or institutions to
determine for themselves when, how, and to what extent information about them is communicated
to others (1968, p. 7). Sieber expands this to include confidentiality and argues that confidentiality
“refers to agreements between persons that limit others’ access to private information’ (1982:146).
Thus privacy refers to persons and confidentiality refers to information.

Deception is perhaps the most controversial aspect of the treatment of human subjects because it
is widely used and there is a lack of consensus about whether it is appropriate. The most common
way that participants are deceived involves intentionally misleading them about the purpose of the
research. The frequent use of deception in research was documented by Adair et al. (1985) who
found that 58 percent of the empirical studies published in three leading social psychological
journals used deception. Deception has been justified by professional associations like the American
Psychological Association when alternative procedures are not available or when methodological
requirements necessitate it (APA, 1990, pp. 394-395).

With the advent of computerized databases, the potential for invading an individual’s privacy
has grown. Medical information is now governed by the Privacy Rule of the Health Insurance
Portability and Accountability Act (HIPAA) and restricts the release of medical records. If the
research involves the disclosure of sensitive topics (e.g., HIV status, drug use, or immigration
status) and the information will not be anonymous, researchers should apply to the Department of
Health and Human Services for a Certificate of Confidentiality, which will protect the data from
subpoena. It should be noted that research data is not privileged and can be subject to subpoena.
Returned surveys and questionnaires, notes, field records, and files can be accessed by the federal
government under certain administrative provisions, such as the Freedom of Information Act and
the Federal Property and Administrative Services Act. Gelles reminds us that “[R]esearchers who
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engage in research that deals with illegal, sensitive or taboo topics run the risks of being forced to
turn over material they pledged would be kept confidential, of engaging in legal battles, or of
spending time in jail for contempt of court” (1978, p. 422).

When conducting research in a foreign country, the researchers should keep in mind that foreign
governments vary in the approaches to research ethics. The Council of Europe developed research
guidelines in 1985 that were reinforced by the European Union in 1990. Collaborative efforts
between the World Health Organization and the Council for International Organizations of Medical
Sciences generated proposed international guidelines for human subjects research to be used
throughout the world. These guidelines reflect the principles expressed in the Declaration of
Helsinki and include the following:

* Prior approval by an independent review board

* Obtaining informed consent from prospective subjects
* Favorable risk to benefit ratio

* Equitable selection of subjects

* Protection of data confidentiality

* Privacy of subjects

Numerous world organizations have emphasized that special attention should be given to
research conducted by researchers from First World countries on human subjects from Third
World countries. Attention needs to be given to the particular culture in which the research is
being conducted especially with respect to obtaining informed consent. When international research
is funded by the federal government the same procedures and protection should be accorded to
human subjects as is provided to human subjects of domestic research.

Public concern with human subject experimentation was heightened with the revelation of the
research practices employed in the federally funded Tuskegee experiment. The Tuskegee scandal
led to congressional hearings, demands for greater research oversight, and eventually new legisla-
tion and federal regulations. Congress passed the National Research Act in 1974. The Act required
that institutions receiving Department of Health, Education, and Welfare research funds establish
“Institutional Review Board[s]...in order to protect the rights of the human subjects. ...”” Govern-
ment estimates indicate that between 3000 and 5000 IRBs now operate across the country.

IRBs are mandated to review proposed research projects involving the use of human subjects.
This initial review generally consists of an examination of the proposed research design and
protocol, informed consent documents, and any advertising or other recruitment devices. The IRB
may vote to approve the project, to approve it with required modifications, or to reject it. To approve
a project undergoing initial review, federal regulations require IRBs to determine that (1) risks
to subjects are minimized through the use of a sound research design; (2) risks to subjects are
reasonable in light of anticipated benefits to the subjects and the importance of the knowledge to be
gained; (3) subjects are selected equitably; (4) informed consent will be obtained from subjects
and documented; (5) when appropriate because of safety concerns, a plan is in place to monitor
incoming data from subjects on the protocol; (6) there are adequate protections for protecting
subjects’ privacy and confidentiality; and (7) appropriate precautions are in place when particularly
vulnerable subjects, such as children, prisoners, or the mentally disabled, will participate.
As indicated earlier, IRBs are to follow additional procedures, and consider other safeguards,
when the research involves “‘protected populations.” Individual researchers are required to submit
a written protocol to the IRB that describes the proposed research (including dissertation proposals)
and outlines the measures that will be used to protect the rights of participants.

Funding agencies award research funds to institutions rather than individual researchers. This
practice makes institutions accountable for the use of funds and for overseeing the conduct of
research (Andersen, 1988). The presumption is that misconduct will be discovered at the institu-
tional level through IRB oversight. In addition to IRB oversight, misconduct investigations can also
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be undertaken by the ORI. In some cases, ethical violations may be turned over to local or federal
prosecutors for criminal prosecution. We saw in Professor Hwang’s case that the Korean govern-
ment initiated criminal sanctions against Professor Hwang.

Ethical violations may also lend themselves to prosecution under civil law. In the United States
the relevant statute under civil law is the civil False Claims Act. The civil provisions of this act carry
a fine of $5,000-$10,000 per violation, plus treble damages (refers to the costs of the misconduct
plus damages of three times that amount). Although civil cases are rarely used in cases of ethics
violations, Friedman suggests that they may become more common simply because the stiff
competition to receive government funding encourages researchers to ‘“‘leapfrog” funds (1992).
This refers to doing the proposed research in advance to apply for funding and then using the money
for the proposal to use on the next research project. This practice could constitute a false claim under
the False Claims Act.

Increasingly, questions are being raised about the “‘objectivity’’ of the IRB process, particularly
with respect to conflicts of interest among IRB members, their institutions, and industry. Conflicts of
interest can occur when primary interests are eclipsed by secondary interests. The primary interest of
IRBs is to ensure the rights, safety, and welfare of human subjects—all other interests, e.g., financial
gain, professional status, power, or recognition, are secondary. To maintain the commitment to
protecting human subjects, federal regulations require that each IRB should have at least five
members with varying backgrounds (to ensure the adequate review of research proposals). To
provide a cross-section of expertise, members must include at least one nonscientist (such as a
lawyer, an ethicist, or a member of the clergy), at least one member not affiliated with the research
institution, and members who are competent to review specific research activities.

The concern over the potential conflict of interest between IRB members and the relationships
with industry rests with the belief in the ““integrity” of the researcher and scientific results. The
potential to undermine this belief is present when there are no clear policies that define when an IRB
member’s financial or other industry relationship is a conflict of interest. A recent study published in
the New England Journal of Medicine found that 36 percent of all IRB members (a sample of 893
IRB members from 100 major research institutions) reported having at least one relationship with
industry within the past year (Campbell, et al., 2006, p. 2321). Fifteen percent reported that at least
one proposal came before their IRB within the prior year that was sponsored by a company with
which they had a relationship or by a competitor of that company. Perhaps more troubling is the
finding that more than half of the IRB members in this study reported that their IRBs did not have a
formal procedure for disclosure of relationships with industry.

9.5 CONCLUSION

The scientific enterprise does not occur in a vacuum. Within the context of a “‘research industrial
complex’’ today’s researcher is faced with professional, social, and political pressures that generate
myriad ethical challenges. We lose sight of the fact that although social scientists study problems
and issues that impact people and affect the way they live, they are members of the same
communities on which they do research and are shaped by values and beliefs that affect their
worldview. Ethical principles and standards, although they exist informally, do not constitute a
checklist of “dos™ and “don’ts” useful when dealing with obvious ethical dilemmas. The real
challenge comes from the embedded ethical dilemmas that arise as a result of the unforeseen,
hidden, and conflicted aspects of complex research environments. The novice researcher is
responsible for internalizing and abiding the principles that distinguish the scientific enterprise
from other activities and at the same time must learn how to navigate the regulatory and bureaucratic
apparatus that provides ethical oversight to research. Lest we forget, researchers are no longer
accountable to just their peers, but also to those who support them—the public and the elected
representatives of the public. Ethical violations harm the public and erode the public’s trust in
science by diverting scarce tax dollars on worthless research (Andersen, 1988; Burk, 1995).
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In extreme cases, the public may be physically harmed by ethical violations. Reliance on informal
norms to regulate the conduct of researchers, although necessary, is no longer sufficient for
preserving scientific integrity. Informal norms have increasingly been replaced by legal strictures,
financial oversight, and bureaucratic provisions (Alberts and Shine, 1994).

KEY TERMS
Politics of research Cooking data
Research industrial complex Trimming data
Communalism Scientific etiquette
Universalism Health Research Extension Act
Disinterestedness Office of Research Integrity
Organized scepticism Tuskegee experiment
Forging data The Belmont Report

The Declaration of Helsinki The Nuremberg Trials
Protection of Human Subjects Protected populations

Informed consent Confidentiality
HIPPA IRBs
Privacy False Claims Act

CLASSROOM EXERCISES
Case Study 1

Researchers are gathering data on newly arrested male and female inmates for a study of drug abuse
history. The study has received approval from the IRB and the researchers have obtained a
Certificate of Confidentiality. The interview schedule they will be using asks about drug use
history, employment history, educational background, and family relationships. All participants
are fully informed of their rights, including the protection of their privacy and have signed a formal
consent form.

During the interview process, a researcher is startled when the interviewee unexpectedly begins
talking about having abused his youngest child

What should the researcher do, having been told this information?

Possible scenarios for discussion

A. Because the interviewee has been given assurances of privacy, the researcher just lets the
interviewee talk about his involvement in child abuse and ignores it.

B. The researcher decides that the potential harm of the abuse to the interviewee’s child
outweighs the responsibility to protect the participant’s privacy and the researcher notifies
authorities about the child abuse.

Case Study 2

In an effort to understand what it means to live with a serious disease, researchers in the Nursing
School are planning to study patients who have been diagnosed with HIV /AIDS and are being treated
for their disease. They believe that learning more about how patients with a serious disease learn to
manage their disease will ultimately improve the way other patients manage serious diseases.
Because they are looking for volunteers from a select group of people who have been diagnosed
with HIV/AIDS and are being treated for it, they decide to post a flyer in two nearby hospitals
describing the study. The flyer gives details of how to contact the researchers using a private
telephone answering service. The researchers are not confident that they will be able to recruit
enough subjects through posting the flyer. What are the best ways to recruit subjects for this study?
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Possible scenarios for discussion

A. Because the researchers work in both hospitals, they are worried that they may inadvert-
ently encounter patients they see as recruits. They decide that all patients they see at the
hospital are eligible for participation in the study.

B. Researchers decide to place ads in the local newspapers and to ask physicians and health
care workers to identify patients who meet the study’s inclusion criteria to contact the
researchers.

Case Study 3

A political science instructor is vehemently opposed to the war in Iraq. She decides to administer a
questionnaire in all of her classes to see what political science students think about the war. She
wants to use the findings for a publication on attitudes about the war among college students.
She debates whether she should administer the questionnaire during class time or simply hand it out
after class. A colleague suggests that she administer the questionnaire in classes she does not
teach, but if she did that the project would take much longer than she wants to spend on it. What
should she do?

Case Study 4

After entering data on a research project, the researcher discovers that half of the study’s surveys
have been incorrectly coded. He goes to the project’s principal investigator and informs him.
The principal investigator looks at the miscoded questions and tells the researcher to ignore the
miscodes. The data is analyzed and published in an academic journal. The researcher knows that the
results are misleading because of the miscoded data. What should the researcher do?

Exercise

Review the IRB guidelines at your university/college. Have the students take the tutorial and exam
for certification.
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10.1 INTRODUCTION

In recent years, there has been resurgence in the use of qualitative research methods in social
sciences. Once the preferred method for research in social science, qualitative methods in the mid-
twentieth century were supplanted by quantitative methods, in large part due to the fact that computers
made it much easier to do extremely complex mathematical calculations quickly and accurately.
However, qualitative research methods are reclaiming their place in social science inquiry. Public
administration scholars are also increasingly engaging in qualitative research (e.g., Abolafia, 2004;
Brower and Abolafia, 1996, 1997; Carr and Brower, 2000; Charmaz, 2006; Frederickson and
Frederickson, 2006; Kelly and Maynard-Moody, 1993; Maynard-Moody and Musheno, 2006;
Yanow, 1999). Unfortunately, with some exceptions, many qualitative public administration
studies lack methodological rigor or credibility, which suggests a great need to train students with
rigorous qualitative methods (Brower, Abolafia, and Carr, 2000; Lowery and Evans, 2004; Perry and
Kraemer, 1994).

This chapter offers an introduction to qualitative research regarding its definitions, purposes,
types, uses, and its quality criteria. It is not to provide a comprehensive coverage and full classification
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of qualitative methods, nor is it to lay down a practical guide for conducting qualitative research.
Readers interested in broader coverage of qualitative research may refer to books such as The Sage
Handbook of Qualitative Research (Denzin and Lincoln, 2005a) and The Landscape of Qualitative
Research: Theories and Issues (Denzin and Lincoln, 2003b; see also McNabb, 2002; Ritchie and
Lewis, 2003). Readers interested in more in-depth explanations and how-to guides may look to books
such as The Strategies of Qualitative Inquiry (Denzin and Lincoln, 2003a) or Qualitative Inquiry and
Research Design (Creswell, 2006; see also Marshall and Rossman, 1995; Miles and Huberman, 1984,
1994), or to volumes addressing specific qualitative research methods or techniques (e.g., Glasser and
Strauss, 1967; Rubin and Rubin, 2005; Strauss and Corbin, 1990). There are also some volumes that
try to combine the encyclopedic coverage with examples and illustrations of each research technique
(Somekh and Lewin, 2005).

10.2 WHAT IS QUALITATIVE RESEARCH
10.2.1 DEFINITIONS

“Qualitative methods” often serve as an umbrella term for a variety of methods and techniques that
could not, for various reasons, be “quantified.”” Examples of these reasons are inability to formulate
fuzzy concepts, small number of observations, study of unique events, and losing essence in coding
the situation. Specifically, qualitative methods are often used to indicate three related concepts:
(1) qualitative research epistemologies that are nonpositivistic; (2) qualitative research strategies that
aim more toward interpreting or revealing meanings rather than generalizing causal relationships;
and (3) qualitative research techniques that are not operationalized with numbers (e.g., interview-
ing). The three concepts overlap, but they are different. For example, qualitative techniques can
be applied in a research based on a positivistic paradigm (e.g., ethnography applied to structuralist
anthropology); research based on a constructivist paradigm can employ simple quantitative
techniques (e.g., tabulations or frequency counts) or more rigorous quantitative techniques (e.g.,
Q-methodology). It is also important to note the qualitative—quantitative dichotomy in research
methods is not very accurate: what is not quantitative is not necessarily qualitative and vice versa—
it can be classified just as “ordinary knowledge” (Cohen and Lindblom, 1979).

There is no consensus as to what exactly qualitative research methods are. Nor is there
unanimous agreement on their inherent characteristics, underlying epistemology (if any), compati-
bility with quantitative methods, fields of human (scientific) inquiry they relate to, or questions they
answer. Even for the champions, the term assumes different meanings in different historical contexts
and generic definitions are often quite broad and can cover a very large realm. Denzin and Lincoln
(2005b, p. 3), for example, define qualitative research as a “‘situated activity that locates the observer
in the world,” where the researchers are ‘“‘attempting to make sense of, or interpret, phenomena in
terms of the meanings people bring to them’ in natural settings.

On the other hand, qualitative research is often being defined through its relation to quanti-
tative research. As a recent National Science Foundation report notes, one should view
qualitative/quantitative divide “as a continuum rather than as a dichotomy” (Ragin, Nagel, and
White, 2004, pp. 9-10) and derive from the “middle range of the qualitative—quantitative con-
tinuum’ a minimalist definition of qualitative research that involves an in-depth, case-oriented study
of small number of cases, an aim of a detailed knowledge of specific cases, trying to uncover how
things happen, and a primary goal of “making the facts understandable,” placing less emphasis on
deriving inferences, thus prompting a trade-off between intensive and extensive knowledge.

Quantitative methods originated from the natural sciences such as physics and chemistry. They
are objective and can be used to establish causal relationships generalizable to a wider population.
Qualitative methods, on the other hand, were rooted in arts and humanities and clinical research, with
an emphasis on the interpretation of human cognition and action (even if it is applied to only one
person). The qualitative approach sometimes helps develop new theories, as the research is not
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bounded by old theories but guided by what the researcher observes. This is very different from
the quantitative approach that stresses hypothesis testing based on theoretical deduction. Many
qualitative researchers view the positivist approaches as an ivory-tower type enterprise that aims
more at proving existing dogmas than solving actual problems or introducing new theories.

Qualitative research is sometimes seen as research based on in-kind rather than in-degrees differ-
ences (Caporoso, 1995). Thus, qualitative variation (differences across categories such as types of
government) is not a variation of magnitude as is quantitative variation (differences across the quantities
of the same variable, such as income). It is a loose assortment of complex and interconnected concepts,
terms, and assumptions that crosscut disciplines, fields, and subject matters and assume different
meanings in different historical contexts (Denzin and Lincoln, 2005b). For the purposes of this chapter,
the term suggests any combination of the following: ethnography; participant observation; ethnology;
textual, hermeneutic, semiotic, and narrative analysis; analysis through symbolic interactionism;
ethnomethodology; psychoanalysis; feminist inquiry; phenomenology; phenomenography; decon-
struction; action research and participatory action research; and case studies.

Perhaps the most important facet of qualitative research is the researcher himself or herself. As
Lincoln and Guba (1985) argue, human beings possess unique qualities as instruments of research—
they have the capacity to respond to a wide range of hints, to make often unpredictable mental
associations and references, to see phenomena from a holistic perspective while detecting atypical
features, to process data on the spot, and to test out new knowledge immediately. Many qualitative
researchers speak of the importance of what Glasser (1978) labeled as “theoretical sensitivity,”
which is defined by Strauss and Corbin (1990) as ““the attribute of having insight, the ability to give
meaning to data, the capacity to understand, and capability to separate the pertinent from that which
isn’t” (p. 42). Theoretical sensitivity can stem from mastery of the literature as well as from
professional and personal experience.

Qualitative research often implies multiple methodologies. The diversity of methodologies is
often called bricolage, and the researcher a bricoleur—a ““Jack of all trades or a kind of professional
do-it-yourself person” (Levi—Strauss, 1966, p. 17). This often implies triangulation—the act of
bringing more than one data source or more than one perspective to bear on a single point.
Admittedly, triangulation is not only for qualitative researchers. It has been increasingly used in
quantitative studies as well. Nevertheless, triangulation seems to be particularly important for
qualitative researchers who attempt to understand multiple meanings and realities.

Based on this, many researchers distinguish between research techniques (tools) and methods
(strategies of inquiry). In this view, research method is qualitative if its intent and focus is on
interpretation and understanding rather than explanation and prediction. Understanding is seen
as more contextual and specific, whereas explaining is seen more like laying down law-like patterns
of phenomena under investigation that will apply in the future and similar situations as well.
In essence, this line of reasoning is an argument for defining qualitative research as a paradigm of
research with certain assumptions about ontology (reality), epistemology (knowledge), and meth-
odology (tools). Such an argumentation rejects the definition of qualitative research as addiction to
methods (that many would dismiss as ““soft” science) and tries to picture qualitative research as an
expression of nonpositivist scientific paradigm. This brings us to examination of competing
paradigms of scientific inquiry.

10.2.2 UNDERLYING PARADIGMS OF QUALITATIVE INQUIRY

Despite some opposing arguments (Miles and Huberman, 1984, 1994), qualitative research is seen
by many as antipositivistic inquiry geared toward understanding rather than explaining. This
perception relates to researchers’ assumptions about appropriate ontology and epistemology,
which are often used to differentiate research paradigms. As Guba and Lincoln (2005) define, a
paradigm is a set of basic beliefs (or metaphysics) that deals with ultimates or first principles. It
represents a worldview that defines, for its holder, the nature of the world, the individual’s place in
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it, and the range of possible relationships to that world and its parts. Guba and Lincoln (1994)
compare four alternative inquiry paradigms (Table 10.1).

The positivistic perspective assumes that, given similar structures and incentives, people behave
similarly; that there is a clear separation between the researcher and the research participants
because the researcher does not influence the participants’ behavior; that the researcher can observe
the participants’ behavior; that by having a control group or controlling for individual characteristics
the researcher can correctly test the hypothesis concerning the benefits of a program; and that the
application of the research findings to the society at large will solve the problem the program is
addressing.

The postpositivistic perspective, as Guba and Lincoln (1994) use the term, requires
similar designs as from the positivistic perspective. The only difference, perhaps, would be that
the former has greater tolerance for error—the findings would be probable, rather than established
and verified laws; they would be considered true until falsified. Qualitative research may be
employed to augment what is essentially a positivistic design. For example, some (or all) aspects
of participant behavior that cannot be quantified easily will be given to independent experts
who, based on unstructured interviews, will grade them according to certain scales, which will
later be statistically analyzed. Here the process of interpretation is explicitly incorporated into the
research design.

The critical perspective attacks the premise that there is no link between the researcher and the
participants. Because the participants know they are participating, their behaviors are affected and
become less authentic (the Hawthorne effect). Therefore, the critical perspective is not value-free,
but explicit about the values and actively advocating an emancipatory empowerment ethic. Critical
qualitative researchers do not aim to assess whether certain incentives influence behaviors, but to
understand what causes the behavior—to determine the existing structures that shape undesirable
behaviors and to correct the structures. The correction or change can be achieved through a dialogue
between the investigator and the participants, which educates and emancipates the participants and
transforms unjust structures. For example, the positivistic approach studies the impact of welfare
benefits on teen pregnancy by manipulating welfare benefits (e.g., changing benefits, duration, and
eligibility) and then observing the behavioral differences. The critical approach, however, requires
the researcher to work with teenage girls to understand and transform their awareness of their
potential and their prospects as well as improving the conditions that induce undesirable behavior
(e.g., poverty and education). This emancipatory action stimulus is part of the criteria by which the
qualitative research is evaluated. Consequently, critical research may be better used with a local
focus rather than global ambitions.

The constructivist approach asserts that there are multiple realities that are constructed by
actors in each particular environment. For example, in examining success in higher education, a
constructivist may argue that one cannot compare the experiences (and thus their understanding of
the world and their logic of action) of minority students in an urban state university and students
from prep schools and Ivy League colleges. Education, grades, and a host of other variables may
have different meanings for both groups of students. As a result, although a positivist researcher
may ask whether the characteristics of a professor (age, gender, number of publications, tenure,
the ability to entertain, etc.) have an impact on the grades achieved by students, a constructivist
does not assume any variable beforehand but expects the answers will emerge during the
investigation through hermeneutic or dialectical interaction between and among the investigator
and respondents.

This four-paradigm classification above is neither exhaustive nor final. Although positivism is
fairly accurately represented, the definitions of other schools of thought are still a subject of
controversy. Even positivism is not an obvious creed to which many researchers subscribe. For
example, Huberman and Miles (1994)—perhaps the best-known “‘positivistic”” qualitative
researchers—see themselves as realists or transcendental realists, rather than positivists. The
consensus is even less with other schools of thought.
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Nevertheless, more people would agree that qualitative research has increasingly become more
interpretive and geared more toward understanding than explaining, with more frequent contestation
and fragmentation of the research programs and methodologies (Denzin and Lincoln, 2005a,
Atkinson, 2005, Best, 2004), and diverging cultural traditions (Flick, 2005). In social sciences, by
the mid 1970s, with more and more serious defeats of positivism and its various offshoots, there was
an increasing popularity of new trends (e.g., phenomenology, hermeneutics, semiotics, poststruc-
turalism), and given the ability of qualitative methods to work with much richer and more holistic
data which positivism failed to explain, qualitative methodologists began to be more explicit in their
interpretivist leanings. Since the mid-1980s, postmodernism has deconstructed and questioned
nearly every major assumption inherent in research (gender bias, ethnic bias, colonialist bias,
political bias, historical bias, etc.). Particularly, the skeptical school of postmodernism sees no
truth but the demise of the subject, the death of the author, and the play of words and meanings
(Rosenau, 1992). It questions the ability of qualitative researchers to capture lived experience and to
accurately represent such an experience. Some even argue that qualitative research may have gone
to another extreme by reflecting every major contradiction of postmodernism, which could under-
mine the very enterprise of scientific inquiry (Atkinson, 2005).

Overall, it is clear that qualitative research methods are increasingly more interpretivist,
relativist, and constructivist. Indeed, the term ‘“‘qualitative research” increasingly means attitude
and substantive focus rather than specific, nonquantitative techniques. Still, one cannot claim
in the field of qualitative research methods that postmodernism or constructivism reigns.
For example, Miles and Huberman’s (1984, 1994) “realist” sourcebook of qualitative methods is
very popular. Huberman and Miles (1994) give the best rationale, which we are aware of, for
“‘cohabitation” of realist and constructivist approaches to qualitative research, and identification of
qualitative research as a field not determined by epistemology. They argue that “‘there do appear ... to
be some procedural commonalities, in the sequential process of analyzing, concluding, and con-
firming findings in a field study format. ... [T]he researcher shifts between cycles of inductive
data collection and analysis to deductive cycles of testing and verification” (Huberman and Miles,
1994, p. 438).

10.3 QUALITATIVE VERSUS QUANTITATIVE RESEARCH

It is important to note that the qualitative—quantitative dichotomy in research methods is not very
accurate. First, what is not quantitative is not necessarily qualitative and vice versa. For example,
although renowned economists Coase and Hirschman did not employ statistical or mathematical
techniques and did not operate with empirical data in some of their classic studies, one still cannot
call the logic or the method they employed “‘qualitative” as described above. Rather, this type of
technique is often called “ordinary knowledge” (Lindblom and Cohen, 1979). Second, the quali-
tative and quantitative approaches cannot be separated absolutely. For example, Kritzer (1996)
identifies three levels at which interpretive processes operate in quantitative research, while Collier
(2005) talks about statistical rationale for qualitative research.

Nevertheless, there has long been a debate regarding the quantitative—qualitative relationship.
Many people take a purist position, asserting that because qualitative research is in the domain
of nonpositivistic paradigms, it would be absurd to mix it with positivist quantification. For instance,
what is the purpose of generalizing the social experience of people suffering from a rare disease
in the Amish community in Pennsylvania to the population of the United States? How can you
compare the meanings that are attached to public space by adolescent Navajo Indians with that
of teenagers from New York’s Upper East Side? Are there any lessons to be learned from, say,
the Manhattan project if it was a one-of-a-kind project that will never recur? This posture does
not deny the right of existence to quantitative methods; rather it points out that qualitative
researchers are answering different questions by employing different logic. A slightly different
position is that regardless of whether quantitative and qualitative methods are epistemologically
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incompatible, qualitative research produces complete and practical knowledge by itself. Although its
results can be used later in quantitative studies (say, to test generalizability), there is absolutely no need
to make qualitative researchers engage in both types of research for the same program (Morse, 1996).

Qualitative researchers in public administration often take the above perspectives and differen-
tiate between qualitative and quantitative research regarding ontology, epistemology, axiology
(value base), rhetorical style, and methodology (analytic process, research design, goals of sam-
pling, basis for conclusions, etc.). Table 10.2, based on a review of the recent public administration
literature (Brower, Abolafia, and Carr, 2000; McNabb, 2002; Rubin and Rubin, 2005), summarizes
the typical differences proposed, with qualitative research being more interpretivist and con-
structivist. However, such a strict differentiation is rather simplistic.

Many authors argue that qualitative and quantitative approaches are complementary. Some
point to the fact that quantitative research is not “purely”’ empirical. Even the most rigorous
quantitative research uses interpretation as well. Kritzer (1996), for example, identifies three
levels of interpretation in quantitative research. The first level involves the interpretation of
statistical results (e.g., what is R?? Is there a lowest threshold for explained variance? How good
is satisfactory?). The second level involves the use of statistical results to identify “problems” in
the data and analysis (e.g., what is indicated by regression coefficients that are large in absolute
terms, but have the “wrong” sign and fail to achieve statistical significance? Does that indicate
no link, or opposite relationship? Is it the result of collinearity? How should outliers be identified?).
The third level involves connecting statistical results to broader theoretical patterns, which is
closely tied to contextual elements such as substantive theory, data collection or generation, and
peripheral information available to the analyst. Interpretation is always political; it is a problem of

TABLE 10.2

Purist Position on Differences between Qualitative and Quantitative Research
by Some Researchers

Dimensions

Ontology

Epistemology
Axiology (value bases)
Rhetorical style
Analytical process
Basis for conclusions
Causality explanations
Research design
Types of research

questions
Goal of sampling

Sources:

Qualitative

Multiple realities subjectively derived from
participants’ local, everyday, emergent
experiences

Researchers interact with participants
or studied phenomena

Researchers and participants are value-laden
and biased

Personal voice often in present tense

Largely inductive

Evidence from naturally occurring, local
experiences

Idiographic; emergent, unfolding process
of interconnected actions

Emergent, improvisational, and openness
of meaning

Marginal or hard-to-study settings and groups;
ambiguous phenomena; open-ended questions

Explanatory power; variation and richness

Quantitative

A single, objective reality “‘out there”

Researchers are detached and independent
of the variables under study

Researchers and participants are value-free and
unbiased

Impersonal voice often in past tense

Largely deductive

Relationships derived from replicable,
numerical data

Nomothetic; relations among static variables

Static design; meanings closed before study
begins

Specifiable, measurable variables and
relationships

Generalizability and representativeness

Based on McNabb, D.E., in Research Methods in Public Administration and Nonprofit Management: Quantitative

and Qualitative Approaches, M.E. Sharpe, Armonk, New York, 2002; Rubin, H.J. and Rubin, LS.,
Qualitative Interviewing, Sage, Thousand Oaks, California, 2005; Brower, R.S., Abolafia, M.Y., and Carr, J.B.,
Admin. Soc. 32, 363, 2000.
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language and communication, even if the language is mathematical in form. Therefore, Kritzer
(1996) concludes that the lines between quantitative and qualitative social science are less clear than
often presumed.

Another view does not see any way of resolving differences between competing epistemologies,
because it is a matter of belief (Olson, 1995). For example, interviews (a qualitative technique) can
be used in a controlled experiment. Whether interviews are seen as representing the particular
contextual beliefs of interviewees or as representing an objective truth that can be generalized is a
matter of one’s subscription to a certain epistemology and does not depend on the value-neutral tool
of the interview itself. Researchers should be aware of the choices they are making and understand
how this implies their stance on epistemological and methodological issues. The argument is for
more reflexive research, and the researcher is urged to constantly question the epistemology and
ontology of the research and their own rather than rigidly adhere to certain pre-established
principles.

Most applied researchers would agree that qualitative and quantitative methods are fully compatible
and answering different questions. They concentrate less on epistemologies and differentiate qualita-
tive and quantitative methods focusing on more pragmatic criteria, such as the level of measure-
ment, size of the N, use of statistical tests, and thick versus thin analysis (Collier, Seawright, and
Brandy, 2004), or “‘the analysis of qualitative data’ or “the qualitative analysis of data” (Ryan, 2005).
This chapter takes the position that qualitative and quantitative research traditions complement and
enrich each other, and can be combined (Ragin et al., 2004), or more accurately, matched (Smith,
2004) in different ways. The task of the researcher should be the open-minded consideration of
all research alternatives suitable for the particular problem at hand. During the process of analysis the
researcher should constantly question his or her personal bias and the ontology and epistemology
of research inquiry as well as examining the data and testing theory. Qualitative research tends to be
explicitly interpretive and more suited for certain tasks such as establishing meanings, clarifying
concepts, and proposing hypotheses. The demarcation lines between qualitative and quantitative
domains of research are not very clear, and neither of them have inherent prominence over the other.

10.4 STRATEGIES OF QUALITATIVE INQUIRY

A comprehensive classification of research strategies in behavioral sciences is provided by McGrath
(1981), who distinguishes eight research strategies along two continua: obtrusive—unobtrusive
research operations and universal-particular behavior systems. None of the research methods
maximizes more than one of the three conflicting goals of behavioral research: precision, generality,
and concreteness or faithfulness to a real situation (Figure 10.1). Most of the qualitative research fits
what this classification calls field studies, with its primary concern being faithfulness to the
situation.

Despite numerous attempts at classification of qualitative methods, there is no general consen-
sus on their boundaries and contents. Jacob (1987, 1988) identifies six major domains of qualitative
research in education: Human ethnology, ethnography of communication, ecological psychology,
holistic ethnography, cognitive anthropology, and symbolic interactionalism. Atkinson, Delamont,
and Hammersley (1988) identify seven: symbolic interactionism, anthropology, sociolinguistics,
democratic evaluation, neo-Marxist or critical ethnography, ethnomethodology, and feminist
research. Marshall and Rossman (1995) add action research to the list. Janesick (1994) mentions
18 possible research strategies such as oral history, microethnography, literary criticism, etc.

The categorization is complicated by the fact that people have different opinions over the
relationship between methods of inquiry and methods of data collection. Some see the two as
independent of each other, whereas others claim that research strategies often dictate data-collection
methods (Marshall and Rossman, 1995). There is also some confusion about methods, with some
authors considering frequently mentioned research strategies as topics of study rather than methods.
For example, Stake (1994) sees case studies not as ““‘methodological choice, but a choice of object to
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Obtrusive research operations

B
Laboratory | Experimental
experiments [ simulations
i
Judgment Field
Universal tasks " | experiments  particular
behavior behavior
systems Sample Il | Field systems
surveys studies
v 11V o]
A Formal | Computer
theory | simulations
Unobtrusive research operations
I. Settings in natural systems. II. Contrived and created settings.

Ill.  Behavior not setting dependent. 1V. No observation of behavior required.
A. Point of maximum concern with generality over actors.

B. Point of maximum concern with precision of measurement of behavior.

C. Point of maximum concern with system character context.

FIGURE 10.1 McGrath’s (1981) classification of research strategies. (From McGrath, J., Am. Behav. Scientist,
25, 179, 1981. Reprinted with permission of Sage Publications.)

be studied” (p. 2236), adding that case studies can be both quantitative and qualitative. The same
logic applies to a biographical method, which is more an object than a method for studying a
phenomenon, although some biographies may give more insight into particular phenomena than
scores of rigorous studies. Feminist studies similarly are bound not by methodology but by their
focus and sensitivity to women’s issues—thus they can be considered cultural studies, ethnograph-
ies, ethnomethodologies, etc.

10.5 QUALITATIVE RESEARCH PROCESS

Before we describe types of qualitative methods, it is important to identify the stages of qualitative
inquiry in general. Morse (1994b) provides us with useful insights, referring to four cognitive processes:

1. Comprehending, which means ‘“‘learning everything about a setting or the experiences of
participants” (p. 27). This step is not finished until “the researcher has enough data to be
able to write complete, coherent, detailed, and rich description’ (p. 27). When overlaid on
concrete research design, this step parallels data gathering (e.g., conversation and dialogues
in phenomenological analysis).

2. Synthesizing, which is “‘the merging of several stories, experiences, or cases to describe a
typical, or composite pattern of behavior or response’ (p. 30). The equivalent of this
process in research design will be the actual method employed (e.g., content analysis and
saturation of categories in ethnography).

3. Theorizing, which is “the process of constructing alternative explanations and of holding these
against the data until a best fit that explains the data most simply is obtained” (p. 33). In research
design, this will be the phase of laying down the end result of the research—i.e., connecting
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specific phenomena in the study (e.g., for ethnoscience it will be developing linkages between
categories and putting them in a taxonomy).

4. Recontextualization, which is the “development of emerging theory so that the theory is
applicable to other settings and to other populations to whom the research may be applied”
(p. 34). This step generalizes the results of particular research in abstract terms (e.g.,
development of substantial and formal theory in grounded theory approach).

After identifying these cognitive processes, Morse (1994b) argues that the ““way each process is
applied, targeted, sequenced, weighed, or used distinguishes one qualitative method from another
and gives each method its unique perspective” (p. 34). Morse (1994a) identifies the following
phases of developing qualitative research design:

1. Stage of reflection
a. Identification of the topic
b. Identifying paradigmatic perspectives
2. Stage of planning
Selecting a site
Selecting a strategy
Methodological triangulation
Investigator preparation
Creating and refining the research question
. Writing the proposal
3. Stage of entry
a. Sampling
b. Interview techniques
4. Stage of productive data collection and analysis
a. Data management techniques
b. Ensuring rigor of the data
Stage of withdrawal
6. Stage of writing

-0 a0 T

9]

The first stage involves the search for a research topic, which may come from sources such as
personal experience, discrepancy in literature and research findings, project assignment, etc. (Morse,
1994a; Strauss and Corbin, 1990). The more important issue here, however, is not where the topic
comes from but the researcher’s awareness of his or her motives that may result in a bias
when studying a particular phenomenon (Morse, 1994a). Reflection on the researcher’s epistemo-
logical paradigm, as well as on his or her “posture” in qualitative research, is important for
qualitative research. For example, Wolcott (1992) identifies three postures in qualitative research:
(1) theory driven (i.e., based on certain broad theory, such as cultural theory in ethnography);
(2) concept driven (i.e., based on certain concept within a theory, such as the concept of care in
clinical ethnography); and (3) reform focused (i.e. political project with predetermined goals, such
as feminist research).

The next issue, site selection, can be illustrated as case selection. As Stake (1994) argues, a case
study is not a methodological tool but a choice of object to be studied. Stake (1994) identifies three
main types of cases. The first type refers to intrinsic case studies, for which a particular case is
studied because of the researcher’s inherent interest in the case. A tragedy like the Challenger
disaster may be studied because the researcher is interested in learning why this particular disaster
occurred. The second type includes instrumental case studies, for which a particular case is
examined to “‘provide insight into an issue or refinement of theory.” For example, Lijphart
(1975) studies the social cleavages in the Netherlands to falsify the pluralist theory, posited
by David Truman and others, that cross-cutting social cleavages decrease the level of social
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peace and destabilize the democratic government. The third type includes collective case studies,
for which the researchers study a ‘“‘number of cases jointly in order to inquire into the pheno-
menon, population, or general condition.” Mintzberg (1973) provides such a study, observing
five executives in five different types of organizations. Mintzberg recognizes that managers in
real life engage in activities that go beyond those described in the literature (e.g., planning,
organizing, coordination, and control). He records managers’ everyday activities and groups
them into ten functions.

There are always features that make a particular case unique. Stake (1994) identifies six features
based on which the researchers should gather information: (1) the nature of the case; (2) its historical
background; (3) the physical setting; (4) other contexts, including economic, political, legal, and
aesthetic; (5) other cases through which this case is recognized; and (6) those informants through
whom the case can be known. Site (case) selection is especially important if one holds to a
positivistic paradigm because, to arrive at one best explanation for a phenomenon it is instrumental
to have the case that provides the richest (or most essential) information.

Perhaps the most important issue in research design is choosing a particular strategy for
pursuing the research topic. Yin (1984) proposes three questions for selecting the soundest research
strategy: What is the nature of the research question? Does the research require control over
behavior or should it be naturalistic? Is the phenomenon contemporary or historical? The key
issue is for the researcher to identify the research question and make clear in what aspect of the
phenomenon they are interested. Yin (1984) identifies three types of research questions (explora-
tory, descriptive, and explanatory) and five distinct research strategies (experiments, surveys,
archival analysis, histories, and case studies).

Marshall and Rossman (1995) add predictive questions as the fourth type of research question,
with explanatory questions seeking to explain the phenomenon under study while predictive
questions try to study the consequences of the phenomenon. Marshall and Rossman (1995) further
add field studies, ethnographies, and in-depth interviews as three additional research strategies.
They find that particular qualitative methods often define data-collection methods, and propose a
heuristic guide for selecting research strategy and data-collection methods for specific research
questions. According to them, experimental and quasi-experimental research designs are best suited
for predictive questions, with qualitative research more appropriate for other questions (most
notably for exploratory questions). We add action-oriented and critical questions to the guideline
and reproduced it below (Table 10.3).

10.6 FOUR MAJOR TYPES OF QUALITATIVE RESEARCH STRATEGIES

Assuming, for the sake of simplicity, that qualitative research is confined to exploratory, critical, and
descriptive inquiries (or designs), there is still one question looming. Which strategy (or method or
tradition) of qualitative research does one use if one wants to explore a specific topic? Can they be
triangulated? Morse (1994a, p. 233) lists several major types of qualitative research strategies,
describing for each strategy typical research questions, underlying paradigms, methods of data
collection, and data sources. Based on Morse (1994a), we discuss the essential attributes of four
qualitative research strategies (Table 10.4). We limit our discussion to some main types of
qualitative research that, in our view, are most relevant for public administrators in general.

As Morse (1994a, p. 233) advises, it is often useful to imagine what one wants to find out “by
projecting the research outcome, the researcher may begin to conceptualize the question, the sample
size, the feasibility of the study, the data sources, and so on.” Following her example, we sketch
what the four research strategies would yield in a mock project entitled “Managing a nonprofit
organization” (Table 10.5). It has to be noted that for the purposes of methodological triangulation,
more than one qualitative method can be used in a research project. It is also important to remember
that the four methods identified here are not all-agreed-upon procedures that are “carved in stone.”
Each of them is rather a family of similar methods than a concise methodology.
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TABLE 10.3

Types of Research Questions

Types

Exploratory

Purpose of the Study

To investigate little-understood phenomena
To identify/discover important variables
To generate hypotheses for future research

Research Question

‘What is happening here? What are the salient
themes, patterns, and categories in participant’s
meaning structures?

How are these patterns linked with one another?

Explanatory To explain the forces causing the phenomenon in What events, beliefs, attitudes, and policies are

question shaping this phenomenon?
To identify plausible causal networks shaping the How do these forces interact to result in the

phenomenon phenomenon?

Critical To uncover implicit assumptions and biases (and What are the assumptions about human nature,
structures) on which the predominant argument society, reality, and type of knowledge that
(narrative) rests define the existing views on the phenomenon?

Are they right? Are they fair?
Descriptive To document the phenomenon of interest ‘What are the salient behaviors, events, beliefs,

attitudes, structures, and processes occurring in
this phenomenon?
Action-oriented To change the phenomenon by educating What events, beliefs, attitudes, and policies are
shaping this phenomenon? How the target
group (people needing help) see the

phenomenon? How can they change it?

and mobilizing people involved in it and
affected by it

Predictive To predict the outcomes of the phenomenon What will occur as a result of this phenomenon?
To forecast the events and behaviors resulting Who will be affected?
from phenomenon In what ways?
Source:  Adapted and amended from Marshall, C. and Rossman, G., in Designing Qualitative Research, Sage, Thousand

Oaks, California, 1995, 41. With permission.

10.6.1 PHENOMENOLOGY

Phenomenology attempts to reveal the essential meaning of human actions. Introduced into the
social sciences by Schutz (1967), elaborated upon by Husserl (1970), and further developed by
Heidegger (1972), phenomenology has been applied successfully to the study of bureaucracy and
public administration (Hummel, 1994a,b). At least two schools of phenomenology can be identified:
(1) eidetic (descriptive) phenomenology, based on Husserl’s “transcendental subjectivity”” and (2)
hermeneutic (interpretive) phenomenology, based on Heideggerian ontology (Ray, 1994). Others
sometimes distinguish phenomenography as a different branch of phenomenology (Marton, 1994).
Very often, phenomenology is included in larger groupings of hermeneutic-interpretive research
methods (Diesing, 1991). The very brief description below lists some common features of their
methodology.

In phenomenology, comprehension is achieved first of all by reflecting upon one’s own
experiences. Then in-depth interviews and conversations are carried out with subjects aiming
to bring forth experiential descriptions of phenomena. These conversations are tape-recorded,
transcribed, and thoroughly examined. Descriptive words and phrases are highlighted and studied.
Data from other relevant sources can also be used. The principal means for combining data is the
process of conducting thematic analyses by identifying common structures of the particular experi-
ence. Van Maanen (1990) proposes four “existential”” guidelines for phenomenological reflection:
lived space, lived body, lived time, and lived human relations. The result of phenomenological
research is an abstract reflective statement purified through several iterations of writing. Ray (1994)



153

Qualitative Research Methods

(1661)
QIO ((861) ‘e 1 SLUASIY

(0661) uIqI0) pue ssneng
{(L961) ssneng pue Iose[n

(6861)
uasuadIof {(z661) uosurpy

(ep661) PWWNH
(066]) UAUBBIN UBA

FCRUERETE )|

‘uorsstuLd YIAL Hg BIUIOJED) ‘SYBQ PUBSNOYL, ‘OFBS ‘YoUDIsY 2auDIIpNg Jo YOOgPuUDH Ul “IN'[ ‘9SIO]A WOl papuawe pue paydepy  :20.4n0g

UONEAIdSqQ

KIe1p ‘SOWQN

sar3oreouag ‘sdew
{SWRISeIP YI0MIQU [BIO0S
(sarmord (SpI1099l ‘SHUAWNI0

Anood
9re (suonodopyau reorydosoqyd
2Inye1o)| [ed130[0UdWOUYJ

$32.4n0§ ejeq LBYl0

SUOTIESIOAUOD £(PIpIOdaI
-09PIA pUB -0IpNE) SMIAIAINU]

Surpoo
‘uoneAtasqo juedronred
‘{(popl1oda1-ade)) smarAIuL

sejou ploy
{SMITAIONUT PaINJONIISUN
‘uonearasqo juedionreq
smarazur yydap-ur
‘soouarradxa [euosiod
JO S9J0podUe USPLIM
¢ SuonesIoAUO, , padejorpny

poyldw Atewrid

(eSueyd
SuqIyuI Jey A\ (stequow dnoid
ediduUBWS oM UBD MOH (UONOR
pue y3noy) Jo spopour Jrorjdur
pue suondoorad sjuedronred
are yeym :onbnio noqe suonsang)
(3ueypd Jo
AI091]) ® 2191} S (SI[QELIEA UIM]Aq
sdrysuonear ay) ur pappaquua sI
A1091) JRyYM :$S9001d JnOQE Ssuonsan()
(Q1qerdaooe Jou
SIJRUYAN (JO1ARYAQ Paldadde ST Jeym
(dnoi13 smy Jo sjerfeq pue sonfea
QIe JeyM :2IM[ND JNOQE SUONSANQ)
(euawouayd snotrea
yum odoos srequiowr dnoi3 op moH
(Pouanadxa s .uosiad e jo Surueowr
A St jeym :3UrUBAW JNOQE Suonsang)

uonsand jo adA |

uoneonpyg
KSooyoAsd [ero0g

KSojoyoAsd [eroog
K3o[o100§

A3ojodorpuy

Aydosorryq

suonpe. |
Areurdidsig

OIB3sAI UONOY

K109y} papunoin

AydeaSouypg

KSojouswouayg

ASayeng

saiaje)§ yoaeasay aaneyend jo sadA] Jolepy 1nod jo uosuedwo)

v'olL 31aVvL




c
S
E=
[
e
=
2
£
£
5
<
9
ie)
>
o
£
121
o
S
M
<
]
>
=
Q
—
(4]
]
%2}
]
~
-
S
a4
o
S
2
o
c
(4]
I

UOTO. JATIOILIOD
© 9Ye] pue S3UIOILIOYS
191} 109)9p ued A3
0s soSeurw 10J (UOTOAPI)
JUAWIUYSI[US 0} SUIALLY
SUOTIEN)IS JURIJJIP UT pue
T[NWITS JUSIIFIP Jopun K[y
QI0W ST UONORIdIUI/UOTIOR
Jjeym—>3urdeuewt Jo
syoadse [eor3ojoyoAsdoroos
Jo uonduosaq

SJUDI[O pUE SAJeuIpIoqns
i sdrysuonerar
‘SouUNNOI ‘SANIANE A[Iep
s 1o3euew Jo uonduosaq
..Q8euew 03 1|
S[99J 31 JeyM,, JO doudLadxa
o Jo uondiosap 9ANIPIY

s)nsay Jo adA |

UONBAIISQO
{SUOTIESIIATOD
{(POPI0921-09pIA
pue -0Ipne) SMIIAIIU]
BJRWAYOS SUIMEIP
‘sowow SurzATeue pue
Sunum ([erxe pue uado)
SuIpoo {UoNeAISqO
juedronred ¢(papI1odar
-ade)) smarazug
*0)9 ‘Sureyo
uoneziuesIo ‘SIepud[ed
JO uoneUIUIRXD
¢ Suimopeys,,
{SMITAINUT PAIMONISUN
‘{uoneAIdsqo juedonred

suonesIoAuod yidop-uy

spoylaw
uond3jj0)-ejeQq

uoneImIes [nun
10 SMATAINUI GZ—G INOQY

uoneIMIes [nun
10 SMATAINUI ()G—()¢ INOQY

uoneInes [nun
10 SMATAINUI ()G—()¢ INOQY

uoneINes [nun
10 syuedonred 9—g noqy

3z1§ djdweg

SJUID
‘{uoneZIULSIO QUO UT SAJBUIPIOqNS
19y Jo SIy pue 1oSeuew Y],

s[11q duoyd

‘suerd ¢syreyo uoneziuesio

{SIEPUSRD ‘SOLIRIP SIUSI[D
(SJURISISSE {SALIBJAIIAS ‘SIOTRURIA

SJUSWNOOP SNOLIBA
‘SIopunyj ‘Sjudr[o ‘sajeurploqns 1Yo
‘SOLIRIOIONS ‘SIULISISSE ‘SIOTRUBRIA

saryderSoiq pue serydeidorqoine
‘uoneziuesio jyoiduou Jo sroSeury

s324nog/sjuew.oyu/syuedney

(asnl pue juaroyje
Q10U J1 9yew 0) pasueyo
aq ued 2onoeld oy MOH
(SNIANDE 19y /sty woly Ay
QI JUAIQJJIP MOH /Iom
19Y/S1 INOQE SajeUIpIOqNS
J1oy/s1y pue 1ofeuew ay)
Jo suondaoiad ay) are JeyM
{AN020 11 PIP 1X3IU0D
Jeym uf (;,Sunesrunwmod
10 ‘Surssadoid uoreuLIOyUL
‘Suruuerd Sunum jo joe
PaAIdSqQo 9y} SI §9) suomnoe
oy19ads JO 90UdSSI Y ST IBYA

(s1yl0
0] 9Je[aI JYS IO JY S0P
MOH ¢ ur sade3us 1aSeuew

) SANIANOE AU} ATe JBYA
(uoneziue3io
jyoxduou e JurSeuew

Jo Surueow Ay ST JeYM

uonsan® jo adA |

[OIBasal UOTOY

£109Y) papunoin

AydeiSouyg

K3ojouswouayg

A3arens

. uoneziuedio oiduop e SuiSeueny,, 193load [eonayrodAH ay) 10y salgajens yoaeasay aaneyend) jo sadA] Joley nog jo uosiredwo)

S0l 319vl




Qualitative Research Methods 155

argues that ““affirmation and credibility of phenomenological research can be best understood by
Heidegger’s (1972) concept of truth as unconcealment and Ricooeur’s idea that truth of the text may
be regarded as the world it unfolds” (p. 130).

10.6.2 ETHNOGRAPHY

Historically originating from cultural anthropology, ethnographic approaches to social research have
been applied in numerous fields such as social and cultural anthropology, sociology, human geog-
raphy, organization studies, educational research, and cultural studies (Atkinson and Hammersly,
1994). Ethnography and participant observation can be understood as the description of one group’s
culture from that group’s perspective. As with phenomenology, ethnography is not an agreed-upon
precise body of methodology. Boyle (1994) discusses four types of ethnographies (classical or
holistic; particularistic; cross-sectional; ethnohistorical). Muecke (1994) discusses classical, system-
atic, interpretive, and critical directions in ethnography. Some authors consider ethnomethodology
(Garfinkel, 1967) as a part of this tradition whereas others see ethnomethodology more as a
hermeneutic practice (Holstein and Gubrium, 1994). Nevertheless, there is more agreement on the
term participant observation, which is essentially the method or technique of ethnography. Although
participant observation and ethnography are not exactly the same, they are often used synonymously.

Jorgensen (1989) fairly accurately summarizes the essence of participant observation: “‘[Parti-
cipant observation] focuses on human interaction and meaning viewed from the insider’s viewpoint
in everyday life situations and settings. It aims to generate practical and theoretical truths formulated
as interpretive theories ... involves a flexible, open-ended, opportunistic process and logic of
inquiry through which what is studied constantly is subject to redefinition based on field experience
and observation” (p. 23). In addition, participant observation “‘concentrates on in-depth description
and analysis of some phenomena. Participation is a strategy for gaining access to otherwise
inaccessible dimensions of human life and experience” (Jorgensen, 1989, p. 23).

10.6.3 GROUNDED THEORY

Firstly articulated by Glasser and Strauss (1967), the grounded theory approach shares many features
with other types of qualitative researches regarding sources of data, data gathering, analyzing
techniques, and possible uses of quantitative techniques. However, it has a uniquely explicit emphasis
on theory generation. Evolving theory (i.e., propositions about the nature of relationships between
phenomena that are examined) is iteratively validated against the data (i.e., being grounded in the
data) until a substantive theory emerges that relates the concepts and their properties and dimensions
in a systematic manner. Grounded theory is not an all-agreed-upon research strategy, although
disagreements in this approach are of much lesser magnitude than in other approaches. The research
question in a grounded theory study is a statement that identifies the phenomenon to be studied. The
researcher should rely on his or her ability to recognize what is important in the data and to give it
meaning. Readers interested in more details may read the chapter on grounded theory in this
handbook (Chapter 40), or for a more detailed guidance, consult Strauss and Corbin (1990).

10.6.4 AcTtiON RESEARCH

Action research is a research strategy that studies action with three goals: making that action more
effective and efficient; empowerment and participation; and developing scientific knowledge.
Action research is again a family of methods rather than a precise research methodology, and is
often covered under the title of participative research. Chein, Cook, and Harding (1948) identify
four varieties of action research: diagnostic, participant, empirical, and experimental. Reason (1994)
identifies three main approaches to participative inquiry: cooperative inquiry, participatory action
research, and action science and action inquiry. Deshler and Ewert (1995) identify five fields of
practice that have contributed to this participatory action research: action research in organizations,
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participatory action research in community development, action research in schools, farmer partici-
patory research and technology generation, and participatory evaluation.

As one can conclude from the above, action research is a different research strategy in different
environments. Students of public administration are more familiar with the following three varieties
of action research: action research as a form of organizational development (e.g., Argyris, Putham,
and Smith, 1985), as participatory evaluation (e.g., Guba and Lincoln, 1989), and as participatory
action research in community development (e.g., Whyte, 1991). For example, as to action research
and organizational development, French and Bell (1995) write that ‘“‘action research is essentially a
mixture of three ingredients: the highly participative nature of OD [Organizational Development],
the consultant role of collaborator and co-learner, and the iterative process of diagnosis and action”
(p. 7). Six types of activities are usually involved in this type of research, including (1) a preliminary
diagnosis, (2) data gathering from client group, (3) data feedback to the client group, (4) exploration
of the data by the client group, (5) action planning by the client group, and (6) action taken by the
client group with an OD practitioner acting as facilitator throughout the process. Consequently,
“widespread participation by client group members ensures better information, better decision
making, and action taking, and increased commitment to action programs. ... Action research
yields both change and new knowledge. ... The client group learns what works and what doesn’t
work’ (French and Bell, 1995, p. 7).

10.7 QUALITATIVE DATA COLLECTION AND ANALYSIS

Marshall and Rossman (1995) identify 15 techniques of qualitative data collection and analysis:
participant observation, interviewing, ethnographic interviewing, elite interviewing, focus group
interviewing, document review, narratives, life history, historical analysis, film, questionnaire,
proxemics, kinesics, psychological techniques, and unobtrusive measures. These techniques can
be broadly grouped under three categories: observation, interviewing, and documentary analysis.
Due to space limitation, we only sketch the contours of the three broad categories and briefly discuss
data management and qualitative software.

10.7.1 DATA MANAGEMENT

Huberman and Miles (1994) define data management as ‘“‘the operations needed for a systematic,
coherent process of data collection, storage and retrieval” (p. 428). One should design the data man-
agement system long before the actual data collection starts. Following Levine (1985), Huberman
and Miles (1994) distinguish five general storage and retrieval functions that should be addressed in
the data management system: (1) formatting (physical layout of the materials and their structuriza-
tion into types of files), (2) cross-referral (linkage across different files), (3) indexing (defining
codes, organizing them into a structure, an pairing codes with specific parts of database), (4)
abstracting (condensed summaries of longer material), and (5) pagination (numbers and letters
locating specific materials in-field notes).

10.7.2 INTERVIEWING

Interviews can be distinguished along three dimensions: (1) type of questions (structured, unstruc-
tured, or semistructured), (2) number of interviewees questioned simultaneously (individual or
group), and (3) selection of interviewees (random or specialized). The most popular form is random,
one-on-one, individual interview, very often using structured or semistructured questionnaires. Polls,
surveys, and censuses are examples of such interviews (Babbie, 1990). One-on-one, face-to-face,
in-depth unstructured interviews are often called ethnographic interviews (Fontana and Frey, 1994).

There is more than one type of group interview—focus groups, brainstorming, Delphi tech-
nique, etc. (Fontana and Frey, 1994), of which the focus group is the most common. Focus groups,
in essence, are six to twelve individuals who have some knowledge or experience of the topic the
researcher is interested in, and whose thinking on the matter is stimulated and enhanced by group
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dynamics and interaction. The result is rich and detailed perspectives on the topic that the researcher
draws from discussions in several groups. Finally, interviewees can be selected randomly (as for
surveys), and selectively, as in focus groups, because they are thought to have greater knowledge of
the subject. In this case, the researcher may engage in specialized or elite interviewing.

There may be other classifications of interviews—postmodern, gendered, creative, phenomeno-
logical, etc. (Fontana and Frey, 1994; Marshall and Rossman, 1995). Usually, different styles of
interviews require different techniques. For example, in structured interviews the researcher should
be more neutral, while in an ethnographic interview he or she should be more “involved”—trying to
engage in conversation, elicit answers, and be empathetic. The answers are not treated as simple
texts, but are analyzed in conjunction with the respondent’s body language, use of interpersonal
space, tone of voice, and flow of speech. In ethnographic interviews it is important to locate the
“key informants,” establish rapport with respondents, and understand their culture and language
(including body language and cultural norms) (Fontana and Frey, 1994). And finally, there are
ethical considerations involved in interviewing—issues of anonymity, privacy, and consent, among
others (Punch, 1994; Fontana and Frey, 1994).

10.7.3 OBSERVATION

Observation “‘entails the systematic noting and recording of events, behaviors, and artifacts (objects)
in the social setting chosen for study”’ (Marshall and Rossman, 1995, p. 79). Sometimes, observa-
tion is seen as more general activity into which the participant observation also fits. Sometimes it is
classified as different from participant observation by the different levels of involvement of the
researcher. Subscribers to the latter view distinguish the following levels of engagement in obser-
vation: complete observer, observer as participant, participant as observer, and complete participant.
They call observation only the first level. The important point here is not rigid classification but the
researcher’s clear understanding of his or her position and potential biases because of that position.

Observation also requires activities that are inherent in other methods of data collection (e.g.,
interviewing), such as gaining access to the social setting, establishing rapport with the people in the
setting, and so forth. Observation proceeds in two stages: (1) unfocused and descriptive and (2)
focused, when research questions become clearer (Jorgenson, 1989; Adler and Adler, 1994).
Observation works best through triangulation—e.g., having multiple observers and verifying
observations with document analysis, interviews, etc. For the researcher, observation also entails
the same types of ethical considerations as interviewing.

Adler and Adler (1994) identify five observational paradigms or research traditions that are
clearly associated with observational methods: (1) formal sociology, focusing on structures according
to which social interactions are patterned; (2) dramaturgical sociology, which is concerned with how
people construct their self-presentations and act according to that in front of others; (3) studies of
public realm, which ““address the issues of moral order, interpersonal relations, norms of functioning,
and norms of relating to strange individuals and different categories of individuals™; (4) auto-
observation; and (5) ethnomethodology, with focus on how people construct their everyday lives.

10.7.4 TEXTUAL AND ARTIFACT ANALYSIS

Written texts and artifacts constitute what Hodder (1994) calls mute evidence. Lincoln and Guba
(1985) distinguish between records (texts attesting some sort of formal transaction, such
as contracts) and documents (texts created largely for personal reasons, such as diaries). Records
(e.g., census records, archival materials) are a widely used source of data in public administration.
Artifacts are pieces of material culture that characterize the social setting (e.g., a three-piece suit
indicates a formal social setting whereas shorts and a t-shirt indicate an informal setting).

There are several methods for analyzing texts. The most common, perhaps, is content analysis,
which constitutes a separate chapter in this handbook (Chapter 35). Other types of document
analysis include (1) narrative analysis, that is, examining the form of a narrative in conveying
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meaning and (2) poststructuralist and postmodern deconstruction, which is the practice of ““‘taking
things apart,” of showing that the meaning of a particular text is indeterminate and can be rendered
differently in a different semiotic system (sign system). Artifacts are generally analyzed through
situating them in a context and analyzing their function in that social setting (e.g., the role of
clothing in showing socials status).

10.7.5 DATA ANALYSIS

Data gathering continues until researchers achieve theoretical saturation (Glasser and Strauss, 1967;
Morse, 1995)—i.e., when the generic features of their new findings consistently replicate earlier
ones. Data analysis can be conceptualized as three linked subprocesses: (1) data reduction—i.e.,
choosing the conceptual framework, research questions, cases and instruments, and further con-
densing the data by coding, summarizing, clustering, writing up; (2) data display—condensed and
organized layout of the data that permits conclusion drawing or action taking; and (3) conclusion
drawing or verification—i.e., interpreting, drawing meaning from data (Miles and Huberman, 1984,
1994). As Huberman and Miles (1994) point out, ‘“‘these processes occur before data collection,
during study design and planning, during data collection as interim and early analyses are carried
out; and after data collection as final products are approached and completed’ (p. 429). The process
of data analysis is not completed in one decisive step, but is iterative, with consecutive inductive and
deductive reasoning in each pattern identification—verification cycle.

Qualitative data analysis can be enhanced by modern technology. There are many qualitative
software tools on the market that significantly enhance the process. Richards and Richards (1994),
after discussing qualitative analysis potential of general-purpose software packages (such as word-
processing and relational database management systems), classify special-purpose qualitative
analysis into the following categories: (1) code-and-retrieve software (e.g., Ethnograph), (2) rule-
based theory-building systems (e.g., HyperRESEARCH), (3) logic-based systems (e.g., AQUAD),
(4) index-based software (e.g., NUD.ISTTM), and (5) conceptual network systems (e.g., ATLAS/ti).
NUD.ISTTM, for example, allows one to code (index) and retrieve units of records (e.g., sentences or
paragraphs), write memos about records in dialog boxes that can be easily retrieved with the records,
systematically orders codes into trees (or hierarchies), searches for text patterns in documents, system-
atically relates (compares) different codings, etc.

Computer programs for qualitative analysis are also discussed in Kelle (1995) and Weitzman and
Miles (1995). A German consulting Web site QUARC (2007) classifies qualitative research software
into (1) textretrievers and text managers (e.g., Sonar Professional, FolioVIEWS), (2) rule-based systems
(e.g., HyperRESEARCH), (3) logic-based systems (e.g., AQUAD), (4) classic code-and-retrieve
programs (e.g., The Ethnograph, winMAX), (5) “theory builders,” including the (i) index-based-
approach (Nud*ist) or (ii) conceptual network-builders, which in turn are classified into code-and-
retrieve (Atlas.ti) and specialized graphical display (e.g., Inspiration, Decision Explorer) systems. The
Website also compares Atlas.ti, The Ethnograph, QSR Nud*ist, and winMAX on their features regard-
ing data entry, coding, retrieval of coded segments, visualization, quantitative elements, and teamwork.

Qualitative research has a proper place on the Internet as well. In addition to class curricula
and articles on occasional home pages and on-line journals (e.g., Qualitative Report), there is now
a repository of qualitative data—ESDS QUALIDATA (provided by the University of Essex) that,
just like ICPSR, can be accessed electronically on distance (QUALIDATA, 2007). Researchers
depositing qualitative datasets for the public use should be aware of ethical concerns, such as
informed consent and confidentiality, among others.

10.8 THE QUALITY OF QUALITATIVE RESEARCH

There are no universally accepted criteria for judging the soundness and goodness of qualitative
research. All discussions on the matter draw from the criteria for mainstream (i.e., quantitative)
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research that includes internal and external validity, reliability, and objectivity. Positions on the
matter vary. Some suggest establishing practical guidelines for using existing criteria with qualita-
tive research. Others assert the existing criteria should be amended and modified for qualitative
research. Still others argue the criteria should be abandoned and new criteria be formulated. The
criteria of judgment used reflect the epistemological paradigms of the researchers—from a prag-
matic approach of complementing the accepted “positivistic”” criteria to denying them at all.
Generally, the criteria proposed specifically for qualitative research are articulated within nonposi-
tivistic paradigms.

Huberman and Miles (1994) propose that a good qualitative manuscript should report the
following contents: (1) sampling decisions made, both within and across cases; (2) instrumentation
and data-collection operations; (3) database summary and size, as well as the method by which it
was produced; (4) software used, if any; (5) overview of analytic strategies followed; and (6)
inclusion of key data-displays supporting main conclusions. Strauss and Corbin (1990) argue that
judgments of research quality should center around three issues: (1) validity, reliability, and
credibility of the data; (2) adequacy of the research process; and (3) empirical grounding of research
findings. They offer a set of criteria against which a grounded theory study can be judged in terms of
the theory-generation aspects of the research: (1) Are concepts generated? (2) Are concepts
systematically related? (3) Are there many conceptual linkages and are the categories well devel-
oped? (4) Is much variation built into the theory?

Lincoln and Guba (Guba and Lincoln, 2005; Lincoln and Guba, 1985) offer two sets of criteria
for qualitative research: trustworthiness (credibility, transferability, dependability, and confirmabil-
ity) and authenticity (fairness, enrichment, education, stimulation to action, and empowerment).
Trustworthiness parallels the criteria in the positivistic-quantitative paradigm. Specifically, credibil-
ity is the counterpart of internal validity, which can be achieved by carefully identifying the setting
of the research, the population, and the underlying theoretical framework. Second, transferability
parallels external validity and denotes the applicability of one set of findings to another context. This
is usually problematic in qualitative research, but it can be improved by two strategies: explicitly
stating theoretical parameters of the research (so that other researchers can decide upon generalizing
the approach to their settings) and triangulation of the research methodologies. Third, dependability
is similar to reliability and concerned with the consistency of the research—i.e., how the researcher
accounts for changing conditions in the phenomena and changes in design. However, dependability
is different from the positivist understanding of replicability because the social world is always
constructed and thus replicability is a problem. Finally, conformability relates to objectivity or
neutrality of the research. The criterion is “Do the data help to confirm the general findings and lead
to the implications?”” (Marshall and Rossman, 1995, p. 145). The researcher can never eliminate his
or her bias, but should adopt strategies to provide a balance for bias in interpretation, such as playing
devil’s advocate for one’s research partner, a constant search for negative instances, etc. The second
set of criteria Guba and Lincoln present is about authenticity, including fairness, ontological
authenticity (enlarges personal constructions, educative authenticity (leads to improved understand-
ing of constructions of others), catalytic authenticity (stimulates to action), and tactical authenticity
(empowers action).

King, Keohane, and Verba (1994) argue that both quantitative and qualitative research have the
same underlying logic of inference. While valuing the role of interpretation in clarifying and
defining concepts as well as idea and hypothesis generation, they insist that for evaluation of
these hypotheses the logic of scientific inference applies. Therefore, qualitative researchers should
also ask questions such as: How many observations are enough for valid inferences? How do you
measure and improve data when you have already established the concepts? How valid is the
generalization? Or perhaps, the question can be formulated as: How do you build an empirically
sound theory on the basis of small number of often unique observations? They insist on situating
every research inquiry in the framework of a broader theory to test for generalizability—i.e., bring
the issues of internal and external validity to qualitative research. A single case study, for example,
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can contribute to theory greatly if it disproves (falsifies) a predominant theory. More generally, King
and his collaborators argue the single case was useful because it was a part of research program and
it was compared against other observations (perhaps gathered by other researchers).

Critics argue that King, Keohane, and Verba (1994) maintain the ‘“‘positivist” criteria for
goodness of research (internal and external validity, reliability, and objectivity) and do not mention
alternative criteria proposed for qualitative research (e.g., credibility; transferability; dependability
and confirmability; and empathy proposed for constructivist paradigm). Although they leave room
for qualitative research (hypotheses generation and concept definition and clarification), their
attempt still may be seen as emphasizing ‘“‘the third part of scientific inquiry, the rigorous testing
of hypotheses, almost to the exclusion of the first two—the elaboration of precise models and the
deduction of their (ideally, many) logical implications—and thus point us to a pure, but needlessly
inefficient, path of social scientific inquiry” (Rogowski, 1995, p. 467; see also Brady and Collier,
2004; George and Bennett, 2005). Some researchers argue that even such a proposed division of
labor is not very accurate, because ‘“‘the evaluation of theory with qualitative data is not inherently
antithetical to qualitative research.”” But to do so, “‘qualitative projects must be designed with the
goal of theory testing in order to achieve this important objective” (Ragin et al., 2004, p. 16). While
others complain about unsubstantiated association of standards and rigor only with confirmatory and
hypothesis-driven research (Ryan, 2005).

There are two other issues to which qualitative researchers should pay attention—the questions
of ethics and “‘the art and politics of interpretation.” The ethical issues include informed consent,
deception, privacy, harm, identification, and confidentiality, among others. Researchers should be
aware of all the issues in the context of a research project, and make sure that they follow the
established codes of conduct. Discussing the issue of interpretation, Denzin (1994) holds that “‘the
age of putative value-free social science is over,” and “any discussion of this process must become
political, personal and experiential.” Whether subscribing to this view or not, one must be aware of
the tendency that Denzin predicts: a proliferation of ‘‘race-, ethnicity-, and gender-specific”
interpretive communities and epistemologies. An equally important issue is how research findings
are communicated to scholars, governments, communities, and individuals. Especially in action-
oriented interventionist research, it is very important to tell stories that “‘subjects’ or partners may
be willing to listen to.

Marshall and Rossman (1995, pp. 146—148) present a practical checklist of 20 questions to help
judge the quality of qualitative research. Although not necessarily applicable to all research
situations, these guidelines give a good understanding of the criteria employed to judge qualitative
research. With some abridgment, they are as follows:

1. Method is explicated in detail so that a judgment can be made about the method’s
adequacy.

2. Assumptions and biases are expressed.

. Research guides against value judgments in data collection and analysis.

. There is evidence from raw data demonstrating the connection between the findings and
the real world; and it is done in an accessible and readable manner.

. Research questions are stated and answered, and answers generate new questions.

. Relationship with previous research is explicit, and the phenomena are defined clearly.

. Study is accessible to other researchers, practitioners, and policymakers.

. Evidence is presented that the researcher was tolerant to ambiguity and strove to balance
his or her biases.
9. Report recognizes limitations of generalizability and helps the readers to find transfer-

ability.

10. It should be a study of exploration and not reasserting theories from literature.

11. Observations are made of a full range of activities over a full cycle of activities.

12. Data is preserved and available for reanalysis.
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13. Methods are devised for checking data quality (e.g., informants” knowledgeability, ulterior
motives) and for guarding against ethnocentric explanation.

14. In-field work analysis is documented.

15. Meaning is elicited from cross-cultural perspective.

16. Ethical standards are followed.

17. People in the research setting benefit some way.

18. Data-collection strategies are the most adequate and efficient available. The researcher is
careful to be reflexive and recognize when he or she is “going native.”

19. Study is tied into “the big picture.” The researcher looks holistically at the setting to
understand the linkages among systems.

20. Researcher traces the historical context to understand how institutions and roles have
evolved (Marshall and Rossman, 1995, pp. 146-148; reprinted by permission of Sage
Publications, Inc.)

10.9 QUALITATIVE RESEARCH AND PUBLIC ADMINISTRATION

Research methods of public administration have been influenced by those in political science and
economics, both of which are more concerned with generalizations. Subsequently, there is an
overwhelming dominance of quantitative methods as tools of inquiry in university curricula.
However, there is also quite an impressive share of theory-generation in the field that has been
achieved through use of nonquantitative methods—usually a case study or deductive reasoning
based on nonstructured or incomplete data. As opposed to political science, which is more
concerned with the role of institutions in society, public administration has a micro-focus, the
study of organizational life, which it shares with sociology, anthropology, and psychology. Despite
the increasing quantification in public administration research, most insights still rise from tradi-
tional nonquantitative studies. Very often there is an interesting gap between the rhetoric and
practice of public administration research. Although the rhetoric is predominantly quantitative and
statistics-oriented, the practice relies heavily on qualitative methods (Yeager, 1989).

The first textbook on research methods in public administration, Pfiffner’s Research Methods in
Public Administration dates back to 1940. Although it adopts a positivistic approach, it is at ease
with the rudiments of both quantitative and qualitative research strategies, and is a little bit skeptical
toward the former. He argues that although hypothesis testing is achieved through classification,
comparison, and analogy, formulating the hypothesis is a more creative and less structured process,
where it is “legitimate to resort to imagination, supposition, and idealization, even though they may
result in barren hypotheses” (Pfiffner, 1940, p. 10). In his critique of quantitative methods, Pfiffner
(1940) holds to a rather balanced view: ““Good quantitative work must be based on good qualitative
work. This does not mean that no statistical treatment should be attempted until perfection is reached
as to the collection of data. ... What is necessary is that the quantitative researcher realize the
limitations of his data and select his hypotheses accordingly’ (p. 168). In other words, “If the data
are admittedly crude, one should look for an underlying trend rather than attempt refined treatment”’
(p. 168).

Some of the techniques Pfiffner describes, such as work flow and charting techniques
and personnel classification are not considered (and perhaps justly so) in the domain of research
methods now. But Pfiffner does discuss something that is, by and large, ignored in today’s public
administration research methods textbooks—the human factor in the research process. The book
covers issues ranging from ‘‘handling politicians” to “handling the ‘hothead’” to “‘wangling”—
“the use of influence, suggestion, button-holing, politics and expediency to obtain action’ (Pfiffner,
1940, p. 130). He includes chapters devoted to interviewing, field data studies, and biographical
method. He also pays more attention to the process of research design and planning than
modern textbooks. Without doubt, new research methods textbooks are much more sophisticated
statistically and offer better tools for operationalizing research variables, but they miss the practical,
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people- and organization-oriented research agenda of Pfiffner. Pfiffner (1940) writes: “The
social scientist who feels inferior in the presence of the physicist, chemist, or engineer, should
remember that a great share of their knowledge is based on accepted practice rather than precise
measurement’ (p. 18).

This line of thought in the 1980s and 1990s was pursued with great eloquence by other public
administration scholars. Discussing the experiments as endeavors to control extraneous variables,
Bailey (1994) convincingly shows similarities between case studies and experiments: “The outcome
of an experiment, then, is essentially a hypothesis, and each experiment is, in reality, a case study.
A set of case studies can be used to challenge dominant theories or for applied research projects in
fields (medicine, engineering, etc.) that are derived from ‘pure’ disciplines™ (p. 187). She also
discusses how criteria of scientific rigor can be applied to case studies. Behn (1992) points out that
even physicists use empirically nonproven concepts in their theories: “Many of the observations
that they [physicists] use to create reality are only indirect. Neutrinos exist—just like gravity
exists—not because they are observed directly, but because something is observed that should
happen if neutrinos or gravity exist. The only advantage that neutrinos and gravity have over other
realities—over, say, angels—is that the mathematics that the physicists have invented ... can be
used to make very specific predictions. .. and that these predictions are confirmed by observations™
(p. 111). Behn (1992) convincingly legitimizes the exploratory, meaning-seeking nature of the
research in the field of public administration: ““The reality of the managerial world is created by
those who write about the world ... those who are most persuasive in their writings—those who use
metaphors that others find most evocative of the managerial world they ‘know’—define managerial
reality”” (p. 418). As a result, Behn (1992) concludes that ‘“‘Research in public management—just
like research in physics—is a search for meaningful metaphors™ (p. 418).

Although issues of comparison with natural sciences have been raised since the formative years
of public administration as a discipline, issues of epistemology in public administration (as in social
sciences in general) have only been discussed since the 1970s. Mitroff and Pondy (1974) identify
three inquiry systems: Leibnizian inquiry (deductive, formal reasoning), Lockean inquiry (inductive
reasoning), and Kantian inquiry (trying to reconcile the two former systems). White (1994)
identifies three research approaches (explanatory, interpretive, and critical) and discusses their
implications for public administration studies. Adams (1994), White and Adams (1994), Farmer
(1995), and Fox and Miller (1995) discuss public administration from the postmodern perspective.
Bureaucracy has been studied from phenomenological (Hummel, 1994a,b), critical (Denhardt,
1981), and postmodern (Farmer, 1995; Fox and Miller, 1995) perspectives. A good source for
debate over the nature of research in the discipline of public administration in the 1980s is the
Public Administration Review articles collection edited by White and Adams (1994), Research
in Public Administration: Reflections on Theory and Practice, as well as articles in Administrative
Theory and Praxis, and sometimes, Administration and Society.

Increasingly, the arguments for new, more inclusive criteria to judge the research in public
administration are taking hold in the discipline. As opposed to radical postmodern conception,
criteria derived from positivism are not seen as completely wrong, but rather incomplete. As White
(1994) argues, “The growth of knowledge in public administration can be satisfied by interpretive
and critical research as well as explanatory research. ... [R]eflection on each mode of research is
called for to discover what norms, rules, and values pertain to each. The norms and rules will
constitute the method of each mode of research, while the values will indicate criteria by which to
judge the truth of each type of knowledge” (p. 57). He further writes, “Practical reasoning is
fundamentally a matter of interpretation and criticism. It is very much a political endeavor requiring
the giving of reasons why one rule should be followed rather than another, or why one criterion
should be met rather than another. The growth of knowledge in public administration is based on
this type of argument” (p. 57).

Nevertheless, the range of qualitative methods used in public administration studies is limited
(mostly case studies) and the use of those methods lacks rigor as found in other disciplines such as
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business and sociology (Brower, Abolafia, and Carr, 2000; Lowery and Evans, 2004; Perry and
Kraemer, 1994). Lowery and Evans (2004) conclude that in articles published in major public
administration journals, “‘the distinction between positivist and interpretivist/constructivist paradigms
is not well understood. A limited range of theoretical paradigms and research methods are employed.
The conventions that attend to qualitative research methods are rarely followed ... (p. 312).

Aiming to improve qualitative methods in public administration research, Brower, Abolafia, and
Carr, (2000, pp. 391-392) develop a useful assessment guideline: (1) authenticity, which requires
authors to make their role visible in the interpretive process and to present in detail procedures used
in data collection and provide thick, rich descriptions (copious use of natives’ words/behaviors,
particulars of everyday life, and aspects of setting and surroundings); (2) plausibility, which requires
authors to connect with the reader by legitimizing their research methods, using the first person
plural pronoun, normalizing the atypical, smoothing contestable findings, differentiating findings as
a singular contribution, and building dramatic anticipation in describing research methods;
(3) criticality, which requires authors to create unique impressions about the subject, to stimulate
readers to reexamine taken-for-granted assumptions (by deliberate reflection, recognition, and
examination of competing views, imagination of new possibilities, or illumination of the
researchers’ surprise and differentness from natives), and to provide analysis of both the frontstage
and the backstage (presenting both formal and informal activities and views from dominant or less
powerful participants, accounting for both the bright and the dark sides, and integrating the
differences in perspective); (4) adequacy of theorization, which requires a formally stated research
question, appropriate research design, and sound analysis that relates to existing theories and
uncovers subtleties in the data. It indicates that authors have to tease out nuances in the data and
develop the full theoretical potential of data examples.

Before we conclude, we briefly point to several recent publications that employed thorough
qualitative research methods. Frederickson and Frederickson (2006) study the federal implementa-
tion of Government Performance and Results Act (GPRA) in the context of hollow state, employing
a qualitative, comparative case study research methodology and grounded theory analysis. They
explain that “qualitative research techniques were chosen because GPRA is relatively new and
because the body of extant research ... is still relatively limited ... there have simply not been
enough aggregated quantitative data over enough years to sustain reliable generalizations based on
statistical analysis’ (p. 195). They suggest that the research approach fit the research questions
surrounding “‘the processes by which federal health care agencies, representing a diversity of policy
tools and third-party service providers, either successfully or unsuccessfully develop performance
measures and plans to collect data for those measures” (p. 198). They further state that the use of
cross-case analysis is “to expand the basis of information, to bolster the validity of and add
confidence to findings” (p. 198), referring to the quality criteria proposed by Miles and Huberman
(1994). With the thorough approach, Frederickson and Frederickson (2006) are able to create new
theories and link the GRPA implementation with the level of third-party policy implementation, the
nature and quality of network articulations, the characteristics of goals, the level of goal and policy
agreement, the level of centralization of policy implementation, the level and character of client and
stakeholder support, and professional identity.

Maynard-Moody and Musheno (2006), using storytelling and narrative, provide a thorough,
stimulating, direct examination of the reality of street-level bureaucrats. The book is based on a
substantial qualitative research: three years of fieldwork, 157 stories collected from 48 front-level
workers at 5 research sites in 2 states. The book reports 36 stories from teachers, cops, and
rehabilitation counselors, each of which was selected to illustrate significant theoretical points and
to offer a vivid sense of street-level reality. Maynard-Moody and Musheno (2006) use the stories to
address issues such as occupational identities, the nature of street-level work, organizational and
social divisions among street-level workers, and normative decision making and discretion. The
authors not only provide the details about their method in an appendix but also discuss, in a
comprehensive manner, the strengths and weaknesses of story-based research.
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10.10 CONCLUSION

Qualitative research is a general term denoting a host of research strategies and techniques that
should be specified based on the research context. Generally geared to exploratory, descriptive, and
interpretive tasks of scientific endeavor, they are invaluable tools of research. Different traditions of
qualitative research have established procedures and criteria of goodness, and qualitative research
designs should conform to the requirements of a particular tradition. Although researchers may use
triangulation and try to explain the phenomenon from different perspectives, this should be done
very carefully, without jeopardizing the integrity of each strategy, and clearly integrating them at the
meta-level. Although the criteria for evaluating qualitative research may not be accepted across all
of the domains of social science, for each research design there are criteria of soundness that have
been established though systematic practice in that particular subfield. Finally, qualitative research
requires constant reflection. The researcher should strive to distinguish and analyze his or her
biases—if not to balance them, at least make them as explicit as possible.
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11.1 INTRODUCTION

The basic problem of comparative analysis is to generalize from similarities and differences between
and among objects of interest, in this case, administrative structures, policies, and procedures in
different countries. Researchers would like to be able to make colloquial statements about the
administrative institutions that they observe in different contexts. Insofar as this chapter is funda-
mentally concerned with the logic of comparative public administration research, several pertinent
issues arise: “how to compare seemingly disparate things? Are administrative institutions in
different countries so unique that they defy comparison? What guiding principles can the researcher
turn to? How has such research been conducted in the past? Are there any useful examples?”’
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The case study approach has been dominant throughout the development of comparative public
administration. Case analysis is a necessary step in the research enterprise, in that all hypothesis
testing and generalization is preceded by “‘thick description.” Case studies generally focus on
particular countries or regions, and on some aspect of their administration (i.e., elites, careerists,
finances, or policy issue). Case studies may be cross-sectional, and therefore highly descriptive, or
longitudinal, in which case they will follow some particular aspect of the public administration
across time. Our focus in this chapter is not on specific issues of research design, however, but on
strengthening comparative research by recognizing and overcoming certain cultural and methodo-
logical biases that researchers may bring to their work.

Comparative research is particularly susceptible to such bias. Przeworski and Teune (1970)
observed over three decades ago, ‘“many books on techniques of research are so involved in
presenting specific procedures and techniques that neither their justifications nor their implications
are discussed.” This chapter, then, is explicitly concerned with the implications of doing compara-
tive public administration research, and the justification of a particular mode of doing comparative
research which this author recommends to the reader’s attention: Historical Institutionalism.

11.2 A BRIEF HISTORY OF COMPARATIVE PUBLIC ADMINISTRATION’S
EXPANDING DOMAIN

Writing in 1962, and with the benefit of a half-century of hindsight, Fred Riggs (1962), one of the
founding figures of the field, discerned three trends in the comparative study of public adminis-
tration from 1912 to 1962. The main trend was a de-emphasis of the normative element in writings
on administrative methods and techniques, in favor of greater empirical description of actual
administrative practices in different regional and cultural contexts. A second trend was a movement
from an idiographic approach, manifest in the many individual country case-studies that had
dominated the field, towards a more nomothetic (i.e., general law seeking) approach. The field
was increasingly concerned with similarities and differences between administrative approaches to
certain common problems encountered by all governments. Riggs’s third trend was in the direction
of an “‘ecological approach” to comparative study, which viewed administrative institutions as
embedded in, and their functioning colored by, the indigenous social systems of which they formed
parts. The latter trend is, perhaps, best represented by Riggs’s own work (1961). The country case
study approach remained dominant throughout the 1980s (Barrington, 1980) and 1990s (Tummala,
1994), however.

11.2.1 EArLY Focus oN WESTERN BUREAUCRACIES

The starting point for most early—and far too many contemporary—studies of comparative public
administration has been the bureaucracy (Siffin, 1957). Traditional public administrationists have
tended to concentrate on bureaucratic functions, structures, methods, and procedural routines
(Berger, 1957a; Heady, 1959, 1966, 1984). Their political science contemporaries have focused
more on the recruitment, training, and roles of administrative elites (White, 1930; Chapman, 1959;
Presthus, 1959a,b, 1961; Armstrong, 1973; Dogan, 1975; Peters, 1978; Suleiman, 1978; Campbell
and Szablowski, 1979; Aberbach et al., 1981; Burns, 1994). Most of these studies have been either
elaborate country case-studies, or collections of country cases, with editors’ ‘““integrating essays”’
seeking to discern commonalities and differences, and proposing explanations for them. Most have
been descriptive or anecdotal in nature, though some have been based on surveys of bureaucratic
officials (Berger, 1957b).

A central focus of many early comparative studies—and it is a research locus that persists to this
day—was on Western European developments, most notably the Prussian bureaucracy (Rosenberg,
1958), the French system of prefectures (Chapman, 1953), the British civil service (Brown and
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Steel, 1970), and the state-building (Barker, 1944). Europe was a logical point of departure, insofar
as American public administration had always had strong academic links to European universities.
Woodrow Wilson’s founding essay (1887), after all, reflected the future president’s interest in the
possible transference of German administrative practices to the American context. Following World
War II, American public administrationists paid increasing attention to administrative realities in
parts of the world beyond Europe.

The overriding objectives of American foreign policy to rebuild the war-torn regions, and to
alleviate poverty in other regions served as the spur to greatly expanding the domain of compara-
tive public administration research. Consequently, many prominent post-war studies focused on
patterns of bureaucracy in various cultures (Meyer, 1957), and the problems and prospects of
development administration (Riggs, 1964; Waldo, 1964; Montgomery and Siffin, 1966; Braibranti,
1969; Gant, 1979). Although such studies proved to be interesting in themselves, comparative
public administrationists were straining to generalize their country-specific findings to other
countries and contexts. The need for such generalization was pointed out in Robert Dahl’s seminal
1947 article on The Science of Public Administration (Dahl, 1947). Comparative analysis in public
administration had largely been separated from its American counterpart, and conducted in
isolation. Integrating the two in a meaningful way has been a perennial challenge for comparative
public administration.

11.2.2 LINKAGES BETWEEN BUREAUCRACY AND PoLiTicAL DEVELOPMENT

An important and timely contribution to development of model-building in comparative public
administration—and broadly across all of political science—was David Easton’s 1953 book,
The Political System, a classic work in the behavioral revolution in social science. Embracing a
systems model of interaction, Easton conceived of political actors and institutions, including the
bureaucratic organs of the state, as engaged in many series of exchange relations with one another,
and with the larger social system. Inputs valued by the bureaucracy were transformed into outputs
valued by the external environment. The transformation of system inputs into outputs took place
within the “black box’ of the bureaucracy. Unfortunately, the innards of the box in such studies
largely remained opaque, including their internal politics. An over-emphasis on the formal attributes
of administration—a research attitude bequeathed many years before by Max Weber (1949)—left
the vital informal interactions between administrators, clienteles, and political officials under-
researched. Informal power still is power, and modern scholars generally agree that, in many
instances, it can be the determining factor (Giddens, 1984; Perrson, 1996).

The result was that comparative public administration continued its search for meaningful
comparisons, but now sought greater sophistication by again expanding the domain of inquiry to
explore linkages between bureaucracy and political development, as well as the stages of social and
economic development that engendered particular types and modes of bureaucracy (Heady and Stokes,
1962; Binder, 1971; Jacoby, 1973). During this period, Fred Riggs found the stages of social develop-
ment to be such compelling determinants of bureaucratic development that he went as far as to devise
an entirely new lexicon—that of the ““prismatic society”’—to employ in studies of what he regarded as a
unique subject matter: the stages of political and administrative development (Riggs, 1964, 1973).
During the same period, and obviously influenced by the same intellectual currents that prompted
Almond and Verba’s classic study of The Civic Culture (1963), Joseph LaPalombara and collaborators
(1963) worked to link bureaucratic development generally to processes of political development—
democratization, specifically. The main thrust of their findings was that political development should
precede efforts to improve the public administration if unwarranted increases in bureaucratic power—
perhaps reinforcing the pathological tendencies of authoritarian regimes—was to be avoided. The focus
at this time remained on the bureaucracy, however, in its more or less classical, Weberian form. Indeed,
Ferrel Heady’s widely read textbook (1966, 1984) is a paradigm example of the original bureau-centric
approach to comparative public administration.
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11.2.3 CoMPARATIVE PoLicy PROCESSES AND OQUTCOMES

In the early 1970s, and on the heels of the New Public Administration movement in the United States
(Marini, 1971), comparative public administration refocused the research enterprise, again expanding
its domain. At this time, public administration as a field recognized the need to strengthen adminis-
trative capabilities as a prelude to economic growth and development (Riggs, 1971). Less developed
countries it was held, were hampered by administrative incapacity, incompetence, and corruption.
Such factors were regarded as obstacles to the formulation and implementation of rational policy in
the public interest. Consequently, several researchers widened the scope of research to examine policy
processes and policy outcomes, all with an eye towards improvement (Dror, 1968; Heclo, 1974;
Heidenheimer et al., 1975; Ashford, 1978; and Ashford et al., 1978).

11.2.4 LATE TWENTIETH CENTURY TRENDS: CONVERGENCE AND NEW PuUBLIC MANAGEMENT

Political scientist Keith Henderson in 1983 described the ““new role for comparative public admin-
istration” as extending beyond interpretation and application to “‘a quest for worldwide study of
public administration” (Henderson, 1983, p. 99). To realize this vision, Henderson proposed to
incorporate non-Western administrative experiences into prevailing conceptual frames, to move
towards ‘‘a total public administration study universe.”’” He would make a central feature of compara-
tive public administration the study of administrative history, noting that, “history provides a
humbling account of growth and decline which places all of modern Western development as a
moment in time.”” For, he asks, how else are we to make sense of “‘the origins of administrative ideas
and institutions, similarities, and differences in dealing with perennial problems, successes, and
failures of administrative action, and global trends?”” (Henderson, 1983, p. 108).

Beginning in the 1990s, studies of administrative developments across the globe have focused
increasingly on the worldwide spread of new public management (NPM) reforms (Caiden, 1991;
Barzelay, 1992, 2001; Kettl, 2000). These studies focus on the recent trends towards convergence in
the use of NPM methods, most prominently in British Commonwealth countries, but not limited only
to these countries. It is not too much to say that NPM has become an international phenomenon
(Hood, 1991). There is some consensus among researchers that the widespread adoption of modern
information technology, dissemination of knowledge through the internet, specifically, and the
increasing educational qualifications of public administrators have contributed to a convergence in
these methods and processes across the globe.

The worldwide spread of economic rationalism, which is being driven forward by recent policy
successes of the ideology of free markets, also is driving a certain convergence in administrative
practices, as politicians and senior government officials increasingly embrace the main tenets
of free market economics. Pusey (1991) certainly sees a spreading economic rationalism as the
main driving force behind Australia’s recent reforms. Zifcak (1994) traces the adoption of certain
corporate practices in Australia and the United Kingdom (notably, strategic planning, program
budgeting, and methods of financial management improvement) to a spreading affinity for economic
rationalism.

NPM can be an amorphous subject. Nonetheless, there are certain core beliefs, principles, and
features that can be identified. In summary form, NPM is based on the belief that the public service
is inefficient (but not inherently so); that the best international practices of NPM can be transplanted
effectively across borders with little loss in their potency; and that the administrative methods of
successful private sector concerns may be self-consciously emulated by public sector organizations.
The explicit decision to improve the public service is a defining feature of the NPM. Barzelay (2001),
in fact, proposes re-situating public management as a field within public policy, in recognition of the
explicit choices that various governments have made in the last two decades to improve their
administrative capabilities. He terms the new field “public management policymaking” (PMP).
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Public management policies are to be studied as ‘‘authoritative means intended to guide, constrain,
and motivate the public service as a whole” (Barzelay, 2001, p. 6). In Barzelay’s view, the
recent literature on the adoption of NPM in various countries may be viewed as research into the
dynamics of PMP.

Barzelay argues for a more systematic and unified approach to comparative research. The unity
is to be provided by a common commitment to doing what is essentially policy research. Given
the rather haphazard development of comparative public administration over the last six decades,
this writer can only agree that, “shifting the emphasis of NPM scholarship from trend spotting to
policy research is arguably long overdue” (Barzelay, 2001, p. 10). To this end, however, Barzelay
recommends what is all too familiar: definition of case outcomes; selection of explanatory frame-
works; and use of comparative methods. There is little specificity as to which ‘“‘comparative
methods”™ he would recommend, however. Further, his writings on PMP cite little of the historical
work on comparative public administration. He appears to see PMP as largely isomorphic with
NPM: For research purposes, he defines NPM as comprised of the core experiences of the United
Kingdom, Australia, and New Zealand as a “benchmark case group’ (Barzelay, 2001, p. 55). It is
clear that he is seeking a basis for making valid comparisons, but one suspects that his preferred
approach too narrowly delimits the domain of inquiry. The approach and methods of historical
institutionalism, discussed following the next section, hold greater potential to recognize and
overcome the problems of comparative inquiry which are far too easily dismissed in his writings
on the subject.

Like Henderson (1983), this author does not see in the current convergence a ““full-circle retreat
to ‘universal principles’ of [administrative science in] the pre-World War II period” (1983, p. 114).
Admittedly, there is an inherent normative element to the NPM literature. But convergence appears
as an empirical reality, whose driving forces must be subjected to further research. Unfortunately, in
the zeal to collapse all of public management into the field of public policy, Barzelay all but ignores
the rather “thorny” problems of comparative analysis discussed immediately below. A close
examination of the genuine theoretical and practical problems associated with doing high-quality,
meaningful comparative research leads one more in the direction of the literature of comparative
politics, rather than towards public policy analysis. The following section makes the case.

11.3 “THORNY” LOGIC OF COMPARATIVE INQUIRY

According to Przeworski and Teune (1970), the basic problem of comparative research is to access a
“meta language’ that is capable of evaluating statements concerning the comparability of social
phenomena across social systems (i.e., countries, regions, cultures, and time). In comparative
administrative inquiry, researchers seek to be able to make general colloquial statements about
administrative phenomena. This implies that observations can be expressed in terms of general laws
that transcend cultures, geographic regions, and time. On the way to achieving this rather lofty goal,
comparativists must meet and overcome the difficulties and dangers of generalizing across time and
space. These difficulties and dangers involve the three interrelated problems of ahistoricity, com-
parability, and reification.

11.3.1 AHISTORICITY PROBLEM

In an extreme view of comparative analysis, the specific circumstances of countries and cultures
are presumed to have little significance in reaching generalizations about specific features which
they may have in common, such as policy-making processes, fiscal practices, civil service recruit-
ment and training. This implies that such studies are, in an important sense, ahistorical. A more
common view is that research findings are at least partially relative to the nations, cultures, and
histories that produced them, and of which they are parts. This does not imply in the least
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the more radical view that only indigenous factors are relevant, and that, therefore, truly compara-
tive research is not possible. A more middle-of-the-road approach generally is advisable, where
researchers seek generalizations, but recognize the effects of significant relevant features that
condition the results.

11.3.2 COMPARABILITY PROBLEM

The very idea that social, political, and administrative phenomena may not be comparable rests on
the suspicion (or the belief, in some cases) that social reality is infinitely diverse, that categories of
analysis are incomplete or subject to misapplication, and as a consequence, that observations are
misunderstood or misclassified. Przeworski and Teune observe that these difficulties “‘lead some to
conclude that social reality can be ‘understood’ only within the context in which it is observed, and
can never be explained by general lawlike statements” (1970, p. 12).

Context is important, perhaps even crucial. Geographies, cultures, and histories condition the
observed behavior of institutions and the individuals who populate and animate them. The relative
importance of structures versus choices, or that of institutions versus individuals, for instance, will
vary considerably as a function of cultural climate, geography, and historical circumstances. As a
practical matter, researchers will still seek to make comparisons, but also to explicitly recognize the
effects of significant relevant factors that may affect the reported results, conclusions, and implica-
tions of the research.

11.3.3 REeFICATION PROBLEM

A common theoretical objection against generalizing across disparate cases (countries, regions,
cultures) is that all social phenomena are to an extent unique, some more than others. Consequently,
the explanatory power of general concepts varies considerably across social systems. Difficulties
reach their most extreme form when the conceptual or linguistic equipment of researchers from one
culture is inadequate to describe the state of affairs that prevails in another culture. Researchers will
therefore attempt to make sense of their observations by substituting (in most cases, inadvertently,
and unconsciously) their own culturally conditioned and historically specific theories and concepts.
This raises the danger that certain indigenous features of the systems under study—some of which
may be crucial to the research question—may be ignored, disregarded, misunderstood, or missed
altogether.

Such a reification of concepts, projecting the familiar into an alien context, is a potentially
serious problem in all spatiotemporal research (Prezeworski and Teune, 1970, p. 10), Researchers
can strive to control for their biases, or at least to be more explicit about their (otherwise implicit)
intellectual commitments. The degree of bias introduced by the researcher will obviously depend
upon how well studied and understood the particular subject of interest may be. Consequently,
researchers will need to know as much as they can about their subject’s history, environment, and so
forth, before they begin. Comparativists are therefore best advised to seek to understand the
indigenous language, culture, and history first, nourishing themselves intellectually on the previous
work of others. This is in order that they might avoid carelessly applying principles and perspectives
that are inherently insensitive to local realities.

It is well to keep in mind that, in Riggs’s conception, only empirical, nomothetic, and ecological
studies can truly be considered to be “‘comparative’ (Riggs, 1962, p. 15). In comparative scholar-
ship, then, the research goal can be seen as being two-staged. First, researchers seek to develop
theories that will explain a given phenomenon in one or more social systems. Then, where different
theories may explain what is substantively the same phenomenon in two different societies (or the
same society in two different time periods), the second-stage goal is to develop a more complete
theory. The emergent theory would be one that encapsulates both sets of results, it is hoped, without
sacrificing the richness of the social texture in which each one is woven.
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11.4 CONDUCTING COMPARATIVE RESEARCH: THE HISTORICAL-
INSTITUTIONALIST APPROACH

One of the serious shortcomings of comparative public administration research over the last six
decades has been that the logic of comparative analysis—so central to any genuinely comparative
approach—has been so little developed. Comparative public administration has had largely to
borrow concepts which have been more rigorously developed elsewhere in the literature, particu-
larly in comparative politics. A marriage between comparative public administration and compara-
tive politics was, perhaps, presaged four and a half decades ago by Alfred Diamant (1960). Diamant
argued that, as a subset of political authority, administrative authority must be studied within the
context of a typology of regime types (not necessarily Weber’s), with their varying institutions of
government.

It should be axiomatic that modern comparative public administration research must take its
subject matter as it is, in all of its inherent complexity. The state administrative organs of advanced
industrial countries exhibit a high degree of institutional diversity that is not observed in less
developed societies. Increasing social complexity has given rise to the functional differentiation
of state institutions, which themselves have become more complex, precisely in response to their
environments. It is the fundamental point of this chapter that relevant features of this institutional
richness must be captured in comparative public administration research.

11.4.1 INSTITUTIONS MATTER

The foundation for any institutional analysis is the general proposition that institutions, in the long
run, will generally matter more than individuals. This is not a wholesale negation of ‘‘great (wo)man
theories of history.” History is replete with courageous individuals who impress us with their
exploits and achievements. However so, researchers must fairly judge the choice set that circum-
stances have presented to such individuals. To wit: despite his image in the public mind, if Mikhail
Gorbachev had not presided over the Soviet collapse, someone else would have. [Note: Gorbachev
was General Secretary of the Communist Party of the Soviet Union, then President of the USSR,
from 1984 until the dissolution of the USSR in 1991.] The die was cast for Gorbachev, not by him.
Consequently, historical institutionalists will focus on evolving patterns of governing institutions,
which are conditioned on—and in many ways determined by—the historical contingencies which
are specific to a given society, or specific to several distinct societies in the case of truly comparative
analysis (Orren and Skowronek, 1995). In this vein, comparativists seek to explore structural
processes of institutional development, as implied by the work of Comte, Durkheim, and Weber.

Comparative institutionalists recognize that all governments face similar challenges: borders
must be defended, public order maintained, justice administered, social programs delivered, children
educated, and taxes collected. Governments meet these challenges in vastly different ways, however
(Steinmo et al., 1992). Here arises the broad diversity of institutional arrangements that compar-
ativists observe and embrace. Taking governing institutions as the basic units of analysis, the
method brings to bear “questions of temporality . . . to the center of analysis on just how institutions
matter” (Orren and Skowronek, 1994, p. 312). Other authorities to note the importance of history—
and, specifically, administrative history—include Nash (1969), Gladden (1972), Jacoby (1973), and
Waldo (1980). Questions of continuity and change are viewed as being of critical importance,
especially as regards the examination of persisting patterns of political behavior, which simultan-
eously open and close future opportunities for development and change.

11.4.2 INSTITUTIONAL ANALYSIS HAS APPEAL

Several key features of institutional analysis are particularly appealing. First among them is the
proposition that institutions have a critical role in social science research. Institutions are worthy
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objects of study in their own right. Institutions viewed as “‘bundles” of rules and roles channel,
focus, and consolidate choices and behaviors in critical ways. Second, the historical development of
institutions warrants attention. The choice sets provided to decision makers and other actors is
subject to evolution and change, perhaps in unanticipated ways. Third, states and state institutions
are not merely the agents of society, nor even of the political elite, but have some degree of
autonomous existence. The most fundamental observation of historical institutionalism, then, may
be that states and governing institutions are not merely agents of society, but are, in fact, autono-
mous actors in many ways. This is not a new observation (Morstein Marx, 1946, 1957, 1963). What
is new is self-consciously situating institutions at the very center of the research enterprise.

11.4.3 INSTITUTIONAL ANALYSIS Is DYNAMIC

Behavioral regularities do not quite persist across time and space. Issues involving continuity and
change are very difficult to address using only static forms of analysis. A historical approach will be
more sensitive to the dynamics of change. Institutional analysis is not nearly as fluid as it may seem,
however. Historians remind us that the critical differences between and among societies may be
understood with reference to choices made (perhaps not consciously)—and distinctive patterns
which were largely set—quite early in a given regime’s development. For mature regimes, many
basic institutions emerged in the early modern era (Poggi, 1978, 1990). These choices have
manifested themselves in different ways, and placed many governments—even geographically
adjacent states—on somewhat different evolutionary paths.

In his brilliant work tracing the formation of national states in Western Europe from a set of
common conditions from around the year 1500, Charles Tilly (1975) has referred to this as a process
of “different exits from common conditions.” Tilly’s “different exits” are, in fact, diverse institu-
tional responses to particular needs. The degree of diversity observed depends on many factors. As
governments have invested in development of certain institutional capacities, they have likewise
underinvested in others. This means that relevant research questions will involve not only the long-
term observation of events, but also of non-events. Choices ruled out by institutional evolution,
inertia, and drift also are important factors worthy of study.

11.4.4 CHANGE HAPPENS

Historically, we observe at least two general processes of change. The one occurs where governing
institutions evolve according to a prevailing set of institutions and norms for some (perhaps long)
period of time. Such stable, “normal” development is most amenable to study using historical
institutionalist methods. The second change process consists of rather short periods of rapid,
discontinuous (and perhaps revolutionary) change which results in establishment of new sets of
institutions and prevalent norms. Historical change may therefore be seen in terms of a “‘punctuated
equilibrium” model, largely along lines consistent with Kuhn’s theory of scientific paradigm
change, but also popularized by Gould and Eldredge (1993) in the field of biological evolution,
and True, Jones, and Baumgartner (1999) in their study of public policy dynamics.

The contemporary comparativist’s task in analyzing change is to, first, understand Tilly’s notion
of different “‘exits” in terms of distinctive evolutions from common (or nearly common) conditions.
Such differences may be explored, for instance, within Gilpin’s (1981) threefold typology of actors,
structures and the processes of interaction that characterize institutions. Second, during the current
era that we are living through—which can be described as a period of rapid and discontinuous
change of the sort described by Johnson (1966)—it is particularly important for comparativists to
seek fresh understandings of the processes that drive discontinuous change, but also the internal and
external forces that will propel institutions towards new states of social and political equilibrium.

Intermittent periods of significant change in governing institutions—where change is both
dramatic and rapid—generally result from the disruption of existing institutions, deriving from
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so-called accidents of history, such as natural disaster, war, or some other exogenous shock
(Diamond, 1997). The period of regime change that gripped the whole of Eastern Europe and the
former USSR, during the period demarcated (roughly) from the beginnings of the Solidarity
government in Poland through the Bosnian civil war, marks such a period of rapid, substantive
change. The struggles of these regimes since the mid-1990s to restore a more normal state of internal
politics and external relations with other countries may be interpreted as efforts to attain a new
equilibrium, through changes in their institutional architectures (Filippov et al., 2004).

11.4.5 AN ExampLe oF DiscoNnTINUOUS CHANGE

The political and economic restructuring that commenced in the early 1990s in the new states of the
former Soviet Union placed unprecedented demands on vestigial administrative and governance
structures, which had been developed under markedly different conditions (communism), and which
were intended to serve largely different purposes (coordination of the command economy). Conse-
quently, much of the new comparative research on the former USSR explores current and evolving
governmental reforms and policies, and their effects (both intended and unintended) in light of these
governments’ expressed goals and objectives, and all within the context of the continuities and
discontinuities with the previous regime (Elster et al., 1998; Suleiman, 1999; Nunberg, 1999;
Manning and Parison, 2004).

The vestigial remnants of former socialist regimes (i.e., the persistence of the nomenklatura,
former communists holding high public office, overly burdensome social security and national
defense sectors, civil society deficits) imparted certain inertial tendencies to subsequent events,
whereby many unfortunate aspects of the former regime tended to persist, or even worsen under
successor regimes in Russia and Ukraine (e.g., overly centralized, executive-centered, secretive,
prone to corruption, etc.). Such persistent qualities form the basis for understanding and interpreting
political, commercial, and administrative developments since the collapse of communism.

11.4.6 AN ArpLicATION TO COMPARATIVE FiscaL PoLicy

In the early 1990s, political scientist Sven Steinmo employed historical institutionalist methods to
explain observed variation in how different Western countries finance their governments (Steinmo,
1993). The problem essentially turned on how different institutional structures, politics, and
procedures combine with social preferences concerning the quantity and mix of government
services, to determine an equilibrium political solution. Steinmo observed that introducing concrete
institutions into the analysis places the entire problem of understanding the funding of government
within a historical context rich in cultural influences.

Steinmo’s work also highlights a distinct advantage of comparative study for understanding
domestic politics and policy. In the case of countries with robust governing institutions, like those of
the U.S. fiscal system, structures and procedures are so much a part of the phenomenon itself that it is
difficult to separate out the preferences and strategic behaviors of the various interest groups without
resorting to comparative study. Consequently, although Steinmo studied only the Swedish and British
cases along with the American case, even this limited case set served to highlight contrasts, incongru-
ities, and disparities among them. What Steinmo’s approach and method permits is a more direct means
to reveal the general cultural preferences for certain kinds of fiscal outcomes in these countries.

The focus on institutions does not mean that citizens, politicians, and administrators are
excluded from the analysis. Rather, the sets of choices of these actors are viewed as determined
by and large by institutional factors. It is in institutions, then, that ‘““individuals interpret their self-
interest and define their policy preferences.”” In what Steinmo calls the “institutionalization of bias”
(with apologies to Schattschneider, 1960), the sources of budgetary outcomes are embedded in state
governing and administrative institutions. The sources of bias are various constitutional structures,
election procedures, interest group politics, bureaucratic routines and procedural norms, and so on.
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The specific features of the governing institutions in various countries set the stage for the often
dramatic differences in their politics and outcome, even though, as Steinmo notes, “what is being
fought over is remarkably similar”” among them (Steinmo, 1993, p. 9).

In his work, by tracing different patterns of fiscal outcomes from common paths, Steinmo
provides an account of the institutional roots of complexity of the American tax system, the relative
stability of Swedish tax burdens and yields, and the historical “‘roller coaster” of British taxes. The
study stands as a powerful and compelling demonstration of both the power of comparative
analysis, and of the crucial role that institutions play in determining fiscal outcomes.

11.5 CONCLUSION

The usual issues and concerns regarding valid description and scientific inference are present in
comparative research: accuracy, validity, reliability, generality, parsimony, and causality. Theories
improve with continuing research, and over time. Comparative research in this regard is therefore
much like any other research. Comparative research must also confront disparate cultures, histories,
and geographies. Ensuring the validity, reliability, and equivalence of comparisons across regions
and nations is inherently challenging (Merritt and Rokkan, 1966). All models in comparative
research are, to one degree or another, under-specified. This does not mean, however, that mean-
ingful research is not possible; indeed, it argues for the intensification of the comparative
research effort.

Comparative analysis seeks to generalize across geographical space, culture, and time, taking
care not to introduce alien factors. This requires recognizing the presence of the three interrelated
problems of ahistoricity, comparability, and reification. Modern comparative public administration
research must take its subject matter as it is, in all of its inherent complexity. The institutional
foundation of the modern public administration provides an ‘“‘underlay,” as it were, that permits
comparative analysis across time and space. Institutional analysis takes as its starting point the
proposition that institutions generally matter more than individuals. All governments face similar
challenges: borders must be defended, public order maintained, justice administered, social pro-
grams delivered, children educated, taxes collected. Governments meet these challenges in vastly
different ways, giving rise to the broad diversity of institutional arrangements we observe.

Institutionalism recognizes that states and state institutions have some degree of autonomous
existence. That is, they are agents unto themselves. The dynamic study of institutions thus has great
appeal, especially in framing processes of social—and institutional—continuity and change. It can
assist in reaching fresh understandings of the processes that drive discontinuous change, but also the
internal and external forces that propel institutions towards new states of social and political
equilibrium. Institutional analysis is therefore presented in this chapter as an analytically rigorous,
and academically respectable method for making sense of an inherently difficult subject matter.

PROBLEMS

1. Problems of comparison sometimes affect even the most basic issues and items. A good example
is the comparison of U.S. state governments to small countries. In many respects, the American
states resemble small countries. California, for example, with a population of roughly 35 million
souls, is larger than Canada, Belgium the Czech Republic, Denmark, Finland, Greece, Hungary,
Ireland, the Netherlands, Norway, and Portugal. Scan the data in Tables 11.1 and 11.2 in the
accompanying Excel files. Notice that California’s 2002 Gross State Product (GSP) of 1.364
trillion dollars was more than 10 percent of the U.S. total, and larger than the Gross Domestic
Products (GDP) of Canada, Mexico, Italy, Korea, Sweden, and Switzerland. Of the member
countries of the Organization for Economic Cooperation & Development (OECD), only the
U.S., Japan, France, Germany, and the United Kingdom have larger economies. To explore this,
and other kinds of comparisons, complete the following basic tasks.
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TABLE 11.1
U.S. State Governments Data Summary

Population in Gross State Total Revenue Per Capita

Thousands, Product in Billions in Millions of Personal

State July 2002 of U.S. Dollars, 2002 U.S. Dollars, 2003? Income, 2000
All U.S. states 287,985 10,412.2 1,295,659 30,547
Alabama 4,480 123.8 19,099 25,778
Alaska 641 29.7 6,924 31,954
Arizona 5,438 173.1 17,927 26,378
Arkansas 2,707 71.2 11,805 23,858
California 34,988 1,363.6 195,545 32,478
Colorado 4,498 181.2 13,806 33,446
Connecticut 3,458 167.2 18,241 42,104
Delaware 806 47.0 5,041 33,259
Florida 16,678 522.3 55,213 29,173
Georgia 8,582 307.4 29,874 27,870
Hawaii 1,234 43.8 6,808 29,826
Idaho 1,344 38.3 5,493 25,132
Tllinois 12,587 486.2 44,423 31,858
Indiana 6,155 203.3 24,553 27,910
Iowa 2,934 97.8 12,973 28,342
Kansas 2,712 89.9 10,402 28,575
Kentucky 4,089 121.6 18,377 25,698
Louisiana 4,475 134.4 19,438 25,580
Maine 1,297 39.0 6,801 28,348
Maryland 5,442 202.8 21,801 36,399
Massachusetts 6,412 287.2 30,371 38,768
Michigan 10,039 347.0 50,077 29,635
Minnesota 5,024 199.3 25,596 33,259
Mississippi 2,866 68.6 13,393 22,861
Missouri 5,681 187.1 22,024 28,387
Montana 910 23.9 4,608 24,908
Nebraska 1,727 60.6 7,285 29,065
Nevada 2,168 82.4 8,351 30,981
New Hampshire 1,275 46.1 5,207 34,352
New Jersey 8,576 377.8 46,078 38,333
New Mexico 1,855 53.4 9,848 24,291
New York 19,165 802.9 118,275 35,454
North Carolina 8,313 301.3 30,043 27,124
North Dakota 634 20.0 3,359 29,120
Ohio 11,405 385.7 49,905 29,049
Oklahoma 3,487 95.3 14,919 26,051
Oregon 3,522 115.1 19,252 27,796
Pennsylvania 12,324 424.8 49,459 30,928
Rhode Island 1,069 37.0 5,856 31,285
South Carolina 4,103 122.3 19,669 25,200
South Dakota 760 25.8 3,000 28,617
Tennessee 5,790 1914 20,564 27,828
Texas 21,722 775.5 82,621 28,029
Utah 2,337 73.6 11,534 24,675
Vermont 616 19.4 3,639 30,392

(continued)
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TABLE 11.1 (Continued)
U.S. State Governments Data Summary

Population in Gross State Total Revenue Per Capita
Thousands, Product in Billions in Millions of Personal
State July 2002 of U.S. Dollars, 2002 U.S. Dollars, 2003 Income, 2000
Virginia 7,286 288.8 28,185 32,903
Washington 6,066 234.0 29,661 32,738
West Virginia 1,805 453 9,766 23,995
Wisconsin 5,439 189.5 25,165 29,824
Wyoming 499 20.3 3,403 31,817

Sources: From U.S. Census Bureau, http: /www.census.gov/govs/www/statetax.html (revised 27 April 2005); U.S. Bureau
of Economic Analysis Survey of Current Business, July 2005, and Internet site at http:/www.bea.doc.
gov/bea/regional/ gsp/and http:/www.bea.doc.gov/bea/newsrelarchive/2005/gsp0605.pdf\ (released 23 June
2005); For population data: U.S. Census Bureau, http:/www.census.gov/popest/archives/2000s/vintage_
2001/CO-EST2001-12/CO-EST2001-12-00.html.

? Duplicate intergovernmental transactions are excluded.

TABLE 11.2
OECD Country Data Summary, 2002

Population, Gross Domestic Product (GDP), General Government
Country in Thousands in Billions of U.S. Dollars Revenue as percent GDP
Canada 31,373 724.3 41.2
Mexico 101,398 648.6 n.a.
United States 287,941 10,417.6 32.6
Australia 19,641 4253 36.8
Japan 127,435 3,904.8 30.3
Korea 47,615 548.9 32.3 (2002)
New Zealand 3,939 60.5 43.4 (1997)
Austria 8,084 207.8 50.9
Belgium 10,333 251.8 50.5
Czech Republic 10,201 73.8 42.8
Denmark 5,374 173.9 574
Finland 5,201 135.5 54.4
France 59,678 1,457.4 50.2
Germany 82,456 2,017.0 45.0
Greece 10,988 135.0 45.3
Hungary 10,159 65.6 43.4
Iceland 288 8.7 44.9
Ireland 3,917 122.8 33.1
Italy 57,474 1,219.0 45.6
Luxembourg 446 22.6 46.7
Netherlands 16,149 437.8 45.9
Norway 4,538 190.3 57.6
Poland 38,232 198.0 n.a.
Portugal 10,380 127.5 43.2
Slovak Republic 5,379 24.5 453

Spain 41,314 686.1 39.9
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TABLE 11.2 (Continued)
OECD Country Data Summary, 2002

Population,  Gross Domestic Product (GDP), General Government

Country in Thousands in Billions of U.S. Dollars Revenue as percent GDP
Sweden 8,925 243.6 58.1
Switzerland 7,285 276.2 35.6

Turkey 69,626 184.2 n.a.

United Kingdom 59,322 1,571.4 394

OECD Total 1,145,090 26,558.6

G-7 Nations 705,679 21,311.5

Euro Zone Countries 306,419 6,820.4

European Union 15 380,040 8,809.2

Source:  From Organization for Economic Cooperation & Development, OECD in Figures 2004 and 2005
Editions. Available online at http:/www]1.oecd.org/publications/e-book /0104071 E.PDF#search=%
22 OECD%20in%?20Figures%202004%22.

a. Is comparing U.S. state economies with the economies of foreign countries a valid one-for-
one comparison? How do GSP and GDP differ from one another? (You can check the
relevant definitions on the website of the U.S. Commerce Department’s Bureau of Economic
Analysis.) What aspects of a national economy are not present in a state economy? Are the
institutions of economic management the same? How do they differ? Be brief.

b. Compare the data on the size of the government sectors in the case of U.S. states in Table
11.1 with the wealthy nations of the OECD in Table 11.2. What can you learn from
comparing revenues as a percent of GDP or GSP? Is there any additional information that
you would want to know before reaching any hard conclusions about how large and
extensive are the governments of the American state in comparison with the OECD coun-
tries? (In other words, on the basis of a numerical comparison, is it meaningful to conclude
that one government is, for instance, two times the size of another one?).

2. Comparing the sub-national tax systems of two countries can be extremely treacherous. There
may be many differences that can combine to confound the researcher’s best efforts to make
valid comparisons. Following is a sample of some of the sources of difficulty: the taxes that are
employed vary broadly; the items which are subject to taxation are at least partly a function of
the country’s history; there may be in place a rather arcane structure of taxes that are assigned
or shared between the national, regional, and municipal authorities; the types and amounts of
intergovernmental transfers may be quite unique; tax administration may be decentralized or not,
and can be highly selective, or even downright corrupt; finally, the tax regime may be highly
unstable, and subject to frequent change by the legislature.

A useful illustration of the difficulty making comparisons would be to compare the sub-national
tax structures of the United States and Russian Federation. Complete the following tasks, using
the data that is provided in Tables 11.3 through 11.6 in the accompanying Excel data files.

a. A reasonable starting point would be to calculate the percentage shares of the various taxes
that are collected. Create pie charts for both the US states and Russian regions, indicating the
relative shares of various taxes that are collected for a given year, say, 2003. Does this
comparison provide you with any useful information or insight?

b. Much can be learned from discerning the relative authority of federal and regional officials to
set tax rates, determine the items that are subject to taxation, and allocate tax proceeds
between the national, federal, and local levels. A summary of such authority over the Russian
sub-national tax system in 2003 is provided in Table 11.5. You may rely upon what you
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TABLE 11.3

U.S. State Governments Revenue Summary, By Source, 1990-2003

Revenue Item

Total Revenue
General revenue
Taxes
Sales and gross receipts
General
Motor fuels
Alcoholic beverages
Tobacco products
Other
Licenses
Motor vehicles
Corporations in general
Other
Individual income
Corporation net income
Property
Other
Charges and miscellaneous
Intergovernmental revenue
From Federal Government
Public welfare
Education
Highways
Health and hospitals
Other
From local governments
Utility revenue
Liquor store revenue
Insurance trust revenue®
Employee retirement
Unemployment compensation

Total (Millions of Dollars)

Per Capita (Dollars)?

2000

1,260,829
984,783
539,655
252,147
174,461

29,968
4,104
8,391

35,222

32,598

15,099
6,460

11,039

194,573

32,522

10,996

16,819

170,747
274,382
259,114
147,150

42,086

23,790

14,223

31,865

15,268
4,513
3,895

267,639
230,166
23,260

2001

1,180,305
1,049,298
559,679
258,018
179,319
31,026
4,167
8,644
34,863
32,866
15,141
6,384
11,341
208,079
31,687
10,430
18,597
183,998
305,621
288,309
165,800
45,760
27,894
16,426
32,428
17,312
6,930
4,092
119,985
79,527
23,221

2002

1,097,829
1,062,305
535,241
262,361
179,665
31,968
4,249
8,902
37,576
35,391
15,641
5,842
13,908
185,697
25,123
9,702
16,967
191,641
335,423
317,581
181,517
51,103
29,641
17,875
37,445
17,842
11,935
4,288
19,301
—25,244
26,960

2003

1,295,659
1,112,349
548,991
273,811
184,597
32,269
4,399
11,482
41,065
35,863
16,009
6,129
13,725
181,933
28,384
10,471
18,529
201,741
361,617
343,308
196,954
56,362
29,481
19,559
40,951
18,309
12,518
4,518
166,274
110,839
35,191

2000 2001 2002

4,489 4,145 3,820
3,506 3,685 3,696

1,922 1,966 1
898 906
621 630
107 109

15 15
30 30
125 122
116 115
54 53
23 22
39 40
693 731
116 111
39 37
60 65
608 646
977 1,073 1
923 1,013 1
524 582
150 161
85 98
51 58
113 114
54 61
16 24
14 14
953 421
820 279
83 82

,862
913
625
111

15
31
131
123
54
20
48
646
87
34
59
667

,167

,105
632
178
103

62
130
62
42
15
67
—88
94

2003

4,464
3,833
1,892
943
636
111
15
40
141
124
55

21
47
627
98
36
64
695
1,246
1,183
679
194
102
67
141
63

43

16
573
382
121

Source: U.S. Census Bureau, 1990, State Government Finances, series GF, No. 3; thereafter, <http://www.census.

gov/govs/www/state03.html>.

* 1990 based on enumerated resident population as of April 1 of that year.

® Includes repayments.

TABLE 11.4

Russian Federation Regional Revenue Summary, By Source, 2000-2003

Billions of Russian Rubles Per Capita
Revenue Item 2000 2001 2002 2003 2000 2001 2002 2003
Total Revenue 1,129 1,342 1,644 1,929 7,711 9,210 11,325 13,344
Enterprise Profit Tax 221 300 291 356 1,508 2,059 2,004 2,463
Personal Income Tax 147 253 358 456 1,004 1,736 2,466 3,154
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TABLE 11.4 (Continued)
Russian Federation Regional Revenue Summary, By Source, 1990-2003
Billions of Russian Rubles Per Capita
Revenue Item 2000 2001 2002 2003 2000 2001 2002 2003
Value-Added Tax (VAT) 85 2 0 0 580 14 0 0
Excise Taxes 35 40 49 90 239 275 338 622
Sales and Imputed Taxes 47 66 77 77 321 453 820 532
Property Tax 63 88 119 136 430 604 820 941
Other Tax Revenues 143 123 205 214 977 844 1,412 1,480
Nontax Revenue 61 86 125 175 417 590 861 1,211
Budgetary Funds® 203 142 125 105 1,387 975 861 726
Transfers (Net)” 123 242 293 322 840 1,661 2,018 2,227
Memorandum: Rubles per US Dollar 28.2 30.1 31.8 29.5
Population (thousands) 146,405 145,710 145,167 144,558
(Est.) (Est.) (2002 Census) (Est.)

Source:  For 2000-2003 Data: International Monetary Fund, Russian Federation: Statistical Appendix, Country Report
05/378, October 20, 2005; available at: <http:/www.imf.org/external/pubind.htm>; Per capita data are the

author’s calculations.

? Including all territorial road funds.
® Including net budgetary loans.

TABLE 11.5
Russian Regional Taxes and Fees, 2003

Tax

Enterprise Profit Tax

Personal Income Tax

Property Tax

Excise Taxes on Alcoholic
Beverages
Excise Taxes on Motor Fuels

Fee for Needs of Instructional
Institutions
Sales Tax

Payments for the Use of the
Forest Fund: (a) Forest Duty
(b) Rental Income

Tax Imposed
by

Federal Bodies

Federal Bodies

Federal Bodies

Federal Bodies
Federal Bodies
Regional
Bodies
Regional

Bodies

Federal Bodies

Tax Rate
Determined by

Regional Bodies within
Limits Established by
Federal Legislation

Federal Bodies

Regional and Local Bodies
within Limits Established
by Federal Legislation

Federal Bodies

Federal Bodies
Regional Bodies

Regional Bodies within
Limits Established by
Federal Legislation

Regional Bodies Set
Specific Rates; Minimum
Rate is Defined by Federal
legislation

Revenue
Distribution

Percentage Distribution Defined in
Annual Federal Budget Law [For
2003: 50 percent to the regions;

50 percent to the central government]

For 2003: 100 percent to Regional
Budgets

100 percent to Regional and Local
Budgets

100 percent to Regional Budgets

60 percent to Regional Budgets

100 percent to Regional Budgets

40 percent to the Regions; 60 percent to
Budgets of Municipalities within
Each Region

For 2003: 50 percent of Revenues in
Excess of the Minimum Rate Accrues
to the Federal Budget

(continued )
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TABLE 11.5 (Continued)
Russian Regional Taxes and Fees, 2003

Tax Imposed Tax Rate Revenue
Tax by Determined by Distribution
Transport Tax Regional Regional Bodies within 100 percent to Regional Budgets
Bodies Limits Established by

Federal Legislation

Source: Center for Fiscal Policy at: <http:/english.fpcenter.ru/>.

Note: Excluding an array of relatively minor taxes, such as: Natural Resources tax, Gambling tax, Various Licensing and
registration Fees, Water Use Fees, Green Tax, Fauna Use Tax, and the Unified Agricultural Tax.

TABLE 11.6
Russian Tax Sharing Rates, 1991-2002
Excises on
Enterprise Personal Value Excise on Domestic
Profits Tax Income Tax  Added Tax Alcohol Energy Tax Consumption
1991 Basic Law on 100 percent 100 percent 100 percent 50 percent n.a. n.a.
Principles of Taxation Regional Regional Federal Equal Shares
1992: 1Q 47 percent 100 percent  Ad hoc 50 percent 100 percent  n.a.
Federal Regional Negotiations Equal Shares Federal
53 percent
Regional
1992: 2Q-4Q 41 percent 100 percent 80 percent 50 percent 100 percent  n.a.
Federal Regional Federal Equal Shares Federal
59 percent 20 percent
Regional Regional
1993 31 percent 100 percent 80 percent 50 percent 100 percent  n.a.
Federal Regional Federal Equal Shares  Federal
69 percent 20 percent
Regional Regional
1994: 1Q 37 percent 100 percent 75 percent 50 percent 100 percent 100 percent
Federal Regional Federal Equal Shares Federal Regional
63 percent 25 percent
Regional Regional
1994: 2Q-4Q 37 percent 100 percent 75 percent 50 percent 100 percent 100 percent
Federal Regional Federal Equal Shares Federal Regional
63 percent 25 percent
Regional Regional
1995 34 percent 10 percent 75 percent 50 percent 100 percent 100 percent
Federal Federal Federal Equal Shares ~ Federal Regional
66 percent 90 percent 25 percent
Regional Regional Regional
1996 34 percent 10 percent 75 percent 50 percent 100 percent 100 percent
Federal Federal Federal Equal Shares Federal Regional

66 percent 90 percent 25 percent
Regional Regional Regional
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TABLE 11.6 (Continued)
Russian Tax Sharing Rates, 1991-2002

Exises on
Enterprise Personal Value Excise on Domestic
Profits Tax Income Tax Added Tax Alcohol Energy Tax Consumption
1997 34 percent 100 percent 75 percent 50 percent 100 percent 100 percent
Federal Regional Federal Equal Shares Federal Regional
66 percent 25 percent
Regional Regional
1998 34 percent 40 percent 75 percent 50 percent 100 percent 100 percent
Federal Federal Federal Equal Shares Federal Regional
66 percent 60 percent 25 percent
Regional Regional Regional
1999: 1Q 37 percent 14 percent 75 percent 50 percent 100 percent 100 percent
Federal Federal Federal Equal Shares Federal Regional
63 percent 86 percent 25 percent
Regional Regional Regional
1999: 2Q-4Q 37 percent 14 percent 85 percent 50 percent 100 percent 100 percent
Federal Federal Federal Equal Shares Federal Regional
63 percent 86 percent 15 percent
Regional Regional Regional
2000 37 percent 14 percent 85 percent 50 percent 100 percent 100 percent
Federal Federal Federal Equal Shares Federal Regional
63 percent 86 percent 15 percent
Regional Regional Regional
2001 31 percent 1 percent 100 percent 50 percent 100 percent 100 percent
Federal Federal Federal Equal Shares Federal Regional
69 percent 99 percent
Regional® Regional
2002 31 percent 100 percent 100 percent 50 percent 100 percent 100 percent
Federal Regional Federal Equal Shares Federal Regional
69 percent
Regionalb
Source: Jorge Martinez-Vazques, “Asymmetric Federalism in Russia: Cure or Poison?” International Studies Program

Working Paper 03-04 (December 2002), Andrew Young School of Policy Studies, Georgia State University.
Available online at: <http:/isp-aysps.gsu.edu/papers/ispwp0304.html>.

? In 2001 a local Enterprise Profits Tax was introduced; the reported regional share includes the municipal 5 percent.

® In 2002 the local Enterprise Profits Tax rate was 2 percent; the reported regional share includes the municipal 2 percent.

know about the independence of U.S. state and federal tax systems. Based on the information
in this table, are the U.S. and Russian sub-national tax systems comparable? How are they
different? How would research comparing the U.S. and Russian sub-national tax systems be
affected by the apparent legal and institutional differences between them?

A critical question for many comparative tax studies would concern the relative stability of
the revenue stream. The Russian tax system traditionally shares the yields of the most ample
revenue sources between the central government, and the regions, on an originazation basis
(i.e., if the Enterprise Profits Tax is shared 69:31 in favor of the regions, then 69 percent of
the tax collected, say, in the Volgograd region would accrue to that region’s government).
Using the time series data which is provided in the accompanying table, what implication for
the stability of Russian regional revenues would the changing sharing rates hold for Russia’s
regions? Are U.S. state revenues more stable? Does it matter? Why or why not?
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12.1 INTRODUCTION

Although the emphasis in public administration and public management textbooks has been on
management, law is a foundation for democratic governance. Public administration involves
implementing policies and programs that are delegated to it by law. The sources of legal obligations,
duties, and restrictions for public administrators include constitutions, statutes, administrative
regulations, executive orders, treaties, and court decisions. American government operates under
the rule of law. Locating the sources of these legal obligations and restraints through legal research
is useful to students and public administrators.

Administrators and policy analysts should have a general understanding of techniques and tools
of legal research to understand their duties and to understand how policies change. Legal research
and analysis are the foundational skills of the judiciary and the legal profession. These skills are
taught in law school and honed in practice, but there are strategies, techniques, and design
considerations from legal research that have practical applications for public administration. Often
the questions that arise in legal practice are about disputes and are in preparation for advocacy.
Other times the questions arise in proactive advice on the legality of an action. Practice involves real
questions, real disputes that require opinions, decisions, and action. Public administration and policy
analysis share this practice and action orientation.

This chapter explains how legal research techniques can assist students and practitioners of
public management and public policy analysis. It undertakes this task by considering these areas:
research strategy; preliminary research considerations; starting points; unfamiliar areas and general
overviews; statutory provisions and enacted law; locating a specific case; locating cases regarding
an issue; controlling law; iterative process and interpretation; and legal sources as data.

189
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12.2 RESEARCH STRATEGY—AUTHORITY OR DATA

Law is dynamic and this affects the research strategy. Law changes with the enactment of statutes and
the promulgation of regulations. These enactments are formal statements of policy. Law changes
when courts interpret enacted law or when appellate court decisions determine whether to follow,
distinguish or overrule common law precedent. “[A] reasonably competent public official should
know the law governing his conduct” Harlow v. Fitzgerald, 457 U.S. 800, 819 (1982). This is a matter
of constitutional competence (Rosenbloom, Carroll, and Carroll, 2000). The general public is
expected to follow the law, or as the saying goes “‘ignorance of the law is no excuse.”

What you want to know and the type of data available are important aspects of every research
strategy. Some considerations include: How will the information be used? Is the subject of research
for a program evaluation or for a research paper? In social science research, the two major types of
research are quantitative research using statistical analysis and qualitative research. Legal research
can be considered more like qualitative research. There are some distinctive aspects of legal research,
including the resources, the mode of analysis, and the technical language of legal documents. Legal
research techniques and resources are used for the practice of law to locate legal authority, and they are
used in public administration and policy research.

Legal research and analysis is a skill used by a profession. Lawyers conduct research in
response to a problem involving a question about what is the controlling legal authority—the
socially binding rule—for a given situation. Legal research is conducted to resolve a dispute or to
provide advice for operations or policy. Research for legal authority is part of the preparation for
advocacy, in litigation or in alternative dispute resolution forums. Understanding the factual
situation, the evidence and circumstances is also essential for lawyers. Clients request and pay
lawyers for advice based on legal research and analysis. Thus most legal research, unlike basic
science or much academic social science research, is purposive and practical. There are real-life
consequences to this applied research.

Legal research is used by scholars to analyze the development of rules and social norms, or to
critique legal decisions or advocate changing policy. For example, the approach of analyzing a
selection of Supreme Court decisions was used by Frederickson (1990) to consider how court
decisions impose social equity obligations on administrators; Rosenbloom (2000) showed how the
administrative state is subject to constitutional duties as defined by the court; and Lee (2004)
examined the judicial requirements of reasonableness. In other articles, the legal structure and
obligations of corporations and partnerships are compared to public entities (Beckett, 2000) and the
common law and equity doctrines are linked to administration (Green, 2001).

Legal scholars, social scientists, historians, and linguists use the techniques and resources of
legal research. They may consider links between administrative law and the processes affect
administration. For example, the process and politics of rulemaking have been a frequent subject
of inquiry, and in this context both the statutory delegation of authority and legal challenges to the
rules have been analyzed. Questions of compliance and development of regulations are raised
(DeHart-Davis and Bozeman, 2001; Shapiro, 2002). Rules may be seen as tools of administrative
process or indications of policy (West, 2005). Concerns of legalistic behavior or rigid adherence to
rules have been analyzed (Kagan, 1991) and one case study shows developing alternative dispute
resolution techniques can improve agency operations (see, Carnevale, 1993).

Comparing and analyzing legislation can be part of the research design in evaluating the
development of a policy. For example one research design included evaluating government regu-
latory process controls found in legislation in a number of states (Shapiro, 2002). The text and
statutes may be evaluated in relation to fiscal concerns such as budgeting, and income tax laws and
regulations (Saxton, Hoene, and Erie, 2002).

Landmark cases and appellate decisions have been studied regarding public policy and man-
agement. For example, the public law litigation strategy of interest groups suing to change
government policy and practices (Schuck, 1983) has been studied in relation to structural reform
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of agencies (Bertelli, 2004) and in changes in policy and administrative practices in schools,
prisons, and social services (Frederickson, 1990). Often litigation involving government has
been studied more with the focus of how individuals and interest groups can change policies
through the courts. Government can also develop policies through a series of administrative
adjudications under the Administrative Procedure Act (West, 1982). But government may also set
policy through litigation as well, for example the states’ attorneys general suing tobacco companies
(Derthick, 2005).

Understanding the types of factual situations that give rise to government enforcement of law, or
in the lawsuits against government, can provide insight into practices, but the logic of precedent and
stare decisis means that appellate decisions on a given topic are not a measure of central tendency or
typical practices. Instead, the logic of appellate review requires that parties appealing a case raise a
new question of law or seek a change in the existing law. This means appellate cases focus on legal
questions regarding precedent and interpretation of law rather than factual issues. This logic of
precedent and judicial review means that the appeals raise exceptions to the current laws or present
situations that have not been considered before. When there is a cluster of reported opinions in a
particular area this does not necessarily mean that there is a common problem; for lawyers, rather, it
means that law relating to this area is unsettled. This makes published court opinions rarely
amenable to quantitative research methods.

Legal resource may provide data for research involving understanding government actions or
policy development. The primary documents of legal research—published cases, published laws
and rules, and the published legislative histories—can serve as data for a qualitative research
project. Using materials from legal research would be an unobtrusive approach to gathering data.
But, before developing this type of design, the researcher should understand how legal authority is
developed, collected, and categorized.

12.3 PRELIMINARY RESEARCH CONSIDERATIONS

Law is recorded in books. For the legal profession, legal research is the search for authority that is
recorded in volumes of official statutes and court decisions. The established tradition of legal
research is library research. Constitutions, statutes, rules, and regulations are published. Case
decisions are published. To locate these published materials, researchers need a basic understanding
of the system of cataloging and citation, and the tools of cross-referencing. Many of the published
resources and effective tools are compiled by private publishers. The same type of information may
be available through the internet, but not for free; this legal information is available by subscription
and high fees. Even in this day and age of internet, many law libraries are accessible only to those
who pay membership fees. This chapter will use examples based on commonly available library
resources and some public access Web-based resources.

There are different search strategies to locate materials. Some individuals may want to locate a
statute or ordinance that provides the delegated authority to an agency. Others may want to go
beyond the sentence or paragraph of information provided in a text book and to read the entire
decision of a prominent case. When the citation to the case, statute or rule is known, locating
the specific materials is a matter of pulling the book from the shelf, or entering the citation into the
online legal search engine. This requires a basic understanding of the legal citation format and
the legal resource materials. If the citation is incomplete, or if there is a general area of interest, this
requires knowledge of general legal resources and finding aids.

Locating the materials involves knowing what types of books to look for and knowing how to
find materials in those volumes. Citation systems provide concise and consistent ways to reference
and locate materials. Understanding legal citation and style are detailed in the Bluebook, now in its
18th edition (2005). In addition to explaining how to cite legal materials in briefs and legal
publications, the listings of types of publications may provide additional resources to explore, the
Bluebook also includes discussions of how to cite materials such as United Nations materials or
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unpublished government papers. These guidelines can help a person decipher an unfamiliar citation
found in a legal periodical.

Legal citation follows the general form of volume or chapter number, series or publication,
page or section number. For example the case quoted above, Harlow v. Fitzgerald, 457 U.S. 800,
819 (1982), is found in volume 457 of the series the U.S. Supreme Court Reporter at page 800. The
quote is found on page 819, and the case was decided in 1982. Harlow brought the appeal to
the Supreme Court. Many times state cases and lower court federal cases include the location of the
court in the parenthesis with the date. Often times, cases included parallel citations, or the location
where the case can be found in different publishers reporters. The sections for statutes may change
and so the form is slightly different. For statutes and rules, the numbering system does not use the
book volume number and page; instead, the title, chapter or sub-chapter of the code is given first
followed by the name of the series, and then the section of the code is given rather than page
number. For the example of 42 U.S.C.A. §1983: the title is 42, the series is the United States Code
Annotated and the section is 1983.

Cases are collected in multi-volume sets of reporters and statutes are published in multi-volume
codes. Some common abbreviations for federal case reporters: U.S., S.Ct, and LEd2d contain U.S.
Supreme Court opinions produced by different publishers. The F2d or F3d reporters contain Federal
appellate court opinions. The F.Supp. contains opinions on questions of law by federal trial courts.
State court opinions may be published by one of the dominant publishers, such as West or BNA, or
by smaller publishers.

In legal research, publishers typically provide explanatory materials and research aids in the
introductory materials in the front of the volumes. Materials include editor’s introduction, table of
abbreviations, table of contents, indexes, annotations, and updates. The editor may explain the
method and terms for categorizing materials and this helps in locating similar materials. These basic
tools can be very useful and should not be overlooked. Being able to examine these explanatory
materials is one benefit of starting the research in a library.

12.4 STARTING POINTS

Lawyers conducting research look for the relevant, applicable, and controlling law. They use a
process that includes repeating the research probe in a number of sources. There are a cluster of
preliminary questions in legal research design. What jurisdiction is involved? What is the substan-
tive area of law that defines rights and obligations? Does the research need to consider cases,
statutes, rules, or constitutions or some combination of these? What are the legal procedures that
need to be followed? Where does someone begin to look for the types of legal authority the situation
may involve? There are a number of places to start to locate authoritative law, and jurisdiction is a
good starting point.

Jurisdiction is important. Statutes and judicial precedents are authoritative only within the juris-
diction that issued them. In the American system that is divided between state and federal
jurisdictions this means that there are multiple laws that must be evaluated. Although there are
legal issues and problems that are predominately federal or state, often there are areas of overlapping
jurisdiction. This leads to complexity in research and in application. Knowing what jurisdiction
applies helps focus research on the applicable series of publications or specifies the starting page in
search engines.

Determining what the legal issues are the next major focus for legal research. The concern is
substantive legal authority and how it is categorized. Substantive issues may include: What can an
agency do if a contractor fails to provide services? Is an agency liable for negligence when an
employee exceeds the scope of one’s responsibility? Can the residents of a nursing home challenge
the decertification by the agency? Finding and interpreting the substantive legal authority is the
complex and this is specialized knowledge that is developed both in law school and in legal practice.
The following section discusses resources that can provide a general overview.
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12.5 UNFAMILIAR AREAS AND GENERAL OVERVIEWS

Lawyers through education and experience have learned generally the way law is classified and
categorized, but there may be times when an area is unfamiliar to them. In this situation, rather than
starting with statutes or cases, it can be useful to begin with sources that can provide a general
overview.

Consider the following situation and list some of the legal concerns it may raise. A local
government operates a landfill as part of its trash pickup services and public health responsibilities
for its citizens. The government wants to limit the landfill deliveries to local haulers only.

This simple scenario may involve various administrative and political concerns, and there are a
number of legal issues as well. This scenario involves local governmental authority expressed in
state law. It involves issues of state or local regulations. It also involves questions regarding
hazardous waste disposal that are categorized under environmental laws. These areas seem to be
clear enough. Yet this situation also involves constitutional issues that were raised in a series of
cases. In an article in Public Administration Review, O’Leary (1997) explained the Supreme Court
has held that to limit landfill access to only local haulers violates the U.S. Constitution commerce
clause because trash was related to interstate transportation.

Suppose a student wanted to follow up on the O’Leary article and learn more about the general
law relating to local governments or environmental law, or suppose a student wants to learn more
about employment or labor law. There are general legal materials that give overviews of law and
provide references and citations to other materials. What if the student wanted to look up these cases
O’Leary discussed to see if there were more recent cases on this topic? What if a student wants to
review other cases or statutes that are mentioned in books or articles? How is this done? Some
strategies to locate sources or conduct more specific searches are discussed below.

For the trash hauling scenario, overviews of the law relating to local government regulation of
health, safety, and welfare, including trash pickup and landfills, may be of interest. A good starting
place is to go to a law library and use a legal encyclopedia to get a general overview of law. The two
general legal encyclopedias are American Jurisprudence (2005) or Corpus Juris Secundum (Mack
and Kiser, 2005) (commonly called AmJur and CJS, respectively). Both encyclopedias give
overviews of law and may provide references to cases from individual states. They take slightly
different approaches; CJS provides general information about the established law and AmJur
provides more information for litigation. Both are published by West and use the Key Number®
classification and cross-referencing system. West is now the major publisher for legal materials.
Using its key number system gives access to materials in digests, annotations, and cases, and it is an
important locator tool in legal research.

Beginning with an encyclopedia can inform a student about the settled substantive law. It can
give a researcher insight into the way law is categorized, indexed, and classified. It can inform a
student of legal terminology as well. Like many professions, law has its distinct language and terms;
because legal research involves so many technical terms an essential reference tool is a legal
dictionary.

Other general law library sources include specialized multivolume treatises that explain an area
of law and provide references that help locate more specific source materials. There are treatises on
many areas including local government, environmental, employment, tax, administrative law and
other topics. Three other types of overview materials may be helpful: restatements of law, horn-
books, and uniform laws. The restatements and hornbooks are used by law students because they
summarize established common law doctrine in areas such as property, contracts, and torts. Uniform
laws have been developed by committees of lawyers for states to adopt. There are also many law
review journals that include articles related to a research interest; law review articles include
analysis, explanation, and normative positions or advocacy regarding legal and policy concerns.

There are other helpful books that contain concise overviews of legal areas that are developed
for students and the general public. These range from the West “Nutshell Series” that are often used
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by law students to the NOLO publications that are written to help the general public handle legal
matters. For instance, there is a Legal Research in a Nutshell (Cohen and Olson, 2003). There are
books providing greater detail on legal research and analysis. Some university and law school Web
pages provide information on legal research, and there are a number of Web pages of differing
quality that provide information on law.

12.6 STATUTORY PROVISIONS AND ENACTED LAW

Policy is enacted through legislation and rules, and policy may be found in administrative inter-
pretation of legislation. There may be questions of constitutional authority and the constitutional
text. Thus locating applicable provisions of enacted law may be part of a research strategy. Most
enacted laws are codified, but other information may be contained in the session laws. Consider the
following: Although many are familiar with the concept of equal opportunity in employment either
as commonly understood or as explained in public personnel texts, a student may wish to research
how equal opportunity policy originated and evolved. There are many legal sources that may be
useful for this problem. The research strategy may include reading the executive orders, attorney
general opinions, and legislation that used the term ‘“‘equal opportunity.” Even after finding these
sources, a researcher may want to locate and read cases that have considered “‘equal opportunity”’ in
specific contexts to understand the different ways the term has been presented by litigants and to
understand how the courts have applied the term.

One starting point to locate legislation online is USA.gov. This general portal has links to many
federal and state Web sites that may include current legislation, statutes, and constitutions. A quick
visit to this site shows there is enormous variability of what is available. Recent bills and acts can be
found on Congressional Web pages—which is the Library of Congress Thomas site [http: /thomas.loc.
gov/]. One caution, “‘recent” usually means within the last three years. Another source of Federal
codified statutes is at the site of the Office of the Law Revision Counsel [http://uscode.house.gov/].
Both of these federal sites can be searched using general and advance search strategies.

Finding statutes on the Web may not be the most efficient or effective research approach, especially
if there is a common phrase used as the primary search term. Even when the section of statute can be
directly located, the result may be misleading if the researcher does not consider the broader chapter in
the code. One problem of searching online is that it may be difficult to read the entire statute because
many Web-based statutes often display only one small section, and they are not constructed to browse
through preceding and succeeding sections or subsections of a chapter. It is possible to browse federal
statutes on the Office of the Law Revision Counsel site. The useful annotations to statutes are compiled
by private publishers and so they are not available on free Web sites.

Using statute books has advantages. It is easy to see how the titles are organized: for instance,
Title 42 in the U.S. Code includes Public Health Safety and Welfare Section 1983 included in
Chapter 22, Civil Rights. Thus, the interrelated chapters and sections may be easier to understand
in bound volumes. The typical format for a chapter in codified statutes includes a statement of public
purpose of the act in the first section; this is followed by a definition section and then a number of
substantive sections of the act. Reviewing or skimming the chapter may provide helpful and essential
information in understanding the section. In the American system, interpreting a statute is not limited
simply to reading one section of a statute, but includes considering other sections of title or chapter.
Skimming neighboring sections of the statute may reveal other relevant portions of the law.

A visit to a law library to use annotated statutes provides a wealth of information and cross-
references. The entire set is available and so it is easy to move between sections. The information
contained in an annotated statute book includes: (1) the legislative history of when the law was
passed or amended and often a reference to the page in the session law volume; (2) references to
catalog cross-reference system such as West Key Numbers; (3) references to authoritative law
review articles; (4) annotations or articles in other legal works such as encyclopedias; (5) indexes
with categories for cases; and (6) abstracts of cases that considered the statute. Legal researchers
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also check the pocket parts of published volumes. Because statutes are often amended or revised, the
publishers annually print “pocket parts” or paperback volumes that include updates in the laws and
the annotations.

When a person knows the full citation, it is fairly easy to locate enacted statutes online; state and
federal governments include statutes in their official Web pages. Sometimes statutes are also
available on public access legal Web pages. Often there is a set of state and the federal codified
statutes at the local library for larger cities and at college libraries. The noncodified statutes, such as
session laws, can be found in law libraries. Law school libraries and State Supreme Court libraries
often have statutes for all states. However, city or county ordinances and codes often are simply not
available online. Sometimes they are not at a public library. It may take a few phone calls and a visit
to City Hall or the city prosecutor’s office to locate a copy of the city ordinances.

12.7 LOCATING A SPECIFIC CASE

Students may want to find a specific case. For instance, oftentimes there is a landmark opinion that
is fairly well-known or influential cases are mentioned in textbooks. To understand the policy or
administrative issues, a person will want to locate these decisions of the court. For instance, many
know that Brown v. Board of Education is credited with prohibiting race-based discrimination in
public schools. Perhaps a student wants to know more about the case because it was mentioned in a
class or because a researcher read Henderson’s Public Administration Review article (2004).
Reading the decision may provide insight into: how the case came to the court; what the court
Considered to be the legal issue; how the court rejected the precedent; how the court interpreted the
Constitution as a source of policy; and how the court delayed providing a remedy until after another
hearing. Supreme Court opinions are located in reports in a law library and on web sites.

Locating that decision online may not be as efficient as expected. Entering the phrase Brown v.
Board of Education in a general Web browser will produce an enormous number of hits,
so searching the U.S. Supreme Court’s Web page may seem like a better strategy. From the
Firstgov.gov portal, a person can go to the Federal Judiciary Page and then to the Supreme Court
Page. After examining the official U.S. Supreme Court Web page a student will note that it is
ineffectual resource because only recent cases are available here (from the last three years) and cases
that are published in the official reports are not there. However, Supreme Court decisions are often
available on other public access Web sites (such as Findlaw.com). Unfortunately, decisions from
lower Federal Courts or States may not be as available on public access Web sites.

Consider this search example: The problem is how to find the Brown v. Board of Education
case. One site in July, 2007 that allows searches for and displays of full text Supreme Court
decisions is Findlaw. [http://www.findlaw.com/casecode/supreme.html]

Enter the search for “Brown v. Board” in the Party Name Search category.

This leads to the FindLaw page and comes up with the following results and links to the opinion
for each citation. The following list includes the results from the party name search, but which one
of these is the landmark decision?

Brown v. Board of Education, 344 U.S. 1 (1952)

Brown v. Board of Education, 344 U.S. 141 (1952)

Brown v. Board of Education, 347 U.S. 483 (1954)

Brown v. Board of Education, 349 U.S. 294 (1955)

Labor Board v. Brown, 380 U.S. 278 (1965)

South Carolina State Board of Education v. Brown, 393 U.S. 222 (1968)

In the above example the search results show multiple entries. It is common on a word search to
get at least two citations for a case searching the parties’ names for a Supreme Court case. This is
because the first cite is normally the short opinion issued when the Supreme Court agreed to hear the
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case, or where the court granted certiorari. Connecting to the first case listed (344 U.S. 1) and
reviewing the order shows that the case was not just an appeal of one case but that there were a
number of appellate cases joined together under the heading Brown v. Board of Education for
Topeka. The second citation for 1952 (344 U.S. 141) was on a procedural matter whether the State
of Kansas would appear as a party. It is in the 1954 opinion that the court overruled the ‘“‘separate but
equal” doctrine of Plessey v. Ferguson (1896), and the court then continued the case to allow the
parties time to brief and argue for a remedy. An opinion about the remedy is reported in the 1956
opinion. In short, all of the Brown v. Board of Education captioned cases included listed above are
part of the famous controversy. A lawyer reading these cases would look for the legal issue, the
existing precedent, and then the holding or the legal doctrine following from this case. Another point
about the search results is that other cases fit the search criteria; the last two cases included both
Brown and Board in the parties’ names. This illustrates how search criteria sometimes produce
irrelevant results.

Some of the public access legal Web browsers allow a person to search with more specific
information, such as the citation or the date. The advantage is, of course, that it may produce the
specific decision. In the above example, a narrow search would have missed the later consideration
and decisions of the Supreme Court. For legal researchers, merely finding the one case is not seen as
sufficient to consider whether the case is valid authority. Legal researchers also want to know if the
decision was reconsidered, if it was overturned or modified. They want to know the controlling law
and so they check Shepard’s citators, as explained below.

12.8 LOCATING CASES REGARDING AN ISSUE

Often lawyers start with a question about whether some factual scenario is legal or if there is any law
that affects a given situation. Then instead of starting with a section of a statute or a lead case, the
researcher must locate applicable law. Finding relevant statutes may require checking numerous
terms and browsing through sections of the statute book. Using a general resource like an
encyclopedia or treatise may provide cases that seem to be old. However, the citation to an old
case often means the decision is the best presentation of the legal doctrine; this means the case has
an established and enduring precedent, not that it is outdated. The next step to finding relevant case
law in a library involves searching by topic using digests, which are multivolume series of abstracts
organized by jurisdiction and topics.

Finding common law precedent involves a search strategy of defining the issue within existing
categories and using finding aides called digests. Each state and federal jurisdiction has individual
digests. Digests catalog and summarize cases. Like legal encyclopedias, there are chapters and titles
and subject headings. Individual cases are summarized in headnotes that provide a partial case
abstract regarding a narrow legal issue. Headnotes are editorial materials and they are not legally
binding; they are, instead, finding aides to locate applicable cases. The dominant classification for
digests is the West Key Numbers.

The publishers of reporters include editorial materials along with the official case opinion that
may be useful for understanding the law or finding additional materials. Editorial materials include a
““syllabus’ which is a summary of the entire opinion. There are headnotes for issues included in the
case and there is often information about the parties, the lawyers representing them and the judges that
heard the case. None of this material is part of the official opinion, but the syllabus can be helpful in
skimming the case for relevance, and the headnotes serve as a way to locate other cases in the digests.

Legal researchers can scan the digests and case summaries for possible primary and secondary
source materials. Primary materials are the cases that can serve as binding legal authority; primary
cases are from the jurisdiction where the dispute arose, or from courts that govern the issues in the
dispute; sometimes this can be federal, state, or both. If a case is from a court outside the
jurisdiction, it is secondary authority, meaning that at best the opinion is advisory. The search
then turns to reading the cases to locate decisions that address the same facts or the same legal
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issues, or both. Lawyers first carefully read the cases and statutes, and then they will determine what
authority is most pertinent to the situation. If a case is located for the jurisdiction that has the same
facts and legal issue, then it is controlling. But often a search results with either the facts or legal
issue being different. Then the process of reasoning by analogy is used to make comparisons to the
similarities and differences. The most relevant and pertinent cases are then included as authority
either to advise a client or as part of a legal argument before a court. When advice is given to a client
it may be in the form of a written memorandum or opinion. Typically, the controlling law and legal
authority are included in a motion or brief to the court.

12.9 CONTROLLING LAW

For lawyers, legal research is not simply locating one source such as a section of an act or one
landmark case. Instead, the search is first to locate relevant law and then to continue the search to
establish that in the dynamic legal environment no amendments or court interpretations have
superceded the statute and that no relevant case interpretation has overridden, distinguished, or
modified the legal doctrine. Lawyers talk about this as ‘““making sure that the case or statute is still
good law.” The concern in law for jurisdiction and primary sources are a search for the controlling
authority. When courts in another jurisdiction have considered the same factual and legal issue,
the decision is only advisory for legal research purposes.

In addition to locating cases through statutory annotations and from digests, legal researchers
also use commercial citators both to determine if a case is still valid and to provide a resource to
locate other cases. Shepard’s is the dominant publisher of these citator services and conducting a
citation search is called “Shepardizing.”” Shepard’s compiles and updates citations to cases in an
abbreviated and distinctive style. At the beginning of each volume of Shepard’s includes the key and
codes and it explains how to use the citation. The Shepard citators are arranged by the volume,
reporter, and page number. The referenced case is identified by the parties’ names, e.g., Brown v.
Board of Education, and then it is followed by a list of truncated citations that only include the
volume, reporter abbreviation and page. The information for the referenced case begins with parallel
citations to where the same case was published in other reporters, and then it will include citations of
case history for the same case, which explains (in code) if the same case has been appealed or
reconsidered. These case history citations are followed by cites to law review articles or annotations,
and then there are lists of other cases that cite a portion of the opinion. Searching a citator service or
Shepard’s will reveal if a case is overturned, distinguished, followed or broadly cited. There are
series of Shepard’s organized by reporter. There are Shepard’s citations for Federal statutes and
rules. Although there may be a short lag in the printed volume from the online subscription services,
Shepard’s also keeps current through pocket parts and paperback volumes.

12.10 ITERATIVE PROCESS AND INTERPRETATION

In legal research, the evaluation of published cases—normally appellate legal decisions—involves,
separation of factual situation and legal discussion. It is essential to know the legal context and
general framework. Then there is a search for the controlling law. The process is interpretive
and iterative. The legal opinion has consequences as well. The facts are distinctive to the indivi-
dual parties of the dispute and the question of law raised by the parties result in a decision. Thus the
purpose of every legal decision is neither scholarly nor hypothetical. It involves making a choice
between competing parties that often have persuasive arguments supported by legal doctrine. Yet
once the court issues a decision, it applies to the general public until it is overturned by statute or by
case law: this is precedent.

The research strategies used in law involve an iterative process of searching multiple sources
both for the controlling authority—the relevant law—and also to determine that this controlling
authority has not been modified or replaced. The possibility of overlapping authority between
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Federal and state laws is often a consideration in legal research. All these complexities result in
lawyers often issuing legal opinions of what is legal and what is not settled law. For government,
the legal opinions issued by the Attorney General interpreting a legal situation are binding. These
opinions also may explain the appropriate administrative procedure. These opinions are resources
for researchers interested in bureaucracy or policy development.

Since there are a number of possible sources of authority—cases, statutes, and rules—the
legal research norm involves checking and cross checking materials. Doing the legal research in a
law library can be an advantage of pulling books and comparing the different sections or the
different cases. Because many of the finding aids online are expensive, a trip to a law library may
suit a student budget better.

When lawyers read cases, they are attentive to the legal issue or issues in the case, the court’s
explanation or rationale that includes precedent and authority to consider the issue, and to the
holding which is the authoritative statement of the law of the case. Within a decision by the court,
there may be ““orbiter dictum” or discussion and analysis by the judge that is not essential for the
legal resolution of the case. However, for social scientists and historians, the facts of a case and the
dictum may provide important insights about government actions and services, about what issues
judges consider important, about conflicting values, and about societal attitudes.

12.11 LEGAL SOURCES AS DATA

In social science research, the use of case study is often used to understand a situation or a
social construct. So the questions may be: what is the story and what does it mean? Supreme
Court decisions may be used as the factual basis for this type of analysis and discussion. At other
times, case studies are used to probe situations, and a selection of published cases may be
data regarding similar situations. Locating and comparing cases from several states or different
courts may provide insights. Management cases are used in public administration to analyze
decision making and using a published court opinion may provide an alternative view of decision
making practices and priorities.

Legal sources may be considered part of the data for a study that includes either qualitative
or quantitative approaches to research. As the earlier discussion and examples demonstrate, it is
more common to use appellate cases and legal materials in a qualitative manner. Public policy
or management articles may focus on how a landmark case affects administrators or imposes
obligations on them (see, Frederickson, 1990; Rosenbloom and O’Leary, 1997; and Rosenbloom,
2000). This narrative and interpretive approach is common. Sometimes a legal decision emphasizes
the importance of public management practices rather than considering the legal holding in a case.
For example, Grumet (1982) discussed the impact of a case where individual residents cannot sue
regarding nursing home licensing and instead regulators are expected to protect the interest of
the public and residents. In this article, the obligations and responsibilities of the regulators towards
the public was left to agency determination.

There are also qualitative and statistical analyses of data from agency enforcement actions
or from trial court cases involving government. In evaluating litigation there can be a number
of elements to consider: the parties involved, the legal rulings from the judge, and the final decision
in the case. Occasionally, trial court cases or administrative complaints are the data used in a
research design that has a large enough sample for quantitative analysis. These are complaints which
are at the fact-finding level, rather than an analysis of appellate decisions, codified statutes, or rules.
For example, changes in the number and types of Equal Employment Opportunity Commission
(EEOC) discrimination complaints have been studied (Meier, Pennington, and Eller, 2005). Another
example is how regulatory hearings process and petitions for permits were analyzed relating to staff
recommendations and public participation (Rosener, 1982).

Research using data from the hearing (or fact-finding) level involves an understanding of legal
practice, procedure, and terminology. There are two general models that can be used to consider
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legal situations or materials as data for analysis. The first situation may involve selecting a
number of cases from examining the dockets of cases at an agency enforcement level or court
trial level. In an example of this type of research, Rosener (1982) considered a group of petitions
before the hearing board through the entire decision process. The analysis considered petitions, staff
reports, public hearings, public participation, and reported outcomes. To conduct this sort of
research, there may be limited types of material that are available to the general public; the
researcher often needs the access to documents controlled by an agency, and although, in theory,
these are public documents, often matters of litigation or enforcement can be kept confidential under
open records of laws until the dispute is resolved. Thus, cooperation with an agency may be a
necessary prerequisite to study, and to gain access there may be conditions imposed on the
researcher.

Second, although many hearings may be ““on the record” this does not mean that the records are
maintained in a manner that is amenable to study. Hearings on the record may mean that the hearing
was tape-recorded and the tape was kept only until the period for an appeal lapsed. A hearing on the
record at a court trial often means that a court recorder is taking shorthand of the proceedings, but
these notes are only transcribed if a party pays for them. Transcripts may be prepared for appeals,
but as a matter of course, these are not produced. Finally, a research must go to the court or agency
of record to gain access to these materials.

Studying the number of complaints filed regarding a particular action or activity may be
difficult. In looking at cases where a government is sued, the cases are brought against a particular
official, so when someone is aggrieved about Social Security benefits, they sue Secretary Shalala or
Secretary Bowen. This can make tracking down cases difficult. Second, under rules of pleadings, a
complaint must include a general statement of the claim, the facts that support it and the relief
requested. This means the allegations can be general and this may make it difficult to trace and code
from the time of the complaint to the termination of the case. The legal stage of gathering evidence
and data is called discovery, but most of the information gathered is exchanged between parties and
is not kept in the court files and there is no public access.

Following a complaint through to a clear resolution of the case may be difficult as well.
It can take years for civil trial case to go from the date of filing to the verdict from the jury or
judge. Cases may be dismissed for technical reasons (e.g., filed too late) or by agreement of
the parties. Courts often encourage settlements. Learning the resolution of settlements can be
difficult because parties often agree to confidential agreements or settle without admission of
liability. Thus, the ability to present a clear conclusion of winning or losing may be troublesome.
Obtaining and interpreting the legal data requires careful planning and execution in the research
design.

A second type of in-depth study concerns how litigation may affect the management of
public programs. Although it is often noted that court decrees add expenses to the budgets, it is
less often recognized that there is an underlying problem of governance that leads to finding
of negligence or failure to follow the law before a remedy was imposed. Some of the most
difficult cases have been where courts have supervised administrative processes to alleviate past
discrimination. In an exceptional and impressive study of the networks, the problems, and judi-
cial management of public services, Wise and O’Leary (2003) included interviews, court
documents, public records, budgets, and student performance. The methods and legal resource
materials used in this study are worth systematically evaluation (or deconstruction) to show
how qualitative and legal sources can be integrated into a study of policy and management.

12.12 CONCLUSION

Legal research methods are closely linked to a profession, but they are also relevant and important to
governance. Lawyers are trained in locating and analyzing legal materials. The information in a
judicial decision does relate to development of law, and the tradition judges use is to educate and



200 Handbook of Research Methods in Public Administration

explain their reasoning through the rationale in the decision. Lawyers are schooled on how to
distinguish the legal issue from the irrelevant language—the orbiter dicta. They read and interpret
statutes and rules according to the conventions judges require in court cases. Judges expect
administrators to act within the law and to make efforts to understand the law. Legal research skills
aid in finding these legal authorities.

The public understanding of law is often different from lawyers. Often it is the story of what
happened or the drama of who won that is reported in the press. The dicta may be quoted and
remembered because it includes a pithy quote, like Justice Potter Stewart’s concurring opinion
discussing how difficult it is to define hard core pornography, by saying ‘I shall not today attempt
further to define the kinds of material I understand to be embraced within that shorthand description;
and perhaps I could never succeed in intelligibly doing so. But I know it when I see it, and the
motion picture involved in this case is not that.” (Jacobellis v. Ohio, 378 U.S. 184, 197 (1964)).
Balancing this common sense understanding to the requirements of legal interpretation is a
challenge in public policy and public management.

Administrators and legislators may be faced with defining terms, interpreting, and applying
policy. How law is used and affects administrators is an interesting and important part of govern-
ance. Including legal resource materials as part of research design for public management and public
policy considerations provides depth. Legal research techniques and resources can provide data,
concepts, contexts, and insight into policy and administration. In conclusion, understanding legal
research skills and practices can provide valuable information in designing and conducting research
about governance.

EXERCISES

1. Consider what information is available on the U.S. Supreme Court’s official Web page
A. What information is available for the most recent term Supreme Court Term at their official
site? [http: /www.supremecourtus.gov/opinions/opinions.htmi]
(a) list of cases
(b) schedule of arguments and decisions
(c) briefs
B. For the Supreme Court how many years of decisions are available on this site? Is it more or
less than the last 3 years?
2. Locating federal statute by a phrase
A. If you search the Office of Law Revision Counsel [http://uscode.house.gov/] for the phrase
“equal opportunity” how many documents do you think you will locate?
(a) fewer than 200
(b) between 200-500
(c) between 500-1000
(d) more than 5000
Even reviewing 200 documents can be time-consuming, and so developing and using a search
strategy that is more specific, or relates to a specific act saves time. (7992 documents were found
when the search was conducted in July, 2007.)
3. Access to the local laws
A. Locate your city’s Web page and look for the following information: Is the text of city charter
available online? Are the local ordinances available online? Or is there information on the
city’s Web site that says where the printed versions can be found?
B. Locate your public library’s Web page. Conduct a search to see if the City Ordinances are
available in print at the main branch.
4. What legal decisions are discussed in your text books? Can you locate copies of these on line?
Are they still valid precedent?
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Measurement plays an important part in the work of both practitioners and researchers in public
administration. As managers, we know that the portion of the work that is measured is the portion
of the work that gets attended to. As researchers, especially those using a quantitative design, we
know that the first consideration in any evaluation of our work is the appropriateness of the
measures used in the research. What we choose to measure illustrates what is valued in a particular
situation. So measurement is a particularly important consideration because it captures the assump-
tions made by both practitioner and researcher about what really matters in the managerial activity
or the research effort.

This chapter discusses the important issues surrounding measurement itself. First, we will
examine the grouping of variables into constructs which is the way that abstract concepts are
operationalized. Then, the central methodological considerations of validity and reliability will be
examined, followed by other secondary considerations that impact measurement. Finally, we offer
some suggestions for designing good measures.

13.1 FUNDAMENTAL CONCERNS IN MEASUREMENT
13.1.1 OPERATIONALIZATION

The primary concern of measurement is to transform the abstract concepts that we attempt to
examine in public administration into measurable constructs or variables. This transformation is
called operationalization. Some things are easily measured. Demographic variables are used many
times in social science research as independent variables. Gender, age, race, education level, and
income level appear to be easy to measure, and sometimes they even are so. But consider race as a

205
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variable; is race a self-reported variable or is it a scientific question that is answered by genetic or
genealogical analysis? Even variables that seem easy to measure can sometimes be tricky. How
central the variable is to your analysis will determine how specific or precise the method to elicit that
variable must be.

Grouping variables into a manageable data set require that the analysis identifies acceptable
groups. For example, income can be grouped as under $50,000 and over $50,000 and that would be
appropriate in some instances. But other times a more gradated scale would be more useful: less
than $15,000, between $15,001 and $25,000, between $25,001 and $35,000, and so on. Again,
whether the researcher uses dichotomous variables or a gradated scale depends upon the question
under analysis and how important the variable is to answering the research question. On the other
hand, it is prudent to gather finer gradations in data early because categories can be collapsed later if
a more refined listing of the variable becomes unnecessary.

However, much research is concerned with concepts that are not easily measured with a single
question. Important public administration concepts such as organizational culture, trust, commit-
ment, or prejudice are not readily captured. In these cases, measurement attempts to grasp the
underlying unobservable concept by substituting observable attitudes or behaviors that are associ-
ated with the concept under study (Carmines and Zeller, 1979; Guion, 1980). Thus, the concept
must be defined operationally in terms of observable attitudes or behaviors. An operational
definition of an attitudinal concept is usually based on the subject’s response to a number of
questions designed to tap the variable under study (Sirkin, 1995). These questions are then
combined to form an index or a scale.

And here, some concepts that require a surrogate measure are sometimes simple to operation-
alize. Speed is captured by miles per hour or keyboarding facility is measured by words per minute.
Sometimes, a vague concept could be captured by a simplified measure. The National Election
Studies constantly track Americans’ political trust by asking a single question: ‘“‘How much of the
time do you think you can trust the government in Washington to do what is right?”” Sometimes, it is
more difficult: quality health care might be captured by mortality rates, access to a professional in a
timely manner, number of patients per health care professional, infant mortality, and the list goes on.
But with the problematic health care measurement example as with many other elusive concepts,
our efforts frequently fall short. Quality health care has so many characteristics largely dependent
upon who is being asked that it is unlikely that a mutually agreed upon group of variables will
be accepted by everyone. Nurses, doctors, administrators, and patients each have distinct definitions
of quality care (Puran, 2004). Ultimately, the researcher decides what variables to include. The
list of selected variables that compose the concept is called the construct. The choice of variables
used to operationalize the concept serves as the basis for evaluating its validity. The key question is:
does the construct measures what it is supposed to measure? Or rather, is it a valid construct?

13.1.2 VaubpITY

Validity of measurement means that the manner used by the researcher to capture the concept under
investigation truly captures that concept. Or, is the researcher measuring what is said to be measured?
Validity is a slippery measurement requirement because there is no lists of criteria, if fulfilled,
guarantee validity for a concept (Cunningham and Olshfski, 1985).

If the concept itself can only be captured by identifying quantifiable attitudes or behaviors in
the environment that accompany that concept, some important considerations may be neglected because
the behaviors or attitudes may not be easily seen or reported. For example, if the measurement of
corruption only includes number of public officials charged with a violation, then the researcher would
be missing all those who have not been caught. In fact it might be that the more corrupt the system, the
fewer the number of captured violators so that less corrupt states may, in fact, have more captured
violators. The validity of the measure (convictions) would be critical in this situation in determining
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whether the measure is of any use. Validity can be evaluated in different ways: face validity, content
validity, criterion validity, construct validity, predictive validity, and concurrent validity.

Face validity focuses on the extent to which knowledgeable individuals would agree that the
measure adequately captures the concept under examination (Sirkin, 1995). It is a largely subjective
validity measure as it only asks whether the scale or index makes sense to an outside observer.

Content validity, also called logical validity, involves a more careful definition of the domain of
behaviors or attitudes to be measured by a test, and seeks to ensure that all the important items that
make up the concept under review are included in the measure (Allen and Yen, 1979). Content
validity is widely used in psychology and education. The pertinent question is: is the measure
internally complete and consistent? Here, the researcher is concerned that the content of measure-
ment definitely reflects the domain that is to be measured or tested. A test to determine who is to be
promoted on a police force is content-valid if the test items cover the full range of knowledge that a
qualified police officer needs to know to adequately function in that position. Researcher judgment
plays the most important part in determining face validity and content validity. They are more
subjective and less empirical than the type of validity to be discussed next.

Criterion validity focuses on the ability to demonstrate a significant correlation between the
measure being used by the researcher and objective measures of the concept. This type of validity
can be further divided into concurrent validity and predictive validity. For example, criterion
validity demands that the standardized tests used for university admission, such as the SAT or
GRE, be correlated with the students’ performance in the program. The tests will have concurrent
validity if the association is made in the present time but not necessarily with the same groupings of
individuals: entering students with high scores are judged positively because most graduating
students who had high test scores performed well in their programs. Predictive validity allows the
passage of time to factor into the criterion validity considerations, did the students who scored well
on the SATs or GREs upon entering the program actually perform well in their programs? With
predictive validity, the problem is finding an acceptable criterion that is not contaminated by other
factors that will occur over time. Criterion-related validity may not be applied to all measurement
procedures in social science, as not every abstract concept has an appropriate criterion for assessing
a measure of it (Carmines and Zeller, 1979).

Construct validity is concerned with the ability of the measure to work well within the
theoretical demands of the researcher’s model (Sirkin, 1995). Construct validity demands that
the construct (the scale or the index) be successfully used to generate predictions in accordance
with theoretical expectation, not only by the initial investigator but also by others who are
examining similar activities or events. For example, does the conservatism scale under examination
accurately predict to an individual’s attitude toward gun control, but does it also predict to the
individual’s attitude toward abortion? If it does, the construct gains supportive evidence of having
construct validity. Establishing construct validity for a measure requires a pattern of consistent
findings involving different researchers using the same measure but employing different theoretical
structures across a number of different studies. Carmines and Zeller (1979, p. 23) suggested three
steps to establish construct validity: (1) specify the theoretical relationship between measured
concepts, (2) examine the empirical relationship between the measures of concepts, and (3) interpret
the empirical evidence and demonstrate the extent to which the theoretical relationship between the
concepts is demonstrated by the measures. But additionally, point to other research findings that
support the findings of the present study. The establishment of construct validity is theory-driven.

Criterion validity and construct validity are not judgment based and can be empirically tested
using techniques that measure association and correlation. The different measures of validity answer
different parts of the question ‘““‘does it measure what it is supposed to measure?”’ Judgment based
validity measures are important for determining the integrity of the concept: is the operationalization
of the construct complete and thorough? The empirically tested measures of validity look to the
internal construction of the construct and ask whether it is internally consistent and does it satisfy
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theoretical predictions. However, just because a measure is valid that does not necessarily mean
that it is reliable.

13.1.3 ReuasiLITY

A measure is reliable if it consistently produces the same results over repeated tests and it is free of
measurement errors. Reliability has two components: test-retest reliability and internal consistency.
Test-retest reliability measures the consistency of an individual’s response to a test over time. If the
same group of people takes the same test at two different times and the results of the tests do not change,
then the test—retest reliability requirement is satisfied. Vague or ambiguous wording of questions may be
the cause of an unsatisfactory result. The internal consistency of a measure focuses on whether the items
that make up the construct are all getting at some overall aspect of the construct being measured. The
way to gauge this reliability measure is to divide in half the items used to construct an index or scale,
score the subsections of the measure, and then correlate the results. If the individual scores positively on
one subset of the test, he or she should also score positively on the other subset. Clarity and specificity
are the strongest supports for a reliable measurement instrument. Babbie (2003) has pointed out a
tension between reliability and validity. The specificity required of reliability sometimes overshadows
validity concerns and robs concepts of their “‘richness of meaning.”

13.2 OTHER CONSIDERATIONS CONCERNING MEASUREMENT

The ranking of criteria to evaluate a choice of measurement strategy will be different for the
academic (who is concerned with elaborating on theory) and the practitioner (who is concerned
with performance of the governmental unit). Validity and reliability are of major concern to each,
but both researchers and practitioners have other considerations in their choice of measures.

Accuracy: The truthfulness of the respondents and the care taken to record the data into a
useable format focus attention on accuracy. Reliability does not insure accuracy. Careful attention to
detail, both in question design and data entry, helps ensure that accurate information is elicited and
recorded.

Precision: The degree of refinement and exactness of the measure refers to precision. The social
science requirements for precision are not as high as in the physical sciences. The math must
be precise if aiming a rocket at Saturn because a thousandth of an inch may mean the difference
between hitting the target and sailing through space forever. Clearly defining poverty is a less
precise activity, but a consideration nonetheless.

Cost: All research activities have a cost associated with them. In most situations, the cost
considerations are money and time. Limitations imposed by time and money usually require the
researcher to make trade-offs among data collection methods, sample size, and method of data
analysis. Furthermore, the target of your measurement activities also will consider the cost of
complying with the measurement request. From the researchers’ standpoint, questionnaire length
will influence response rate: a long involved questionnaire may elicit a low response. The practi-
tioner should consider how the measurement activity fits within the normal work load of the
participating employee; extended measurement requirements superimposed on a normal work day
may reduce compliance. And the practitioner should also consider the cost of not conducting
research into productivity, customer satisfaction, or efficiency because documenting success can
have a positive impact on funding, accountability, and performance.

Timeliness: Most important to the practitioner, but also a consideration to the researcher, is
measuring the behavior or activity being examined at a time when it will be of most use to those
using the analysis. Timeliness is complicated by the amount of time it takes to get the measure
designed and tested before any application of the measure is possible.

Simplicity or parsimony: The measurement of a concept should be understandable to the
audience. A short statement of expected cause and effect is preferable to a long extended discourse
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about the research plan. The easier it is to understand the measurement activity, the easier it will
be to communicate the measurement process and the results of that process to the target audience.
And the easier it will be to elicit compliance with the request for completing the test.

Ease of execution: The issue of ease of execution considers not only the cost of measuring,
but also the convenience of the respondents in using the measuring instrument. If the measuring
instrument is complicated to understand, difficult to use and answer, or hard to explain, then
the respondents may either misunderstand the questions in the instrument, or withhold their cooperation.

Utility: The measurement activity should be undertaken for a good reason and that reason
should be communicated to the subjects of the measurement. For practitioners this is particularly
important, because many times measurement is directed by legislation or another outside agency, so
the linkage between compliance and enhanced productivity may not be obvious. The researcher
must be concerned that those who are the recipients of the request for data are convinced that the
purpose or potential outcome of the project is worth their efforts.

13.3 DESIGNING GOOD MEASURES IN PUBLIC ADMINISTRATION

There is no perfect measure. And given that the goals of public programs are generally vague, multi-
faceted, sometimes contradictory, and without agreement among the stakeholders involved in the
process, it is not surprising that the process of measuring attitudes, behaviors, outcomes, efficien-
cies, performance, and so on is complicated.

Yet, we offer some basic considerations regarding measurement that will be helpful in designing
good measures.

No single instrument can tell the whole story. Because the research questions that are important
to public administration are complex, not easily manipulated, and in some cases not subject to direct
observation, there is no best and perfect measuring instrument. Every data collection strategy and
every measurement design have its own strengths and limitations. Almost any discovery identified
by any single measurement only depicts parts of the whole picture. Having several sets of measures
is a safer way to proceed. Triangulation is the use of several different research methods to examine
the same phenomenon, and it is a very valuable research strategy.

Consider the task of measuring the effectiveness of a single secondary school: test scores are a
convenient measure but they only portray one aspect of schooling. Other measures to consider
would be the satisfaction of the stakeholders (the students, parents, taxpayers, and teachers),
organizational climate measures including an examination of the physical plant, and success rate
of the students as they continued with their education. And even with these diverse measures we
would still be missing some other ingredients that create a really good school, like, athletic activities
open to all students, the presence of diversity among the students and staff, access to state supported
meals for qualified students, and the availability of programs that cultivate creativity and stimulate
curiosity. A single instrument will only give you one slice of the reality that you are examining.

The design of the measurement instrument should be problem- or purpose-driven rather than
instrument-driven. The research question is the primary consideration in determining what
research strategy to employ. The method should be appropriate to the question, it should be
cognizant of the level of analysis, and the researcher has a duty to explain the fit between the
research question, the data, and the method of analysis (Wright, Manigault, and Black 2004).
Using a survey questionnaire with scales to see the success of a homelessness project may be
problematic because the core issue of such project is the behavior change of homeless people as
well as the burden reduction for their families. Tracing the behavioral adaptation of the homeless
and their families is certainly a more difficult project than simply administering a questionnaire
survey to public officials. But for the results to be meaningful the measuring tool must be able to
capture the intricacies of the problem being studied.

The instrument may be valid and reliable but it may be directed at solving the wrong problem.
A type III error is solving the wrong problem. Managerial problems are largely defined by the
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person in the position to focus the attention of those involved in the situation. In this way,
managerial problems are subjective; they are only a problem if they are identified as such. It is
the researcher’s task to portray the significance of the problem to the readers and to argue that out of
all the problems that could be identified as the one that requires redress; this is the problem that
demands attention. And the measurement instrument being used is the correct one to focus on the
problem. Cost-benefit analysis is a well-developed method for assessing value in the workplace;
however, it would be a misuse to apply that tool to measure the impact of a workplace diversity
program. The impact of a diversity program which aims at the values of fairness and equity may not
be suited to a comparison of costs (calculable) to benefits (largely unclarified).

Measure twice; cut one. Measuring is costly, time-consuming, and troublesome. Before the
activity begins, make sure that the instrument is not flawed. Pretest the instrument before the actual
study begins. The test might have all kinds of problems and they will not be apparent until the test is
taken for a practice run. Problems that a pretest might discover are: unclear directions, an unman-
ageable time requirements, confusing choices for the test-taker, ambiguous question construction, or
unnecessary overlap among the elements of the test.

13.3.1 SoME PRACTICAL STRATEGIES

Here, we elaborate some practical strategies regarding measurement design for both the practitioner
and researcher in public administration. The practical strategy, RESULTS, is listed below:

Refine (R): As the purposes of public programs are quite vague, ambiguous, even conflicting,
before starting any measurement and evaluation design, it is critically important to keep refining the
evaluation purpose, study intention, and problems or questions that are the subject of the inquiry.
Given the interest in the effect of privatization on improvement in government productivity, for
example, the research question concerned with governments’ investments in contract-management
capacity and its consequences (Brown and Potoski, 2003) is certainly more specific and manageable
than merely considering the effectiveness of contracting-out strategy on governmental cost saving.
The more specific the problem or question is, the easier it will be for the researcher to proceed.

Evaluate (E): After refining the problem that is to be the subject of the analysis, then managers
and researchers need to evaluate the accessibility of the target of the measurement. The targets may
be populations, such as maltreated women, high school dropouts, or general citizens, or targeted
behaviors or attitudes like leadership, reciprocal behavior with colleagues, or commitment to the
organization. The selection of the measuring instrument and the validity of research result are highly
related to the accessibility of measuring targets. If the targets are inaccessible, like CIA operatives,
then the selection of proxy inevitably becomes another critical consideration in measurement.
It should be noted that the utilization of a proxy or a substitute as indirect measure is not always
welcome, and the misuse of substitute measure may certainly distort research findings.

Screen (S): After the measuring issue and target are specifically identified, the screening and
selection of proper measuring instrument and alternatives becomes the focus of attention. The
screening and selection of an appropriate and feasible instrument should accommodate the goals of
research question and problem to be addressed, as well as the accessibility and the willingness
of measuring targets to participate. The research question dictates the methodology and the range of
measurement options available. When seeking to understand the attitudes and behaviors of high
school dropouts, we may choose to conduct telephone survey with those students and their parents,
or undertake a personal visit and interview with the students and their parents. Alternatively, we
might access public opinion regarding their satisfaction with the performance of their elected
officials using an anonymous survey, or we might conclude that anonymity is less important than
the assessments of the local opinion leaders. What is found depends upon what and how the
questions are poised to the target groups.

Utilize (U): If possible, the best way to measure is to utilize a tested and validity-proven
measuring instrument. To find such instrument, efforts in reviewing past studies and literatures
are absolutely necessary. Sometimes, the frequency of use of a given measuring instrument can
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be used to help verifying its validity. But this strategy may be problematic, because some frequently
used instruments were misused by the researcher. Consequently, careful scrutiny demands that the
researcher checks to insure that the source of the measures was specified and the indicators of
reliability and validity were indicated (Wright et al., 2004). Further it might be necessary to revise
the measuring instrument to adapt it to the researcher’s present context. Here are two examples
of research that have used measures developed elsewhere: Moon (2000) explored the drivers of
organizational commitment by adapting measures developed in previous research and Van Ryzin
and colleagues examined citizen satisfaction with local government services by adapting a com-
monly used measure, the American Customer Satisfaction Index model (Van Ryzin et al., 2004).

Leverage (L): If a tested and validity-proven measuring instrument is unavailable, then devel-
oping a new instrument becomes the consideration. Leveraging associated theories, models, and
pervious findings as a base to develop a preliminary instrument is a desirable course. Leverage
involves a two-part action. One is building up the conceptual framework for the research based upon
theory, because research that is informed by theory will focus the design of the measuring
instrument and will more likely advance what we know about the concept under investigation.
The other aspect of leverage is operationalizing the conceptual framework into measurable variables
using the work of other researchers or related theories whenever possible. An example of this is the
study by Chun and Rainey (2005), who develop a conceptual framework of goal ambiguity based
upon theories of bureaucracy, public policy, public organization, and management. Their four
dimensions of goal ambiguity utilized preexisting indices and measures drawn from performance
measurement and public policy literature.

Test (T): As the original instrument is developed, pretests and adjustments are necessary and
required to insure that the measurement is reliable and valid for the research or evaluation purpose.
An elegant questionnaire is worthless if it does not operate as intended. No matter how good you
think the instrument is, it will only be improved by asking others to comment on it. It is especially
helpful if those who are used to test the instrument are familiar with the issue being studied or they
possess characteristics that are close to the target population.

Synergy (S): As mentioned previously, no instrument is perfect and capable of addressing the
whole problem. Hence, using multiple approaches such as quantitative and qualitative instruments
to address the same set of issues from different angles is an important consideration. For example,
one can use in-depth interviews or focus-group interviews to explore a single case, and the things
learned from the case study can be generalized to the larger test audience. Findings coming from
multiple sources and approaches can provide complementary understandings of the issue, as well as
helping to avoid unexpected errors or biases resulting from single measurement.

13.4 CONCLUSIONS

The quality of the measurement is critical to the value of any study. In this chapter, we discussed
fundamental requirements of measurement. There is no best practice that can fit all cases in terms of
measuring and explaining phenomena in the social sciences. The basic considerations and rules
illustrated in this chapter should be a useful guide to thinking about the measurement process.

QUESTIONS

1. Ensuring measurement validity is an important task for researchers and practitioners, why is it so
important and what are the different ways to determine the validity of a measure?

2. In addition of ensuring validity for a measure, it is important to be sure that the methods used to
measure are also reliable. Why does reliability matter and what are the different ways to
determine the reliability of a measure?

3. What would be some practical strategies that you might use to ensure that your measurement
activities are valid, reliable, and useful for the project at hand?
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One starts with a research topic then develops hypotheses and identifies the variables to be
measured. Now it is time to plan the data collection.

First, one needs to decide from whom the data will be collected. Data can come from a wide variety
of units of analysis. These units can be people, cities, counties, countries, departments, and corporations.

Second, one needs to decide if she needs to do a census or a sample. A census is information that
comes from all the units of analysis in a list. Obviously, if the list of units is all citizens in a country,
that list is very large. Just consider the resources that the United States expends every ten years to do
a census of its population. Census 2000 cost the government $6.5 billion. Given the magnitude of
data collection involved in doing many censuses, sampling is a common alternative form of data
collection.

Sampling means collecting data from a smaller number than the whole list of units. The need to
do a sample instead of a census is driven by the answers to several questions. Does one have the
time to collect information from all the units? Does she have the resources to collect information
from all the units? And, most importantly, is it necessary to collect information from all the units for
what one wants to learn from the data?

When one only collects data from a subset or sample of the complete list, the question arises
whether or to what extent does the sample look like the whole universe. The ability to answer this
question is the difference between probability samples and nonprobability samples. Probability
samples are samples chosen from the universe by random without the researcher having any role in
choosing which units are sampled and which are not. Nonprobability samples are samples in which
the researcher does play a role in choosing which units from the complete list or universe end up in the
sample for data collection. The topic of this chapter is sampling and data collection. We will describe
the different types of probability and nonprobability samples, the advantages of each, and the special
problems involved in data collection, such as the critical issue of achieving a high response rate.

14.1 DEFINING THE THEORETICAL POPULATION

Before deciding whether to sample or what kind of sample to do, one must clearly define the
theoretical population. To define the theoretical population, one specifies from what units data will
be collected in terms of time, territory, and other relevant factors.

14.1.1  UNIT OF ANALYSIS

Data can be collected from individuals, groups, or social artifacts. Individuals are human beings,
whether adult citizens or employees in city hall. Groups represent collectivities, such as cities,
counties, countries, or departments. If one wants to know how an employee feels about a different
work schedule or how a citizen evaluates the delivery of city services, the data is collected from each
individual. Thus, the individual is the unit of analysis. If one wants to know the population of a city
or the mortality rate of a hospital, the data is collected from each city or hospital. In these cases,
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the unit of analysis is the group and not the individual because only a group can have a population or
a mortality rate. To find out whether data collection should be focused on the individual or group,
one asks on what variables he wants to collect data. If the variables are characteristics of individual
people, then the unit is individuals; and if the variables are characteristics of groups of people, then
the unit is groups.

The last kind of unit of analysis is social artifacts. An artifact is any object made by people with
a view to subsequent use. Examples of social artifacts are laws, books, buildings, computers, etc. A
study of fire risk factors might use buildings as the unit of analysis. Buildings could be evaluated by
such characteristics as number of stories, square footage, business use, and type of roofing material.

14.1.2 TME

The unit of analysis must be defined in terms of time. Should data be collected as of one point in
time or over a period of time? Data that is collected as of one point in time is called cross-sectional.
For example when the Gallup Poll asks adult Americans to rate the president’s performance, it is
doing a cross-sectional analysis of public opinion that describes how the public evaluates the
president as of a set date. When a news agency compares several of these cross-sectional polls,
data is being compared over more than one point in time, and such data is called longitudinal.

Whether to do a cross-sectional or longitudinal study depends on resources and why one is
collecting data. The State of California draws cross-sectional samples of names on initiative petitions
because it only cares if enough legal signatures have been collected as of a certain date. Initiative
drives are given 150 days to collect the required number of registered voters’ signatures. Enough
names are either collected by that date or not. In contrast, a study of the effectiveness of community
policing on the crime rate involves looking at the crime rate at more than one point in time, both before
the introduction of community policing and after, which would be longitudinal data.

There are three kinds of longitudinal studies: trend, panel, and cohort. A trend study collects
data from different units at more than one point in time. The previously mentioned Gallup poll is an
example of a trend study because the same citizens are not interviewed more than once. A panel
study collects data from the same units at more than one point in time. If one were doing the
community policing evaluation, they would need to do a panel study, collecting data from the same
city or cities at more than one point in time. It would only make sense to look at the same city’s
crime rate before and after the introduction of community policing.

A cohort study falls in between a panel and a trend. In a cohort study, different units are studied
but the units have something in common. Typically, what the units have in common is age or shared
experience in a training program. A study of different police academy classes would be a cohort
study. The classes could be compared as to their rates of officer involved shootings or complaints of
sexual harassment.

In general, longitudinal data collection produces better quality data than does cross-sectional.
Obviously, data that is collected at more than one point in time can indicate whether findings vary
over time, which cross-sectional data cannot. Cross-sectional data is perfectly fine when one needs
to know only about one point in time, such as the initiative petitions example or a city surveying
households about whether to build a senior citizen center or not. Cross-sectional studies are also
quite acceptable when the variables that are being measured are known to be stable, such as the
square mileage of a city and population density.

A panel study is better than a trend when the theoretical population is heterogeneous. Studying
different units from populations with great variations can give very different results than studying
the same units. For example, the poverty rate in the United States has stayed fairly stable since
the 1960s. Using trend data, we cannot tell whether or not it is the same people who fall below the
poverty level. Thus, the data does not allow us to know whether there is a permanent underclass.
Using panel data, we could tell that although the poverty level stayed the same, the people who
comprised that group changed a lot, so a permanent underclass would be an inaccurate description.
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14.1.3 TERRITORY

A theoretical population defines the units to be studied in terms of time and also territory. Territory
literally refers to governmental boundaries. So if one wanted to study households, he needs to specify
households in which city or state. If he wanted to study adult citizens, he needs to specify adult citizens
living within distinct territorial boundaries, such as west of the river in the city of Hartford, Connecticut.

14.1.4 OTHER RELEVANT FACTORS

Here is the catchall consideration in defining theoretical populations. If we were doing a study for
Washington State’s highway patrol on drivers who speed, a useful theoretical population would be
all licensed drivers in the state as of July 1, 2007. We have identified the right unit, which is
individual. We have stated a date, so we know we will only collect data from people who lived in
the state as of that date. We have also stated a territory, the state of Washington. The other relevant
factor specified is that we will only collect data from licensed drivers. If the unit of analysis is
individuals, typically one needs to limit the population by setting a minimum age limit or status,
such as licensed driver or employee. Two year olds are not very helpful survey respondents, even
though they can be accident victims. Studies of employees should consider limiting the theoretical
population to only full-time employees who have passed their probationary period.

14.2 WHETHER TO SAMPLE OR NOT

One should now have a well-defined theoretical population. Look at it. Does the theoretical
population involve under 200 employees or does it involve 50,000 households? The rule is if
the population is under 200, one does a census. Essentially, there is no way to do a probability
sample on populations under 200 and have any useful error rate. Still, resources may force one to
sample when the population is under 200 but beware of the increase in error.

If the population is over 200 do not automatically consider a sample. Although time and money
can be saved by doing a sample, there can be political costs that are too high. For instance, consider
studies that want to survey employees about their satisfaction with benefits, work schedules, or
training programs. If the list of employees is above 200, those study directors would still be well
advised to survey all employees. Probability theory is all fine and good about drawing conclusions
from a sample to the universe. Employees, though, want their individual voices heard on many
matters and will not understand why they were not chosen to do so. The same can be said about
voters or citizens if we are talking about a local area issue, such as building a new school or fire
house in the neighborhood.

There are also theoretical populations above 200 in size that are rarely sampled because
collecting data from all of them is so easy. The case of congressional districts comes to mind.
Data from districts is so readily available that there is negligible time and staff savings gained by
using a sample for data collection. The decision comes down to whether the time and staff savings
are significantly large enough to outweigh the error and political risk that comes from drawing a
sample versus doing a census.

14.3 PROBABILITY SAMPLING

The theory of probability sampling was first explained by a Swiss mathematician Jacques Bernoulli
(1654—1705). He argued that a small, randomly chosen sample would look like the entire popula-
tion. There would be a difference between the characteristics of the sample and the population, but it
would be small and calculable. Thus, probability samples are distinguished by the fact that they are
chosen randomly from the populations and that how they differ from the populations can be
expressed by a calculable error rate.
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Many American television viewers have absorbed this argument. Broadcasters frequently report
survey results, results based on a random survey of adult Americans. For example, broadcasters
report that 63 percent of Americans say employer penalties are the most effective approach
to reducing illegal immigration and then go on to say that the margin of error for the survey was
+3 percent. We, the television viewers, interpret the report as saying between 60 and 66 percent of
us believe that employer penalties are the most effective way to reduce illegal immigration. This
interpretation is essentially correct. Few viewers could go on to explain the assumptions behind the
data, such as respondents to the survey were randomly chosen and that there is another error rate
besides the one reported. Still, Bernoulli’s description of probability sampling has laid the basis for
data collection that is so common in the United States that the average citizen cannot escape its
effects. From news reports to telephone market surveys to product labeling, Americans are the
recipients of data collected from probability samples.

There are four types of probability samples: simple random sample (SRS), systematic sample,
stratified sample, and a cluster sample. If one has a list of the theoretical population to begin
with, she can do any of the first three types. If she does not have a list of the theoretical population,
then she must consider doing a cluster sample or redefining one’s theoretical population so that a list
exists. In other words, if one’s theoretical population is all households in the city of Fullerton as of
October 1, the city can provide her with such a list because it provides water service to all
households. Thus, one can do a SRS, stratified sample, or systematic sample. However, if the city
bills landlords for water usage for apartment complexes because each apartment does not have
its own meter, then no list of the theoretical population is available from the city. If this is true,
consult with the central Post Office in the area to see if they can direct one to a firm that has a list of
addresses. If still no luck, then a cluster sample is one’s only respectable option.

The quality of the sample rests on the quality of one’s list of the theoretical population. The list
should be up-to-date. The list also should describe the population about which one wants to draw
conclusions. If apartment renters are left off the list of households, then the conclusions one draws
from the sample of households only represents home owners and home renters. This may not be a
problem if apartments make up less than 5 percent of the city’s households. The point is one needs
to critically evaluate whether a list is available that adequately reflects the theoretical population.
The list one uses to draw a sample from is called a sampling frame.

14.3.1 SimpLE RANDOM SAMPLE

Many research designs and most statistics assume that the data is collected by means of a simple
random sampling. Thus, SRS is the ideal type of sample in theory. It may not be the most appropriate
one to do in practice. We need to discuss how to do the different samplings before we can expand
on this point.

To do a SRS, one must have a sampling frame, which is the list of the theoretical population.
Then, take the following steps:

1. Number every unit on the list. It does not matter whether one starts numbering from one or
one thousand. But it is easier if one uses the typical numbering system of 1, 2, 3, etc.

2. Obtain a random number chart. They are in the appendixes of most statistics books.* Many
popular computer software packages such as Excel, SPSS, and Stata also include a random
number generator function. See also the Research Randomizer Web site for a tutorial on
how to assign random numbers (Urbaniak and Plaus, 2006).

3. Decide on how to read the chart. One can start anywhere on the chart. Because it is random,
there is no pattern to the appearances of the numbers. One can read rows left to right or

* RAND Corporation printed a book of random digits (1955).
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right to left. One can read columns down or up. One can also read diagonals, but this way is
very hard when reading more than one digit.

4. Decide how many digits to read. One reads the number of digits equivalent to the number
of digits used to number the sampling frame. If one’s list was numbered from one to nine,
read one digit. If one’s list was numbered from one to 99, read two digits. If one’s list was
numbered from one to 902, read three digits (see Appendix A).

5. Now read the appropriate number of digits on the random number chart. For example, if
I was supposed to read three digits and the first numbers I read on the chart were 777, 939,
and 961, then the units with those numbers in my sampling frame have made it into the
sample. If no one in my sampling frame had one of those numbers, then I ignore the
number and keep reading the random number chart (see Appendix A). I read as many
numbers from the chart as I need to get the number of units I wanted in my sample. Do not
choose extra names to compensate for refusals or failures to respond. Enlarging the sample
size for this purpose does not work. Return rate is based on the number of surveys
completed as compared to the number attempted.

As one can imagine, if one is reading five digits and needs to get a sample of 1000, reading a
random number chart could make one’s eyes hurt. The solution is to computerize one’s list and
use a random number generator. That way the computer chooses the sample. For instance, the
random selection procedure within the widely used SPSS software package can select a SRS.

Entering all the names in one’s sampling frame into the computer may not be worth the time
trade-off, though. If that is the case, then a systematic sample may be the solution to any eye-strain
problem.

14.3.2 SYSTEMATIC SAMPLE

Again, one must begin with a list or sampling frame to do this second type of probability sample.
Here is a list of steps to be followed.

1. Number each unit listed in the sampling frame. This time, start with the whole number one
and continue in normal numbering fashion until running out of units to be numbered.

2. Divide the size of the sampling frame by the number of units one wants in the sample. For
example, if one has 1000 employees and needs 250 in his sample, divide 1000 by 250. The
result is 4. This is referred to as the sampling interval. In other words, one out of four units
in the sampling frame will be chosen to be in the sample.

3. Go to a random number chart. Read as many digits as are in the sampling interval. In our
example that would be one digit. Start reading anywhere on the random number chart,
looking for the first number between one and the sampling interval to appear. Ignore
numbers on the random chart that do not fall within that range. So in our example we
are looking for the first number to appear between one and four. Whatever it is becomes
the random start. So if we read a zero and then a three, our random start is three. If we read
a six and then a two, our random start is two. Let us assume we got a two.

4. The unit in the sampling frame with the number two assigned to it is chosen for the sample.
Now add the sampling interval to the random start. Four added to two gives a six. Now the
unit in the sampling frame with the number six assigned to it is chosen for the sample.
Keep adding the sampling interval to the last number and one will select the numbered
units in the sampling frame that will be in the sample. In the example, 2, 6, 10, 14, 18, 22,
26, 30, 34, 38, 42, 46, 50, etc., will be the units chosen from the sampling frame for
the sample. When one runs out of numbers in the sampling frame, one will have exactly the
right number of units wanted for the sample. This was accomplished with just using the
random number chart once, so no eye strain.
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Obviously, a systematic sample is easier to choose than a classic simple random sample. So why
ever use a SRS? There is one problem with a systematic sample, but it is not always a problem. If the
sampling frame has a cycle to the order of units, then a systematic sample can pick up that cycle and
actually increase sampling error compared to a SRS. So one needs to inspect the sampling frame to
make sure there is no cycle to the order.

What do we mean by cycle? Let us assume one’s list is made up of Boy Scout troops, each with
fifteen scouts. The first name on the list of each troop is the oldest boy in the troop. If the random
start had been a one and the interval a fifteen, the resulting sample would be made up of the oldest
boy in each troop. The first boy to be chosen for the sample would be number one, the oldest boy in
the first troop. The second boy to be chosen for the sample would be number sixteen, random start
one plus the interval of 15. This means that the second boy to be chosen for the sample would be the
oldest boy in the second troop. Continuing with adding the interval of fifteen, the oldest boy in each
troop ends up in the sample. The result is a randomly chosen sample with a marked bias to over
representing the characteristics and opinions of older boy scouts. The aim of probability sampling is
to reflect the population or sampling frame not to distort it. Thus, if there is a cycle, a repeatable
order to how the units’ names are listed in the sampling frame, do not use a systematic sampling
method. Of course, if the cyclical order of the list, if one does exist, has no relevance to the aims of
the study or to any variables being measured, then there is no increase in error rate created by
systematic sampling. That assumption, though, may be hard to prove. Hence, if there is a cycle to
how units’ names are listed in one’s sampling frame, refrain from using a systematic sampling
method. Opt for doing a SRS.

14.3.3 STRATIFIED SAMPLE

To do a stratified sample, one not only needs a list of the theoretical population but also to know at
least one variable about each unit in the list. This information must be available before beginning
data collection. So it is not enough just to have a list of the names of the units. One must initially
also know something about them. For example, if one’s sampling frame is a list of all current full-
time employees of the maintenance department, personnel department could provide a list of names
and also for each name an age, income, position title, how long they had worked for the city,
whether they belonged to the union or not, etc. All the latter information are variables that can be
used to divide the personnel list into strata before one draws a sample. If one’s sampling frame is a
list of all counties in the state of Illinois, information exists in various resource books about the
population size of the counties, the median income, political party registration, ethnic make-up, etc.
These latter variables or characteristics of the counties can be used to divide the county list into
strata before any sample is drawn.

The reason one wants to be able to divide the sampling frame into strata or units with something
in common is that it reduces sampling error. The result is a sample for the same cost as a SRS or
systematic but one that is a more accurate representation of the theoretical population. The logic
behind this reduction in error is that there can be no sampling error if one is choosing units for the
sample from a group in which each unit looks exactly alike. So if one were choosing a sample of
police cars from a list of all police cars delivered on August 1 to one’s city, no matter which car was
selected it would be a 2007 Crown Victoria. But if one were randomly choosing a sample of cars
from a list of all cars delivered on August 1 to the city, one might not get a single Crown Victoria
because only the police department ordered that make and model. The resulting sample would not
reflect the variation of kinds of cars delivered to the city as of August 1.

Here is how to draw a stratified sample. Begin with a list of units and at least one known
variable on each of the units. Let us assume the researcher is a supervisor in the maintenance
department and wants to devise a routine maintenance schedule for the city-owned vehicles. To do
so, the supervisor wants to check on past maintenance records of the vehicles, how often they had a
routine inspection, and how often they were sent to the yard with problems. Because the city owns
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over a thousand vehicles, the supervisor decides to do a sample. A stratified sampling technique is
possible because one knows which department was assigned each vehicle. The researcher orders the
list of all city vehicles by department. Thus, there is a stratum or group of vehicles assigned to the
mayor’s office, a stratum of vehicles assigned to refuse, a stratum assigned to police, a stratum
assigned to parks and recreation, etc. Then one does a SRS or a systematic sample within each
stratum. So if police have 100 vehicles, number the vehicles and randomly choose which vehicles’
records will be inspected (see Appendix B).

Vehicles chosen by a SRS would be determined by reading three digits in a random number
chart. Again ignore any random number that does not match a police car’s number. To choose a
systematic sample of police cars, determine the sampling interval (i.e., divide the number of police
cars by the number of cars one wants in one’s sample from this department). Then find the first
number between one and the sampling interval to appear when reading the random number chart.
The police car with that number is selected for the sample. Add the sampling interval to the random
start number and select the police car with that number. Continue adding the sampling interval to the
last number chosen, and you will get a sample of cars in the police department. To get the sample of
all city-owned vehicles, repeat this procedure for each department or stratum. Note that the sample
will likely end up with a vehicle from every department in the city. A department will not be
represented only if it has fewer vehicles assigned to it than the sampling interval. There is no way,
though, that a stratified sample does not reflect the population’s strata, in this case departments with
assigned vehicles.

14.3.3.1 Proportional or Nonproportional

An issue in stratified sampling is how many units to select from each stratum. Because the aim of
sampling is to choose a sample that looks like the theoretical population, one normally wants her
stratified sample to look like the sampling frame in terms of the variable on which she stratified. If
the police department has 20 percent of the city-owned vehicles and the refuse department has
30 percent, 20 percent of the sample should be chosen from the police stratum and 30 percent from
the refuse stratum. This is called proportional stratified sampling. The researcher samples each
stratum in proportion to its size in the sampling frame. If she wants 100 vehicles in the sample, 20 or
20 percent would need to be chosen randomly from the police vehicle list and 30 or 30 percent from
the refuse list. In this way the sample would perfectly reflect the distribution of city-owned vehicles
assigned by department. Only through stratified sampling can one insure this perfect department
representation. Using a SRS or systematic method for choosing the vehicles normally will result in a
sample of vehicles that is close to the actual department vehicle assignment but not as close as using
a stratified. The stratified sample therefore reduces sampling error on the variable used to divide the
units into strata.

A stratified sample also reduces the sampling error on any other variables that may be related to
the strata’s variable. For example, not only does stratification reduce error on choosing police cars
for the study, but it also reduces error on another variable, how many drivers per car. All police cars
are driven by different people because of the 24 hour nature of police work. In contrast, in other
departments cars are often assigned to an individual; these cars have only one driver. Cars driven by
different drivers may experience the need for more frequent maintenance than cars driven by the
same driver. As the supervisor, one would want to see if this is true. The suggested stratified sample
would allow one to assess more accurately this factor.

The aim of sampling is to choose a sample that accurately reflects the population’s character-
istics. This is the logic behind proportional stratified sampling. There are instances, though, when it
may be worthwhile to do nonproportional sampling. If one or more of the strata are so small that
none or less than five units from that stratum would be chosen through proportional sampling, then
one may wish to over sample that stratum. To over sample a stratum, just select more units from that
stratum than you would through proportional sampling. The presumption is that those very small
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strata are of interest to the study’s purpose. If only one car is assigned to a department, it may not
make sense to make sure that car ends up in the sample. Then again, if that one car is assigned to the
mayor, you may want to sample that car to insure that the mayor is never left on the side of the road
with a disabled car. Cities with small but politically active Latino populations or senior citizens
may want to over sample the Latino or senior citizen strata to understand more accurately the
concerns of that group.

Of major importance, whenever using the whole sample to state findings, the researcher must
restore the over sampled strata to their size in proportion to the population. One uses nonpropor-
tional sampling to learn about the strata individually, never to learn about the population as a whole.
To draw conclusions about the population, he must use proportional sampling. If he has used
nonproportional sampling of a stratum and wishes to also speak about the whole population, he must
weight the over sampled stratum back to its proper proportion of the population.

To over sample Latino school children, for example, randomly select more of their names from
the school provided lists than their proportion of all public school children. This data allows one to
talk about Latino school children. When one wants to talk about all public school children, one
needs to weight the Latino children back to their proportion of the school population and combine
the data with the data from the other strata. If Latino’s are 8 percent of the school population but
twice that amount have been sampled, multiply the Latino responses by one-half to weight their
responses back to their proper proportion. Now one has a proportional sample again.

In sum, nonproportional sampling should be considered when a stratum is too small in size to
adequately analyze with the sample N that one would have gotten if one used just a proportional
stratified sample. The point is that one would not use the inflated N of the strata when looking at that
full sample.

14.3.4 CHOICE OF STRATA VARIABLES

What variable to stratify on is an important consideration. Sampling error is only reduced if the
variable on which one stratifies is related to the purpose of the study. If one wants to sample
employees on their benefit packages, choose a variable to stratify on that which can affect their
opinions of benefits, such as sex, age, or department. Female employees may be more interested in
whether they can use sick days for personal business or if child care is available on the premises.
Older employees may be more interested in retirement benefits, and safety employees may be more
concerned with disability rules and paid survivor insurance.

More than one variable can be used in dividing the sampling frame into the strata. The more
variables used, the less sampling error. The addition of a second variable at least doubles the number
of stratum and so complicates the choosing of the sample. If one were stratifying on sex and whether
or not the employee was safety personnel, one would have four strata: female safety personnel,
female nonsafety, male safety, and male nonsafety. One reduces sampling error to the extent that the
second variable is related to the study’s purpose and is unrelated to the first variable. So do not
choose a second variable to stratify on if it is highly associated with the first one even if it is related
to the study’s purpose. Therefore, one probably does not want to stratify on sex and safety personnel
status in the example if safety personnel tend to be overwhelmingly male and nonsafety over-
whelmingly female. The addition of sex as a second stratifying variable will not reduce one’s error
much but will increase the effort involved in drawing the sample.

14.3.5 CLUSTER OR MULTISTAGE SAMPLE

A cluster sample is the only choice if one does not have a list of the theoretical population, and it
involves too many resources to get such a list. For example, there is no list of all adult Americans,
except the U.S. census that very quickly gets out of date and access to actual names is severely
limited for many years. There are also not lists of all adults in any city or county or state in the
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United States. To obtain such a list is beyond the resources of any governmental unit besides the
federal government, and the federal government only does its population census because it is
mandated in the U.S. Constitution. In fact, in the past there has been discussion in the Bureau of
the Census to substitute a probability sample for the census. The Census Bureau currently uses
a sample to check on the accuracy of the census. It first used a sample in 1850 when 23 counties
were sampled to check on marital and educational trends in the U.S. society. Clearly, a sample
would be less costly. A sample would also be more accurate, especially given the low mail response
rate to the1990 and 2000 censuses. The hitch is getting around the wording of the Constitution.

Back to our question, what to do if one cannot get a list of her theoretical population? First, she
can redefine the theoretical population so a list is possible. Change “all adult citizens’ to “all
registered to vote citizens.”” Now a SRS, systematic, or stratified sample is possible. The problem is
that she may have to redefine the theoretical population to such an extent that the then available list
is inappropriate for her purposes. If this happens, she should consider doing a cluster sample before
considering a nonprobability kind of sample.

To do any kind of probability sample one needs a list of units from which to sample. This is also
true of a cluster sample. A cluster sample involves drawing at least two samples or, put another way,
a cluster sample is drawn in at least two stages.

To illustrate, one wants to draw a sample of all adults living within two miles of a proposed
baseball stadium. These would be the people most likely to feel the effects of the stadium in terms of
traffic, noise, litter, and lights. No such list exists. One might consider redefining the theoretical
population to households within the two mile limit. The city has access to a list of dwelling units.
However, someone on the city council objects because she is concerned about voters’ reactions to
the stadium, and households do not represent potential voters. Back to the drawing board, the list of
registered voters is rejected as a sampling frame because it would be unrepresentative of actual
voters, especially when a hot issue increases late registration and turnout. Finally, the city council
accepts that the only way to find out how adult citizens feel about the stadium is to do a cluster
sample. The money is allocated with the proviso that interns are used to do the enumeration.

To carry out this cluster sample, a list of city blocks in the two mile radius of the proposed
stadium is developed by the planning staff. A SRS or a systematic sample of those blocks is drawn.
This is the first stage of the cluster sample. Next, to get a list of the right units, adult citizens, interns
are sent to the selected blocks and literally go door to door, writing down the names of all residents
18 years or older. Hospitals, nursing homes, and institutions like halfway houses are traditionally
left out of the enumeration. Residents of such facilities are considered transients, and many would
be incapable of responding to the subsequent interviewer or mailed questionnaire.

Using the new list of adults gathered by the interns, a SRS or a systematic sample is drawn of
the respondents to be sampled for their reactions to the proposed baseball stadium. This second
sampling is the second stage of the cluster sample.

As you can probably tell, a cluster sample is more expensive and time consuming to do than the
first three kinds of probability samples because a cluster sample involves sending staff or volunteers
to areas to develop a list of the right units. Still, it is the only type of probability sample that is
possible if no appropriate list of the theoretical population exists.

The sampling error rate can be computed for a cluster sample just as it can be for the other kinds
of probability samples. A cluster sample involves higher error, though, because at least two samples
are drawn. To compensate for the higher error rate in a cluster sample, one can increase one’s
sample size by 50 percent.

14.3.6 Ranpom DiciT DIALING

Telephones are a quicker and cheaper way to gather information than door-to-door interviews. The
old method of obtaining a telephone survey via a phone book, however, faces two difficulties today:
unlisted numbers and cell phones. For example, by 2004 in both the United States and abroad,
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more people had cell phones than land-line telephones (Rosen, 2004). In particular, younger people
and renters are less likely to have land-lines, leading to possible under-sampling of people in these
demographic categories. As a result, the phone book is a very inaccurate list to use for a sampling
frame. So random digit dialing, a form of a cluster sample, is used. Note that cell phones do
not present a problem for studies relevant to government issues—at least not yet. Currently
cell-phone-only users are not very engaged in government and are not a dominant segment of the
government workforce.

Random digit dialing is undertaken in the following way. First, one develops a list of the area
codes, only if more than one area code is used in the area one wants to survey. One then develops a
list of the central-office codes in each area code. The central-office codes are the first three digits of
the seven digit phone number. To choose which phone numbers will be called, randomly choose an
area code then randomly choose a central-office number. Given that both these numbers are three
digits, one would read three digits off the random number chart. Then one needs to randomly choose
a four digit number to get a full phone number.

When a phone number is dialed, one then randomly chooses which adult in the household
will be asked to answer the questionnaire. This is the second sampling stage. The interviewer has to
ask whoever answers the phone how many adults there are in the household and then must
randomly choose who in that household is asked to answer the questions. Lists based on sex and
age can be used to avoid household enumeration. One randomly chooses combinations of sex
and age groups to interview from phone number to phone number. For example, on one call the
interviewer asks to speak to the oldest adult female in the household, and on the next phone call
the interviewer asks to speak to the second oldest adult male in the household. Asking to speak to
the adult in the household whom most recently had a birthday can also be used to pick respondents.

A major problem with random digit dialing is the number of phone numbers which are
inoperative numbers. Phone companies, where possible, do assign new numbers in groups of
sequential numbers. If this is true in the area being sampled, then once an operating phone number
has been found by the above random method one can randomly select more random numbers around
the operating number as long as one stays within +100 units. If the working number is 999-2424,
for instance, we might also select 999-2456 or 999-2392.

Conducting a telephone survey is complicated. One might want to seriously consider at
least hiring a sampling expert or a survey firm to design the sampling procedure. There are also
other major issues, such as training the interviewers and supervising their work and establishing a
callback procedure for calls in which no one is home or the right respondent is unavailable at that time.

14.3.7 Future CiTies” SAMPLING DESIGN

Innovative sampling designs are rare. They are variations of SRS, systematic, and stratified. Even a
cluster sample is a multistage SRS or a systematic sample. A unique stratified sampling design was
developed in the 1970s at the University of California, Irvine (Kraemer et al., 1981). The aim was to
draw a sample of cities that would reflect not the current characteristics of cities but the character-
istics of possible future cities. Sampling theory presumes one wants to draw a sample to describe the
current theoretical population. In other words, data is collected from the sample at one point in time
to learn about the theoretical population as of the same point in time. The aim of the future cities’
design departs from this typical intention behind sampling.

The design was developed so that the researchers could answer what would happen to cities if
they did x, x being a policy relating to computerization. To stratify they needed to know about
computer policy in each city. No such information existed, so a survey was done of all cities over
50,000 in population, asking extensive questions about computer policies. From this survey six
policy variables were chosen on which to stratify the cities. Note that the sampling frame was being
divided into strata based on combinations of six variables, not one variable as described above in
detail. Each of the six variables was dichotomized, so they each had two categories. The possible
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strata or combinations of six variables with two categories are 64. Resources limited the study to site
visits to only 40 cities although there were 64 strata. So 40 strata were randomly chosen, and a city
from each of these 40 strata was then randomly chosen.

The result was a stratified sample that represented possible variation on computing policy not
current variation. From this sample, the researchers would be able to collect data that could answer
what would happen if cities had this computing policy or that one. A more typical sampling method
might not have picked cities for the sample that had a certain type of policy because that policy
would have been rare or rare in combination with other policies. Hence, a typical sample would not
have allowed researchers to discuss the effects of rare policies.

This innovative sampling method was expensive and time consuming because a survey of the
theoretical population had to be carried out to find information about each unit to be able to
stratify. Drawing the actual sample from this information was also time consuming because of the
large number of strata and the fact that not all strata were represented by a real city. A further
complication was obtaining permission to study the city’s operations from various officials in each
city chosen for the sample.

14.3.8 SAMPLING THE RoLE AND NOT THE PERSON

Another innovation in sampling design is sampling the role and not the person. This approach is
particularly appropriate for longitudinal data collection in organizations. People leave organizations
or change their positions in organizations. Thus, it is not always possible or appropriate to ask the
same respondent questions at a second point in time. Thus, if one were conducting an evaluation of a
training program or a change in policy, one does not necessarily have to sample the same person at
each point of time in data collection.

The key is getting data from the person who holds a particular job that has a perception of the
effects of the policy. Asking employees about their morale before and after a policy change requires
only that the employees still work for the organization and hold the same job responsibilities so that
they are affected in the same way. It does not require that they be the same individuals.

Moreover, the size of one’s sample would be greatly reduced if one had to sample the same
people where there is high job turnover. By sampling the role and not the person, sample size can be
maintained at the two points in time.

14.3.9 SAMPLING WITHOUT REPLACEMENT

One issue in probability sampling that has not been addressed is sampling without replacement.
Probability sampling presumes each unit in the sampling frame has an equal chance of being chosen
for the sample. If each unit has an equal chance of being chosen, then there are no biases in selecting
the sample. However, this assumption is often violated. A number can appear more than once in the
random number chart. Thus, when using the random number chart to select a SRS, a unit in the
sampling frame could be selected twice. It does not make sense to interview the same individual twice.
So in practice, if a number is selected more than once, that repeat number is ignored. One is actually
throwing numbers out of consideration for the sample once they have been selected. The result is that
the units in the sampling frame do not have equal chances of being chosen for the sample.

To illustrate, if there are 200 numbers in the sampling frame and a sample of 20 is desired, each
unit in the sampling frame has a one out of ten chances of being chosen. This is before the first
random number is chosen. Once a random number is chosen and cannot be chosen again, the
remaining 199 units in the sampling frame have slightly more than one out of ten chances of being
chosen. Every time a number is selected and then retired, the chances of being selected for the other
units change.

But importantly, when the sample is small compared to the size of the sampling frame, there is a
negligible error introduced by throwing numbers out of consideration once selected. Systematic
sampling avoids this error all together.
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14.3.10 REPORTING SAMPLE DESIGN

Although it is critical to include in one’s report the sampling method and all its essential charac-
teristics, it may not always be appropriate to impose this information at the beginning of the report.
One should consider his audience. If the report is prepared for public officials or public dissemi-
nation, the sampling information should be put in an appendix. In fact, major publications, like the
Gallup Poll Monthly, reserve a section under the title “Design of the Sample” at the end of each
issue. This enables them to present the findings without the burden of a long, technical introduction.
However, putting the information in an appendix may increase suspicion about the quality of the
data. If this is possible, one may want to explain where the information can be found when not
introduced in the beginning of the report.

For academic audiences, it is crucial to describe one’s sample design in the beginning to acquire
support and recognition from one’s research colleagues, who would not consider any of one’s claims
unless properly informed on the quality of the data. The Public Opinion Quarterly and the Public
Administration Review strictly enforce such up-front reporting in every published article.

14.4 NONPROBABILITY SAMPLING

Probability samples can be expensive and thus beyond the reach of researchers and organizations.
There may also not be the need to go to the trouble and expense of doing a probability survey.
Nonprobability samples are an alternative. The key distinction between probability samples and
nonprobability samples is that in the first the researchers have no influence over which units in the
sampling frame end up in the sample; the opposite is true in the latter. It is also true that only in
probability samples it is possible to compute sampling error, i.e., to what extent does collecting data
from the sample differ from collecting data from the whole sampling frame.

14.4.1 JUDGMENTAL OR REPUTATION SAMPLE

A judgmental or reputation sample is a common kind of sample. Many articles in the Public
Administration Review are based on studies from one state’s experiences or a few cities’. The
state or cities are chosen based on their reputations for success or, sometimes, very costly failure in
policy making. For example, if one hears that a city has really reduced its trash collection costs, one
would likely want to talk with that city and find out how. If a city similar to one’s own has made a
major advance or suffered a severe loss, it might be beneficial to explore why. Thus, based on
reputation, one seeks out certain units or samples from which to gather data. This form of data
collection makes sense because it fits with people’s logical tendencies to learn from example.

There may be other cities, though, which were even more successful or less successful. Using
the reputation approach, one may actually be learning from cities whose experiences are totally
unique and unable to be guideposts. The lessons learned would therefore be misleading. That is the
weakness of a reputation sample. There is no way to know how representative or typical the
experiences of the sample units are. Therefore the “‘best practices” approach is not without
debatable weaknesses. The strengths of a reputation sample are that limited resources can be
expended and an in-depth understanding of a situation can be undertaken.

14.4.2 CONVENIENCE SAMPLE

A convenience sample involves choosing units to study that are readily available to the researcher.
Many articles in the Public Administration Review and much research in the field are still based on
samples of convenience. Studies done by government employees based on their work experiences
are studies of convenience. Academics find it convenient to study cities that are located near their
universities.
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A sample of convenience is the least likely to reflect the larger theoretical population. Although
a reputation and a convenience sample may seem similar, they are not. Unlike a convenience
sample, the reputation sample is chosen on a criterion independent of the researcher, its reputation.
Still, it is true that like a reputation sample a convenience sample is less expensive than a probability
sample and allows for in-depth study.

To improve the quality of a convenience sample, one can vary the time and place for selecting
the units. This is a good idea if the units of analysis are individuals. Then one can collect data from
individuals at different points of time in different cities or departments or classes. For instance, if a
manager wanted to assess students’ satisfaction with classes offered by the Parks and Recreation
Department, it would be wise to survey students in different classes in different sessions. One could
vary the time by both time of day (morning, afternoon, evening, weekend) and by session (spring,
summer, winter).

14.4.3 QUOTA SAMPLE

A quota sample is an important kind of nonprobability sample. It is used often in marketing research
and election polls. It also bears a similarity to a stratified sample. In a quota sample the researcher
sets quotas on key variables that will shape who is chosen for the sample. The quotas are
characteristics of the theoretical population. For example, if one knows the sex and age and racial
make-up of the population, she then sets the same ratios for the sample. So if 10 percent of the
population is African-American, she sets the quota of 10 percent African-American for the sample.

The advantage of a quota sample over other nonprobability samples is that a quota sample insures
that the sample looks like the theoretical population on the variables on which quotas have been set.
However, the researcher gets to choose who ends up in the sample within the quota framework. So if
one were standing outside a supermarket doing a quota survey, one would be more likely to approach
the smiling male over 35 than the male who is moving fast and avoiding eye contact even though he is
also over 35 and thus meets the quota. The introduction of biases by the researcher in selecting who
ends up in the sample within the quotas is why quota sampling is a nonprobability sample.

Like the first two kinds of nonprobability samples, a quota sample is cheaper than a probability
sample of the same size. It can also present good data. The quality of a quota sample rests on
choosing good variables on which to set quotas. The best variables are ones highly related to the
purpose of the study. So if one wants to know residents’ reactions to building a skateboard park, set
quotas on variables that are likely to affect reactions, such as residence’s proximity to the park and
whether a household has children under 16. Information gathered from such a quota sample would
be an excellent supplement to public hearings. The quota sample could balance the bias inherent in
using public hearings to gauge wider public sentiment. Moreover, the quota sample can provide the
additional information for far less cost and in much faster time than a probability sample could.

The quality of a quota sample also rests on how the units are chosen within the quota
allowances. The researcher could give the interviewers a list of one digit random numbers. The
interviewers choose who is interviewed using the numbers and not whom they personally would
pick. So within the quota of a white, female, under 30, the interviewer can only approach the woman
who fits that description and the random number. If the random number is three, the interviewer can
only approach the third woman who fits the quota description. The random numbers are used
similarly to pick respondents within the other quotas.

14.4.4 VOLUNTEER SAMPLE

A volunteer sample is another type of nonprobability sample, but one that is more common in other
fields such as medical research. Sample members are self-chosen; they nominate themselves for the
sample, following some form of public announcement. Like the other types of nonprobability
samples, there is no way to know if the sample is at all representative of the theoretical population.
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Clearly, a sample based on volunteers looks different from the theoretical population because the
sample are the only ones interested in participating.

Volunteers are more motivated for a variety of reasons. In medical research, volunteers may be
more seriously ill than the wider theoretical population suffering from the disease. Hence, such
volunteers may be less likely to respond to treatment because the disease has progressed beyond the
point of help. Accordingly, the treatment being evaluated may look less successful than it would if
tested on a more representative sample.

Programs can also look more successful. In 1995, the Army did a study to see if women were
capable of doing very heavy military tasks, involving lifting a 100 Ib weight. Using female
volunteers from various occupations, the Army measured their strength before a training program
and then after completing the program. The results showed a dramatic increase in the volunteers’
abilities to lift 100 1b. The impressive success of the program may be distorted though. The
volunteers were likely much more motivated to be faithful to the training and give it their best
than a group of women who were required to do so. Many of the volunteers had never exercised
before. Some had just had children and wanted to get back into shape. The study did show women
can do heavy military tasks like loading trucks and marching under the weight of a full backpack.
The study does not show that all or many female recruits would respond as well to a weight training
program and thus be able to load trucks.

Often, cities want citizen input so that a strategic plan can be developed. Surveys can be
published in one or two of the city’s newspapers and placed in every public library. This would
be an example of a volunteer sample that tries to get at a wide segment of the population by using
multiple ways to gather respondents. In this case, a random segment of citizens can also be
surveyed. The volunteer sample makes sense as a complement to the probability sample for political
reasons. Specifically, volunteer samples can serve a valuable purpose by giving citizens or con-
sumers or clients an outlet to express their opinions. Individuals not selected in a random sample
can feel that they are being ignored. By supplementing random samples with volunteer samples, an
important outlet for discontent is provided. Political discontent may thereby be reduced. Such an
approach may also increase acceptance of reports based on the data analysis.

Sometimes, a volunteer sample makes sense because the public policy being evaluated is based
on volunteer participation. Consider school magnet programs, which are programs that select
students who volunteer for the programs. The students and their parents want to participate because
the programs promise specialized advanced schooling in academic areas. To accurately evaluate
school magnet programs, one should take a random sample of programs and a random sample of
students in the programs. But if one wanted to do in-depth interviewing of students and parents, a
random sample might be too costly and might suffer from a low response rate. The option is to ask
for volunteers in the program. Using volunteers from a volunteer-based theoretical population is less
susceptible to the unique error of self-selection inherent in volunteer samples.

In sum, the profession looks with great skepticism on volunteer samples. We do believe a case
can be made for them, but only under unusual circumstances such as that just described.

14.5 HOW BIG A SAMPLE

There are a variety of factors that shape how big a sample is needed. Resources both in terms of staff
and budget have to be balanced against getting the kind of data that is needed. The kind of data that
is needed depends on the required accuracy of the conclusions, the detail of the analysis, and the
political needs of who gets the report.

14.5.1 SAMPLING ERROR

The issue of how much sampling error can be tolerated only applies to probability samples.
Remember that the difference between probability and nonprobability samples is that only in the
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former can one say how much the sample differs from the theoretical population. This is because
only probability samples are chosen randomly. Random selection of samples involves two kinds of
errors, one is confidence interval and one is confidence level.

14.5.1.1 Confidence Interval

This type of random sampling error is the best known and is now consistently reported in news
stories. Confidence interval is expressed as a + percentage. So if the confidence interval is +3
percent, it would mean that the data from the sample fall within the +3 percent range as compared
to what the results would be using the whole theoretical population. More concretely, if a president’s
approval rating is 37 percent according to the latest Gallup sample, the president’s rating is actually
between 34 and 40 percent among all adults.

Confidence interval dictates sample size. The less error one wants, the larger the sample.
Because larger samples eat scarce resources, it is important to set the interval according to how
much error is needed to draw conclusions. If there is a controversial ordinance proposed which
appears to divide the community, a smaller interval should be chosen. This way the results of the
survey can be used to drive the decision whether to approve the ordinance or not, reflecting the
public will be the goal.

Often, though, surveys are done that are more exploratory in nature. If one wants to know what
public service areas citizens consider problematic, then ballpark results are just fine. It does not
really matter whether 10 or 12 percent of the citizens surveyed think parks are a problem, the point
is itis a low percentage. So what if the interval error is + even 5 percent. One would still know that
only a small percentage feels parks are a problem.

Determining the interval is based on how accurate one needs the results to be. 7 percent is
probably the widest one would want to set the interval. 7 percent is actually a 14 percent range of
error, which is getting large enough to cause serious distortion of data results. The Gallup Poll
organization will not do surveys with confidence intervals larger than 5 percent.

Consider that the food packaging error rate for calories is set at 20 percent. What this means is
that a serving portion of 100 calories could really be as low as 80 or as high as 120. If one were on a
strict diet, this error rate might be too large to allow for weight loss, or at the other end of error it
might be too large to allow for faithful dieting without serious feelings of starvation.

14.5.1.2 Confidence Level

Confidence interval cannot be understood without knowing confidence level. The two random
sampling errors are interpreted together. Confidence level refers to the percentage of time that
the sample differs from the theoretical population within the confidence interval. It is not true
that the sample looks like the theoretical population always within the + percentage set as the
interval.

For example, in the 2004 presidential election the national random sample for exit polls had a
margin of +1 percent. The exit polls showed that John Kerry had an insurmountable lead and would
win the Electoral College vote with 309 to George W. Bush’s 174. As we all know the exit polls
were wrong and Bush won the Electoral College and the election itself.

Confidence level is expressed as a percentage. It can range from 1 percent to 99 percent.
Realistically, confidence level should never fall below 90 percent, 95 percent being the most
common. So if the confidence level is 95 percent and the interval is 3 percent, then in 95 samples
out of 100 the sample will differ from the theoretical population by +3 percent. There is a 5 percent
chance that the sample differs from the theoretical population by more than +3 percent.

Confidence level dictates sample size along with confidence interval. The higher the confidence
level, which means the more accurate, the larger the sample must be. Like one’s decision about how
big an interval should be, the size of the confidence level should be dictated by how accurate the
data needs to be.
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Once a confidence level and interval have been chosen, one refers to established tables or Web
sites such as The Survey System (2003) to know how big a sample is required for those error rates.
If one’s population is less than 10,000, there are tables based on the size of the population that one
references. If one’s population is 10,000 or larger, then population size does not affect how big a
sample is required. One merely finds where the confidence level and interval bisect in the table and
reads the sample size.

To get an idea how error rates affect sample size for populations over 10,000, consider these
examples. If the confidence level is 95 percent and the confidence interval is 1 percent, the sample
size is 9604. If one changes the interval to 3 percent, the sample size changes to 1067. If one
changes the interval to 7 percent, the sample size goes down to 196, a big saving in time and survey
costs. If one raises the confidence level to 99 percent but keeps the interval at seven, the sample size
becomes 339. Keeping the 99 percent level but lowering the interval to three results in a sample
size of 1843.

Perhaps the easiest way to understand the relationship between confidence interval, confidence
level, and sample size is to use online tools provided by sites by The Survey System or the UCLA
Department of Statistics (2005). One simply inputs the sample and population size that one is using, and
within seconds the sample’s confidence level is calculated. This tool is also useful in determining how
large a sample one needs to obtain given a chosen confidence interval and level desired for the study.

Polling organizations tend to sample between 400 and 1200 adults for congressional districts or
statewide surveys (Goldhaber, 1984). They use a 95 percent confidence level but vary the interval
between 3 and 5 percent. Cost considerations are the major factors affecting sample size. In those
districts or states that are very homogeneous, such as Wyoming, polling organizations find the
smaller sample size quite acceptable because there is less random sampling error within homoge-
neous populations than within heterogeneous populations.

The random sampling errors presume 100 percent response rate. One will likely not achieve
close to that ideal. With less than 100 percent response rate, error increases, but one cannot know
how much the increase has been. People who respond to surveys do not look like the non-
responders. There is a difference in the time one is willing to invest and interest in the topic of
the survey. Therefore, because response rate is not randomly occurring, the researcher does not
mathematically know how the sampling errors have changed. Importantly, this means the researcher
cannot start with an intended sample of 1000 with 95 percent confidence, 13 percent, and when 600
surveys are returned, restate the error as 95 + 5 percent.

14.5.1.3 Detailed Analysis

The above explanation of sampling error applies to interpreting data based on the whole sample.
What if one is also interested in learning about subgroups in the sample? For example, one may
want to know not only how the whole state feels about a law but also how the Latino population
feels. When the Latinos are separated from the sample, then analysis is being done on a smaller
sample. Sample size corresponds to confidence level and interval. So if one lowers the sample size,
one raises the error. Therefore, to maintain the same confidence level and interval, one needs to
increase the initial sample size to allow for analysis of the Latinos within the accuracy level
predetermined. Or if one does not increase sample size, then interpretations of subgroups must
take into account their higher sampling error.

An interval of 3 percent in national samples applies to data based on the whole sample. Breaking
the sample into regions of the country to find out about how adults in the West or South feel results
in error of about +5 percent. Analyzing different religious groups results in widely varying error
because the sizes of the groups are so different. The error for Protestants will stay within the
3 percent range, whereas the error for Jews is 18 percent, plus or minus. The Jewish data would be
all but worthless. If one wanted to learn anything about the Jewish population, he would have to
increase sample size.
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Sometimes analysis gets down to just having units in subgroups of the sample to analyze. Every
year the U.S. Justice Department samples 100,000 people. This incredibly large sample is necessary
so that the Department can analyze crimes by sex of victim, age, time of day, type of crime, location
such as suburb versus central city, etc. To do such analysis requires breaking the sample down into
many different groups; just one such group would be female afternoon rape victim over sixty-five,
living in central city. The Justice Department needs an incredibly large sample just to increase the
chance that it will have such a person in the sample. For statistical analysis reasons one really wants
at least five such bodies for each group. So if one wants to analyze a sample in terms of 50
subgroups, then one would need a 250 person sample just to get five in a group. Of course, one only
needs a 250 person sample if he assumes all group memberships are evenly distributed and
randomly occurring. The latter two assumptions never apply, so he needs an even bigger sample.

In sum, if one is going to do detailed analysis within subgroups of the sample, one needs to
consider a larger sample size. The number of subgroups as well as the size of the subgroups in
proportion to the size of the theoretical population affects how much the sample size should be
increased.

14.5.2 WHO ASKED FOR THE DATA

Sample size does depend on how much error can be tolerated in probability samples. In both
probability and nonprobability samples, there is another important consideration. The person or
group who asks for the data to be collected has a personal sense of what would be an adequate
sized sample. This sense may be unconnected to sampling theory or, rather, may reflect a lack of
understanding of sampling theory. City councils have been known to reject out of hand that a sample
of 400 could possibly represent their citizenry. As an employee or outside consultant, one can politely
lecture the council why 400 would be adequate. If this fails, try the numbers game. Point out to the
council what a 5000 person sample would cost and what a 400 person sample would cost.

Do not underestimate the importance of what is an adequate sample size for those who asked for
the data in the first place. Even if those who asked for it understand the sampling error arguments,
they may still want a much larger sample for political reasons. They may think that their constituents
would not trust a survey’s results based on 400 people when there are 500,000 of them. This is a
very strong argument for using a larger sample. Data based on a sample is only as good as people
think it is. The best stratified sample with a 2 percent confidence interval is no good if the users or
readers of the data think it is not large enough to be trusted.

14.5.3 RESOURCES

The above factors determine the size of the sample that is needed. Once one has the number, the
reality of the budget needs to be faced. Time and money are scarce resources. One may neither have
the time nor the money to collect data from as many units as one would want. It is time then to adjust
sample size to reflect the resources available.

Time is a prime consideration. Data is collected for a reason. Perhaps data is needed before the next
Board of Education meeting or by the June 16th council meeting. Data collection must be completed
before that date. Reports are often ignored or paid less attention to if delivered on the day of a big
meeting. Data drawn from a probability sample is probably important and thus should be circulated in
report form two weeks before a meeting that will make decisions related to that data. Data drawn from a
nonprobability sample varies in importance, depending on how many resources have been expended to
collect it. Important data that can affect big decisions should be circulated two weeks before the
appropriate meeting. Less important data can be circulated closer to the meeting date.

Another time consideration also has to do with the length of time to collect the data. Independ-
ent of when the data is needed is the actual time spent collecting the data. Data’s accuracy is affected
by the length of time it takes to collect. Sampling theory presumes all data is collected at the very
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same time. This means that surveys of individuals presume that all individuals answered the survey
at the very same time. This assumption is impossible to meet. No organization has enough
interviewers to make the phone calls or visits at the same time.

There is also no control over when a respondent fills out a mail surveyor even when distributed
at work. There are exceptions, such as surveys of police officers that are done during watch
meetings. The rule of thumb is that surveys of individuals should be completed within six weeks.
After that time too many other factors could influence responses to trust that the responses of people
surveyed the first day would be the same as their responses if interviewed the last day.

The rule of thumb if the unit of analysis is an organization is three months. A classic
characteristic of an organization is its resistance to change. Therefore, organizations are expected
to be less changeable than individuals, and data can be collected over a longer period of time.

Finally, there is the issue of money. Does the budget allow for data to be collected from the
predetermined sample size? One needs to consider the production of questionnaires, mailing or
interviewing costs, data cleaning and analysis costs, production of reports costs, etc. If one cannot
afford the size of sample needed based on sampling error or views of who asked for the data,
reconsider the initial needs. Beware. Increasing sampling error to get a smaller sample size may
result in unusable data. This is the challenge of sampling, balancing resources against the quality of
data needed.

14.6 RESPONSE RATE

Sample size normally is not the same as number of units actually studied. Mail surveys have very
low initial response rates, 5 to 20 percent returned. Telephone and interview surveys can also suffer
from low response rates. Surveys that are filled out in a room with supervision will have good
response rates.

What is a good response rate? A response rate of at least 85 percent is excellent. Response rates
between 70 and 85 percent are considered very good. Over 60 percent is considered acceptable.
Response rates between 50 and 59 percent are questionable. Below 50 percent is just not scientifi-
cally acceptable. Thus, a very low response rate is simply a waste of resources.

For example, the U.S. Agriculture Department regularly surveys citizens about what they eat. The
data is used to regulate school lunches, food stamps, food labels, and pesticide exposures. This data is
very important for it not only affects the health of millions of Americans, but it also affects the
spending of millions of dollars. The 1987-1988 food consumption survey was badly flawed due to its
low response rate. Although the contractor randomly sampled 9000 households, only 34 percent of
the households responded. With two-thirds of households not represented in the data, the federal
government was left with data that did not represent the consumption patterns of most Americans.

In contrast, the Gallup Poll has an 88 percent response rate to its telephone interviews (personal
interview, 1996). This is twice the industry average and, obviously, is a great response rate. Gallup
attributes its high response rate to the prestige associated with being a respondent to a Gallup poll.
Thus, who is sponsoring or conducting a study contributes to the likelihood of responding and
thereby the usefulness of the data.

Response rate is particularly important for anyone doing research for professional publication.
Journal editors and reviewers are unlikely to publish work with a response rate below 50 percent.
One should, therefore, be diligent in attempts to improve one’s response rate (see below). Occa-
sionally, obtaining a better response rate is impossible because one is doing exploratory research, is
using a new theory or approach or has applied a theory from another discipline. In such a case, the
researcher must be able to explain the low response rate and document that any biases relevant to the
topic due to the low response rate have been thoroughly examined.

In sum, response rate is critical to usefulness of data. There are a number of things that can be
done to increase the likely response rate: envelope features, good cover letter, quality of question-
naire, postage, incentives, media blurbs, and follow-up.
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14.6.1 ENVELOPE OR E-MAIL FEATURES

If mail delivery is necessary, then the first step in getting a high response rate is getting the respondent
to open the envelope. If the survey is being distributed to people in an organization, use the type and
color of envelope used for important notices. To illustrate, many offices use a large brown envelope
that can be reused over and over again by just crossing out the old name on it. This type of envelope is
used for a variety of regular office communications. It does not signal that the contents are important
or that they need to be read promptly. Do not use this type of envelope. Instead, use the envelope that
personnel use to send out important notifications, such as promotion and benefit announcements.
Employees recognize this latter type of envelope as containing important information in need of
prompt attention. Thus, the respondents will very probably open it and do so quickly.

If the U.S. mails are to be used, the envelope should not have a bulk rate stamp. Many people throw
out mails by justlooking at the envelope. Bulk rate stamps indicate mass mailings, which are unsolicited
and often sales’ pitches. Commemorative stamps look nice and do not send up such a red flag.

The envelope should be addressed, whenever possible, to the name of the household or
household member. An envelope addressed to “occupant” is another “please throw me away’
indicator. It is important to note that it is just fine to use mailing labels on the envelopes.

A return address can also encourage or discourage the recipient from opening the envelope.
Government or university addresses are good. Envelopes with the names of charities or some
nonprofit groups can be viewed as solicitations and therefore thrown away without being opened.
But, according to the ethical standards of the American Association of Public Opinion Research,
one does need to be honest. In addition, if research is being supported by a federal grant, the
researcher is required to inform the respondent exactly how the data will be used.

If e-mail is to be used, one must remember that people are prone to delete items from
unrecognized senders. Because of this, mass e-mail surveys are unlikely to yield good response
rates. Intra-organizational surveys sent from the e-mail of a well-recognized organizational member,
the city manager for example, will encourage the best response to the e-mail survey format.

It may be worthwhile to put a phrase alerting the recipient about the contents on the bottom of
the envelope or in the e-mail subject line. Of course, this works only if it ties into a widely felt
interest in the topic. “Important Survey Inside” does not always do it. “Benefits Survey’’ would
work if the respondent were an employee or government aid recipient.

14.6.2 Goob Cover LETTER, E-MAIL, AND PHONE INTRODUCTION

Once one gets the addressee to open the envelope or e-mail, one has to get her interested in filling
out the questionnaire. The cover letter is key. Again, many people look at the letter and within
reading just the first few lines make the decision to toss or continue reading. Therefore, the cover
letter must give a good first impression.

The cover letter should be on letterhead. It should also be a very well spaced and short letter, one
page maximum. Moreover, the letter, whenever possible, should use the respondent’s name in
the salutation. The letter should be signed with a signature and a title. More than one signature can
be used if it encourages completion. For example, a survey being conducted by the Maintenance
Department should bear the signature of the department head and the mayor or city manager.

In the very first sentence one needs to foster the respondent’s interest in reading further. By
stating why the survey is important and important to them, one taps into their interest. If more
motivation is needed, mention the bribe or incentive next. This is especially important in a survey
that is being sent out to a wide community audience.

The letter needs to be honest about who is sponsoring the survey. Normally, this is done in the
first sentence as one is trying to tap into the respondent’s interest. Statements such as “the city
council and mayor want your input into whether or not the city should build a stadium” get right to
the point of both sponsorship and interest in participating.
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Now, if the respondents make it past the first paragraph, one still has to persuade them to fill out
the survey. To do so, it is necessary to assuage some qualms they might have. Explain why they
were chosen for the study and if the data is confidential. Also point out how little of their time the
survey will take by saying a true estimate. An example would be “this survey will take only ten
minutes of your valuable time.” (see also, Leeuw and Hox, 2004.)

Always in the last paragraph there should be directions about how to get the survey back to the
office and a stated date of arrival. For example, “Please return the survey in the enclosed self-
addressed envelope by September 15, or for e-mail, “Please submit your survey by replying to this
e-mail by March 30.” In this last paragraph, one should also thank the respondent and give a phone
number, e-mail address, and name of a person they can call if they have any questions. Just by
giving the respondent an option to check on the survey increases response rate and does not
necessarily subject the organization to a flood of calls. Although few people will call or e-mail,
there should still be a trained staff member prepared to receive and address any inquiries.

Obviously, the cover letter or phone introduction needs to be directed at the language level of
the respondent. It should also have a “friendly’ style.

14.6.3 QuALITY OF QUESTIONNAIRE

Questionnaire construction is treated in a later chapter of this handbook. A well-constructed
questionnaire not only produces useful data but also affects response rate. It is important that
the questionnaire is easy to follow as well as simple to read. Otherwise, respondents may just quit
filling out the questionnaire and never return it. Well-spaced questions, clear directions between
sections, consistent set up of questions, and response alignment all help to increase response rate.
The actual length of the questionnaire is also a factor that can affect response rate. There are no
tried and true rules on what length questionnaire produces what response rate. Too many other
factors affect response rate, such as the design features and interest of respondent in the survey.

14.6.4 POSTAGE

In the envelope feature’s section above, commemorative stamps were recommended for the
envelope addressed to the respondent. There is also the issue of return postage if the U.S. mail is
being used. First, always provide the respondent with a return envelope, which has already been
addressed and stamped. Second, a commemorative stamp on the envelope will again increase
response rates. It seems that respondents feel a subtle pressure to return surveys when the envelopes
have a stamp on them.

The use of a stamp on the return envelope does increase response rates but not dramatically.
Therefore, weight the cost differential of using stamps versus business reply. With stamps, one has
to pay for each one whether or not they are used by respondents to mail the survey back. In contrast,
with business reply the post office only charges for questionnaires returned. The post office does
charge a little extra for this service, so that the additional cost needs to be factored in one’s decision
to use stamps or business reply. Do not forget that if stamps are used, someone has to stick them on
the envelopes.

14.6.5 INCENTIVES

Incentives are rewards to encourage response. Whether monetary or material, incentives are
effective ways to increase response rates. Incentives can be provided with the surveyor upon return
of the survey. They work best when the incentives are included with the survey. True, including the
incentive with the survey is more expensive. The inclusion, though, works as a subtle contractual
obligation, i.e., “we gave you this, you now must do the survey.” In contrast, when receiving the
bribe depends on the return of a completed survey, the respondent does not need to feel remorse
when they throw away the demanding piece of mail that requests work for a small reward.
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Monetary rewards do not have to be large to increase response rates. In fact, a dollar included
with the questionnaire so the respondent can buy a cup of coffee (but not at Starbucks) to drink
while they fill out the survey works well. Monetary rewards are not always appropriate or even legal
if the sponsoring agency is public. The legal issue is whether it is acceptable to give a monetary
benefit to only the sample population and not the whole population.

Moreover, monetary compensation may not always be the best reward because some people’s
time may be more valuable than the small monetary incentive. Furthermore, depending upon who is
being polled, money may be misjudged or even unnecessary. When people are concerned about an
issue and are eager to make their opinions’ known, there may be no need for extra spending on such
incentives. For example, when polling employees on work related issues that could affect their
environment, a bribe may not be necessary to increase response rates. Of course, there may be other
reasons for offering an incentive, such as showing respect for the employee’s time.

Many material rewards are also possible. The key is that the reward must appeal to the entire
sample population. If the sponsoring agency is the library, bookmarks can be included with hours or
important city phone numbers listed. A water agency might use a hard water tester. An all purpose
incentive is the refrigerator magnet on which numbers, information or pictures can be printed.

It is also possible to include coupons as the incentive. Parks and recreation might include a
coupon of dollars off next class or team sign-up. This reward would work well if the sample were all
past students or sport participants. If the city has an annual fair, free admission coupons work well if
the survey is conducted close to the event.

Coupons do not have to cost the sponsoring agency anything. Local businesses often are willing
to provide the coupons as a goodwill gesture or form of advertising. But be careful that the business
has no relevance to the aim of the study. One does not want the incentive to introduce a bias. Also be
careful that the solicitation of coupons from one business is not considered favoritism, that is, if
there is a rival business in the city, for example.

Finally, offering to supply the respondents with a brief summary of the study’s results can be
used as a motivation. One could mention that a link to the report will be on the organization’s Web
page when the results are final. This form of incentive may be most useful for an elite sampling
population, such as city managers, police chiefs, or civic leaders. This reward for responding should
not be used if the summary mailing or e-mail would occur so far in the future that the respondents
may not even remember doing the survey or find the results useful.

14.6.6 MeDIA BLURBS OR PRENOTIFICATION

Another technique that can be used to increase response rates is prenotification. One to two weeks
before the receipt of the survey one can contact respondents by mail, phone, or e-mail, alerting them
that they have been selected to participate in the study. For instance, a brightly colored mailing or
picture postcard is likely to be read and get the respondent’s attention.

A cheaper form of prenotification would be to use media blurbs announcing the upcoming
survey. The choice of media outlet depends on the sample population. If the sample population is
the general community, newspapers or the city’s cable channel can be used. If the sample population
is concentrated in an organization or a building, such as employees, then bulletin boards, e-mail, or
newsletters are useful. If the sample population is members of a group that gets newsletters
or periodic mailings, these outlets can provide prenotification.

14.6.7 ForLLow-Ups

A major technique used to increase response rates is doing follow-ups. After the initial questionnaire
has been distributed, reminders to return the questionnaire should be done. Reminders can be in the
form of a postcard, letter, telephone call, e-mail, fax, or a complete redistribution. The method used
for reminders depends upon budget and access to information, such as phone numbers.
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If one has kept track of who has returned the questionnaire, follow-ups need only be done
to those who have not responded. By putting an office code on the questionnaire, one can keep track
of who has and has not responded. Thus, reminders can be sent only to those who have not
responded.

Follow-ups should be done in two week intervals. The first reminder would go out two weeks
or ten business days after the questionnaire distribution. The reminder should stress the importance
of the study and also thank the respondent if they have already responded. It is also important
to provide a number to call if the respondent has misplaced the questionnaire so a replacement
can be sent.

If after the first follow-up, the return rate is over 80 percent, one may decide to stop collecting
data or do one final follow-up. Return rates lower than 50 percent demand a second if not third
follow-up. Remember that the worth of the data depends upon achieving as high a response rate as
possible, 60 percent or higher is a must. Expect to get about half the return rate in the second follow-
up as in the first. So if one got 40 percent in the first follow-up, the second follow-up should produce
about 20 percent return.

The last follow-up, if more than one, differs from earlier follow-ups in that a questionnaire as
well as a reminder message may be included. Depending on budget and time passage since initial
questionnaire distribution, it may be wise to include a questionnaire with the last reminder. After a
month, it is likely that the initial questionnaire is lost. For e-mail questionnaires, of course, budget is
far less a concern.

Telephone reminders are tricky. They not only require access to phone numbers but also require
trained staff to do the calls. Each staff member making the calls should operate from a set script. The
script should include the purpose of the study, who is sponsoring it, and its importance. Staff should
have pleasant, friendly voices.

If a telephone reminder is possible, one might want to consider giving the respondent the option
of doing the survey over the phone. Again, there must be a set script to work from so each staff
member responds to respondents’ questions the same way. Offering this option requires that the
staff go through some training about phrasing of the survey questions. A supervisor should
also oversee the calls and verify responses by calling back a few respondents. Unfortunately, a
study indicated that inviting the respondents to complete their questionnaires by phone did not
significantly increase the response rate (Dillman et al., 1994).

Finally, a sample chosen by random digit dialing requires special follow-up considerations. One
must keep track of each number called and list those where one got no response or when one needs
to call at a different time for the proper respondent to be available. One should have different time
slots available for call backs. Try to cover a morning, afternoon, early evening, and an evening, i.e.,
9 aM 1O 12 PM™, 12 PM TO 4:30 PM, 4:30 PM TO 6:30 PM, AND 6:30 PM TO 9 PM.

14.6.8 DEMOGRAPHIC ANALYSIS AS A CHECK ON RESPONSE Bias

When response rate is less than 100 percent, there is the possibility that those who responded are
different from those who did not. If possible, one needs to check for the extent of such a bias on the
study’s main variables. To do this, one needs to know some characteristic of the sampling
population, such as the percent that are male or female or the percent that are union or nonunion
members. Then one sees to what extent the sample reflects that actual percent. If one finds that the
sample has a higher or lower percent of men or women for example, one needs to analyze the
responses of the two sexes to some key questions. If they are significantly different, then there is an
important response bias.

If a response bias exists, then one has two strategies to pursue in presenting one’s data. First, one
can weigh the sample to correct for the bias in response. In other words, if one has more women
in the sample than in the sampling population, the women’s answers are weighted less than men’s.
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This is just like weighting in nonproportional sampling, which is discussed earlier in the chapter.
Second, one can present all findings within the subgroups, in this case male and female.

One should be on the look out for response bias during data collection. An early analysis of the
first wave of returned questionnaires may signal how critical multiple follow-ups are to the quality
of the sample. Special messages can be put in the reminders to elicit more responses from the under
represented group too.

14.6.9 DATA CoLLECTION IN DIFFERENT COUNTRIES

Even though one may need to collect data from units in countries other than the United States, do
not rush out to book plane tickets (Taylor, 1995). One may be able to collect the data in this country
or use data already collected.

For example, one might be able to collect the data desired from foreigners right at one’s
fingertips.

Foreign students at nearby U.S. campuses can provide a sufficient population for a sample. Be
aware that the sample is foreign nationals but within the United States, which may create a bias and
thus be inappropriate but not always.

A pharmaceutical company interested in flooding Europe with its new cough syrup turned
to European born and raised students who had been in the United States for less than two years.
By contacting foreign language departments and the Office of International Education at local
universities, lists of appropriate students were obtained. Using the lists, the company drew a sample
and had the selected students try out their European taste buds on the American cough syrup.

When one really needs the data to come from another country, one should always consider the
resources that the country may have to offer. Many countries carry out a census of their population
every ten years. Although the censuses are mostly demographic information, they often also cover
other topics.

Another possibility is a research center or a university in the foreign country that also is
interested in the same topic. They may have data or be willing to help in the data collection.

If it turns out that no existing data is relevant, one should probably resort to a local agency
to conduct the survey. There are too many cultural differences that can affect data collection
in different countries. Language nuances, types of incentives, how many people have phones or
unique addresses, and even whether voter or household lists are available to nongovernment
employees are some of the issues that show why one needs a native agency or professional to
guide the survey.

Some final words of wisdom on data from foreign countries should be offered. It is amazing
what is considered unacceptable in the United States but perfectly normal in other countries. For
example, quota sampling has been regarded as unacceptable in the United States for 50 years. But
many countries like Mexico, France, and the United Kingdom routinely use quota samples.
Amazingly, in those countries quota sampling has worked well in public opinion polling. Random
digit dialing is considered the only acceptable telephone interviewing sampling method in the
United States. Yet, many countries do not use it.

14.7 CONCLUSION

The theme of this chapter has been sampling and data collection. There are many important issues to
address in doing both. In the end, the quality of the final research report rests on the quality of one’s
data collection. The ability to do certain statistical analyses is also dependent on the data collection,
particularly sample size. Once data is collected, though, there continues to be challenges to the
quality of one’s research. A large, probability sample done overtime sounds like great data. These
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data must be accurately transformed to a computer file to maintain their integrity. The problems
faced in constructing data sets is the topic of the next chapter.

PROBLEMS

1. Older adults who exercised at least three times a week were much less likely to develop dementia
than those who were less active, according to a study financed by the National Institutes of
Health and the U.S. Department of Health and Human Services. The research, reported in the
Annals of Internal Medicine, was conducted by Dr. Eric B. Larson and colleagues at the Group
Health Cooperative (GHC), the University of Washington and the VA Puget Sound Health Care
System in Seattle, Washington (Larson et al., 2006). The researchers followed 1740 GHC
members age 65 or older for an average of 5.2 years between 1994 and 2003. When the study
began, the participants—all of whom were tested and found to be cognitively normal—reported
the number of days per week they engaged in at least 15 minutes of physical activity. Their
cognitive function was then assessed, and new cases of dementia were identified, every two
years. By the end of the study, the rate of developing dementia was significantly lower for those
who exercised more—three times weekly, compared with those who exercised fewer than three
times per week—a 32 percent reduction in risk.

If you were an administrator for the U.S. Department of Health and Human Services, how
would you evaluate this data in regard to sampling issues?

2. In spring 2006, the Californian Independent Field Poll organization did a poll of 1070 registered
voters in the state. The poll found that 37 percent of the registered voters approved of Governor Arnold
Schwarzenegger’s performance in office and 40 percent approved of the state legislature’s performance.
The poll had a margin of error of 3 percent, 95 percent of the time
a. Identify each of the following:
Population, sample, level of confidence, confidence interval, unit of analysis

b. Is this a random, voluntary, or convenience sample, and how do you know?

c. If this study was a stratified sample and not a SRS, would you have more or less confidence in
it and why?

APPENDIX A: READING A RANDOM DIGIT CHART
How Many Digits to Read?

1. If theoretical population has less than 10 units, read one digit.
547933064

2. If theoretical population has between 10 and 99 units, read two digits.
547933064

3. If theoretical population has between 100 and 999 units, read three digits.

Where to Start to Read Chart?
The answer is anywhere.
If one decides to read rows and is looking for three numbers between 1 and 12, then the
numbers would be
5479 33 06 41 99 43 96 95 34
01 49 35 20 27 92 63 20 67 02
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APPENDIX B: ILLUSTRATION OF LIST OF THEORETICAL POPULATION
FOR SRS VERSUS STRATIFIED SAMPLE

Theoretical Population: All city-owned vehicles as of August 1, 2007.

1 2001 Ford Crown Victoria
2 2002 Ford Crown Victoria
3 2002 Ford Crown Victoria
4 2005 Ford Crown Victoria
5 2004 Chevrolet Suburban
6-105 2006 Dodge Charger

Stratified: Numbered list of all city-owned vehicles stratified by city department.

Police Mayor’s Office Parks and Recreation Refuse
1-100. 2006 1. 2001 Ford 1. 2002 Ford 1. 2002 Ford
Crown Victoria Crown Victoria Crown Victoria
Dodge Charger 2. 2005 Ford 2. 2004 Chevrolet
Crown Victoria Suburban

APPENDIX C: PUBLIC ADMINISTRATION ARTICLES USING DIFFERENT
SAMPLING METHODS

Simple Random Sample:

J. Rivera and P. de Leon. 2004. Is greener whiter? Voluntary environmental performance of western ski areas,
The Policy Studies Journal, 32:417-437.

Stratified Random Sample:

T.L. Brown and M. Potoski. 2003. Contract-management capacity in municipal and county governments,
Public Administration Review, 63:153—-164.

Stratified Sample:

G.J. Miller, S.J. Yeager, W.B. Hildreth, and J. Rabin. 2005. How financial managers deal with ethical stress,
Public Administration Review, 65:301-312.

Convenience Sample:

K. Thurmaier and C. Wood. 2002. Interlocal agreements as overlapping social networks: Picket-fence region-
alism in metropolitan Kansas city, Public Administration Review, 62:585-598.

Volunteer Sample:

S.H. Mastracci, M.A. Newman, and M.E. Guy. 2006. Appraising emotion work. Determining whether
emotional labor is valued in government jobs, American Review of Public Administration, 36:123-138.

Judgmental or Reputation Sample, note: the choice of city was based on reputation, not the

inclusion of individual officers:

M.M. Brown and J.L. Brudney. 2003. Learning organizations in the public sector? A study of police agencies
employing information and technology to advance knowledge, Public Administration Review, 63:30-43.

Census Sample:

S. Kim. 2002. Participative management and job satisfaction: Lessons for management leadership, Public
Administration Review, 62:231-241.
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APPENDIX D: ADDITIONAL READINGS ON SAMPLING AND DATA
COLLECTION

D. Andrews, B. Nonnecke, and J. Preece. 2003. Electronic survey methodology: A case study in reaching hard-
to-involve Internet users, International Journal of Human-Computer Interaction, 16:185-210.

S.J. Best and B.S. Krueger. 2004. Internet Data Collection, Thousand Oaks, California: Sage Publications.

M.A.L Bulmer, P.J. Sturgis, and N. Allum. 2006. The Secondary Analysis of Survey Data, Volume I, Thousand
Oaks, California: Sage Publications.

M.P. Couper. 2000. Web surveys: A review of issues and approaches, Public Opinion Quarterly, 64:464—494.

N.D. Glenn. 2005. Cohort Analysis: Second Edition, Thousand Oaks, California: Sage Publications.

G.B. Markus. 1979. Analyzing Panel Data, Thousand Oaks, California: Sage Publications.
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The survey methodology is widely used in research. It helps to probe individuals’ opinions,
attitudes, behavior, and preferences in a social setting and collect information on demographics
and various other topics that are of interest to researchers. According to Converse (1987), the survey
instrument is like a telescope whose focus can be adjusted, broadened, or narrowed depending upon
the needs of the researcher. The versatility in application of this instrument accounts for much of its
popularity in the field of social science. In public administration, researchers frequently use the
survey methodology to collect information on work values and organizational commitment among
individuals in public organizations, people’s opinions on public policies and to gauge the level of
their satisfaction with public goods and services. In contingent valuation of those public goods like
wilderness areas whose social values are difficult to assess, the survey methodology is often relied
upon to collect information from the public for valuing such goods (Weimer, 2005, p. 73).

In administrative studies, the survey methodology can be easily incorporated into a quasi or a
nonexperimental research design. It can be utilized to collect information from administrators and
citizens to examine a policy or a program’s effectiveness and to address managerial and other
concerns in an organization. For example, information on children’s test scores in mathematics,
reading, and science collected through a national survey of schools can be utilized to determine the
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effectiveness of The No Children Left Behind Act and make decisions about its renewal in
subsequent years (Dillon, 2006). Time series analysis of census data proves useful in studying the
trend of activities that may range from crime and privatization of prisons to productivity in public
organizations. In evaluation of public programs, surveys serve as an important tool in assessment of
outcomes and in detection of weaknesses in the mechanism of service delivery.

In this chapter, some of the important features of the survey methodology have been discussed.
Starting with a brief history of the method, efforts have been made to provide information on the
essential elements of a survey, that is, from development of research questions to sample selection,
modes of data collection, response rate, and ethics in survey research. Also, attempts have been
made to answer questions about length of survey questionnaire, duration of surveys, and an
acceptable response rate. It is important to keep in mind that any well planned survey can yield
valuable information and help to generate both theoretical and empirical insights into administrative
practices and policies.

15.1 BRIEF HISTORY

The use of surveys dates back to early times. In 1880, Marx, the German political sociologist,
designed a lengthy questionnaire to investigate the exploitation of workers by employers. Even
Weber used it in his study of religious ethic. In the twentieth century, its use expanded upon
improvements in various aspects of the methodology. For example, the U.S. censuses made
important contributions in sampling and data collection techniques. The commercial polling firms
of Gallup, Roper, Harris, and others through their privately funded surveys helped to develop the
sampling techniques and improved the format of the survey. Researchers like Samuel A. Stouffer
helped to develop scientific methods of empirical research and Paul F. Lazarsfeld popularized the
application of surveys in understanding of social phenomenon like an economic depression and its
impact on population (Babbie, 1998, pp. 38-39). Over the years, the methodology has improved
considerably as a result of ongoing research activities at various survey research institutes and
universities in different parts of the world (House et al., 2003).

15.2 STAGES OF A SURVEY

There are several stages in a survey and each stage is interrelated to the other. Weaknesses in any
one stage can lead to a flaw in the survey design and make it difficult to fulfill the objectives of the
study. Thus, the development of the survey, stage by stage is considered to be critical in the data
collection process. In the following sections, the various stages of the survey have been discussed.

15.2.1 OBJECTIVES

In a survey based research project, the researcher must first decide what is the actual purpose of the
survey. Once the intents or the aims of the survey research have been established, the objectives
need to be clearly and precisely stated. The statement of objectives requires reiterations and can be
time consuming. It is worth investing time in such an endeavor as well defined objectives help to lay
the foundation for the next stage, that is, development of the research questions for the study. Also,
objectives of a survey help to effectively communicate with sponsors and respondents and attract the
attention of those who might be interested in subject of the study.

15.2.2 ReseARCH QUESTIONS

The research question helps to identify variables and collect both specific and concrete information
related to those variables. In fact, the research question provides the direct link between the abstract
concept in objectives and the raw data that is collected through a survey. Like the objectives, the
research question needs to be stated as clearly as possible. It is often done through a process of
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reiterations of statements until one is satisfied with the exact wordings and the meanings they
convey. In any study, the research question provides the much needed direction and coherence and
also helps to determine the unit of analysis in a study. In addition, it helps to mark the boundaries of
a project, maintain focus and guide the entire data collection and analysis process (Punch, 2003).

15.2.3 UNIT OF ANALYSIS

In a study, the unit of analysis needs to be identified prior to collection of information. In a survey,
the unit of analysis can range from individuals to any element that is of interest to the researcher. For
example, in a survey of citizens, the individual is the unit of analysis. In another survey, designed to
collect information on crime rates of cities, the city becomes the unit of analysis. A survey can have
more than one unit of analysis. For instance, in a survey designed to collect information on
graduation and drop out rates of high schools in a school district along with that of household
income of high school students, several units of analyses can be identified. They include the high
schools in a school district, high school students and their households. In such a complex survey,
each unit needs to be identified in advance and the data needs to be organized in such a way that they
facilitate analysis at a later stage.

Information obtained from a survey can be utilized to describe the components of a sample. For
example, in a survey of cities, information obtained on crimes and average household income can
help to describe these cities in terms of their safety and wealth status. Sometimes a controversy
might exist over the selection of unit of analysis. For example, in performance measurement of local
governments, some scholars advocate the use of citizens’ satisfaction surveys. These surveys help to
provide a voice to citizens and give them the opportunity to make informed judgments about local
services (Miller and Miller, 1991, p. 8). Other scholars disagree and prefer the survey of qualified
administrators for several reasons. First, citizens’ judgments are flawed due to their lack of
knowledge about production and provision details of services provided by local governments
(Lyons et al., 1992). Second, citizens’ evaluations are more subjective in nature and often do not
match with that of actual agency records (Percy, 1986, p. 67). Third, there exists the tendency
among citizens to rate services lower than administrators of local governments (Melkers and
Thomas, 1998). In contrast, qualified administrators tend to base their assessments on objective
internal measures of service quality (Lovrich and Taylor, 1976). But a later study (Swindell and
Kelly, 2000) on performance measurements in local governments has recommended the use of both
units of analysis as they provide equally valuable information in such a scheme of measurement.

15.2.4 SAMPLE

The word ‘sample’ refers to the subset of a population. A sample is created from a sampling frame
from which elements are selected to be included in a sample. The sampling frame or the source of
information (example, a list of names) has to be checked for omissions and repetitions of informa-
tion. A survey sample can be a simple, single stage sample, with no difference between the sampling
unit and the element. For example, public transit bus riders surveyed at a bus stop. If the researcher
conducts the same survey at selected counties of the state, in few townships, at specific bus stops
and only of daily commuters, the sample becomes more complex. In such a sample survey, four
levels of sampling units can be identified—the counties, townships, bus stops, and daily commuters.
The last unit, the daily commuters constitute the elements of the survey.

A sample can be either a probability or a nonprobability sample. In a probability sample, all
members of the population have an equal chance of being selected. The randomness in the selection
process helps to avoid both conscious and unconscious bias in element selection (Babbie, 1998).
Sometimes a nonprobability sample may lack representativeness if it is selected by the researcher on
the basis of some prior knowledge about the population. The latter type is used when probability
sampling is expensive or when precise representativeness is not a requirement of the study.
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In drawing a sample from a population, there exist the possibility of committing both sampling
and nonsampling errors. The sampling error is the expected error in estimating a parameter from
any given sample design. It can be calculated either before drawing a sample or afterwards and often
the standard error serves as the measure of sampling error (based on theoretical sampling distribu-
tion). The size of the sampling error affects the accuracy of the estimate. A nonsampling error arises
due to flaws in the survey design or faulty implementation and can lead to a bias in the study
(O’Sullivan et al., 2003).

15.2.5 SuRVEY DESIGN

The design of a survey is largely determined by the survey’s purpose. If a survey is aimed at single
time description and determination of relationships between variables, a cross sectional survey can
be used. For instance, by selecting a sample from some larger population, a cross sectional survey
can help to understand whether there exist gender differences if any, among adults in their attitudes
towards smoking of tobacco. A longitudinal survey permits the analysis of data over a period of
time. It can be used to collect explanatory or descriptive data at different points in time and observe
a change in a variable over a fixed period of time.

A longitudinal survey can be designed either as a trend, cohort, or panel study. In a trend study,
samples are drawn from a population and studied over a long period of time. Each time a sample is
selected new members are included in it. In a trend study, the comparison of results of several
surveys conducted at different periods of time helps to obtain descriptive information about the
general population. For example, a researcher can use a trend study to observe changes if any,
among university students’ attitude towards smoking tobacco over the last two decades.

A cohort study can be used to collect information from a group that has experienced the same
significant event within a specific time period (O’Sullivan et al., 2003, p. 37). In a cohort study,
samples are drawn at different time periods from the same group or cohort of individuals,
organizations or other units of analysis. Every time a sample is drawn from a cohort new members
are included in the group, which makes it difficult to identify those individuals that undergo changes
and establish a time sequence for such changes. To address the problem, a panel study can be
conducted, where the same panel or sample is studied over a fixed period of time. Panel members
are asked the same questions at regular intervals of time. The comparison of their answers makes it
possible to observe and track changes among these individuals and provide suitable explanations for
such changes over a specific period of time (Babbie, 1998).

15.2.6 QUESTIONNAIRE

The questions in a survey are directly related to the research question. In development of a survey
questionnaire, the variables for which information needs to be collected have to be identified
followed by their operational definition. The operational definition of a variable is directly linked
to its conceptual definition and helps in collection of relevant data for that variable. For example, the
conceptual definition of the variable, ‘education,” can be operationalized as educational attainments
of adults after high school education. With this definition in mind, relevant questions can be asked to
collect information through a survey.

A survey questionnaire can contain both questions and statements and they should be relevant to
the topic. The questionnaire can be developed in its entirety or by using borrowed questions and
statements from previous studies that are similar. There also exists the option of using only a part of
an existing question and making modifications in it by adding personal ideas and words to it. The
advantage of previously used questions is that, it facilitates comparison of past and present results
(Punch, 2003, p. 32).

In a survey questionnaire, the wording of questions requires both time and patience. All
questions and statements should be worded in such a way that they do not display any personal
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bias or offend anyone. For example, the question, ‘do you think the police failed to reduce crime in
the city,” and provided with the response categories of agree, strongly agree, disagree, strongly
disagree and no opinion should be avoided for aforementioned reasons. Keeping the response
categories intact, the same question can be reworded as ‘do you think that the police helped to
control crime in the city?” The rewording should be done without making changes in the original
intent of the question.

Survey questions can be both close and open-ended. In close-ended questions, the response
categories are exhaustive, that is, include possible responses expected from respondents. They are
also mutually exclusive, implying that only one category can be selected as the answer to a question.
The number of close-ended questions in any survey exceeds the number of open-ended questions.
The latter’s popularity can be partly attributed to their usefulness in maintaining uniformity in
response categories. For example, survey response categories of strongly agree, moderately agree,
moderately disagree, strongly disagree and do not know can be used in several questions to collect
information. The maintenance of unity in response categories facilitates the transfer of information
directly from the survey sheet to the data entry form.

In writing a survey report, the criterion of exhaustiveness is difficult to maintain. It is not
possible to report findings on all the response categories for all the questions in a report. So, there
exists the tendency to group response categories into few groups leading to the loss of information.
For example, grouping of the two response categories ‘somewhat agree’ and ‘strongly agree’ into a
single category of ‘agree’ leads to some loss of information on the various levels of agreement
observed among respondents in a survey. Also, in answering close-ended questions with multiple
response categories, many respondents tend to select the middle option rather than the two extremes
at the ends (Schwarz et al., 1985; Tourangeau et al., 2000, p. 232). In structuring of responses in a
survey, a problem commonly encountered is the lack of space to accommodate all the possible
categories of responses. For example, in a survey question aimed at probing respondents’ preferred
mode of commute to work all the available modern options cannot be listed in a survey question-
naire. Only few popular options are presented to respondents that might reflect personal bias of the
researcher and lead to overlooking of others. To address such a problem, sometimes the last option
is listed as ‘others (explain).” Despite the presence of such an option, many respondents simply
ignore it and try to fit their answers into a given list of options even though the fit might not be
perfect (Babbie, 1998, p. 128).

The open-ended questions of a survey provide respondents with the opportunity to answer
questions in their own words (Fowler, Jr., 2002, p. 91). These questions require the provision of
more space to answer them and more information can be obtained from such questions. Also, open-
ended questions are more suited for posing opinion or belief questions and can help to obtain both
exact and factual information. For example, the opinion question, ‘do you think that networking
with other organizations has helped your organization,” can help to obtain facts on networking from
a survey of managers in public organizations. Similarly, open-ended questions can be asked to
obtain exact information about age, income, education, number of years worked in an organization
along with others in a survey. In answering exact questions, individuals always do not provide the
actual numerical figures. Instead, they round off number and create their own grouped categories.
For instance, instead of reporting exact income figures, individuals prefer to round them. Such a
tendency to round of numbers can be attributed to various reasons that might range from difficulties
in recalling an exact answer to privacy reasons or even lack of exact knowledge. A disadvantage
with rounding of numbers is that, it makes it difficult to define the special characteristics of a sample
with exact figures (Tourangeau et al., 2000, pp. 232-233).

In a survey questionnaire, the open and close-ended questions should be spaced in such a way
that they are spread out and not squeezed together to fit a page. Their placement should be logical
and sequential to help ensure the smooth transition from one topic to another and aid respondents in
recollection of past events and facts. Any random placement of questions can easily confuse
respondents and can make it difficult even for a researcher to make meaningful interpretations at
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a later stage in the study. Also, survey questions should be clear, short, and unambiguous. They
should not contain any abbreviations to prevent any kind of misinterpretation.

A survey researcher should avoid using complex or double barreled questions. The following
question, ““do you think that the city should spend less money on street improvements and more on
local schools?”” is a complex question and is difficult to answer. In the question, two problems have
been identified but only a single solution has been offered. Some respondents might agree or
disagree with such a notion although others would leave the question unanswered as they might
think of other solutions to address those two problems.

Often the length of a survey questionnaire influences the response rate and quality of data. If a
survey questionnaire is too long, respondents with a busy schedule are likely to ignore or skip
questions. Also, tired or bored respondents are likely to provide unreliable answers (O’Sullivan
et al., 2003, p. 186). Hence, the number of questions to be included in a survey is a matter of
judgment. The length of the survey questionnaire can be determined by a pilot test. If a survey takes
more than 20 minutes to complete, it is most likely to pose a problem. Shorter questionnaires tend to
have a higher response rate and yield more valid responses (Punch, 2003, p. 35).

In a face-to-face or telephone interview, a question that is frequently asked is, ‘how long will it
take to complete the survey?” The decision to participate in the survey often rests on the time
estimate provided. Based on my personal experiences in interviewing of public and private sector
officials, I noticed that they are reluctant to spend more than 30 minutes in answering survey
questions in their regular week day schedule. Further, all questions on demographics should be
placed at the end of the questionnaire. If they are placed at the beginning of the survey, respondents
are most likely to ask, “What does my gender or level of education have to do with the topic of
the survey?”’

15.2.7 PRretests AND PiLoT STUDY

A pretest is an initial test of one or more components of a survey. A pretest helps to reveal many
hidden problems prior to the administration of a survey. For example, if a researcher decides to
pretest a sample that was reasonably easy to conceive in paper, the problems associated with
drawing the actual sample become evident in such a process. Review of these problems provides
information about the actual feasibility of the design along with an estimate of the time and cost
involved in creation of such a sample.

Pretesting can be done in multiple stages to minimize obstacles in the data collection process. In
pretesting of a survey questionnaire, ambiguous questions can be detected, which is often followed
by a decision either to revise or drop them because of their complex nature. Also, pretesting helps to
decide on the mode of delivery of the final survey. That is, whether it should be self administered,
mailed, electronically delivered or interviews be conducted of selected individuals in a study.
In pretesting of a data collection process, the researcher gets an idea of all tasks involved in
administration of a survey. For example, if a researcher chooses to mail the questionnaire, pretesting
helps to list the various steps involved from getting the questionnaire ready to mailing them to
respondents. Often pretesting of the analysis process helps to reveal shortcomings in the data
collection process. Any missing data on a variable can be easily linked to the failure to include
pertinent questions for that variable. Thus, multiple pretests are necessary to make changes and
revisions in a survey and these tests usually precede a pilot study.

A pilot study can be regarded as a mini survey. It involves testing of the entire research
instrument in a form similar to the one that is used in the final survey and it is guided by three
objectives: what should be the format of questions, how lengthy should the survey questionnaire be,
and how can the data collection process be made more efficient without violating any ethical issues.
Usually, a pilot study is conducted on a small sample, which can be chosen using the same process
for selection of the final sample. If overlapping is a serious concern in the pilot study, then the sample
can be drawn from the remainder of the population only after the final sampling has been done.



Using the Survey as an Instrument of Inquiry in Research 247

Those items that have not been pretested should not be included in a pilot study. An exception to
this is the inclusion of more questions than were intended to be included in the final survey. Such an
exception is based on the assumption that pretesting of questions is not sufficient enough to
determine the right method of obtaining data for research purposes.

A pilot study helps to make the necessary adjustments in the final questionnaire. Even though a
pilot study costs money and is time consuming, it is risky to eliminate it especially in a large project.
Thus, when budgets, time, and other constraints pose serious obstacles, the risks of failure can be
reduced by pretesting selected components and conducting a miniature pilot study.

15.3 DATA COLLECTION

Data collection requires the selection of a mode of data collection and development of a data
collection form where the raw data is entered. The choice of any particular method of data collection
is often based on its appropriateness in answering the central research question in a study. A data
collection form requires planning in advance and assignment of codes to variables to reduce the
possibility of making errors in the transfer of data to a statistical program for detailed analysis
(Salkind, 2006).

15.3.1 MeTHODS OF DATA COLLECTION

Technological advancements have brought about significant changes in methods of data collection.
Until the 1970s, much of the data were collected through face-to-face interviews or by mailing
questionnaires. Later, increase in the number of telephone subscribers led to telephone interviews.
Currently, with more people gaining access to the internet it is now possible to survey people online.
Each method of data collection has its own advantages and disadvantages. The choice of any
particular mode is determined by the availability of funds, time available and its appropriateness in
answering the central research question. Each method has been discussed separately in the following
paragraphs.

Survey by mail is a very common method of data collection. It involves the sending of a detailed
cover letter explaining the purpose of the project and a questionnaire addressed to individuals
selected to participate in the survey. The cover letter explains the purpose of the survey and provides
assurance of confidentiality, which makes the respondent more comfortable in answering questions.
A mail survey is more suited for collection of information on sensitive topics. The questionnaire
must be self-explanatory. If respondents do not understand the questions or if answering the survey
is too time consuming, they are most unlikely to return the survey. To elicit a higher response rate to
a survey, both monetary and nonmonetary incentives could be included in the initial request. Even
repeated follow-up attempts can prove to be effective. Also, the salience of the topic plays an
equally important role in evoking a high response rate. For example, a survey sent to university
students asking about their opinions on changes in the grading system is most likely to have a quick
and a high response rate.

In a mail survey, it usually takes eight to ten weeks to collect data depending upon the sample
size and the geographic distribution of the population. The cost of mailing the questionnaire
includes that of the stationary, printing, and postage for both mailing and returning the survey. A
response bias commonly evident in a mail survey is that, one subgroup is more or less likely to
cooperate than others. Such a bias may arise from lack of education, physical limitations in reading
or writing, age or other disabilities, complete lack of interest in the topic and geographical
distribution of the sample. Sometimes it is possible to assess the potential response bias in a mail
survey from the topic of the survey and its geographic distribution. For example, from a list of
names and addresses, it can be predicted whether more males or females are likely to respond to a
specific topic or whether residents in small townships are more likely to respond than city
respondents.
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Surveys conducted online share similarities with mail surveys. Even though it is a relatively new
method of data collection, it is gaining in popularity as more individuals are subscribing to Internet
services. Advantages of an online survey include collection of data at a minimal cost and within a
short period of time. In selection of a sample for an online survey, respondents are selected from
a sampling frame that includes a long list of names and addresses of internet users. Selected
individuals receive a cover letter that is electronically mailed. The initial cover letter informs
them about the importance and purposes of the survey, sponsorship of the survey if any, assures
confidentiality and provides detailed instructions to complete the survey. To prevent nonsampled
individuals from responding and multiple responses from selected individuals, each respondent is
provided with a personal identification number (PIN) to gain access to the online questionnaire.
Sometimes it is buried in the website address of the survey and the respondents have to click on to it
to answer the questions.

On completion of an online survey, a thank you letter is sent to respondents in appreciation of
their voluntary participation and for providing valuable information for research purposes. In this
type of survey, technical problems are common and can range from lack of updated computer
products to difficulties in accessing the website. Also, if respondents are not computer literate, they
are unable to respond to the online questions. In such cases, the researcher lacks control over the
response situation unlike in mail surveys. To enhance the overall response rate of internet surveys,
repeated electronic mailings of reminders with link to the survey questionnaire and sometimes
incentives are used.

A telephone survey is the most widely used method of survey. It is often used to access a
geographically diverse population and can save both money and time. Telephone numbers can be
selected at random from telephone books or created from an existing number by substituting the last
four digits of the phone number with random numbers (random digit dialing). In a telephone survey,
trained interviewers ask questions in a consistent manner and record the answers. The quality of the
information collected depends upon the duration of interviews, order, and complexity of questions
and on skills of surveyors in keeping the respondents engaged in answering the questions. Usually, a
telephone interview lasts for 20 to 30 minutes depending upon the characteristics of the study
population, length of questionnaire, motivation of individuals to respond, and on the skills of
interviewers to persuade selected individuals to participate. The response rate of a telephone survey
is considered slightly better than that of a mail survey even though, administrators, managers, and
other professionals prefer mailed surveys over telephone interviews. The aged and less educated
people prefer telephone surveys as telephone interviewers aid these respondents in answering
questions not only by reading and repeating them but also by clarifying meanings when requested
by respondents. Also, from the initial efforts in dialing numbers, it is easy to detect those that cannot
be reached and those that refuse to participate (O’Sullivan et al., 2003, pp. 175-186). Further, it is
much convenient to initiate contact by telephone than through other methods, establish a rapport
with respondents, and in convincing them to complete the interview by making them believe in the
relevance of the research topic and its impact on our lives.

In telephone surveys, there exists the flexibility to schedule an interview at a more convenient
time. But in this mode of data collection, interviewers do not have control over the response
situation. Even when a convenient time may be scheduled for a telephone survey, the location of
the telephone and the presence of some other person in that room may make the respondent
uncomfortable and reluctant to answer questions. The estimated cost of a telephone survey is
more than a mail survey but less than that of a face-to-face interview and there exists a bias in
the sampling frame. In the United States, 95.5 percent of households have telephones, but unlisted
numbers and greater use of cellular phones currently pose a problem in selecting a sample.
Researchers have to make special requests to concerned authorities for release of information on
unlisted telephone numbers. Such efforts add to the time and cost of the survey. Also, modern
technologies that enable blocking of calls, display of caller identity, answering machines, faxes, and
other features pose problems in reaching respondents in a timely manner.
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In a face-to-face interview, respondents are asked questions by interviewers in a relaxed
atmosphere. These interviewers are trained to conduct interviews and are required to travel to
initiate contact with respondents. Visual and other aids are used in the data collection process and to
probe respondents for additional information. The expenses incurred in training and traveling and
when combined with others make this mode of data collection the most expensive one. This method
is used when complex and more open-ended questions need to be asked and respondents require
much longer time to respond.

In this mode of survey, the face-to-face contact with respondents helps to establish a rapport
with respondents. The appearance, manner, and facial expressions of interviewers do have an impact
on the response rate. It is more difficult to refuse a person face-to-face than over the telephone or by
not responding to a mail survey. If respondents cannot understand questions, interviewers can
clarify their meanings and go over the various response choices. Interviewers also exert control over
the response situation. For example, if a respondent feels uncomfortable in answering questions in
the presence of others, interviewers can suggest moving to another place for greater privacy. Also,
interviews can be conducted at locations that are accessible and convenient to respondents, which
help to ensure their cooperation. A disadvantage of this method of data collection lies in accessing
those respondents who live in unsafe neighborhoods, apartment complexes, and in remote areas
(Czaja and Blair, 2005).

15.3.2 CobING OF DATA

Information collected through a survey is entered into a data entry form. The data should be
organized in it in such a way that it is easy to understand and can be easily accessed any time for
statistical analysis. A data entry form can be created using a spreadsheet like that of Excel, SPSS,
and other statistical software. In the form, each variable is listed in a column and the responses from
individuals are entered into rows, case by case. The entry of information requires the coding of data.
For close-ended questions in a survey, responses are usually numerically coded and respondents are
required to choose an option either by circling or putting a check mark against it for each question
item. Answers to open-ended questions also need to be coded for analysis. These codes can be either
developed after review of overall responses or be predefined and responses can be assigned to coded
categories.

In a survey, if information is sought on a variable, example race, list different types and assign a
code to each type. In entering data, do not combine codes as this would make the data lose some of
its value. For example, the combination of codes for gender (1 =male and 2 =female) and race
(1 = whites and 2 = nonwhites) into a code of 11 to represent a white male or 22 to indicate a female
nonwhite, neither help to create a meaningful variable nor make it possible to separate the variables
for analysis at a later stage. Thus, data should be entered into exclusive and exhaustive categories to
prevent confusion and facilitate analysis (Salkind, 2006, p. 149).

15.4 RESPONSE RATE

The response rate is calculated as a percentage of the sample that has answered the questions. It
helps to evaluate the data collection effort and can vary from one method of data collection to
another. In any survey, some nonresponse is inevitable. To reduce the nonresponse bias, pertinent
information about the survey including its importance and how it might affect selected individuals in
a sample should be presented to respondents to generate interest in the topic of the survey. Also,
more than one attempt should be made to establish contact with selected individuals either by post,
electronic mail, telephone, or fax. The response rate of mail surveys is low and usually two to four
attempts are made to contact individuals. For example, in a study aimed at understanding how cities
help social entrepreneurship, city managers’ and chief administrative officers in 544 U.S. cities with
populations over 50,000 were surveyed by mail. After a pilot study and three rounds of mailings,
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only 202 responses were received, yielding a response rate of 37.1 percent (Korosec and Berman,
2006, p. 450). In writing a survey report, a nonresponse rate that exceeds five percent should be
mentioned along with any discerned pattern in nonresponse that is, if certain categories of selected
individuals refrained from answering survey questions (Czaja and Blair, 2005, p. 209, 253).

The response rates of different types of surveys vary. In a telephone survey, the average response
rate is estimated to be 60 percent or less. Also, 3-20 attempts are made to contact individuals. For
example, in a telephone survey on recycling and garbage collection in Madison (Wisconsin), 1330
residents were selected using postal zip codes. Initial dialing of their telephone numbers revealed that
4.7 percent had disconnected lines, 4.2 percent did not receive waste disposal services from the city of
Madison, and 51.7 percent did not answer or were otherwise unavailable. A total of 301 individuals
agreed to be surveyed over the phone, yielding a response rate of 57.3 percent (Jamelske and
Wessling, 2005, p. 105). In face-to-face interviews, it is difficult to achieve a response rate higher
than 70 percent (Brehm, 1993; O’Sullivan et al., 2003). If the sample size is small sometimes a higher
response rate may be possible. For example, in my study of a local government that partnered with a
private company to produce biodiesel (Majumdar, 2005), I used the snowballing approach to create a
convenient sample which included 12 individuals from a total population of 20 people that were
directly involved in decision making and implementation of the project. Because the mayor and city
manager helped in selection of individuals for the study, their recommendations made all these
individuals cooperate and thereby raised the response rate to nearly 100 percent.

The response rates of major American national surveys have been declining over the last four
decades (Steeh, 1981; Brehm, 1993). Such a trend is partly attributable to representation of certain
demographic groups in misleading numbers. Based on results from two leading, academic national
public opinion surveys, Brehm (1993) has showed that the young and old adults, males, and people
with higher income levels are underrepresented although those with lowest education levels are over
represented. Also, people living in large cities and working longer hours are less likely to participate
in a survey compared to those living in small towns (Smith, 1983; Fowler Jr., 2002, pp. 42-43).
Additionally, there exist the tendency among respondents not to answer questions that are not of
relevance to them (O’Sullivan et al., 2003).

The varied trends in response rates lead to a commonly asked question, ‘what is an acceptable
response rate?” According to Babbie (1998, p. 182), a response rate of at least 50 percent is often
considered adequate for analysis and reporting. But in the field of public administration, there
appears to be no agreed upon standard for a minimum acceptable response rate. Because adminis-
trators, city and county officials and others in various government positions and departments receive
multiple requests to respond to surveys from academic, professional, and government organizations,
they are often overwhelmed and annoyed (O’Sullivan et al., 2003, p. 199) by such requests and
sometimes fail to respond. Under such circumstances, even a study with a low response report is
acceptable and can make important contributions. For example, in a study aimed at examination of
intergovernmental relations since 9/11, city and county officials in the state of Florida were
surveyed by mail. A total of 1979 surveys were mailed out of which 414 usable surveys were
returned, yielding a return rate of 21 percent. Despite the low response rate, survey findings showed
evidences of improvements in intergovernmental cooperation as a result of the passage of federal
and state mandates after 9/11 (Caruson and MacManus, 2006, pp. 522-525).

Efforts to improve a survey’s response rate can lead to the use of monetary and nonmonetary
incentives or more than one method of data collection. The latter method of mixing of modes helps
to access those people who cannot be reached by a single mode. For example, if a respondent cannot
be reached by telephone, the survey questionnaire can be faxed, electronically mailed, or posted. An
important issue in such a multimodal method of data collection is the comparability of data across
modes. Because answers to some questions might vary with the mode used in collection of data, it is
important to check that the data is comparable when mixing modes.

In any survey, when all efforts to increase the response rate prove futile, the researcher has to
accept the low response rate (Krosnick, 1999). A low response rate does not necessarily indicate that
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the results are inaccurate. Research has revealed that surveys with very low response rates can be
more accurate when compared with surveys with much higher response rates. For example, Visser
et al. (1996) compared the survey results of forecasts of outcomes of Ohio statewide elections over a
15 year period. Results showed that mail surveys with a response rate of about 20 percent predicted
outcomes more accurately than telephone surveys with a response rate of about 60 percent. Also,
high response rates or additional efforts aimed at correction of composition bias in a survey sample
do not necessarily produce more accurate results. A Pew Research study (1998) has shown that the
substantive conclusions of a study remain unaltered even with an increase in response rate. In those
cases, where the substantive findings have changed, researchers have been unable to prove whether
the findings were more accurate with the higher or lower response rate. Thus, a low response rate
does not necessarily imply a large amount of nonresponse error (Krosnick, 1999, p. 540).

15.5 ETHICS IN SURVEY RESEARCH

Survey research like any other research project is guided by ethical guidelines. Ethical principles
provide directions to the researcher right from the inception to the end of the project. They help to
make sure that no one suffers from any adverse consequences as a result of the survey. Thus, the
researcher has ethical obligations towards respondents in administration of the survey, in writing the
final report, and making it available for public use. Additional guidance on ethical research practices
can be sought from the professional code of conduct of the American Association for Public
Opinion Research (Babbie, 1998), available at the organization’s website http://www.aapor.
org/pdfs/AAPOR_Code_2005.pdf

A researcher in meeting ethical obligations towards respondents or the voluntary participants of
a survey has to provide them with adequate information about the project. The respondents should
be made aware of the name of the organization conducting the study, sponsorship if any, and a brief
description of the purpose of the study. Prior to administration of a survey, the researcher should
promise confidentiality of responses and assure that they will not suffer negative consequences for
their decisions either to participate or not to participate in the survey. Also, respondents need to be
informed that they can skip any questions that they may not want to answer and can request a copy
of the final report. The mode of conveying such information will vary with the type of data
collection method used in a survey based research project. For instance, if telephone surveys or
face-to-face interviews are to be conducted, such information can be verbally conveyed to respond-
ents or included in the cover letter that can be either mailed, sent over the internet or faxed (Fowler,
2002).

Ethical principles guide the employment of interviewers and use of their services. A researcher
cannot compel interviewers to visit unsafe places as part of their job requirements. Instead, they
should be informed of the various options that are available in establishing contact with respondents
in difficult situations (Czaja and Blair, 2005). Also, the researcher should provide them with full and
accurate information about the research. This would prevent interviewers from being either decep-
tive or misleading in conducting interviews. Further, in preparation of the final report, the researcher
has ethical obligations towards readers in the academic community and the public. Any weaknesses
in the study and its impact, if any, have to be discussed. All negative findings along with positive
ones should be reported. Also, any unexpected findings ought to be included in the final report for
investigation in the future.

15.6 CONCLUSION

The survey methodology is a reliable method of data collection. Surveys can yield valuable
information for exploratory purposes or descriptive reports. Surveys require much planning and
the questionnaire needs to be designed and developed with time and patience. The final format of the
survey should be always checked for flaws as undetected errors can prove to be costly and increase



252 Handbook of Research Methods in Public Administration

the risk of failure of the project. The time and money invested in a survey project can never be
considered a waste as it helps to build a database and makes possible the primary and secondary
analysis of data at a later and convenient date.

The flexibility allowed by the survey methodology in the choice of data collection method
enables its application in various research projects and to suit all types of budgets and time
schedules. But like any other methodology, the survey methodology has its own weaknesses too.
Surveys can fail to capture the required information due to their faulty designs, misreporting by
respondents, and failure to reach respondents in a timely manner. Also, the response rate of a survey
depends on the choice of topic, sampling strategy used and on the mood of respondents. To
minimize these problems and to utilize this tool to its maximum potential in the data collection
process, a survey should be conducted on those topics that command attention and interest of the
population. Also, the administration of a survey requires great persistence and use of social skills to
reach out to individuals and appeal to their sense of responsibility for participation in a study. It is
equally important to disseminate the information obtained from a survey to create awareness about
problems and in drawing the attention of those that are responsible and capable of making relevant
changes in administrative practices and policies.

EXERCISES

1. In recent years, the popularity of surveys has immensely increased. Both citizens and public
administrators are deluged with requests to participate in different kinds of surveys. Most of these
surveys cite compelling reasons for participation that are sometimes difficult to ignore. Explain the
ubiquitous use of surveys in the modern era and comment on the response rate of surveys.

2. Last year, the Kirkland Independent School District funded a smoking cessation program for
students in high schools. This year, reduction in school budget has called for the elimination of
few accessory programs like the aforementioned one. The district superintendent is in a dilemma
and has asked his assistant to collect information to help him decide whether or not to renew the
smoking cessation program. Imagine you are that assistant and you have decided to use the
survey instrument to collect information on the usefulness of the smoking cessation program to
educators, students, and their family members.

a. Develop a research question and at least two relevant hypotheses.

b. Provide an outline of the steps that should be undertaken in design and development of a
survey.

c. Design a short survey questionnaire and comment on the sample selection process.

d. What role do ethics play in the design and administration of the survey?

e. Do you think that using a mixed mode in collection of information can help to enhance the
response rate of the survey?
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16.1 INTRODUCTION

A seemingly modern day marvel, survey research, at least in forms of counting, dates back to
ancient (B.C.) times with the first known survey (i.e., census) under Caesar. The improvement of
research techniques coupled with the advancements in technology, allows for easy access to people
so to generate any and every kind of data. Qualitative and quantitative information is everywhere;
many of the statistics reported on the news, read in papers, or seen on the web originate from
questionnaires. For example, the federal government determines crime statistics, population esti-
mates, and unemployment rates using phone survey instruments; local news stations conduct their
own web or phone polling; and graduate students are interviewed as they graduate.

Regardless of how the information is collected and beyond an appropriate response rate that is
representative of the population, the design of the questionnaires must achieve the following:

* The survey should cover the scope and purpose of the research.

* Each question on the survey must be valid—worded so to measure what we say we are
measuring.

* FEach question must be reliable—uniform and consistent.

* The response format for each question should be appropriate.

* The design should be logical.

* Human subjects must always be protected.

255
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Researchers use surveys to measure the variables, concepts, and phenomena of interest. From
the research topic of interest, the researcher should make a list of the variables that are necessary to
explore or describe the topic of interest. The researcher need not make a list of survey questions
at this time; rather the focus is on conceptualizing and operationalizing the concepts into meaningful
and measurable variables. The researcher must also decide the target population and the appropriate
sample size. Before the development of the survey, the researcher should have his plan of action
stating the purpose of the research and list of the relevant variables to be measured, and what lies
ahead in the project; for example, the type of survey to be used, the level of measurement for the
appropriate statistical tests, and the rationale of the study.

In the end, surveys produce good statistics through proper sampling techniques and valid and
reliable questions and survey design. Much of the literature on survey construction seems to
focus less on the validity and reliability of the questions, and more on improving the response
rate and response quality. Moreover, this literature is inconclusive at best. Although a high
response rate is recommended, an argument could be made that as long as the participants and
nonparticipants are representative of the population sampled and random in nature, a 20 percent
response rate is just as relevant, revealing, and generalizable as a 70 percent response rate. The focus
of this chapter, however, is on the construction of a valid and reliable survey, not on improving
response rates. Unfortunately, there is no set format to construct questionnaires; just guidelines
requiring knowledge of the subject being studied, measurement theory, research methodology, and
common sense.

16.1.1 TYPES OF SURVEYS

One of the first steps in survey construction is deciding the type of survey to use. The amount of
time and money available to the researcher generally dictates this decision. There are two different
types of surveys, interviews (face-to-face interviews or phone interviews) and self-administered
surveys (mail, e-mail, on-site, or web-based surveys). Each is constructed differently to fit the nature
of the study and has advantages and disadvantages which affect the reliability and validity of the
questionnaire, the responses, and its results.

Although both are interviews, the questionnaires used in face-to-face interviews are much
different than those used with phone interviews. Typically, face-to-face interviews are longer, use
open-ended questions which allows for deeper inquiry and follow-up questions, and are performed
by well-trained interviewers. On the other hand, phone surveys, usually conducted by trained
interviewers, generally are quick, force a choice which enables a quick response and speedy coding.
A first glance at some phone questionnaires might suggest anything less than a rapid interview, but
phone surveys are created to assist the interviewer with both reading the survey and coding the
responses. For example, the federal government’s crime victimization survey is 12 pages long, but
contains 48 questions.! Distributing a self-administered 12-page survey would probably receive a
low response rate; the thickness and weight of the envelope alone may cause respondents to throw
away the survey even before opening it. Phone surveys have many pages because of the design and
layout, many use combinations of follow-up questions and skip-patterns; two mechanisms that
should be limited or avoided in self-administered surveys.

Questionnaires used for interviews are constructed to help the interviewer whereas self-
administered surveys are created to improve participant motivation and increase response rates.
Table 16.1 presents the variations among the different types of questionnaires. All types of surveys
should use valid and reliable questions. Web-based surveys are probably the cheapest and most
efficient way to obtain survey data. The population base, however, is smaller and less diverse than
those reached by phone or mail. In addition, the lack of a paper trail reduces the researcher’s ability
to verify responses where error is suspected.
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TABLE 16.1
Differences among Types of Surveys

Interview Phone Survey Mail Survey Web Survey
Type of question Open Closed Closed Closed
Skip-patterns Yes Yes Limited or avoided Not necessary
Response set bias Limited Limited Increases Increases

Type of data Mostly qualitative

Mostly quantitative

Mostly quantitative

Mostly quantitative

Data entry error Yes Yes Yes Yes

Length of survey Long Short Short Short
Interviewer Well trained Well trained Not present Not present
Interviewer effects Yes Yes No No

Cost Expensive Expensive Inexpensive Inexpensive

16.2 RELIABILITY AND VALIDITY

Measuring valid and reliable variables means asking the appropriate questions that will correctly
measure the phenomenon of interest. In addition, the respondents should interpret these questions
the same way. To help with the development of valid and reliable questions, the researcher should
look through the relevant literature and pre-existing questionnaires that survey similar ideas.
Moreover researchers improve reliability and validity by using small, focused discussion groups,
properly worded questions, and appropriate response categories, which are indicative of the type of
data to be collected.

Validity reveals how well the construct is captured in the measurable variable and how well the
measure measures or holds up. Questions are reliable if they are interpreted the same way by those
participating in the study and yield the same result repeatedly assuming the phenomenon has not
changed from the first measurement to second. That is, it is repeatedly consistent or dependable
generating accurate information at an aggregate level. There is more to reliability than consistency,
however. Other researchers should yield the same finding for the same phenomenon; the results
should be uniform. In sum, a reliable measure is one where the same results (equivalent) are
generated repeatedly (consistent), in different situations and by different researchers (uniform).

Inconsistent conditions from an uncontrolled setting create errors and threaten the strength of
reliability of even the best, most consistent, uniform measure. For example, some measures are
irrelevant when we consider the knowledge level of respondents. Asking people about the quality
of the local lake when they do not use the lake—no knowledge of the lake—creates unreliable
data. Researchers control for this by adding options like “don’t know” or “have not used the lake”
to questionnaires. The same applies to truth telling. A respondent may consistently report her age as
39 when she is really 45—creating unreliable data. Finally, a participant’s response may depend on
his ability to fit in; to be socially acceptable. Social desirability bias is generally found in
psychological and medical research, however. Beyond asking multiple questions about the same
concept, a researcher can do little to minimize dishonest responses. In any event, these conditions
create errors in the individual data points. If there are many individual data points that are unreliable,
then the overall reliability of the measure is affected. In the end, the researcher has to ask, what
percentage of respondents will guess or lie, and can the measure be improved so as to control for
these conditions?

Although researchers cannot prove reliability, they can estimate it using a few different
techniques. Methods such as the test-retest method, parallel forms, and the inter-rater technique
are simple mathematical approaches used to estimate the reliability of one-question one-concept
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measures. Researchers using multiple questions to measure one concept (i.e., an index) rely on
sophisticated statistical approaches such as the split-half method or the alpha coefficient to estimate
reliability. Each method reveals reliability issues and helps the researcher improve reliability prior to
administering the questionnaire.

Like reliability, measurement validity cannot be proved, but evidence can be provided to
suggest that it is as close as possible to concept. Researchers test the theory of their measures by
validating the goodness of their fit through different types of validity—face, content, criteria, or
construct.

These methods, to test reliability and validity of measures, are done in the pretesting stages of
the questionnaire. Questionnaire reliability and validity are manifested in question wording and
response format; and respondent motivation through the layout of the survey.

16.3 QUESTION DEVELOPMENT: WORDING AND RESPONSE FORMATS

Question development is the most important issue when creating a valid and reliable survey.
Questions that are unclear, have vague meaning or definitions, or inappropriate response formats
result in useless information. The survey questions asked must be related directly to the variables,
their definitions, and the research questions or propositions of interest. In addition, researchers
should not ask irrelevant or useless questions—those that do not reflect the population of interest or
are beyond the focus of the study; for example, there is no need to ask respondents their highest
level of education obtained to date, when the population of interest is undergraduate students: they
all would hold a high school diploma. Finally, do not ask questions just to ask and later determine
their use; this wastes the time of the researchers and respondents.

Some variables are easier to measure than others are. Most variables of interest in policy,
management, and administration, however, are those that are difficult to measure, like satisfaction
with or quality of services. Each is relative to the respondent’s interpretation of what the definition
of satisfaction or quality is. Researchers sometimes replace magnitude with frequency. Rather
than asking about the satisfaction of the park, researchers ask respondents how often they visit
the park; visits are related to satisfaction—the more satisfied, the more visits. When variables are
complex, multiple questions are used to improve researchers’ ability to establish reliability
and validity.

Reliability and validity depend on question/statement wording as well as the available
responses; without straightforward, unambiguous wording and meaningful responses, respondents
will not understand or interpret the question or statement correctly; this threatens reliability and
validity. These threats are minimized by writing good questions and using appropriate response
formats. No matter how perfect the question, however, error exists because of uncontrolled
conditions, knowledge, and understanding levels, as well as truth-telling abilities of respondents;
these factors are beyond the control of the researcher.

Consider the following statement with yes and no as the two possible responses, ‘I enjoy using
the local park.” Is this statement straightforward and unambiguous? On the surface, yes, it seems to
be clear, but consider the two responses—yes and no—a respondent’s interpretation of no could be
different from another’s. If a respondent answers, “‘no,”” does this mean he does not enjoy using
the park or that he does not use the park? In the end, differences in answers should be attributed
to the differences among respondents’ personalities, behaviors, opinions, characteristics, or self-
classifications not different interpretations.

16.3.1 QUuEsTION WORDING

Question writing is easy, writing a reliable and valid question is difficult. The question may seem
straightforward, easy to understand, and unbiased to the researcher, but that is because the
researcher wrote it; its meaning makes sense. Questions like “Do you exercise?”” “Do you eat
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out?”” “When did you visit the public museum?”” seem like good questions. They are not; they are
too vague. What is exercise or eating out, and what does “when” mean? Besides vagueness,
researchers should avoid the following when writing questions: jargon, abbreviations, ambiguity,
biasness, leading, future intentions, memory recall, assumptions, double negatives, and double-
barreled questions.

The questions should be simple, clear, specific, and unambiguous. If terms or concepts are
ambiguous, then define the concept prior to asking the question. For example, if respondents are
asked, “When did you last visit the public museum?”’ responses will vary considerably. What
constitutes “when” to one person may not mean the same to another person; they could say last
year, last month, when I was 12, or 1995. “Do you frequently talk to your neighbors?”’ is another
example of a vague question. What does frequently mean? Every day? Once a week? To improve
the ambiguity, researchers use precise questions without being overly wordy; for example, “In what
year did you visit the public museum?”” or “On average, about how many times a week do you talk
to your neighbors?” Where concepts are difficult to measure with one question or statement,
multiple questions are used; this helps verify that respondents understand. Again, question deve-
lopment relates to the phenomenon of interest; to improve the public museum question, researchers
may want to know frequency of visits in the last year and could ask, “In the past year, how many
times did you visit the public museum?”

Biased or leading questions typically provide respondents with information they may not know
and then ask a question or series of questions. For example, this question is leading and biased, It
has been estimated that Americans pay some 35-40 percent of their earnings each year in federal
taxes. Do you believe this level of taxation is too high, too low, or about right?”” How might most
participants respond now, knowing that perhaps 40 percent of their income goes to the federal
government? The preponderance of data would most likely be “too high.” “Did you know the city
uses renaissance zones?” is a leading question also. If the respondent did not know before the
question was asked, he knows now.

Loaded questions generally include adjectives such as prestigious, respected, and verbs like
forbid, prohibit, and allow. For example, the following is a loaded question: “Do you support the
efforts made by our prestigious organization, through our respected Data Analysis Center, to
provide unbiased analysis?”” Loaded questions distort responses and create biased responses.

Asking respondents about future intentions or past experiences or behaviors threatens data
reliability. For example, a question like, “Do you expect to visit the museum in the next two
years?”” depends on a number of external factors that are most likely beyond the respondent’s control.
Memories are not useful either when it comes to answering survey questions. When questions of past
experiences are asked, respondents will more than likely guess or approximate the answers.

Some questions make assumptions about respondents. For example, “Do you drive to work?”’
assumes the respondent drives a vehicle and has a job. Unless researchers are certain that their
assumptions are valid, screening and contingency questions could be used to assist with getting the
appropriate information. For example, we could ask

Are you currently employed?
1 No
] Yes

If yes, how do you get to work?
[J Own, personal vehicle
[ Public transportation
[J Taxi
O Bicycle
1 Walk
[J Other, please specify
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A few respondents who answer yes might accidentally skip this list. To make the questionnaire
shorter and to avoid the contingency questions, the first question is eliminated and “I am currently
unemployed” is added to the list of options:

How do you get to work?
[1 I am currently unemployed
[ Own, personal vehicle
[J Public transportation
[J Taxi
O Bicycle
1 Walk
[J Other, please specify

Questions or statements using negatives or double negatives—those using the word “‘not”—
should be avoided. Respondents might overlook the word “not’” and read the question the opposite
way or not understand the meaning of a double negative question. For example, “Do you not
support a program that does not support senior citizens?”’ Respondents may be confused and answer
one way but actually believe the contrary.

Double-barreled questions are those questions that ask two or more questions at the same time. For
example, ““when tuition increases are you more likely to drop out of school and look for a job?”’ In this
example, some may drop out of school but not look for a job, whereas others stay in school and look for
a job. Generally, when the word ““and” is included, the question is most likely a double-barreled
question; researchers should reword the question such that only one item is asked per question.

16.3.2 REespONSE FORMATS

Question response formats are either open-ended, where the respondent writes a response, or closed-
ended, where the participant selects a response from a list. What question format should the researcher
use? Question development depends on what is being measured and the type of survey used.

Open-ended questions are useful because they allow unanticipated answers to be obtained.
Respondents are free from any constraints and the answers given represent how respondents
interpret the question. Open-ended questions can potentially allow for specific and precise answers
although the responses may be random and inconsistent. For example, an open-ended question
asking, “When did you visit the public museum?” leaves room for a large response variation—
when I was four; in 1980; when I was in fourth grade—because this question is both open and
vague. Open questions are useful when researchers want to probe for deeper meaning, rely on
exploratory research, or when the response is so simple but the list of options is far too long to
provide, for example, year of birth or occupation. When open questions require lengthy responses
the amount of time it takes to answer increases. These types of questions are more appropriate for
interviews than self-administered questionnaires where respondents are likely to either skip these
questions or not participate altogether. Furthermore, respondent’s written communication skills may
affect the reliability of the answer; leaving the researcher guessing what the participant intended to
say. Finally, open-ended questions where extended explanations are warranted are often difficult to
code, which makes statistical analyses and generalizations virtually impossible.

Closed questions, on the other hand, are those with a nonoverlapping, exhaustive list of
provided responses. Sometimes, though, exhaustive lists are difficult to create; for example,
occupation. The list for occupations could be rather lengthy. The researcher should consider an
open-ended question or broad categories; this decision depends on the purpose of the research.

Closed questions require less skill and effort and take less time to answer, which means the
questions are easier to code and analyze. When the response categories are valid and reliable,
the questions will be interpreted the same way because a constant frame of reference is supplied to
all respondents.
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A constant frame of reference, however, does not guarantee valid and reliable questions, or
universal understanding and interpretation by all respondents. For example, True or False “I some-
times ride the bus.” False could mean either the respondent never rides the bus or always rides the bus;
the response depends on the respondent’s interpretation of what the true and false options imply. In
addition, the responses options may be inappropriate. Consider the following question with strongly
agree, agree, neutral, disagree, and strongly disagree as responses: ‘I have made a purchase over the
Internet.” The responses are not appropriate for this question; the possibilities should be yes, no, and
perhaps do not remember. Closed questions are more advantageous than open-ended questions
because closed questions are uniform, more reliable, and easier to interpret.

Some options may have been left off the list unintentionally. Where closed questions are used,
the list of options should also include a ““don’t know” or ““no opinion’’ choice when respondents are
asked to rate (i.e., level of agreement) a response. Sometimes the respondent may lack the
knowledge of the topic being studied; for example, asking respondents to rate the quality of the
public transit system—very good, good, average, poor, very poor when respondents have never
used public transportation. Rather than forcing them to choose a rating, “don’t know” or “haven’t
used public transit™ are added to the list of responses. These responses allow researchers to analyze
the unavailable knowledge base of the sample.

16.3.3 CLosED-QUESTION FORMATS

Closed questions vary and so do their response options; each depends on what is being measured.
Response formats use as few as two options and as many as ten or more; in every instance, the list
must be exhaustive and nonoverlapping.

Binary or dichotomous responses are where there are only two possible options; for example,
male or female, yes or no, single or married, or agree or disagree. Where researchers want additional
information, the response list is expanded to multiple responses that are either nominal or ordinal. If a
researcher wants to know more about marital status, then additional nominal categories are added; for
example, many surveys list: single, married, separated, divorced, and widow or widower. Reliability
problems arise from respondents’ perception of martial status; a divorced respondent may character-
ize himself as single. Where reliability problems exist, question wording or responses ought to be
changed.

Levels of agreement are important to understand and rate a phenomenon, like the quality of a
service. In this instance, an ordinal, bi-polar, also known as a Likert scale, list is provided. The list
offers a balanced number of options which are exhaustive and nonoverlapping; for example,
strongly agree, agree, disagree, and strongly disagree; or very good, good, average, poor, very
poor. An unbalanced list like excellent, great, very good, good, average, and poor, produces biased
and unreliable information. The number of options included in the response list depends on the
question wording, the target population, and the phenomenon of interest, should be balanced,
nonoverlapping, and include a neutral or don’t know option.

Scaled responses like a one to five scale where one is very poor and five is very good are
common for rating and ranking but sometimes confusing to respondents. For example:

Example 1. Using a Scale of 1 to 5 Where 1 Is Very Example 2. Using a Scale of 1 to 5 Where 1 Is Very
Poor and 5 Is Very Good; Please Rank Order the Poor and 5 Is Very Good; Please Rate Each of the
Following City Services Following City Services

__ Recycling service __ Recycling service

__ Trash collection __ Trash collection

_ Street sweeping __ Street sweeping

_ Street maintenance _ Street maintenance

Street lighting Street lighting
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In example 1, some respondents might think they are all very good or good and use fours and
fives. More clarification is necessary in Example 1 such that each number is used only once. Some
participants may skip one or two options in Example 2, particularly when the list is long; therefore,
the list should be changed. Each option should become its own question or statement with the rating
listed next to or under it. For example:

Example 3. Using a Scale of 1 to 5 Where 1 Is Very Poor, 2 Is Poor, 3 Is
Average, 4 Is Good, 5 Is Very Good, Please Circle the Number That Best
Represents the Quality of Each of the Following City Services

Recycling service
Trash collection
Street sweeping
Street maintenance
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Street lighting

Example 3 has an increased potential for response set bias. Response set bias is where
participants experience survey fatigue (i.e., boredom) and simply circle the same option again and
again, for example all 3s, without really reading the questions or statements. Although most of the
literature on response set bias is inconclusive, the shorter the survey and response set, the lower the
probability of response set bias.

Another popular closed-question format is the ““check all that apply” format. For example, the
Greater Grand Rapids 2001 Community Report Card asked residents the following:

Example 4. In the Past Year, Have You Felt That
You Were Discriminated Against for Any of the
Following Reasons? (Check All That Apply)

[J Race or ethnicity [ Disability

[J Sex/gender [ Sexual orientation
[ Age [ Appearance

[J Religion [ Economic status

Like Example 2, Example 4 suffers from similar problems—respondents may overlook an
option or two, particularly when the list is long. Changing Example 4 to be like Example 3, where
each option is listed with a yes and no response set is likely to decrease the likelihood of skipping an
option, but increases the potential for response set bias. For example:

Example 5. In the Past Year, Have You Felt That You
Were Discriminated Against for Any of the
Following Reasons? (Check One Box On Each Line.)

Race or ethnicity O Yes J No
Sex/gender O Yes 0 No
Age O Yes 0 No
Religion O Yes J No
Disability [J Yes [J No
Sexual orientation O Yes 0 No
Appearance I Yes [0 No

Economic status O Yes [ No




Questionnaire Construction 263

Visual arrangement, where the anchors are on each end of a continuous line and respondents place
an X on the line representing their opinion, is another format, but not recommended. For example:

Strongly agree X Strongly disagree
Most likely X Not at all likely
1 X 10

This approach has many problems, particularly with data coding. Unless a ruler is used, the
researcher is left to his own devises guessing how to code the placement of the X.

Besides using scales in response categories which is appropriate for one question, survey
questions can be written in such a way to create measurement scales. Scaling is where researchers
rely on a series of questions to assess a phenomenon numerically, for example, Thurstone and
Guttman scales. A Guttman or cumulative scale asks a sequence of questions on the same topic
where the subsequent question is progressively more detailed or personal. Respondents are asked to
select the statement with which they agree. These scales are more popular among psychologists and
sociologists, often difficult to create, and less desirable than response scale formats like a Likert scale.

16.3.4 CobING

Researchers code—enter into a database—responses using numbers. Coding data is more an art than
science. These numbers could be simple labels, for example numbers representing political party
affiliation, or robust data, such as monthly property tax revenue. In any event, the measures are
either discrete or continuous; meets the criteria for one level of data—nominal, ordinal, interval, or
ratio—and is always mutually exclusive and exhaustive. Understanding data, their definitions,
capabilities, and inabilities, allows researchers to create accurate and precise measurements and
determines the appropriate type of statistical test.

Numbers used to code information are either discrete or continuous. Discrete, or categorical,
numbers are characterized by whole numbers; that is, no data points are represented between
each number. These measures—nominal and ordinal level data—are used as labels and beyond
counting the number and calculating the percents of each category, mathematical operations (means,
standard deviations) are inappropriate—although conducted by many researchers—and do not make
sense. Continuous measures, on the other hand, embody continuity—there is no interruption
between the whole numbers—and is the highest level of data classified as interval or ratio level
data. The data and the number of increments between each whole number are infinite and arithmetic
operations are appropriate and make sense.

It is important to understand the validity and reliability of measures in the context of the
different levels of data. Asking respondents to report their income in ratio levels via an open-
ended question results in response bias; most people do not know the exact figure so they round or
guess. Accuracy is lost where rounding or guessing exists. Sometimes, then, there is a tradeoff
between precision of measures and accuracy of data: the more precise—specific—the measure, the
less accurate the data. To compensate for the loss of accuracy, closed questions with categorical data
ranges are used; for example, rather than asking respondents to write out their annual income,
categorical ranges are listed. This approach limits mathematical operations, does not eliminate errors
associated with rounding or the lack of knowledge, but does help reduce reliability errors. In the
end, understanding the different levels of data is not enough, researchers must also understand the
relationship between the different levels of data and the appropriate type of data analysis—what
type of data can be used when—so as to formulate valid and reliable questions.

Coding nominal and ordinal responses generally starts with one and ends with the number of
total options; however, coding sometimes depends on the statistical tools and analyses. For instance,
some researchers label the attributes of gender using one and zero rather than one and two, when
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using regression. The same is true for yes and no response formats. Rather than coding one and two,
researchers may use one and zero when they want to create a scale or index. If researchers are unsure
as to which statistical tool will be used, and numbers are entered inappropriately, most statistical
software packages allow data manipulation enabling code changes.

Coding rating data, like all data, depends on the statistical analysis. Generally, when the survey
question or statement is positive, then the higher or better rating is coded with the highest number of
the list of options. For example, when a strongly agree to strongly disagree scale is used with agree,
neutral, and disagree in the middle, and the question is positive—the city is safe; the schools are
good—strongly agree is coded a five and strongly disagree a one. When the survey question is
negative, the coding process is reversed assigning strongly agree a one and strongly disagree a five.

Including options like ““don’t know’’ or “no opinion” does not change the coding process or
rating scale. Most researchers assign higher numbers like 98 and 99, but 6 and 7 are fine too,
because these numbers do not affect the data analysis. Researchers are interested in those with an
opinion; those without are dropped from the analysis. This is not to suggest that these data points are
not entered or deleted altogether, they are still important to understanding who does not have an
opinion and why this is the case.

16.4 QUESTIONNAIRE LAYOUT

The layout and design of the questionnaire is more relevant for self-administered surveys, response
rates, and a certain extent the reliability of measures, rather than the validity of measures.
Questionnaires used in the interviews are arranged for the interviewer’s convenience, whereas
self-administered surveys are conducive for participants. This section focuses on the layout
of self-administered questionnaires.

16.4.1 Lavyour

Although most of the literature regarding increasing response rates for self-administered surveys is
inconclusive, it is typically suggested that the physical appearance must be attractive and profes-
sional looking, convenient to use and easy to follow and read. Surveys should be printed on white
paper. The title of the survey should be at the top followed by simple, yet explicit, instructions. The
printing should be large enough to read, and the researcher should never try to put as many
questions on one page as possible. A cluttered survey will look too complex, be too difficult to
read, and reduce response rates; therefore, maximize the “white space.” There should also be
enough space available for respondents to provide answers to open questions. The researcher should
provide necessary instructions throughout the questionnaire, particularly where sections or response
scales change or skip or contingency patterns are used. Skip-patterns should be kept to a minimum,
however. Questionnaires are not guessing games for respondents; any increase in time and effort
that a respondent has to put into filling out a survey will reduce response rates. Therefore,
respondent motivation is improved by an attractive looking questionnaire.

16.4.2 QuesTioN ORDER

Opening questions should be simple, pleasant, interesting, and nonoffensive. Sensitive questions
should never be placed at the beginning of the questionnaire. Although no perfect place for these
questions exists, a rule of thumb is to place sensitive questions toward the middle of the question-
naire, where the questions are most relevant to the questionnaire, and at a point where it is assumed
the respondent has become comfortable and confident with the survey.

Boring questions and demographic or personal questions (i.e., race, gender, age, and income) are
placed toward the end of the questionnaire. Boring questions early on make the survey uninteresting
and create disinterest. In addition, asking personal questions in the beginning may irritate respond-
ents; that is, they may presume the survey is too personal and stop participating. If placed toward the
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end, the respondent has had time to become comfortable with the survey, will feel less offended by
such questions, increasing the probability of answering the question.

The sequence of questions should be logical and organized by topics like opinions, habits,
experiences, knowledge, demographics, and the like. Question order does have the potential to
create biased responses where a question asked or information provided early-on may influence the
response to latter questions. This is particularly common when leading or biased questions are used.
In addition, questions or statements using the same response-set format repeatedly create bias. Much
of these types of response biases are avoided when questions maintain objectivity and when the
questionnaire is tested prior to administering.

16.4.3 CoVER LETTERS

For mail and web surveys, a cover letter explaining who the researcher is, the researcher’s affiliation,
and the research project itself is received better and increases response rates. The researcher only
needs to explain why the research is being done; the purpose of the research should be explained but
nothing else. The researcher should never attempt to explain the relationship that is hypothesized;
attempting to explain this may influence respondents to answer questions a particular way.

In addition, human subjects are told where and when to return the survey, who to contact if they
have questions, and that their responses are very important to the research. Finally, in all types of
survey participants must be told about potential risks, if any exist; that responses are confidential;
and that they can stop participating at any time with no adverse consequences. Researchers must
never assume the respondent is familiar with their rights as human subjects protection must be
ensured. The U.S. Department of Health and Human Services (HHS) offers helpful tips on informed
consent, particularly what to include.> Most colleges and universities provide this same information.
In either case, consent must be obtained and in a noncoercive manner. The federal government’s
regulation code (45CFR46) lists eight basic elements of informed consent that must be provided
when consent is necessary:

1. A statement of the study, its purpose, the amount of time the subject can expect to be

involved, a description of the procedures, identification of any experimental procedures.

A description of risks.

A description of the benefits.

A disclosure statement of alternative treatments that maybe more beneficial to the subject.

An explanation of how confidentiality will be maintained.

Where more than minimal risk is involved, details should be provided about compensation

and available medical treatments should injury occur.

7. Contact information of whom subjects can call on to find out more about the research and
subjects’ rights.

8. A narrative explaining that participation is voluntary and no consequences exist for not
participating.’

S

When using surveys that pose no risk to participants, informed consent forms typically are not
used. In this case, the respondent’s action connotes informed consent; the subject either fills out and
returns the survey—consent—or does not fill out the survey and tosses it in the trash. Where more
than minimal risk exists, a consent form is always necessary and each respondent must sign the form
before participating.

16.5 FINAL STAGES

The final stages of questionnaire construction consist of pretesting and administering the survey,
creating a codebook, and entering and analyzing the data. After the questions have been developed
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and constructed logically into a working questionnaire, the next step is to test the questionnaire.
Testing prior to administering the survey allows the researcher to discard any uncertainties and
ambiguities that were not apparent prior to the pretest. Pretesting is a way to increase and to reinforce
the reliability and the validity of the questions. Like every other step involved in the questionnaire
construction process, there is no predetermined way, just guidelines, to pretest surveys.

A number of pretest options are available, for example giving a draft questionnaire to col-
leagues, friends, and relatives, or to a small sample (i.e., focus groups) that mirrors the target
population. Testing the survey on a similar population is most popular and ensures that the questions
are interpreted the same way and mean the same thing to all respondents.

Once the questionnaire has been pretested and the necessary changes made, the survey is ready
to be administered via the sampling method determined prior to constructing the survey. Once the
interviews are conducted or the self-administered surveys are returned, the next step is for the
researcher to code the responses. Once again, there is no set way to code responses, especially open-
ended questions. This part of the process is up to the researcher, and begins with the development of
a codebook. This codebook provides the definition of the question, the question number, the type of
data, and the coding information. Next, the information is entered where variables are in the
columns of the spreadsheet or database and the individual observations are in rows. Web-based
surveys and phone interviews using a database interface skip this step; they are more efficient with
data entry. Once a respondent clicks the appropriate answer or phone interviewer enters the
information, the information is entered; and there is no additional coding. Data entry errors exist
with all surveys, however. After the coding and entering process, researchers clean up the data by
looking for missing entries or incorrectly coded information. This is possible only with paper and
pencil surveys. If no paper trail exists, like with web-based surveys and phone interviews using
database interfaces, then researchers are unable to reduce data entry error.

16.6 CONCLUSION

Valid and reliable questionnaires are not easy to construct. The construction process requires time,
common sense, and an understanding of the research, measurement theory, the data to be gathered
and analyzed, and the target population. A good survey is one that covers the scope and purpose of
the research, asks valid and reliable questions, uses appropriate response formats, is professional
looking, and does not harm human subjects. After constructing the survey, the researcher should
ask, “is the question biased, leading, or loaded; double barreled; based on memory recall; too
general or too wordy; presumptuous; about future intentions; a double negative; or full of jargon and
abbreviations.” If the answer to any of these questions is yes, changes are necessary. Next,
researchers ask, “are the responses to the questions equally balanced; understandable; nonoverlap-
ping; or exhaustive.” If the answer is no, changes are necessary. Finally, when finished with the
survey, researchers should step back and ask, “If I received this survey would I participate because
it looks professional, makes sense, and is an important research topic?”’ If the impartial answer to all
these questions is a resounding yes, the survey is ready.

EXERCISES

1. Determine what is wrong with the following questions and rewrite the question so it is valid and
reliable.
a. In your trip to the city, how often do you use public transportation or carpools to reduce traffic
congestion or pollution?
1 Always
[] From time to time
] Never
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b. Do you or your family recycle on a regular basis?
[1 Strongly agree
[1 Agree
[] Neutral
[1 Disagree
[ Strongly disagree
c. What is your age?
[ 18-22 years old
[0 22-27 years old
[J 27-33 years old
[1 33-40 years old
[1 Over 41 years old
d. Overall, how would you rate the care the patient received while under our care?
O Excellent
[0 Very Good
0 Good
[] Fair
] Poor
e. Do you regularly provide help for a parent or elderly friend of relative?
[ Yes
O No
2. Write a cover letter that conveys the importance of the survey and the subject’s involvement,
and addresses the rights and protections of human subjects.

ENDNOTES

1. See http:/www.ojp.usdoj.gov/bjs/pub/pdf/ncvs104.pdf for the survey.

2. The tip sheet can be found at http:/www.hhs.gov/ohrp/humansubjects/guidance/ictips.htm.

3. Department of Health and Human Services. (2005, June 23). Code of Federal Regulations, Title 45 Public
Welfare, Part 46 Protection of Human Subjects. www.hhs.gov/ohrp/humansubjects/guidance/45¢fr46.htm.
Accessed October 24, 2005.
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17.1 INTRODUCTION

Quantitative survey research entails asking certain individuals to answer a predetermined set of
questions. Survey data is typically collected by mail, face-to-face interviews, or telephone inter-
views. Although the Internet is emerging as a method of collecting survey data, it presents specific
difficulties, particularly the digital divide between those with web access and web-related skills and
those without such resources. Collecting survey data via telephone simply entails verbally asking
questions and corresponding answer choices to an individual designated as the unit of observation.
In theory, of course, this appears rather straightforward. There are, however, a number of issues that
a researcher must consider to effectively and efficiently self-administer a questionnaire via tele-
phone. This chapter is framed within the context of my doctoral dissertation research experiences
whereby I sampled 1200 individuals throughout the Baltimore and Cleveland metropolitan areas,
having successfully completed 676 telephone interviews. The purpose of this chapter is to provide
researchers with practical insights regarding the process of collecting survey research data via
telephone. Special emphasis is placed on novice researchers, especially graduate students who, all
too often, must muddle through this arduous yet fruitful process with little guidance.

17.2 ADVANTAGES OF TELEPHONE SURVEYS

There are several advantages to administering a questionnaire via telephone. All things being equal,
telephone surveys typically elicit higher response rates compared to mail surveys (Babbie, 1990).
A telephone survey of rank and file individuals will most likely generate a higher response rate than
a mail survey of the same target population. This holds true for more specialized target populations
as well, which in the field of public administration may include upper-level managers and other
public personnel. A higher response rate reduces the likelihood of what is known as nonresponse
bias. The notion of nonresponse bias is based upon the understanding that the opinions of

269
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nonrespondents, to some extent, differ systematically from those who have participated in the data
collection process. A low response rate may jeopardize the representativeness of a survey, and
therefore its generalizability to a larger population (McCarty, 2003; Singleton and Straits, 1999).
Some have expressed concern that the widespread use of answering machines and voicemail
systems may lower response rates by increasing the likelihood of call screening by potential
respondents. However, research suggests that households using answering machines may be more
accessible than households where there is no answering machines (Tuckel and Feinberg, 1991; Xu,
Bates, and Schweitzer 1993). According to Piazza (1993), nonresponse due to answering machines
and voice mail systems can be minimized by calling respondents on Saturday before 12:00 p.m. and
Sunday through Thursday from 6:00 p.m. to 10:00 p.m.

Moreover, telephone surveys afford the interviewer centralized control over the quality of
the data collection process, which is not the case for mail surveys. The interviewer has the
opportunity to provide clarification should a respondent have a question about a specific question-
naire item. For example, the purpose of my doctoral dissertation was to examine the ““public good
externalities” of Baltimore’s Oriole Park and Cleveland’s Jacobs Field. These public good exter-
nalities included civic pride, the enhancement of each city’s reputation and national identity, in
addition to Oriole Park and Jacobs Field’s patrimonial benefit to future generations. An inherent
challenge regarding my research was that these so-called public good externalities are overly
abstract and therefore more difficult for one to conceptualize. As a result, a small but significant
proportion of respondents had questions as to what was actually meant by ““civic pride’ or the other
public goods for that matter. By conducting telephone interviews, I had the opportunity to explain
that the notion of civic pride was synonymous with simply feeling good about living in the
Baltimore or Cleveland area.

In addition to clarification, telephone interviews allow researchers to probe should a respondent
give an answer that does not correspond to a predetermined set of answer choices. For example, 1
presented Baltimore and Cleveland metropolitan area residents with the following: ‘It is appropriate
to use public tax dollars to finance the construction of sports stadiums and arenas.” Closed-ended
response choices ranged from strongly agree to strongly disagree. Some respondents, however, did
not choose an appropriate option, offering instead a response such as “I don’t think that is
appropriate.” Given the ability to probe, I rebutted in this instance by asking, “Would you say
that you disagree or strongly disagree that it is appropriate to use public tax dollars to finance the
construction of sports stadiums and arenas.” The ability to clarify and probe undoubtedly increased
the reliability of my data.

17.3 DISADVANTAGES OF TELEPHONE SURVEYS

Telephone surveys are inherently more invasive compared to mail surveys. Mail surveys can be
completed more anonymously and at a time more convenient for the respondent. Moreover,
researchers are somewhat limited in the amount of data that can be collected via telephone as
opposed to other mediums. This is largely attributable to what is known as ‘“‘response fatigue,”
which is more pronounced with telephone surveys (Lavrakas, 1993). Dillman (1978) notes that
telephone respondents tire more quickly compared to other mediums, as they rely solely on their
sense of hearing to comprehend the questions and answer choices. This could compromise the
integrity of the data collection process. Even though the questionnaire used for my research
contained only 17 items, it was evident that a significant proportion of respondents began to grow
weary toward the end. This highlights the importance of being as brief as possible, in addition to
placing the most important questionnaire items at the beginning of the interview. Leave the
demographic and personal information questions for the end given that these items can be answered,
in most cases, with little effort.

Telephone interviews are further susceptible to “‘reduced channel capacity,”” which occurs given
the absence of a visual component to data collection via telephone. Reduced channel capacity



Collecting Survey Data via Telephone: A Primer 271

suggests that an individual’s cognitive abilities may be somewhat compromised given that survey
questions and answer choices are presented through an ‘“‘audio-only medium” (Groves, 1990).
According to Lavrakas (1993, p. 6), ““a major disadvantage of telephone surveying, even when well
executed, is its limitations on the complexity and length of the interview.” Reduced channel
capacity underscores the importance of minimizing questionnaire complexity.

Response fatigue and reduced channel capacity may foster what is referred to as “satisficing.”
According to Krosnik (1999, p. 548), satisficing occurs when a respondent manages to answer the
questionnaire items without “expending substantial effort.” In other words, respondents that
are satisficing do not rely on their cognitive abilities, nor do they actively complete the questionnaire
purposively. These individuals are mechanically completing the task. In more extreme cases, satisfi-
cing emerges in the form of random guessing and an inordinate number of neutral or ‘I don’t know”’
responses. In an effort to decrease instances of satisficing, survey instrument questions and corre-
sponding closed-ended answer choices should be designed to minimize complexity and ensure
brevity. For example, five-point Likert scales may be better suited than seven- or ten-point scales,
even though increasing the number of scale categories yields a higher correlation coefficient when
conducting multiple regression analysis. My doctoral research relied upon multiple ordinal measures
to operationalize my dependent and primary independent variable. Given, however, that the data was
being collected via telephone, as opposed to mail or face-to-face interviews, I was forced to present
my questionnaire items as succinctly and simplistically as possible. My questionnaire items were
designed specifically for a telephone survey. Consider the following items presented to Baltimore
metropolitan area respondents:

1. It is appropriate that the construction of Oriole Park cost each Maryland resident approxi-
mately 42 dollars.
Strongly agree
Agree
Unsure (neutral)
Disagree
Strongly disagree
2. How important is Oriole Park to the amount of civic pride you have in Baltimore?
Very important
Somewhat important
Not important
Unsure (neutral)

Had I conducted a mail survey, questionnaire items one and two could have been structured
somewhat differently. Consider items three and four, which are better suited for a mail survey:

3. It is appropriate that the construction of Oriole Park cost each Maryland resident approxi-
mately 42 dollars.

1 2 3 4 5 6 7 8 9 10
Strongly disagree Strongly agree

4. On a scale of one to ten, with ten representing the greatest amount of importance, how
important is Oriole Park to the amount of civic pride you have in Baltimore?

1 2 3 4 5 6 7 8 9 10
Low importance High importance
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Even though questionnaire item one effectively measures the level of support for public stadium
subsidies in the context of per capita tax liability, and item two examines the importance of civic
pride as a public good benefit of Baltimore’s Oriole Park, questionnaire items three and four are
preferable in that they will engender greater response variability. Social science research is predi-
cated on examining the relationships among multiple variables, which require data variance.
Compared to questionnaire items one and two, items three and four would enable a researcher to
gather data with greater response variability, thereby allowing one to better examine bivariate and
multivariate relationships. When designing a telephone survey questionnaire, it is important to
weigh the pros and cons of using more complex questionnaire items that allow for the collection of
more variable but potentially less reliable data, versus less complex questionnaire items that yield
less variable but more reliable data. Striking the proper balance is a matter of judgment. This
underscores the importance of carefully pretesting one’s questionnaire.

It is also important to note that how a questionnaire item is structured (thus how a variable is
operationalized) significantly impacts one’s inferential statistical method. Items three and four could
be treated as interval measures, and therefore ordinary least squares (OLS) regression analysis is
appropriate. Items one and two, however, are ordinal measures, and as such an alternative to OLS
regression must be used, such as logistic regression, probit analysis, and discriminant analysis.

17.4 PREINTERVIEW PREPARATION

Practical considerations concerning preinterview preparation involve arranging for a controlled
environment with which to conduct telephone interviews. Background noise could be a distraction
for both the interviewer and the respondent. Another necessary preinterview preparation is rehearsal.
Simply, interviewers should practice reciting their questionnaire items and option choices. When
doing so, be aware of your tone and the pace with which you recite your questionnaire. Your tone
should be energetic yet natural, and your pace should be fast enough to keep things moving
expeditiously, but not too fast so as to make the respondents ask you to reread the question or option
choices. It is important that the questionnaire items be presented as if one were engaged in a casual
conversation. In other words, avoid being mechanical. Be pleasant, energetic, and natural. Sufficient
consideration should be given to interview rehearsal throughout the pretest phase of the research.
Another preinterview consideration centers on anticipating potential questions or problems that
a respondent may have with certain questionnaire items. Although the questionnaire pretest will
address the bulk of these concerns, there are likely to be some respondents in need of further
clarification. It is therefore important that a researcher be able to explain each questionnaire item in a
way that differs from the sheer text. In other words, it is important to be able to define key
questionnaire concepts in multiple ways. This is especially critical for researchers who present
overly complex or abstract concepts. For instance, when asked, ‘“how important is Oriole Park to the
amount of civic pride you have in Baltimore,” a few respondents questioned what I meant by civic
pride. Having anticipated the possibility of such instances, I was able to clarify the meaning of
civic pride by rephrasing the initial question to: “How important is Oriole Park in making you feel
good about Baltimore?”” The key is to simply anticipate potential problems and be prepared to
address these problems in an effort to better ensure that the data collected is as reliable as possible.

17.5 CONVINCING RESPONDENTS TO PARTICIPATE

By and large, individuals tend to prefer face-to-face and mail surveys rather than telephone surveys.
Face-to-face surveys are preferred given the personal contact a respondent has with the interviewer,
which allows the interviewer to build a rapport with the respondent rather quickly. Mail surveys are
inherently more convenient and less invasive than telephone surveys (Groves, 1990). Knowing this,
the introductory sequence is especially critical in terms of persuading individuals to participate via
telephone, as refusals to participate tend to occur after the first few sentences of the introduction



Collecting Survey Data via Telephone: A Primer 273

(Barriball, Christian, While, and Bergen, 1996). According to Oskenberg and Cannell (1988), the vast
majority of telephone survey refusals occur at some point during the introductory sequence. This calls
attention to the importance of the first 30 to 60 seconds of interviewer—respondent contact. A survey
introduction should strive to accomplish the following within the first 30 seconds of contact:

¢ Establish credibility and trust.
* Convey the nature of the research.

The proliferation of evening telemarketing calls, and the subsequent backlash against such
practices, has made survey research via the telephone more challenging. It has become more
difficult for social researchers to establish trust and credibility when people are conditioned to be
skeptical of anyone probing for information via telephone. Increasing concerns over identity theft
have further compromised a researcher’s ability to conduct telephone surveys. It is therefore
imperative that an interviewer not only introduces him or her by full name, but also streses his or
her affiliation, especially if it is with an academic institution.

It is imperative that a prospective survey respondent understands not only who the interviewer
is, but also what he or she is researching. The interviewer must be able to explain that nature of his
or her research as succinctly and cogently as possible. It is important to avoid technical language or
esoteric research jargon that could potentially confuse or alienate potential respondents. The
purpose of my doctoral research was to examine the public good externalities of Baltimore’s Oriole
Park and Cleveland’s Jacobs Field in the context of a public financing question. In other words,
I sought to examine the extent to which Oriole Park and Jacobs Field offer metropolitan area
residents public goods benefits, and whether such benefits justify government’s role in subsidizing
stadium projects. Framing my research in this manner to potential respondents would have
succeeded in eliciting a low response rate. A better approach would entail the following:

“I am doing some research about Baltimore’s Oriole Park, and I am asking local residents how they feel
about having their tax money used to pay for the stadium’s construction.”

Thus, my full introduction read:

“Hello, my name is Richard Schwester and I am a graduate student at Rutgers University in New Jersey.
T am doing some research about Baltimore’s Oriole Park, and T am asking local residents how they feel
about having their tax money used to pay for the stadium’s construction. May I have a moment of your
time to ask you a few questions?”’

Often, the initial 30 second introduction will not convince an individual to participate. A
researcher may hear phrases such as “I don’t really have time for this,” “I don’t really know
much about that,” or “I’m not interested.” Such phrases signal the need for further and immediate
persuasion. If a potential respondent conveyed a lack of interest or knowledge about my research,
then I stressed its importance and potential usefulness in an effort to persuade these individuals to
participate. Individuals who feel that the information being gathered is potentially useful are, in my
experiences, more likely to expend the necessary effort and avoid satisficing. Given that my research
dealt with the public financing of sports stadiums, I often conveyed to respondents that I hoped my
research would better inform policy-makers as to how people want their tax money spent. I further
stressed that citizens, all too often, complain that there are very few outlets for average people
to express their views, thus contributing to the perception that elected officials and decision-makers
do not really care what people truly think. I consequently tried to portray myself as being a voice for
people (albeit a small voice), as someone who was trying to find out whether the government should
spend money on sports stadiums. I tried to personalize my research as much as possible for those
reluctant to participate.



274 Handbook of Research Methods in Public Administration

For individuals reluctant to participate citing a lack of time, I stressed the brevity of my survey,
informing reluctant respondents that I would need between five and ten minutes of their time. It is
important to be ethical in this regard. If you have a questionnaire that can be completed in less than
15 minutes, then emphasize this. Less ethical researchers will mislead respondents about the length
of the questionnaire, having the understanding that once the interview begins a respondent will
rarely stop in the middle of it.

Additionally, I stressed the importance of a respondent’s participation. My experiences have
shown me that if a potential respondent understands that their opinions are critical, then they are
more likely to participate. This can be accomplished by informing reluctant respondents that they
have been carefully chosen and that their views represent thousands of people. This is consistent
with Cialdini’s (1988) “‘scarcity principle,” which assumes that people will place greater value on
opportunities that are available to only a chosen few. Should an individual still refuse to participate,
it is reasonable to ask for a day and time that is more convenient to the respondent (see Figure 17.1).

Also, students should feel free to experiment with less traditional techniques of securing
cooperation. For instance, one may want to experiment with different voice tones or inflections.
Marketing and telecommunications experts often refer to ““using your best voice” (Finch, 2000).
Students should experiment with using different tones and accentuating different words within the
introduction in the hopes of finding a most favorable “voice.”

An important and sometimes overlooked issue is that even though a researcher may have
randomly sampled telephone numbers via random digit dialing (RDD) techniques or through
systematic sampling methods when using a telephone directory, the person that answers the
telephone should not be automatically designated as the unit of observation. For a telephone survey
to be truly random, a researcher must randomly select a person within a given household. There are
two primary ways in which this is done: the Kish and birthday methods for random selection within
a household.

Survey
_’ X
introduction Stress _brevn_y of
questionnaire -
(if applicable)
Respondent /
/ cites lack
of time > Stress “scarcity L
Establish principle”
trust,
credibility, |y | Respondent ,
and convey cites lack of  —p Stressllmportance and
nature of interest or potential usefulness of | |
research knowledge research
Hard refusal > Count as nonresponse
v
Soft
refusal
Recall
respondent

FIGURE 17.1 Securing respondent cooperation.
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The Kish method entails having the interviewer identify all eligible respondents within a given
household by age and gender. Each eligible respondent is then rank ordered as per the following
rule: the oldest male in the household would be ranked one, the second oldest male would be ranked
two, followed by the oldest female, the second oldest female, and so forth. For example, a
household consisting of a father, mother, son, and daughter, all of whom are eligible respondents,
would be ranked in the following order: father = 1; son =2; mother = 3; daughter =4. Subsequent
to rank ordering all eligible respondents, the interviewer consults one of eight selection tables to
determine which member of the household should be interviewed. The Kish method requires the
collection of personal information shortly after contact with a household member, which could
engender an unusually high nonresponse rate (Lavrakas, 1993).

The birthday method simply entails asking which member of the household has the ‘“‘next
upcoming birthday” or which household member had the “last birthday.” This individual is
designated as the unit of observation. There is some concern that the birthday method for random
selection introduces a higher probability of respondent mis-selection compared to the Kish method.
Research conducted by O’Rourke and Blair (1983) indicated that 90 percent of individuals identi-
fied the appropriate household member when using the birthday method. Lavrakas, Stasny, and
Harpuder (2000) found that 75 percent of individuals correctly identified the appropriate household
member when using the “next upcoming” birthday method, while Lind, Link, and Oldendick
(2000) found an 80 percent accuracy rate using the ““last” birthday method.

When choosing a method of random selection within a household, one must take into account
the accuracy of such a method, coupled with the degree of invasiveness and consequently the
likelihood of nonresponse. Researchers using the birthday method must be prepared for a higher
degree of respondent misselection compared to the Kish method. However, the birthday method is
widely used given that it is less time consuming and invasive, which will reduce the likelihood of
nonresponse bias.

The need to randomly select individuals within a given household means that a researcher must
essentially accomplish two tasks: (1) convince the person that answers the phone to tell you who in the
household is the “appropriate’ unit of analysis and then (2) convince that individual to participate.

17.6 DEALING WITH REFUSALS

The inevitability of survey refusals is a fact that researchers must reconcile. The invasive nature of
telephone surveys means that refusals may prove to be unpleasant and sometimes personally distressing
experiences. A researcher will encounter individuals who, more often than not, refuse to participate in a
polite or semipolite manner. Others, however, will refuse in a verbally abusive and caustic manner. Try
not to be discouraged when this happens. When a potential respondent does in fact refuse, one should
not necessarily classify this individual as a nonresponse. That is to suggest that there are two types of
refusals: soft and hard. A soft refusal can be characterized as someone who refuses in a relatively polite
or semipolite manner, usually citing a lack of time or interest. These individuals are characterized as soft
refusals simply because there is possibility that they could be persuaded to participate at a later date. In
other words, recall soft refusals. Hard refusals are very unlikely to be converted. These individuals, by
and large, are indignant and refuse to participate in all surveys. These individuals should not be recalled.
Figure 17.1 shows my thought process for securing respondent cooperation. By no means is this
exhaustive, as this simply represents how I dealt with reluctant participants and both soft and hard
refusals. The importance of Figure 17.1 is that it represents a thought-out and tangible plan, which will
increase one’s likelihood of persuading people to participate.

17.7 CONCLUSION

This chapter draws on my doctoral dissertation research experiences whereby I sampled 1200
individuals throughout the Baltimore and Cleveland metropolitan areas, having successfully
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completed 676 interviews via telephone. Recall that there are several advantages to collecting
survey research via telephone, most notably a higher response rate compared to mail surveys and
greater quality control over the data collection process. There are, however, a number of concerns
that a researcher must address when conducting telephone interviews. Response fatigue and reduced
channel capacity are inherent challenges to telephone surveys, which can impact the reliability of
one’s data given the increased likelihood of satisficing. These challenges underscore the importance
of designing one’s questionnaire as succinctly and simplistically as possible. Keeping a question-
naire brief reduces the likelihood of response fatigue, although less complex questionnaire items
allow a respondent to better compensate cognitively given that telephone questionnaires are
presented through an audio-only medium.

A sometimes overwhelming task of conducting telephone surveys is persuading individuals to
participate. Low response rates engender nonresponse bias, which compromises the representative-
ness of the sample and consequently the generalizability of one’s findings. When attempting to
convince individuals to participate, keep in mind the importance of the introduction. It is imperative
that a researcher establishes credibility and trust and conveys the purpose of the research within the
first 30 seconds of contact. Building a rapport with a potential respondent is the key. Many
respondents will stress a lack of time, interest, or knowledge about your research. In other words,
these individuals are trying to refuse politely. A significant proportion of these individuals can be
convinced to participate if persuaded further, such as stressing the importance of the research, its
personal relevance to the respondent, or the scarcity principle. Others will refuse altogether. Recall
that all refusals are not created equal, and therefore one should differentiate between a hard and soft
refusals and act accordingly.

Convincing complete strangers to dedicate time to your research endeavors proves far more
difficult in practice than theory. This underscores the importance of practice and perseverance.
Preinterview preparation will greatly enhance one’s chances of success, and thus researchers should
dedicate substantial effort during the pretest phase to cold calling individuals to practice the art of
securing cooperation. Furthermore, refusals will happen, and some individuals will feel the need to
be caustic. Try not to be discouraged, and continue to persevere.

EXERCISES AND PROBLEMS

1. Find a questionnaire that was used for a mail survey and rewrite that questionnaire so as to make
it better suited for administration via telephone. Be sure to consider the length and complexity of
the questionnaire items and response categories in the interest of collecting more reliable data by
reducing the likelihood of response fatigue and satisficing.

2. Using a telephone directory or random digit dialing, administer a survey questionnaire to
30 randomly selected households. Special emphasis should be placed on securing cooperation.
Be sure to concentrate on establishing trust and credibility, and conveying the nature of the
questionnaire within the first 30 to 60 seconds of contact with a potential respondent. Prior to
cold calling individuals, diagram a flow chart that shows how specifically you will deal with
reluctant participants and soft refusals.
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Archival and other existing records are underutilized data sources in public administration research.
The purpose of this chapter is to define these types of data sources and explore how they could be
better incorporated in public administration research. These records include textual records, micro-
forms, electronic records, still pictures, motion pictures, sound and video recordings, and carto-
graphic and architectural records. Archives are ‘‘important organizational records preserved
permanently because they reflect what an organization did and how it went about doing it”
(National Archives and Records Administration, 2004, p. 5). Other existing records include those
that are not permanently preserved or archived but nonetheless may be valuable to researchers.

Archival and other existing records are types of unobtrusive measures. This chapter includes a
brief explanation of unobtrusive measures and a summary of the key issues surrounding the use of
these measures. Although unobtrusive measures encompass a wide range of sources, this chapter
focuses specifically on records which can be used as analytical data sources. Also discussed are the
different avenues of access to such data.

Archival and other existing records can be found in private and government archives, depository
libraries, and can be accessed through formal mechanisms such as freedom of information acts.
Researchers are encouraged to look widely for access to appropriate data and many already are
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incorporating these sources into their work. Within my own work on management reform and
transparency, [ have incorporated archival and contemporary records into a larger case study design
utilizing interviews, a survey, and a formal content analysis (Piotrowski, 2007). Other examples
include a series of articles on the quality of doctoral dissertations in public administration resulted
from a content analysis of Dissertation Abstracts International (Cleary, 1992, 1998; McCurdy and
Cleary, 1984). Classic management textbooks (Duncan and Ginter, 1993) and collective bargaining
agreements (Carnevale, 1993) have both served as data sources for scholars. Movies and other
fictional work have been successfully incorporated into public administration research (Lee and
Paddock, 2001; McCurdy, 1995). Electronic sources, such as local government Web sites (Holzer
and Kim, 2004), have increasingly been analyzed in public administration research. Historical
Congressional Records, floor speeches, and federal legislation have played prominently in public
administration and political science scholarship (Hall, 2002; Light, 1997; Rosenbloom, 2000).
Enterprising public administration scholars will continue with traditional data sources but will
also look elsewhere for increasingly creative data sources that could help them appropriately answer
their research questions.

18.1  UNOBTRUSIVE MEASURES

Unobtrusive measures are alternatives to more common data collection means, such as interviews or
surveys. The term “unobtrusive measures’ refer to ‘““data gathered by means that do not involve
direct elicitation of information from research subjects. Unobtrusive measures are ‘nonreactive’; in
the sense that they are presumed to avoid the problems caused by the researcher’s presence” (Lee,
2000, p. 1). By not directly interacting with the research subject and using alternative avenues to
collect data, a researcher is more likely to find evidence of actual behavior as opposed to reported
behavior. Scholars in fields such as cultural studies have embraced unobtrusive measures. This type
of data is seen as one way to study questions larger than those based on individuals and move to
questions relating to the interaction of power, knowledge, and social order (Hesse-Biber and Leavy,
2004, p. 314).

Few books define a method of research to the same degree as Nonreactive Measures in the
Social Sciences (Webb, Campbell, Schwartz, Sechrest, and Grove, 1981). If any social science
research text could be described as having a cult following, it would be this one. The book was
originally published in 1966 under the title, Unobtrusive Measures (Webb, Campbell, Schwartz,
and Sechrest, 1966). This witty and informative book concludes with two extremely short chapters.
A Statistician on Method, chapter 11, consists entirely of just one quotation:

We must use all available weapons of attack, face our problems realistically and not retreat to the land of
fashionable sterility, learn to sweat over our data with an admixture of judgment and intuitive rumin-
ation, and accept the usefulness of particular data even when the level of analysis available for them is
markedly below that available for other data in the empirical area. (Binder, 1964, p. 294 quoted in; Webb
et al., 1981, p. 329).

Webb and his colleagues embraced this idea of using “all available weapons of attack” in
research. The book actually developed out of a lecture series where the challenge was to come up
with innovative data sources. The last chapter in the book, Cardinal Newman’s Epitaph, is even
shorter than the proceeding one, and consists of one short sentence: “From symbols and shadows to
the truth” (Webb et al., 1981, p. 330).

Webb and his coauthors encouraged readers not only to rely on interviews and surveys, but also
to incorporate other types of data into their work to help answer their research questions. Common
examples of unobtrusive measures include written, visual, and audio-visual records, material
culture, physical traces, and simple observations. Interviews, questionnaires, manipulative experi-
ments, and psychometric tests are not unobtrusive measures (Kellehear, 1993, p. 5). The possible
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inclusion of unobtrusive measures in a research project should be a function of both the theoretical
approach and research question.

This book chapter focuses on ‘“‘retrieved data,” one category of unobtrusive measures (Lee,
2000). Retrieved data includes personal and societal records, both those that are continuous in nature
(such as birth records) and episodic (such as a correspondence). Although the primary focus of the
chapter is on textual data, photographs also play a role in research, though arguably a less prominent
role in public administration research than in sociology or anthropology research. Like other forms of
research, the use of photographs is not unbiased or objective but using them can show characteristics
and attributes that are difficult to document otherwise (Posser and Schwartz, 2004).

2

18.2 ADVANTAGES AND DISADVANTAGES OF UNOBTRUSIVE MEASURES

A key advantage of unobtrusive measures over other types of methods, such as questionnaires or
interviews, is that they can better represent actual rather than self-reported behavior. For example,
unobtrusive measures are also safer to carry out than some other forms of research, such as door-to-
door interviews. Typically they are easily repeatable and are nondisruptive to the subjects they are
studying. Access to unobtrusive measures is usually easier than other forms such as interviews,
which may involve multiple consent agreements. These methods are inexpensive to apply and may
be used for longitudinal analysis (Kellehear, 1993, pp. 5-7).

Unobtrusive measures are not without their disadvantages though. Archival sources in particular
are prone to distortion either through purposeful omission or tradition. Personal diaries will likely
not be fully complete. Because of tradition, recorded data may be misleading, such as having suicide
statistics recorded as other causes. Unobtrusive measures, including physical traces and observa-
tions, are also prone to misinterpretation because the researcher’s point of view is almost certainly
that of an outsider. Unknown intervening variables can cause a researcher to be misled. Because
unobtrusive measures may not have as wide an application as other methods, an over-reliance on
them can be a disadvantage (Kellehear, 1993, pp. 6-8).

18.3 EVIDENTIARY VALUE OF RECORDS

Records or materials that survive are likely the ones thought by archivists, librarians, administrators,
colleagues, or family members of the originators to be the most important or significant. Archives
receive material through voluntary donations from individuals and organizations, as well as required
contributions from government agencies. We can never be 100 percent certain of what material is
missing or what framework was used to decide which pieces to keep and which to discard. Archives
only have a limited amount of space and inevitably cannot accept all possible donations or keep all
of the material they do accept. Unflattering administrative documents may not make their way to
official archives as administrations change. Public officials may create material with an eye on their
legacy, thus obscuring their real motivations. Library material may be misplaced and lost for years.
A researcher should be aware that the texts they are viewing are only a fragment of what was
originally produced and that intentionally, or not, the complete set of records is unavailable.
If possible, relying on triangulation by validating the records with other sources will enable a
researcher to have more confidence in their conclusions. Even when sources on their face seem
reliable and valid, such as the New York Times Index, this is not always so, therefore a critical look
at the data is imperative. One study found there to be variations in classification schemes and subject
headings between years of the New York Times Index due to the changing nature of longstanding
issues (Althaus, Edy, and Phalen, 2001).

Researchers should be aware of their own biases when using archival material. ““Scholars are
not immune from the general tendency to attach particular significance to an item that supports their
pre-existing or favored interpretation and, conversely, to downplay the significance of an item that
challenges it” as George and Bennett (2005, p. 99) argue. To combat these biases, archival
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documents can be viewed as purposeful communication. When interpreting and assigning signifi-
cance to what is communicated in a document, a researcher “‘should consider who is speaking fo
whom, for what purpose and under what circumstances” (emphasis in original George and Bennett,
2005, p. 100). The application of this framework will allow an analyst to better understand the purpose
of the document and how it relates to other evidentiary material.

18.4 MIXED METHODS

Archival and other existing records can be used in conjunction with both qualitative and quantitative
methods. The use of mixed methods in research projects has recently gained renewed popularity.
Public administration and public policy scholarship has successfully incorporated archival data and
in-depth interviews into single research designs (Baum, 2005; Berry et al., 2000; Bigelow and
Stone, 1995; Gotham, 2001; Greenfield et al., 2004). Archival and textual data can be used both in a
mixed or single method project. One leading set of authorities has argued, ‘“Unobtrusive measures
are frequently used in multimethod qualitative designs to augment data from field research or
interviewing; however, the growth of cultural studies has caused many qualitative researchers to
use unobtrusive measures as a stand-alone method” (Hesse-Biber and Leavy, 2004, p. 307). The
case study design has a rich history in public administration research, and some have described them
as ““intellectual gold” and inherent to knowledge accumulation in our field (Jensen and Rodgers,
2001, p. 244). Case study research in particular lends itself to the use of archival data (George and
Bennett, 2005; Yin, 2003).

18.5 ETHICAL CONSIDERATIONS

Researchers must be conscious of real or perceived ethical questions associated with their project.
If there is question of harm coming to individuals because of the project, a researcher has an
obligation and if often required to go through an institutional review board process. Some archival
data may deal with personal information; thus, issues of informed consent must be considered. It has
been argued that an increased adherence to the doctrine of informed consent may have resulted in a
decline in the use of some unobtrusive measures, such as nonparticipant observation (Page, 2000).
Archival documents, due to their largely historical nature, are less fraught with issues of consent
than many other types of data.

The following sections contain discussions on the different sources of archival and other
existing records including different types of archives, the Federal Government Printing Office,
depository libraries, and administrative document requests.

18.6 ARCHIVES

Archives are a rich source of documents, pictures, maps, and other materials. The use of archival
data, including census records, can confirm or refute previously generally accepted conclusions
(Ayala and Bergad, 2002). There are multiple types of archives including the United States National
Archives, Presidential Libraries, and state and local government, private and university archives. In
practice, there is not a strict delineation between archives and libraries, and many archives are
housed within libraries (Meyer, 2005). Also some published material, such as legislative records,
which are typically housed in depository libraries are also housed in archives (see National Archives
and Records Administration, 2004, p. 9). Although increasingly documents are being scanned and
made available online, the overwhelming majority can only be accessed through visits to the
archives. Because of this, archival research can be resource and time intensive.

18.6.1 THE NATIONAL ARCHIVES AND PRESIDENTIAL LIBRARIES

The United States National Archives and Presidential Libraries both hold material that is particularly
useful for public administration research which is historical in nature. The National Archives
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maintains hundreds of millions of records. Only a small fraction of documents and material created by
the federal government are stored at the National Archives. For legal and historical reasons, only
about one to three percent of all records are kept forever. Records housed at the archives include
textual documents, aerial photographs, architectural and engineering drawings, charts, electronic data
files, maps, microforms, motion pictures, sound recordings, still pictures, and video recordings
(National Archives and Records Administration, 2004, p. 3). The National Archives has facilities
throughout the country with the main archives in the Washington DC metro area. The different
facilities specialize in particular collections. For example, the National Archives Building in down-
town Washington DC includes material on genealogy, American Indians, the New Deal, and the
District of Columbia. The College Park, Maryland facility houses motion picture, sound, and video
records and the John F. Kennedy Assassination Records Collection (National Archives and Records
Administration, 2004). Federal census, public land, passenger arrivals, and naturalization records are
commonly accessed for genealogical research (National Archives and Records Administration,
revised 2006).

The Presidential Libraries system is overseen by the National Archives and Records Adminis-
tration. The Presidential Library system began with Herbert Hoover and includes 11 presidential
libraries and the Nixon Presidential Materials. See Table 18.1 for a listing of the libraries. The term
Presidential Libraries is actually a misnomer. Although these organizations are referred to as
libraries, in fact they function as museums and archives of documents and material culture. The
Presidential Libraries are governed by the Presidential Libraries Acts of 1955 and 1986, the
Presidential Records Act of 1978, the Presidential Recording and Material Preservation Act of
1974, the Freedom of Information Act, and relevant Executive Orders.

Research at Presidential Libraries can uncover a more nuanced and accurate understanding of
presidential actions than was previously understood (Conley, 2003). Included in the libraries are
official presidential records, personal papers of the family members, associates, and friends, as well
as audio and visual collections. When looking for presidential material, a researcher should first
decide what content ideally is desired and then determine which of the libraries may hold that
material. Although the overwhelming majority of material in Presidential Libraries is not available
online, the libraries do offer online indexes. Using these resources can give researchers an idea of
what type of material they might find in a physical search of a Presidential Library. Researchers
should consider using online resources and contacting an archivist before planning a visit. Some
grant funding is available to visit the presidential libraries to conduct research. If travel to a
presidential library is impossible, a limited amount of material, such as documents or videos, can
be ordered and shipped.

TABLE 18.1
Presidential Libraries and Their Locations
West Branch, Iowa

Hyde Park, New York
Independence, Missouri

Herbert Hoover Library
Franklin D. Roosevelt Library
Harry S. Truman Library

http: /hoover.archives.gov

http: /www fdrlibrary.marist.edu
http: /www.trumanlibrary.org
Dwight D. Eisenhower Library ~ Abilene, Kansas
John F. Kennedy Library

Lyndon B. Johnson Library

http: /eisenhower.archives.gov
http: /www jfklibrary.org

http: /www.Ibjlib.utexas.edu
http:/nixon.archives.gov

Boston, Massachusetts
Austin, Texas

Nixon Presidential Materials College Park, Maryland

Gerald R. Ford Library
Jimmy Carter Library
Ronald Reagan Library
George Bush Library

William J. Clinton Library

Ann Arbor, Michigan
Atlanta, Georgia

Simi Valley, California
College Station, Texas
Little Rock, Arkansas

http: /www fordlibrarymuseum.gov
http: /www.jimmycarterlibrary.gov
http: /www.reagan.utexas.edu

http: /bushlibrary.tamu.edu

http:/www .clintonlibrary.gov




284 Handbook of Research Methods in Public Administration

18.6.2 STATE AND LOCAL ARCHIVES

All States, including the District of Columbia, have state archives (Council of State Archivists,
2005). State archives have an enormous amount of information, not all of which is directly from
state agencies and may include a limited number of private documents and local government
records. As every state archive has a different mix, experience has shown it is best to check with
the particular archive before beginning a search. Most likely, archives will only have an abbreviated
listing of their holdings online and a researcher may know that the needed material is available only
after a physical visit. Some local governments establish their own archives, while others establish
relationships and arrangements with libraries, historical societies, state archives, or other organiza-
tions (Council of State Archivists, 2006).

A researcher will undoubtedly find historical information on state government agencies and
commissions in a state archive. Using documents available from a state archive, a researcher could
trace the evolution of an administrative function over time to conduct the genealogy of an agency.
A history of management reforms at the state level could be researched using agency, commission,
and gubernatorial records. Scholars of public administration might be interested in the gubernatorial
discussions surrounding a historical piece of legislation. Towns typically keep their own records but
defunct towns will most likely have deposited their meeting minutes and administrative records in
the state archives. Historical research using state archival data could be done on highway authorities,
special commissions, and state universities.

18.6.3 OTHER ARCHIVES

Governments are not the only organizations that support archives. There are private archives and
those held at universities. For example, the Rockefeller Archive Center is a division of The
Rockefeller University. Private archives may be particularly helpful when trying to gain information
on individuals who once worked for or with government or nonprofit organizations. For example,
the Rockefeller Archive is useful for research on the New York Bureau of Municipal Research.
Many businesses also keep archives to preserve key documents concerning their companies’ history
(The Society of American Archivists, 2006).

18.6.4 PracTicAL Tips ON USING ARCHIVES

Researchers should try to give themselves plenty of time to conduct an archival search. It is typically
best to arrive at the archive early in the day because it may take considerable time to locate the
material needed. An archivist will need to assist you in locating the material wanted. Archives differ
from libraries in that researchers cannot retrieve material themselves. When planning, consider that
a search will likely take longer than expected. Researching earlier periods may take less time than
more recent time periods because there are likely to be fewer documents available.

If at all possible, a researcher should conduct preliminary research before arriving at an archive.
For example, knowing the bill number to a piece of relevant legislation will make a search
