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Abstract in this commentary we suggest that hydrologists and land-surface modelers may be unneces-
sarily constraining the behavioral agility of very complex physics-based models. We argue that the relatively
poor performance of such models can occur due to restrictions on their ability to refine their portrayal of
physical processes, in part because of strong a priori constraints in: (i) the representation of spatial variability
and hydrologic connectivity, (i) the choice of model parameterizations, and (iii) the choice of model param-
eter values. We provide a specific example of problems associated with strong a priori constraints on param-
eters in a land surface model. Moving forward, we assert that improving hydrological models requires
integrating the strengths of the “physics-based” modeling philosophy (which relies on prior knowledge of
hydrologic processes) with the strengths of the “conceptual” modeling philosophy (which relies on data
driven inference). Such integration will accelerate progress on methods to define and discriminate among
competing modeling options, which should be ideally incorporated in agile modeling frameworks and
tested through a diagnostic evaluation approach.

1. Introduction

The hydrologic community has made substantial investments in the development of complex physics-
based models that provide detailed representations of the dominant physical processes and their interac-
tions [e.g., Abbott et al., 1986; Wigmosta et al., 1994; VanderKwaak and Loague, 2001; Ivanov et al., 2004; Max-
well and Miller, 2005; Rigon et al., 2006; Qu and Duffy, 2007; Lawrence et al., 2011; Niu et al., 2011]. In spite of
their complexity and physical realism, distributed process-based models perform similarly to, or only slightly
better than, traditional bucket-style rainfall-runoff models [e.g., Reed et al., 2004; Smith et al., 2012]. In this
commentary we discuss some issues that can result in relatively low performance of complex models, illus-
trate some of these shortcomings through an example application, and make practical recommendations
that should lead to improved physics-based model simulations.

2. On the Need for Model Agility

Over the last four decades, a number of important issues related to process representation and model per-
formance have been widely discussed [Freeze and Harlan, 1969; Bergstrom, 1991; Bloschl and Sivapalan,
1995; Beven, 2000, 2002, 2006; Sivapalan et al., 2003; Kirchner, 2006; Clark et al., 2008, 2011; Gupta et al.,
2008, 2012; Wagener et al., 2009a; Beven and Cloke, 2012]. A fundamental challenge is developing models
that represent how the spatial variability in hydro-meteorological fields, topography, vegetation and soils
combines to produce fluxes of energy and water at catchment, regional and global scales [e.g., Reggiani

et al., 1999; Beven, 2002; Kollet et al., 2010]. Meeting this challenge requires extensive evaluation and refine-
ment of model representations of hydrological processes [Beven, 2002; Clark et al., 2011], in particular those
related to representing fluxes of water and energy at the spatial scale of the model discretization [Sama-
niego et al., 2010].
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However, a factor that complicates the problem of evaluating and refining the behavior of process-based
models is that many of them have fixed representations of spatial variability (e.g., a single spatial resolution
and configuration, parameter look-up tables with limited number of soil and vegetation classes), fixed rep-
resentations of model physics (e.g., a single set of process representations), and fixed (hard-coded) model
parameter values. Such strong a priori constraints arguably reflect overconfidence in the spatiotemporal
representation of physics-based equations describing complex systems, which are heterogeneous across
different spatial scales and often poorly characterized by direct measurement [Kirchner, 2006], resulting in
models with insufficient ability to adequately simulate the heterogeneity of biophysical and hydrological
processes.

In view of such problems, we believe that hydrologic and land surface modeling systems should be agile
(i.e., have the capability to adjust model equations and parameters to faithfully represent observed proc-
esses), in order to enable testing multiple hypotheses of hydrologic behavior [Clark et al., 2011]. Specifically,
modeling frameworks should be agile enough to support at least the following key aspects: (i) the capability
to modify the representation of spatial variability and hydrologic connectivity (e.g., support different spatial
resolutions, grid cell versus hydrologic response units, mosaic versus semitile approach to represent subgrid
heterogeneity), (ii) the capability to modify model parameterizations for individual processes (e.g., different
soil stress functions for evapotranspiration, nonlinear reservoir versus multiple parallel reservoirs for base
flow), and (iii) the capability to modify model parameter values. Furthermore, these features should be
extensible to facilitate iterative improvements in the representation of complex systems (i.e., model reconfi-
guration) as new data that might support new hypotheses becomes available [Son and Sivapalan, 2007;
Fenicia et al., 2008; Clark et al., 2011].

The need for model agility is increasingly recognized, and many modeling frameworks are now available
that facilitate experimenting with competing modeling alternatives [Clark et al., 2011]. For instance, Pomeroy
et al. [2007] developed the Cold Regions Hydrologic Model (CRHM) to experiment with different alternative
representations of cold region processes; Clark et al. [2008] developed the Framework for Understanding
Structural Errors (FUSE) to test different parameterizations of soil hydrology used in traditional bucket-style
rainfall-runoff models; Niu et al. [2011] developed the Noah-MP model with the aim to experiment with sev-
eral model parameterizations of biophysical and hydrological processes used in land-surface models; Essery
et al. [2013] developed the Joint UK Land Environment Simulator (JULES) Investigation Model (JIM) to test
different options to simulate snow processes. Nevertheless, these modeling frameworks lack an integrated
supporting system for experimenting with different representations of spatial variability, a broad range of
physics parameterizations (i.e., they are all somewhat limited in scope), and different model parameter val-
ues. For example, FUSE includes only simple parameterizations of soil hydrology, and is focused on spatially
lumped structures; JIM is restricted to snowpack processes; and Noah-MP is limited to a semitile grid
structure.

We believe that modeling systems addressing at least the three requirements proposed above (capability
to modify spatial variability and hydrologic connectivity, capability to modify model parameterizations of
individual processes and capability to modify model parameter values) will provide a robust framework for
the assessment of differences among process representations in existing hydrological models, and to accel-
erate future model development and improvement.

3. An Example of Unnecessary Constraints in a Complex Process-Based Model:
Treating Uncertain Model Parameters as Physical Constants

Somewhat paradoxically, many physics-based models set uncertain model parameters to fixed values. For
example, transfer functions that link measurable properties of the landscape (e.g., clay and sand contents,
percent of organic matter) with model parameters (e.g., soil porosity, saturated soil hydraulic conductivity)
typically include fixed coefficients. These coefficients should ideally be described by a sampling distribution,
as they are commonly obtained through statistical analysis of data samples taken for a given region and
spatial domain. Similarly, ‘observable” model parameters (e.g., saturated hydraulic conductivity, soil porosity,
vegetation height) are defined as single values for each model element. This is problematic because such
parameters are difficult to define precisely given large within-element spatial heterogeneity and errors asso-
ciated with direct and indirect measurement techniques. More worrisome, many of the functional ‘free’
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Figure 1. Section of the source code of Noah-MP containing some fixed runoff and snow model parameters.

parameters (e.g., coefficients in conceptual base flow and surface runoff parameterizations) are hard-coded
as spatially constant values. Setting model parameters to fixed values effectively treats them as physical
constants, neglecting the large uncertainty in their estimates and the large impact that they have on model
predictions.

In this section we provide an example of the impact of fixed model parameters through analysis of the
Noah Land Surface Model with Multiple Parameterization Options (Noah-MP) [Niu et al., 2011]. We discuss
the existence of hard-coded model parameters, and demonstrate how hydrological simulations can be very
sensitive to their values.

3.1. Model Description

Noah-MP has been developed as a general representation of large-scale hydrologic and biophysical processes,
applicable for the full range of hydroclimatic environments worldwide. The model domain is discretized using
a one-layer vegetation model, three-layer snow model, and four-layer soil model. The vegetation module
includes snow interception, including loading/unloading, melt/refreeze capabilities, and sublimation of
canopy-intercepted snow, along with detailed representations of transmission and attenuation of radiation
through the canopy, and within and below-canopy turbulence. The snow module uses a multilayer snowpack
with a thin surface layer to simulate liquid water retention, refreezing and snowpack densification. The soil
moisture module uses the one-dimensional unsaturated form of Richards’ equation for storage and transmis-
sion of liquid water in soil, with sink terms for transpiration. Finally, the model includes a representation of
permeable frozen soil and an unconfined aquifer that interacts with the soil module.

In this study we use a single suite of physics options for Noah-MP, including a Ball-Berry type model for can-
opy stomatal resistance, the Community Land Model (CLM) [Oleson et al., 2010] soil stress function to con-
trol stomatal resistance, the SIMTOP model for runoff and groundwater [Niu et al., 2005], a Monin-Obukhov
similarity theory-based drag coefficient, supercooled liquid water and frozen soil permeability based on Niu
and Yang [2006], a two-stream radiation transfer scheme applied only to the vegetated fraction, a snow sur-
face albedo parameterization based on the Canadian Land Surface Scheme (CLASS) [Verseghy, 1991], parti-
tioning of precipitation into snowfall and rainfall based on Jordan [1991] and a Noah-type lower boundary
of soil temperature. Readers are referred to Niu et al. [2011] for a full description of each model component.

3.2. Hard-Coded Model Parameters

Although Noah-MP has look-up tables to define soil and vegetation parameter values for different soil and
land cover types, it incorporates several hard-coded parameters for snow and runoff processes. This is a typ-
ical problem in many complex physics based models, such as the Variable Infiltration Capacity model (VIC)
[Wood et al., 1992; Liang et al., 1994, 1996] and the Community Land Model (CLM) [Oleson et al., 2010].
Many other examples can be found in the literature, including models that have hard-wired constants
based on limited experimental data.

As an example, Figure 1 displays a section of code wherein Noah-MP developers have commented that sev-
eral snow and runoff parameters could be treated as “adjustable”; however, adjusting these parameters
requires manual alteration of the appropriate lines of code and subsequent recompiling of the model sub-
routine before a new parameter trial can be conducted. This severely constrains the ability to conduct
extensive sensitivity analysis and/or parameter estimation. Similarly, hard-coded parameters can be found
in the CLASS snow albedo parameterization (Figure 2), where minimum and maximum snow albedo have
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been set to 0.55 and 0.84 respec-
tively (dimensionless units), and
albedos for all points time decay in snow albedo has
ALESW(L: NBAND) = O, been set to 0.01 (units of h ™).
ALESNL.(L: NBAND) One would expect these hard-
coded parameters to vary region-
ally and seasonally, and there is
e e Jresh snov density 100kg/a3 no apparent justification for set-
IF (QSNOK > 0.) then ting the parameter values to glob-
Enslis = ALB + HIN(QSNOWN*DT,SWNEMX) * (0.84-ALB)/(SNEMX) a"y ﬁXed constants When, in fact,
they are subject to large estima-
ALESHT (2)- A8 1 : tion and scaling uncertainties, and
ALBSND(2)= ALB nir direct therefore more appropriately
described by probability density
functions.

ALB = 0.55 + (ALBOLD-0.55) * EXP(-0.01*DT/3500.)

ALBSNI(1)= ALB

Figure 2. Section of the source code of Noah-MP containing the snow albedo CLASS
parameterization.

3.3. Model Performance and Parameter Sensitivity

In this example, we configure Noah-MP to simulate runoff in three headwater catchments in the Colorado
River basin: the Yampa River at Steamboat Springs (1468 km?), the East River at Almont (748 km?) and the
Animas River at Durango (1819 km?). The predominant land surface cover of these basins is deciduous and
evergreen forest, while the hydrology is mainly dominated by snow processes. All hydrologic model simula-
tions were forced using hourly reanalysis outputs from the Weather Research and Forecasting (WRF) model
[Skamarock et al., 2008], using the 4 km simulations described by Rasmussen et al. [2014]. The initial and 3
hourly lateral boundary conditions for the WRF runs were taken from the North American Regional Reanaly-
sis (NARR) [Mesinger et al., 2006], whose spatial resolution is 0.3° (~32 km). WRF simulations have been pre-
viously validated against SNOTEL sites, and precipitation spatial variability, timing, and intensities are well
represented by the model [lkeda et al., 2010; Prein et al., 2013].

The period for hydrologic model simulations is October 2000 through September 2008 (hourly time steps),
and the first 2 years are used as a warm-up period (so that analysis is restricted to October 2002 through
September 2008). No horizontal routing of surface overland flow, subsurface flow, or channel flow is per-
formed; instead, basin-average runoff is computed as the average of the 1D (vertical) 4 km model grid cells.
Finally, model outputs are aggregated to daily time steps to compute evaluation metrics.

Figure 3a displays scatter plots with runoff model simulations versus observations (period October 2002 to
September 2008) at the three basins of interest, using default parameter values. The RMSE values and Nash-
Sutcliffe efficiencies indicate that model performance is quite poor, especially at the East River and Animas
River basins, and that parameter calibration is a necessary step to improve model fidelity. This point seems
obvious for the hydrologic community (especially for applied hydrologists relying on traditional bucket-
style rainfall-runoff models), where tremendous advances have been achieved in terms of parameter esti-
mation methods [e.g., Duan et al., 1992; Gupta et al., 1998; Yapo et al., 1998; Vrugt et al., 2003a, 2003b, 2006;
Pokhrel et al., 2012], sensitivity analysis [e.g., Tang et al., 2007; van Werkhoven et al., 2008; Foglia et al., 2009;
Wagener et al., 2009b; Gohler et al., 2013; Rakovec et al., 2014], ensemble simulation and verification [e.g.,
Carpenter and Georgakakos, 2004; De Lannoy et al., 2006; Pauwels and De Lannoy, 2009] and parameter
uncertainty quantification [e.g., Beven and Binley, 1992; Uhlenbrook et al., 1999; Vrugt et al., 2005; Kavetski

et al., 2006a, 2006b; Kuczera et al., 2006; Thyer et al., 2009]. However, use of these techniques is less common
in the land surface community, where most attention has been focused on improving process parameter-
izations, typically using fixed parameter values obtained from the literature.

With the aim to identify which parameters have the largest impact on model predictions, we use the Dis-
tributed Evaluation of Local Sensitivity Analysis (DELSA) method [Rakovec et al., 2014] to evaluate the sensi-
tivity of a suite of metrics (Table 2) to variations in the model parameters (Table 1). All parameters listed in
Table 1 can be considered ‘observable’ (i.e., a priori values can be specified by direct measurement or using
indirect procedures), except the following (i.e., “free” model parameters): empirical canopy wind parameter
(wyp), runoff decay factor (f), base flow coefficient (Rsp, max), Maximum surface saturated fraction (F.4), €xpo-
nent used in the curves for the melting season (m;) and the exponent in snow decay albedo relationship
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Figure 3. Model streamflow simulations versus observations for the period October 2002 to September 2008 using (a) default parameter values (top row), and (b) calibrated values for
six originally hard-coded parameters: f, Ry, maxs Ami Ms, &min and « (bottom row). The solid line is the 1:1 line, and the dashed line is the linear regression. In all plots, r?, RMSE and NSE
denote coefficient of determination, root mean squared error and Nash-Sutcliffe efficiency, respectively.

(k). From these free parameters, five of them were originally hard-coded (f, Rsp,max: Fsat» Ms @and k). It is note-
worthy that this DELSA application required modification of the source code in order to ‘uncover’ all runoff
and snow parameters (i.e., increase model agility), whose values were originally hard-coded.

The results in Figure 4 demonstrate very high sensitivity for model parameters that were originally hard-
coded. Specifically, RMSE is most sensitive to the monthly leaf area index for spring/summer (LAl), the run-
off decay factor (f), the exponent used in the snow depletion curves for the melting season (m;) and the
exponent in the snow decay albedo relationship (k). In the case of the runoff ratio (%BiasRR), the most sen-
sitive parameter is f, followed by the Clapp-Hornberger b parameter, the saturated hydraulic conductivity
(Ksae), the slope of conductance-to-photosynthesis relationship (m,;) and LAl When looking at variations in
flashiness of runoff (%BiasFMS), the most sensitive parameters are f and «, followed by the Clapp-
Hornberger b parameter and the empirical canopy wind parameter (w,,). Finally, the sensitivity in runoff
seasonality (%BiasCTR) is mostly explained by variations of m,, k and the minimum snow albedo, o, (i.e.,
snow parameters). The reader can also note that, among free parameters, relative differences in sensitivities
between formerly hard-coded parameters and those exposed depend on the metric examined. For instance
— when looking at RMSE - f, m; and « (originally hard-coded) are the most sensitive free parameters, fol-
lowed by w,, and Ry, max Which have similar sensitivity. Nevertheless, w,, becomes the second most sensi-
tive free parameter (after f) when the objective criterion is %BiasRR. Overall, the most sensitive parameters
are those that were formerly hard-coded—this result holds for all basins and all objective functions.

In summary, the response to high-intensity precipitation events, flashiness of runoff and seasonality are
highly sensitive to variations of snow and runoff parameters (all of them originally hard-coded), while soil
and vegetation parameters become more relevant when evaluating model behavior in terms of evapotrans-
piration processes. This suggests that calibration efforts aimed to improve model fidelity should include
some of the hard-coded parameters in Table 1. To test this idea, we perform a simple calibration experiment
aimed to adjust six runoff and snow parameters (f, Rsp, max Am: Ms: %min and «) using the Shuffled Complex
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Table 1. Parameters of Noah-MP Considered in This Example Application®
Range
Parameter Description Units Distributed® Min Max Comment
Soil Parameters®
b Clapp-Hornberger b parameter yes 0.42 1.84  Multipliers obtained from b exponent values in the range 2-15 [Cosby
et al., 1984].
Osat porosity m>m—3 yes 0.88 1.14  Multipliers obtained from porosity values in the range 0.35-0.53 [Cosby
et al., 1984], porosity constrained to be larger than field capacity.
YW saturated soil matric potential mm~' yes 0.15 2.20  Multipliers obtained from saturated matric potential ranging from 0.02 to
0.78 [Cosby et al., 1984].
Ksat saturated soil hydraulic ms™! yes 0.20 9.56  Multipliers obtained from range 5X10~7 - 5X10™° for ksat [Cosby et al.,
conductivity 1984].
Kqtz soil quartz content yes 0.29 1.37  Multipliers obtained from range 0.1-0.82 for quartz content [Hogue et al.,
2005; Rosero et al., 2010].
Vegetation Parameters®
Zg,veq momentum roughness length m yes 0.17 2.39  Multipliers obtained from range 0.01-2.6 m [Dorman and Sellers, 1989; Xia
et al, 2012].
L leaf reflectance yes 0.90 1.10  Multipliers based on average standard deviations reported by Asner et al.
[1998].
Ps stem reflectance yes 0.90 1.10  Multipliers based on average standard deviations reported by Asner et al.
[1998].
T leaf transmittance yes 0.90 1.10  Arbitrary =10 % multipliers, constrained by variations in leaf reflectance
(p+t<1).
Ts stem transmittance yes 0.90 1.10  Arbitrary =10 % multipliers, constrained by variations in leaf reflectance
(p+t<1).
L leaf/stem orientation index yes 0.50 1.67  Multipliers defined such that max. absolute orientation index is 0.5 [Pri-
hodko et al., 2008].
Wy empirical canopy wind m™! no 0.18 10 Obtained from Goudriaan [1977].
parameter
Uann minimum temperature for K yes 1.00 1.03  Multipliers obtained from range 265-281°K [Sacks et al., 2007].
photosynthesis
Vinax.25 maximum rate of carboxylation umol(CO2) m 25" yes 0.65 1.35  Multipliers obtained from standard deviations reported by [Kattge et al.,
at25° C 2009].
Mps slope of conductance-to- yes 0.67 1.33  Multipliers obtained from the slope range 4-12 [Sellers et al., 1996; Wolf
photosynthesis relationship et al., 2006].
SAlg, monthly stem area index, one m?m 2 yes 0.10 2.14  Multipliers obtained from stem area index range 0.01-3.0 [Otto et al.,
sided (fall/winter) 2011].
SAls monthly stem area index, one m?m 2 yes 0.10 1.88  Multipliers obtained from stem area index range 0.01-3.0 [Otto et al.,
sided (spring/summer) 2011].
LAlg, monthly leaf area index, one m?m 2 yes 0.10 3.18  Multipliers obtained from leaf area index range 0.01-7 [Dorman and Sell-
sided (fall/winter) ers, 1989; Hastie et al., 2002; Myneni et al., 1997].
LAl monthly leaf area index, one m?m 2 yes 0.10 1.27  Multipliers obtained from leaf area index range 0.01-7 [Dorman and Sell-
sided (spring/summer) ers, 1989; Hastie et al., 2002; Myneni et al., 1997].
Runoff Parameters®
f runoff decay factor m™! no 1.0 10 Based on values reported in Beven [1997].
Weigrarer Base flow coefficient mms ' no 0.5 8 Based on Niu et al. [2005].
A grid cell mean topographic no 7.35 13.65 Variations up to 30 % from the default hard-coded value (10.35).
index
[Fear maximum surface saturated no 0.29 0.46  Based on Niu et al. [2005].
fraction
Snow Parameters®
mg exponent used in the curves for no 0.5 3 Based on range in Niu and Yang [2007].
the melting season
Z05n0 snow surface roughness length m no 0.0001 0.01  Based on range suggested by Marks and Dozier [1992] and Reba et al.
[2014].
e liquid water holding capacity for ~ m*m > no 0.01 0.08 Based on ranges in Amorocho and Espildora [1966] and Anderson [1973].
snowpack
SWE ew new snow mass to fully cover mm no 0.5 5 Minimum is 50 % of default value; maximum obtained from Xia et al.
old snow [2012].
Omin minimum snow albedo no 0.45 0.65 Based on Aguado [1985] and Dirmhirn and Eaton [1975].
Omax maximum snow albedo no 0.70 0.95 Based on Aguado [1985] and Essery and Etchevers [2004].
K exponent in snow decay albedo h™! no 0.001 0.1 Based on Essery and Etchevers [2004].

relationship

“The parameter ranges investigated (columns 5 and 6) were selected based on literature review of the different model components. The explanation of ranges in multipliers (if the
parameter is spatially distributed in the basin) or raw values (if the parameter is spatially uniform) is provided in the “Comment” column, together with the associated references.

bIf the parameter is distributed, its sensitivity is analyzed on the basis of its multipliers. Although description and units refer to actual parameters in Noah-MP, parameter values in
bold represent the multiplier values (instead of actual parameters).

“Exposed to users.

9Hard-coded parameters.
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Table 2. Objective Functions Included in DELSA?

Name Description Equation
N
RMSE Root Mean Squared Error RMSE= WNZ (Qgm— Qobs
t=
N
Z Qs:m Qobs
%BiasRR Percent bias in runoff ratio %BiasRR= =1 X100
Z Qobs
t
t=1
i s i i i _ [1og (@) ~tog (Q4)] - [log (557 ) ~1og (%%)]
%BiasFMS Percent bias in FDC midsegment slope %BiasFMS= Tiog (22%) log (G25)] X100
%BiasCTR Percent bias in runoff seasonality %BiasCTR= % %100
flow

2Q¢m: simulated flow for time step t, Q""S observed flow for time step t, Q%7 simulated flow with exceedance probability of m; = 0.2,
Q2%: observed flow with exceedance probability of m, = 0.2, Q¢7: simulated flow with exceedance probability of m, = 0.7, Q%%:
> 60
D

observed flow with exceedance probability of m, = 0.7, CTRgon = : centroid of daily hydrograph for an average water year.

Evolution (SCE-UA) algorithm [Duan et al., 1992, 1993], by minimizing the root mean squared error between
observed and simulated daily streamflow (RMSE) for the period 1 October 2002 to 30 September 2008.
These parameters were selected because they showed the largest sensitivities for RMSE among formerly
hard-coded parameters. The results displayed in Figure 3b clearly demonstrate how the inclusion of these
parameters in the calibration process improves model accuracy (e.g., higher NSE and r?, and lower RMSE).

3.4. The Physical Basis of Hard-Coded Parameters

Complex models represent physical processes at a fine level of granularity (i.e., detail), and, as such, it is pos-
sible to impose much stronger a priori constraints on model behavior in comparison to simpler, conceptual
models. Noah-MP explicitly simulates all energy fluxes at the snow surface, as opposed to more parsimoni-
ous temperature-index models that represent snowmelt as an empirical function of temperature. Process-
based models can therefore simulate accelerated snow melt during rain-on-snow events when turbulent
heat fluxes are an important component of the snow-surface energy balance [e.g., Marks et al., 1999],
whereas such processes are poorly represented in the temperature-index snow models as the empirical
relationships between temperature and snow melt are applied consistently to all snow melt events. While
the temperature-index snow models may have fewer parameters, their values can be difficult to constrain
correctly because the empirical functions implicitly represent a wide range of physical processes.

Although the strong physical basis of more complex process-based models provides powerful justification
for their widespread use, it is important to recognize that empirical functions are widely used in such mod-
els at a much finer level of granularity. For example, consider the albedo decay parameterization from the
source code illustrated in Figure 2, noting that the albedo decay parameter (k) is one of the most sensitive
model parameters for the criteria examined here (Figure 4). The physical processes affecting decreases in
snow albedo over time include rounding and growth of the snow grains, deposition of dust on the snow
surface, among others. These physical processes are included in some models [e.g., Jordan, 1991; Flanner
et al,, 2007], but in Noah-MP the albedo decay rate is set to be constant over time. The lumping of multiple
physical processes into a single albedo decay parameter is hence very similar to the lumping of all snow-
surface energy fluxes into a single empirical temperature-melt expression, and there is no physical basis to
treat time decay in snow albedo as a fixed constant in both space and time. This is a common problem,
since other more flexible albedo parameterizations reported in the literature [e.g., Yang et al., 1997] also
lack a proper justification for fixing parameters defining the albedo decay rate.

This specific and compelling example underscores a fundamental issue in process-based modeling: it is
important to carefully specify the uncertainty of the different model parameters and process parameteriza-
tions [Montanari and Koutsoyiannis, 2012], and retain the flexibility to adjust the model parameters to suit
different hydroclimatic regimes. Because most physical processes are parameterized to some extent, treat-
ing uncertain model parameters as fixed physical constants can unnecessarily constrain the agility of
process-based models and severely limit their applicability to scales and locations for which these “parame-
ters” have not been tuned. Furthermore, although the reasons for imposing hard wired parameters may be
obvious to the original model developers (e.g., related to the lack of measurements at the spatial scales of
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Figure 4. 90% quantiles of the full frequency distribution of local first order sensitivity indices for several objective functions: root mean squared error (RMSE), percent bias in runoff ratio
(%BiasRR), percent bias in flashiness of runoff (%BiasFMS) and percent bias in runoff seasonality (%BiasCTR). The uncertainty estimates are obtained by bootstrapping (resampled 1000
times). The vertical bold line in the boxplot is the median, the body of a boxplot shows the interquantile range (Q75-Q25) and the whiskers represent the sample minima and sample
maxima. In DELSA, the assessment of parameter sensitivity is based on local gradients of the model performance index with respect to model parameters at multiple points throughout
the parameter space. DELSA indices scale between 0 and 1, and larger values are associated with very sensitive parameters.

application, or the need to impose boundaries for some coefficients), these reasons may be less obvious to
future model developers and users. Exposing parameter values to users is, in our opinion, a transparent and

informative practice that supports future model development and improvement. Further, it is naive to
believe that these hard-coded numerical values (e.g., the value 0.55 in the equation of Figure 2) can be

denoted by precise values instead of probability density functions, considering that they have been either

specified based on order-of-magnitude considerations or estimated via statistical analysis.

Moreover, ignoring the spatial scales for which physically based equations describing fluxes of water and
energy were derived (e.g., Richards’ equation) and the spatial scale at which the empirical parameterizations
were originally estimated (e.g., the Clapp-Hornberger pedo-transfer-functions or the saturated soil hydraulic

conductivity in Table 1) will induce large uncertainties due to inappropriate scaling or averaging proce-
dures, which in turn will propagate into model states and fluxes. In other words, hydrologic theory (e.g.,

Darcy's law) developed at the scale of laboratory experiments (0.01-0.1 m) may be appropriate for predic-
tions at the point scale, but may need to be modified for applications at larger scales (e.g., hillslope, catch-
ment and beyond) due to effects of nonlinearities, heterogeneities of landscape properties (e.g., vegetation,
soils) and preferential flow of water through the soil matrix [Beven, 2002]. For instance, although the Clapp-
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Hornberger b parameter (as defined in Table 1) appears to be valid for a grid whose area is either 1 m? or
100 km? (i.e., it is implied to be quasi-scale invariant), it depends on the soil texture [Clapp and Hornberger,
1978], implying that the equations at which this parameter appears should be estimated at a scale for which
the soil texture can be assumed quasi-homogeneous but still with some degree of uncertainty. Since a cell
of 10 km? will contain many kinds of soil types, a scaling procedure should be performed to estimate the
“effective” soil saturated hydraulic conductivity that best represents the subgrid variability of soil within the
given cell [Samaniego et al., 2010].

4. Where To From Here?

Our call for increased agility of process-based models contributes to the debate on the “correct” approach
to modeling [e.g., Freeze and Harlan, 1969; Beven, 2002; Reggiani and Schellekens, 2003; Loague and VanderK-
waak, 2004]. “Physics-based” models reflect a high level of confidence in the spatiotemporal representativ-
ity of physics-based equations describing complex systems, encoding very strong a priori assumptions
regarding individual processes [e.g., Abbott et al., 1986; Wigmosta et al., 1994; VanderKwaak and Loague,
2001; Ivanov et al., 2004; Maxwell and Miller, 2005; Rigon et al., 2006; Qu and Duffy, 2007; Lawrence et al.,
2011; Niu et al., 2011], which hinder the representation of hydrologic process idiosyncrasies in specific
catchments. By contrast, “conceptual” models begin with limited a priori assumptions and infer knowledge
through interpretation of how catchments respond to external forcing [e.g., Burnash et al., 1973; Lindstrom
et al., 1997; Perrin et al., 2003; Fenicia et al., 2011], but are typically highly parameterized and do not explic-
itly represent many of the dominant physical processes necessary to reasonably simulate hydrological proc-
esses under changing hydroclimatic and land use conditions. The relative strengths of the so-called
“physics-based” and “conceptual” modeling philosophies are therefore in their respective reliance on prior
knowledge and data-based inference. A key challenge in moving forward is to integrate these strengths to
improve model representation of hydrological processes.

Finding a good balance between strong prior knowledge and data-based inference requires stepping back
from specific model equations and examining the major decisions in the development of process-based hydro-
logical models: (1) what schemes should we use to represent spatial variability and hydrologic connectivity
throughout the model domain; (2) what parameterizations should we use to simulate the fluxes of water and
energy at the spatial scale of the model discretization; and (3) what values should we use for the model param-
eters. When viewed from this perspective, there is no real distinction between physics-based and conceptual
models: there is a continuum of modeling approaches [Gupta et al.,, 2012], with inter-model differences simply
defined by decisions on which processes are represented explicitly, the spatial resolution used to simulate
them, and the methods used to estimate model parameter values. The fundamental question follows from the
key challenge just expressed: How can we integrate our understanding of environmental physics with the available
data to both define the structure of a hydrological model and define suitable values for model parameters?

In our opinion, improving hydrological models requires developing effective methods to define and discrimi-
nate among competing modeling options, including both model structure and model parameters. This
involves both (1) increasing the physical realism of traditional rainfall-runoff models and reducing the reliance
on traditional model calibration methods that are plagued by compensatory errors and unrealistic hydrologic
process simulations; and (2) increasing the agility of physically motivated modeling systems to better suit local
conditions. Modeling advances require explicitly simulating all dominant biophysical and hydrological proc-
esses, and focusing attention on detailed process-based evaluation of the suitability of different methods to
represent spatial variability and hydrological connectivity, different scale-appropriate flux parameterizations,
and different approaches to estimate model parameter values. Implementing this vision requires effective
methods for a controlled and systematic approach to model development and improvement [Clark et al.,
2011; Gupta et al., 2012], obtained by incorporating multiple modeling options into agile physics-based mod-
eling frameworks and by applying a process-based philosophy for model evaluation and diagnosis.

Further, achieving this vision requires reconciling more agile models with the available data in order to
identify suitable model structures and model parameter values. A useful solution to this problem can be
found in the ‘diagnostic approach’ for model evaluation, based on confronting information contained in the
data with the information provided by models [Gupta et al., 2008], and in the use of probabilistic represen-
tation of process parameterization equations [Bulygina and Gupta, 2011]. The diagnostic approach has
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proved to be useful for finding optimal parameter sets that provide a more realistic representation of catch-
ment processes [e.g., Pokhrel and Gupta, 2009; van Werkhoven et al., 2009; Kollat et al., 2012; Pokhrel et al.,
2012]. The combined use of a diagnostic evaluation approach with inverse estimation and data assimilation
methods (see Liu and Gupta [2007] and Gupta et al. [2012] for an overview of techniques) can reduce the
dimensionality of the model evaluation problem (e.g., focus on a subset of processes), and facilitate the
reconfiguration of agile models (e.g., refinement of model equations, state and parameter updating) using
information extracted from new data sets.

5. Concluding Remarks

In this commentary we argue that the relatively poor performance of very complex physics-based hydro-
logic models can originate from unnecessary constraints that make it difficult to experiment with different
kinds of spatial variability and process parameterizations. As in the example presented here, it is typical for
parameters in complex models to be specified using values reported in the literature, often based on lim-
ited data or order-of-magnitude considerations. This practice constrains our abilities to conduct extensive
analysis and limits our opportunities to improve model fidelity and characterizing model uncertainty.

In view of this, we encourage an expanded and more comprehensive evaluation of critical modeling assump-
tions, building on the advances in multiple hypothesis modeling methodologies [e.g., Pomeroy et al.,, 2007; Clark
et al,, 2008, 2011; Fenicia et al,, 2011; Niu et al., 2011; Essery et al., 2013]. Future modeling systems should incor-
porate the capability to modify representations of spatial variability and hydrologic connectivity, individual pro-
cess representations, numerical schemes, and couplings with other model components (e.g., atmosphere,
sediment transport). Ongoing development of more agile versions of Noah-MP is just one example of active
research in this area. Moreover, model reconfiguration capabilities should be able to cater to variable data avail-
ability (e.g., more complex model structures and meaningful specification of parameter values as more informa-
tion is available) and integrate mechanisms for uncertainty quantification and analysis (e.g., ensemble
generation, data assimilation, statistical postprocessing and visualization). Such capabilities are necessary to
facilitate diagnosis of model adequacy problems, refine model representations of natural processes, understand
the major sources of uncertainty in model simulations, and identify critical areas for future research.

Finally, future research should also investigate robust physically based scaling theories that can explain, and
hence simulate, the heterogeneity of biophysical and hydrologic processes across multiple spatial scales.
Progress in this direction will facilitate improved predictions of water and energy fluxes across different
scales and locations, while constituting a necessary step toward addressing the grand challenge of hyper-
resolution large-scale modeling proposed by Wood et al. [2011].
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