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Online research methods are popular, dynamic and fast-changing. Following on from the great success of
the first edition, published in 2008, The SAGE Handbook of Online Research Methods, second edition,
offers updates of existing subject areas and new chapters covering more recent developments, such as
social media, big data, data visualization and CAQDAS.

Bringing together the leading names in both qualitative and quantitative online research, this new
edition is organised into nine parts:

I ONLINE RESEARCH METHODS

II DESIGNING ONLINE RESEARCH

I ONLINE DATA CAPTURE AND DATA COLLECTION
v THE ONLINE SURVEY

v DIGITAL QUANTITATIVE ANALYSIS

VI DIGITAL TEXT ANALYSIS

VII VIRTUAL ETHNOGRAPHY
VIII ONLINE SECONDARY ANALYSIS: RESOURCES AND METHODS
IX THE FUTURE OF ONLINE SOCIAL RESEARCH

The SAGE Handbook of Online Research Methods, second edition is an essential resource for all
social science students and researchers interested in the contemporary practice of computer-mediated
research and scholarship.

Online research methods are exploding in variety and importance. This new SAGE Handbook provides a
much-needed comprehensive treatment of this dynamic and exciting field. From big data, semantic
mining, Al, simulations, and visualizations to online focus groups, interviewing, ethnography, video-
based research, and much more besides, this volume has everything you need for a broad and deep
exploration of the new world of research online.

Robert Kozinets, Jayne and Hans Hufschmid Chair of Strategic Public Relations, USC Annenberg

In 2008 with the first and very successful edition of the Handbook, online research was characterized by its
‘newness’ and by ‘caution’. Today’s researchers are now ‘familiar’ with online methods and ‘adept at their
use’, so the second edition of the Handbook has updated 27 chapters of the first edition and added nine
chapters and two sections: ‘Digital Quantitative Analysis’ and ‘Digital Text Analysis’. Big data, gaming
and participatory research are now also present. With a pragmatic focus on the current state-of-the-art, the
new Handbook remains very attuned to the issues and challenges of online research and its methods.

Karl van Meter, Lecturer in Social Sciences, Ecole Normale Supérieure

Internet-based research methods is a diffuse and rapidly evolving area and this new edition of the SAGE
Handbook of Online Research Methods provides a much needed overview and assessment of where it
currently stands. As well as comprising some updated chapters, this new edition now includes chapters
on many new areas, some of which were barely on the horizon when its predecessor was published. As
such, this new edition provides much needed advice on the implementation of these methods and an
appraisal of the state of the field. It will be invaluable to students and practitioners.

Alan Bryman, Emeritus Professor, School of Management, University of Leicester

The SAGE Handbook of Online Research Methods, Second Edition, edited by Nigel Fielding, Raymond
Lee and Grant Blank, brings together several of the most noted scholars in the area of web and online
survey methodology, along with the contributions of many younger researchers. The result is a compen-
dium of information about online survey design, survey ethics, sampling and data capture, analysis of
social network data, content analysis of digital text, online ethnography, and secondary analysis of online
data, as well as essays relating online data to artificial intelligences, cartography, and diverse other
topics. The authors are to be commended for an excellent update to their first edition, producing volume
of significant value to those interested in online research methods, social science, and social theory.
Dave Garson, Professor, North Carolina State University
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a PhD in psychology from the University of Mannheim. He is co-founder and co-editor of the
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Online Research Methods
in the Social Sciences:
An Editorial Introduction

Nigel G.

Online research methods have come of age
as the permeation of everyday life by infor-
mation and communication technologies has
grown ever more ubiquitous. Although sub-
stantial digital divides remain by country,
and within countries by age, gender and
socioeconomic status, the number of Internet
users worldwide quadrupled between 2000
and 2014, and the current proportion of the
world’s population using the Internet is
now said to be in excess of 40 per cent
(International Telecommunications Union,
2015). Information and communication tech-
nologies have had socially transformative
effects. They increasingly affect how people
make and maintain social relationships, the
structure of their social networks, how they
go about their work, meet their partners, edu-
cate their children, how they shop, take their
leisure, present themselves to the world and
store their memories. Such things are, of
course, of interest to social scientists in and
of themselves. However, to study them also
requires methods of communication, ways of

Raymond M. Lee,
Fielding and Grant Blank

harvesting and capturing information, obser-
vational strategies and tools for collabora-
tion, not to mention analytic techniques
adapted to what are often novel forms and
volumes of data, all of which themselves
have the capacity to be transformed by new
technologies.

Introducing the first edition of The SAGE
Handbook of Online Research Methods, we
emphasised the newness of online meth-
ods, and the need for a cautious and critical
appraisal of their use and potential. Less than
a decade onwards, the terrain occupied by
online research methods has changed rap-
idly, social researchers across a wide range of
social science disciplines have become much
more familiar with such methods, more adept
at their use, and more attuned to the issues
and challenges that they pose. As before,
our primary purpose in this Handbook is to
explore this terrain by highlighting across a
wide range of areas the key facets of online
research methods and their implications for
practice. Given our focus, as was true of the
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first edition, we pay relatively little attention
to theoretical discourses on the wider social
or cultural significance of online environ-
ments. While we recognise the historically
contingent and socially constructed nature
of the changes wrought by development of
Internet-based technologies, we leave inves-
tigation of such issues to others. So too, we
take largely as a given the infrastructural
‘substrate’ (Star, 1999) that underpins online
practices; the standards, protocols, mecha-
nisms, tools and resources without which
activity online would be impossible. Neither
do we address in any systematic way the driv-
ers of methodological innovation in the social
sciences and the social processes that have
allowed new online methodologies to be
adopted, diffused and used. The Handbook,
in other words, retains a pragmatic focus on
the current state of the art and on the further
potential of online research methods in the
social sciences.

DESIGNING ONLINE RESEARCH

Readers will find in the Handbook compre-
hensive and detailed coverage of a wide
range of online research methods, some pos-
sibly more familiar than others. Clearly,
though, there are wider issues that crosscut
the investigation of particular research prob-
lems or the use of particular research meth-
ods. For example, in designing a particular
study it is necessary to assess how far one’s
methods and procedures meet the aims and
objectives set out for the research, and
researchers must attend to the ethical issues
surrounding their research.

One debate that emerged early on in rela-
tion to online methods was the question of
whether the ethical issues they posed were
distinct and unique compared to those associ-
ated with offline methods. In their chapter on
the ethics of online research, Rebecca Eynon,
Jenny Fry and Ralph Schroeder argue for
the essential continuity between online and

offline methods in relation to research ethics,
and although they recognise the importance of
ethical governance frameworks they empha-
sise the importance of the need to make ethi-
cal judgements in a context-dependent way.
They usefully address the issues that arise
in a number of different research situations
that include the risks and benefits involved in
using online methods to gather data directly
from individuals and the challenges involved
in obtaining informed consent in such situa-
tions, the sometimes novel ethical questions
that arise when researchers directly study
social interactions in virtual environments,
and the increasingly important area of how
data generated by social media might be ana-
lysed in an ethically responsible way. They
bring their chapter to a close by pointing to
the challenges posed for online research-
ers by issues relating to the fluid boundaries
between public and private, the potential that
arises in some cases for third party reuse of
data, the complexities that come with a grow-
ing interdisciplinary focus in online research
and the implications for ethical practice
posed by the existence of digital divides.

Although ethical and legal frameworks
provide a largely inescapable context within
which a given research project must be con-
ducted, the specific methods used in the study
need, of course, to be carefully weighed and
considered in relation to its aims. This has,
perhaps, not always been the case as far as
online methods are concerned. Their rela-
tive newness has in the past prompted both
unthinking enthusiasm on the one hand, or
unreasoned resistance, on the other. There is
merit, therefore, in taking a careful, balanced
and nuanced approach to the strengths and
weaknesses of online approaches.

A putative advantage of researching online
is that data can be acquired quickly and
often in considerable volumes. The tempta-
tion exists, thinks Karsten Boye Rasmussen,
to accept the benefits this brings without a
parallel commitment to scrutinise the qual-
ity of the data so produced. In his chapter
Rasmussen argues the need for a systematic
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theoretical model of data quality as a basis
for assessing the ability of online methods to
generate reliable and valid data. Emphasising
within this framework the importance of ‘fit-
ness for use’, Rasmussen points to opportu-
nities for assessing data quality that arise as
traditional research methods such as the sur-
vey move online. In addition, online methods
provide novel sources of data with a built-in
capacity for quality assessment. In both cases
the potential to assess and ensure data qual-
ity is enhanced by the ‘documentality’ of
online data — in other words its ability to be
described via ‘metadata’, as well as the abil-
ity to associate it with ‘paradata’ — the data
produced as part of the process by which data
are collected.

ONLINE DATA CAPTURE
AND DATA COLLECTION

One can argue with probably only a little
exaggeration that for much of the twentieth
century direct elicitation was the method of
choice for many social scientists. In other
words, it was thought that the way to dis-
cover what people thought and did was to ask
them directly, usually by means of an inter-
view of one sort or another. A relatively
unnoticed aspect of this was that the popular-
ity of the interview as a method depended on
a variety of technological developments
including in the case of qualitative research
the miniaturisation of audio recorders (Lee,
2004) and the advent of long-distance tele-
phone lines that, in the United States at least,
fostered the development of telephone survey
interviewing. In the twenty-first century,
there has been a decisive move away from
elicitative methods. This shift has largely
been fuelled by a massive extension in the
availability of online communication tech-
nologies, and by a growing ability to measure
more and more aspects of everyday life as
and when they occur through the use of data
harvested from social media sites. Where even

afew years ago names like Twitter, Facebook,
Instagram and the like might only have pro-
duced quizzical bemusement if not puzzle-
ment, particularly among older social scientists,
social media data available in large volumes
now form an increasingly large part of the
landscape of social science research.

As this Handbook indicates online
research methods are very diverse. They are
used across the social science disciplines and
produce data, whether directly elicited and
not, that manifests itself in numeric, graphi-
cal, textual and audio-visual formats. The
contexts within which online data are pro-
duced range from tightly designed experi-
ments through to looser more naturalistic
approaches, the gathering of various forms of
non-reactive data, not to mention simulations
and games or research in virtual environ-
ments. Claire Hewson traverses this terrain
in her chapter on designing online research.
Emphasising the importance of maximising
the trustworthiness, reliability and validity of
data produced online, Hewson systematically
examines the possibilities, trade-offs, con-
straints and opportunities researchers need
to consider when generating obtrusive and
unobtrusive research data online.

The machine-readable traces that our
increasingly self-documenting and self-
archiving world leaves behind can be thought
of as ‘unobtrusive’ or ‘nonreactive’ measures,
to use a term popularised by Webb et al.
(1966) half a century ago. Their now clas-
sic monograph was partly meant as a rebuke
to the often uncritical use of interviews and
questionnaires common at the time they
were writing, but it also emphasised the
creative appropriation of often quite fleet-
ing behavioural manifestations as sources
of data. In his chapter, Dietmar Janetzko
attempts in particular to extend the concep-
tual understanding of nonreactive data by
examining ways in which the rather ‘thin’,
i.e. non-contextualised, nature of such data
can be extended either through triangulating
multiple sources of data or the use of newer
techniques such as text mining. Janetzko also
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enumerates the many different sources of
nonreactive data to be found online and pro-
vides a detailed guide to the complexities of
using such material.

As Ayelet Baram-Tsabari, Elad Segev and
Aviv J. Sharon point out in their chapter,
the term ‘data mining’ is relatively new in
the social sciences but has become increas-
ingly used in the last decade, fuelled it would
seem by the growing popularity of online
user-generated content. Data mining involves
the automated processes associated with the
extraction of knowledge from large-scale
databases or online repositories. Baram-
Tsabari and her colleagues usefully set out
how data mining approaches differ from tra-
ditional quantitative methods. They examine
the characteristics that make datasets suitable
for mining as well as the resources needed to
analyse them. In the main part of their chap-
ter they give state-of-the-art examples of data
mining techniques in relation to studies of
mainstream media, data generated by users
of social media and metadata.

As do other contributors to this Handbook,
Martin Innes, Colin Roberts, Alun Preece
and David Rogers see the need for a dis-
cerning approach that cautiously welcomes
the opportunities created by the abundance
of social media data now available while at
the same time critically evaluating the social
and technical processes implicated in their
production, consumption and use. Innes and
colleagues guide readers to an understand-
ing of social media instrumentation, provid-
ing in the process an overview of how the
data available on various social media plat-
forms might be accessed. They also provide
a detailed case study of how they combined
to mutually implicative effect analysis of the
social media data surrounding a particular
event with on-the-spot ethnographic observa-
tion taking place at the same time.

In his chapter, Jonathan Bright investigates
the issues surrounding the use of ‘big data’ in
the social sciences, the large volumes of data
about diverse aspects of social life that have
become available as the ability to store and

process such volumes becomes computation-
ally possible. Bright provides an introduction
to methods for capturing big data, as well as
the processes involved in rendering the mate-
rial more useful for analytic purposes through
proxy variables and data coding. He then
goes on to point to some of the complexities
surrounding the analysis of big data, taking
a somewhat sceptical view of some elements
of current practice. Arguing that the methods
training currently available to social scien-
tists is seldom sufficiently oriented to the
skills needed to work with big data sources,
Bright describes some of the specific ele-
ments that make up the toolkit that social sci-
entists increasingly need in order to be able to
deal adequately with large datasets.

THE ONLINE SURVEY

Survey researchers have rarely shied away
from the latest technological developments
available to them and, true to form, were not
slow to explore the possibilities for survey
deployment opened up by the Internet. In
both market and academic research, the use
of online surveys is now well established.
Nor has development been in any sense static.
Researchers have begun to adapt to newer
circumstances such as the growth in the use
of mobile phones, while looking forward to
possibilities that currently remain on the
horizon such as the use of smart televisions
as survey delivery systems.

Vasja Vehovar and Katja Lozar Manfreda
give an overview of the current state of
the art in their chapter on online surveys.
Conceptually they locate online surveys
within a wider set of technologically medi-
ated data collection methods collectively
referred to as ‘computer-assisted survey
information collection’ (CASIC). As Vehovar
and Manfreda observe, online surveys pro-
vide some of the traditional benefits of
self-completion methodologies, but with
advantages over conventional paper and
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pencil methods that include cost and error
reduction, the possibility to increase respond-
ents’ motivation and understanding, as well
the ability to use advanced design features
not available within non-digital contexts. On
the other hand, if researchers are to make
effective use of online survey methods, they
need to confront a range of issues and chal-
lenges. Among the considerations outlined by
Vehovar and Manfreda are issues to do with
recruitment, sampling and non-response,
how design elements are used within a survey
instrument and the use of post-survey adjust-
ments. They then extend their discussion to
the use of single and mixed-mode surveys
as well as mixed-method approaches. Many
of these topics are subsequently taken up in
detail in the other chapters making up this
section of the Handbook.

In his chapter on sampling methods for
web and email surveys Ron Fricker swiftly
but carefully rehearses the fundamentals
of sampling before going on to review the
applicability of a range of probability and
non-probability sampling methods to online
surveys. He profiles the various methods of
sampling — including the use of pre-recruited
panels — that might be used and looks at
the issues and challenges associated with
their use. As do other writers in this sec-
tion, Fricker recognises that the difficulties
involved in generating probability samples
online encourages the use of mixed-mode
surveys. Fricker concludes with a look to the
future, suggesting that in the shorter term
online survey sampling is likely to remain
problematic, but noting that with online tech-
nologies still in their infancy it is unclear
what the future might bring.

It is difficult to spend any time online
without receiving a request to participate in
an online survey. Low cost, ease of admin-
istration and apparent reach all combine to
make survey delivery online attractive to
marketeers, bureaucratic administrators and
academic researchers alike. As Vera Toepoel
points out in her chapter on online survey
design, intriguing possibilities emerge from

the move to online surveys, particularly in
relation to mobile data collection, and the
extension of survey materials beyond the
merely textual. At every stage, however,
researchers need to take on board the con-
comitant challenges to conventional sur-
vey practice thrown up by online surveys.
Toepoel identifies these challenges and
takes readers through the various stages of
designing, collecting and administering an
online survey.

Nowadays anyone wanting to mount a sur-
vey online can choose from a wide range of
survey software products. Lars Kaczmirek
makes the point that the market for such
software is now very diverse indeed. Settling
on a suitable product can be daunting.
Kaczmirek’s chapter clears a path through
the complexities involved. In it he provides a
conceptual schema that helps potential users
of survey software to identify uses, needs and
priorities in a systematic way, allowing them
to focus on that which is likely to be best
suited to their needs.

Email on its own is a rather imperfect
mechanism for online survey recruitment.
Researchers often need to combine it with
other methods, such as mail or telephone,
to obtain an adequate sample of survey
participants. Mixing survey modes is not a
simple matter, as Don Dillman, Feng Hao
and Morgan Millar point out in their chap-
ter on the topic. Dillman will be well-known
to many survey researchers as the origina-
tor of the ‘total design method’ (1978) and
later the ‘tailored designed method’” (2000).
Rather in the spirit of that work, he and his
colleagues offer a holistic, comprehensive
and practical account of mixed-mode work,
setting out a series of detailed recommenda-
tions dealing with the timing and staging of
contacts, the use of incentives and the pos-
sible ramifications of using different question
formats across modes. As do other writers in
this section, Dillman and his colleagues draw
attention to the possibly problematic impli-
cations of the ‘smartphone revolution’ for
survey practice.
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DIGITAL QUANTITATIVE ANALYSIS

Much material available online lends itself to
quantitative analysis. The cost of ready avail-
ability, however, has often been analytic
complexity. While for some this might con-
stitute a barrier, the opportunity afforded by
online methods to study dynamic and inter-
linked aspects of social life in ways that are
often absent from more traditional approaches
has also brought newer tools and approaches
to the fore.

It might be a truism to say not one of us
is an island, but that social life is inherently
relational — with each one of us linked to oth-
ers through a web of strong and weak ties — is
one of the fundamental insights of the social
sciences. As its very name doubly implies
the Internet is inherently relational. It is not
surprising, therefore, that researchers quickly
turned to the study of online phenomena such
as email, web linkages and social networking
sites. Often, as Bernie Hogan points out in his
chapter, such studies utilise network analysis,
a thriving area of research that emerged from
the convergence of work on the mathemat-
ics of graphs with empirical studies of social
relations by anthropologists and others.
Hogan provides a useful primer on network
analysis. He looks at the analytic choices one
might make in studying an online network.
Should one decide, for example, to focus on
the relationships within a particular bounded
population, the networks associated with par-
ticular individuals or the relational paths one
can follow from a particular starting point?
He points to the practicalities involved in
extracting and managing data from online
sites and gives a useful outline of techniques
involved.

Javier Borge-Holthoefer and Sandra
Gonzdlez-Bailén take up and extend the
discussion of network methods by focus-
ing on advanced analytic techniques. Noting
the importance that now attaches to social
media data in studies of social interaction
and the potential thus created to revitalise
long-standing debates in areas related to

interpersonal communication, they argue that
analytic techniques suitable to data generated
by traditional methods such as surveys need
to be revamped. Specifically, they point to
the need to define rules for aggregating and
filtering data available from online social
networks. In their chapter, Borge-Holthoefer
and Gonzdlez-Bail6n describe a range of
newer methods, including approaches bor-
rowed from studies of physical or biological
systems that have recently come to the fore.
Introducing her chapter on simulation
methods Corinna Elsenbroich observes that
the social world is inherently dynamic. There
is also a duality to it that social scientists have
often encapsulated in distinctions between
the micro and the macro, agency and structure
and the like, and yet our methods seem best
fitted to capture the static elements of social
life and only one side or other of its polarity.
For Elsenbroich, simulation overcomes these
deficiencies. Although there are a number of
different kinds of simulation, Elsenbroich
focuses on agent-based modelling, a com-
puter-based method in which interactions
between micro-units called agents are used to
generate macro-level patterns. For example,
from simple assumptions about preferences
for neighbourhood composition it is possible
to examine how patterns of residential seg-
regation might emerge. Heretofore, social
simulators have had to rely on sources of data
not necessarily well-suited to their purpose.
Elsenbroich sees considerable potential for
synergy between simulation methods and
online research. The availability and dynamic
character of much online data makes it ame-
nable to analysis using agent-based model-
ling, which in turn allows often hard-to-study
processes such as diffusion to be analysed.
Gaming was early on an important aspect
of online culture. Harko Verhagen, Magnus
Johansson and Wander Jager address the
issues involved in researching games. One
can study how games are played online
or look at the social worlds that surround
gaming and how they manifest themselves
online. Since gaming is typically an immersive
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activity, the study of games poses a number
of methodological challenges, as well as a
range of ethical issues. Games shade over
into simulations, making them a research
method in their own right. Thus, playing a
game in which the participants must engage
with a difficult problem through processes
of interaction and negotiation allows one to
gain insight into how such a problem might
be dealt with in the real world.

Hans Rosling, doctor, statistician and
anti-poverty campaigner, once reputedly
said ‘Most of us need to listen to the music
to understand how beautiful it is. But often
that’s how we present statistics; we just show
the notes we don’t play the music’. In their
chapter Helen Kennedy and William Allen
aim to help online researchers go beyond
simply showing the notes by using visuali-
sation techniques to represent data in clear
and, more often than not, beautiful ways.
Of course, form can sometimes overwhelm
content and after defining data visualisa-
tion and discussing both the possibilities and
the limits of what visualisation can achieve,
Kennedy and Allen emphasise the need for
a strongly reflexive approach to the use of
visualisation. Beyond this, they characterise
the state of the art through an examination of
the tools and techniques available for creat-
ing visualisations and give examples from
their own work.

DIGITAL TEXT ANALYSIS

The metaphor of the ‘field” comes fairly
readily to social scientists, a comfortingly
agricultural metaphor for a place where one
goes to ‘gather’ data. For online researchers
though, the notion has begun to seem like an
anachronism. Rather it is as if one is standing
in a river with data flowing, cascading even,
from a variety of data providers — individuals,
social media sites, companies and so on — and
in need of capture. The necessity to deal with
volume and flow has encouraged social

scientists to think about ways of automating
the analytic process.

Roel Popping looks at the use of content
analysis as an analytic strategy. Content anal-
ysis is understood here as a systematic, quan-
titative approach that provides a basis for an
understanding of a text or set of texts of inter-
est to a researcher. Popping provides a clear
overview to the field. He identifies the major
theoretical approaches involved, discussing
in each case both manual and machine cod-
ing methods. In particular, Popping explores
the use of ‘modality’ analysis, an approach
useful for the analysis of opinion statements
of the kind often found in newspaper edito-
rials that proclaim the need for some action
or promote the desirability of a particular
state of affairs. He concludes by providing
information about appropriate software and
emphasises the need to train coders and to
ensure intercoder-reliablity.

One approach that has come to the fore
especially with the advent of social media is
‘opinion mining’ or more broadly ‘sentiment
analysis’, terms used to refer to the automated
identification and extraction of opinions
and information about affective states from
(often voluminous) online texts. Observing
that such methods have become increasingly
effective, Mike Thelwall discusses the main
features of sentiment analysis and the various
forms it takes, which might include the detec-
tion of subjective statements, the strength of
a sentiment, its polarity, emotional tone and
so on. The possible applications of sentiment
analysis, which include both academic and
commercial uses, are now quite extensive and,
as Thelwall shows, hold considerable potential
for studying patterns of affective communi-
cation hitherto not always well-studied by
traditional methods.

Edward Brent suggests that the need to
deal with large-scale digitised data flows
might best be met by means of automated
processes, specifically the use of ‘intelli-
gent agents’ that leverage natural language
processing and other artificial intelligence
techniques to develop ways of coding data
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as it flows towards capture by the researcher.
Brent sees the vision he sets out as one that
will become increasingly important in the
future. Inevitably, he observes, concerns
arise about privacy, intellectual property, and
about the possible deskilling of researchers.
Nevertheless, the possibilities are intriguing.
Around the turn of the millennium, the
weblog or blog, a relatively new form of online
communication, began to become popular.
Through the medium of a blog one could pro-
duce online content relatively easily and link
readily to the work of others similarly engaged.
For Nicholas Hookway and Helene Snee part
of the interest in blogs lies in the ways in which
they make the personal public. In their chapter
Hookway and Snee see blogs as ‘documents
of life’ (Plummer, 2001), narratives produced
spontaneously that give us insight into how
people live their lives, more like traditional
forms such as diaries or journals. Using case
studies from their research, Hookway and
Snee give a clear and detailed account of the
processes involved in researching blogs. They
look at the practical and technical aspects of
doing blog research, as well as issues to do
with selecting blogs for analysis and extract-
ing data from them. Analytic issues are also
addressed, for example the important issue of
authenticity, and Hookway and Snee conclude
with discussion of ethical and legal matters.

VIRTUAL ETHNOGRAPHY

Peter Steiner’s celebrated 1993 New Yorker
cartoon in which one dog tells another ‘On
the Internet, nobody knows you’re a dog’
hints at some of the attraction online worlds
had early on for ethnographers. The online
was a space that was novel and exciting
and — because or in spite of its technological
carapace — perhaps even a bit mysterious.
Within that space it might be possible to
learn interesting things about identity, culture
and the presentation of self. Thus, the online
became grist to the ethnographer’s mill.

Today, Christine Hine argues in her article
on virtual ethnography that there exists ‘an
internally diverse array of approaches ori-
ented to ethnography in and of online space’
rather than a single dominant approach. Hine
draws some of the strands together by identi-
fying key methodological issues that surround
participation and observation within online
research settings and by addressing com-
plexities in the definition of field sites. She
offers a typology of ethnographic approaches
depending on the degree to which the activi-
ties studied are interconnected and how these
relate to the goals the researcher brings to
the study. Looking forward, Hine addresses
the potential for autoethnographic approaches
while seeing challenges ahead related to the
growing commercialisation of the Internet
and the difficulties involved in studying the
consumption of online material.

Henrietta O’Connor and Clare Madge
point out that despite the proliferation of
online methods, online synchronous inter-
viewing where interviewer and interviewee
interact remotely but in real time remains, for
the present at least, relatively underused. In
their detailed chapter, O’Connor and Madge
look at the advantages and disadvantages of
interviewing online and contrast online inter-
viewing with interviewing face-to-face. As
well as discussing the ethical issues involved,
they address the practicalities of interviewing
online and give advice on available software.
In their conclusion, O’Connor and Madge
emphasise the need to weigh carefully the
strengths and weaknesses of online inter-
views and look forward to the ways in which
newer technological developments might
expand the scope for online interviewing.

The opportunities offered by online focus
groups, as well as the issues involved in their
use, are discussed in the chapter by Katie M.
Abrams with Ted J. Gaiser. In this chapter
readers will find a discussion of the meth-
odological and technical considerations they
will need to bear in mind when selecting a
medium for conducting an online focus group.
Various approaches and tools are discussed,
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the medium to be used, whether communica-
tion is synchronous or asynchronous, recruit-
ment and the demanding task of moderating
an online group. The factors that need to be
considered in choosing a particular technol-
ogy to be used in data collection are also
outlined. As with the online interview, ongo-
ing technological developments are likely
to open up a space for greater and probably
more innovative focus group practice online.
The chapter closes with a look at some of the
possibilities.

Drawing on the work of a research project
devoted to developing tools to support remote
working with video data, Jon Hindmarsh’s
chapter looks to the needs of qualitative
researchers who analyse digital video, an area
of growing importance in the social sciences.
Although software tools for qualitative anal-
ysis have become increasingly sophisticated,
Hindmarsh notes that they do not always
meet the needs of video analysts working in a
research tradition associated with ethnometh-
odology and conversation analysis who focus
on small slices of locally situated and occa-
sioned interaction and who prefer to use
video data because it allows recurrent view-
ing and inspection of the data with a high
degree of granularity. The analytic needs of
such users intersect with an institutional form
within the field, the ‘data session’ in which
researchers collectively and collaboratively
view video materials for the purpose of anal-
ysis. Such sessions require both the physical
co-presence of participants and a means of
interacting with the video in immediate and
complex ways. Hindmarsh describes recent
technological developments that provide
tools for allowing colleagues who are physi-
cally remote from each other to collaborate in
a highly interactive and responsive manner in
the analysis of visual data.

Beginning in the late 1980s, researchers
began to use software tools for the analysis
of data from qualitative research studies.
Originally somewhat controversial, such
tools eventually moved to the mainstream
and became what some would regard as an

essential feature of contemporary qualitative
research practice. Now, as Christina Silver
and Sarah L. Bulloch discuss in their chapter,
the field of Computer Assisted Qualitative
Data AnalysiS (CAQDAS) is being shaped
by its relationship to online research meth-
ods. As they point out, a number of key trends
have become apparent in the past few years.
CAQDAS packages are now capable of han-
dling a wider range of data formats, moving
beyond textual data to incorporate material
from visual, audio, bibliographic and online
sources. There is a trend to technologically
mediated collaborative working and a move to
make software available on a wider range
of platforms and in mobile versions, all of
which have interesting implications for eth-
nographic styles of work. Citizen research,
collaborative work, as well as use in com-
mercial environments are all facilitated in
various ways by recent developments. Silver
and Bulloch chart these trends and their rami-
fications based on a detailed familiarity with
available software and the changing nature of
the field.

ONLINE SECONDARY ANALYSIS:
RESOURCES AND METHODS

Probably most of us today make a fairly
serious attempt to reuse and recycle what we
produce and consume; however, ‘waste not,
want not” makes not just environmental
sense. The benefits to researchers of using
previously collected data as a resource for
further study are now well understood and
well documented. In addition, many of the
tools and resources for doing so are now
available online.

Some of the uses to which secondary data
can be put are rehearsed by Louise Corti and
Jo Wathan in their chapter on online access
to quantitative data resources. These include
the contextualisation of existing studies,
comparative research, replicating existing
studies, the asking of new questions of old
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data, methodological research and so on.
Focusing on the United Kingdom’s Data
Archive at the University of Essex and the
Interuniversity Consortium for Political
and Social Research (ICPSR) in the United
States, Corti and Wathan point to the role
of data services in ensuring the availability
for reuse of high quality research data. Most
users interact with data services via online
portals that make it relatively easy to find and
access data, but the availability of data in this
way depends on a great deal of background
work to produce data files and documentation
in serviceable and durable form. Now data
archives have to deal with new and emerging
forms of online data available, for example
as the result of open government initiatives,
data from online transactions, social media
and crowd-sourced data. Corti and Wathan
explore how data services assess the prov-
enance and quality of these newer forms of
data, look at some existing examples and
point to future developments.

The issue of how far qualitative data might
lend themselves to secondary analysis has
been a somewhat contentious one in the
field. Although he recognises the sensibilities
some qualitative researchers have in relation
to the issue of secondary analysis, Patrick
Carmichael underlines the diversity of form,
purpose and content that can be found in
existing collections of qualitative data and
makes a pragmatic case for reuse, not least
in relation to research training. Using as a
case study a project designed to develop a
digital archive of the data emerging from
a series of educational evaluation studies,
Carmichael addresses issues of various kinds
that arise from the secondary analysis of
qualitative data. He discusses in a relatively
non-technical way strategies for data descrip-
tion and their relationship to existing and
emerging network technologies, all of which
opens up, in his view, a range of interesting
possibilities for the provision of data that
can be utilised in highly complex and novel
ways. Carmichael concludes by discussing a
range of new developments such as ‘linked’

and ‘open’ data, the possibilities that exist for
methodological innovation and the ways in
which the role of researchers might change in
terms of research impact, for example.

Taking a bus to work used to involve turn-
ing up at the bus stop and hoping that the
service was running to schedule. Now, a
smartphone app tells you where the bus is
and when it is going to arrive. This is just
one example of the role geographical data
now plays in everyday life. As David Martin,
Samantha Cockings and Samuel Leung point
out in their chapter on finding and investigat-
ing geographical data online, although much
social science data is analysed without ref-
erence to its spatial location, almost all the
objects of study that social scientists are inter-
ested in have a spatial location. In their chap-
ter they examine a range of online sources of
geographical data before going on to identify
online tools for data linkage, various forms
of mapping and spatial analysis. Martin and
colleagues are enthusiastic about the poten-
tial for greater use of geo-referenced data by
social scientists, although they draw attention
to the rapid pace of change in the field and
caution that there are issues to do with scale,
projection, accuracy and precision that might
not be apparent to non-geographers.

As Matthew Zook, Ate Poorthuis and
Rich Donohue point out, for most of us a
map describes locations; it shows us where
things are. Social scientists, however, are
generally interested in thematic maps that
show how social attributes or variables are
spatially distributed. Zook and colleagues
walk non-specialists through the various
stages involved in producing such maps,
paying attention to issues of measurement,
generalisation and graphic design and detail-
ing some of the software tools available.
They then illustrate the issues involved using
as the basis for a case study a sample of
geotagged tweets using the term ‘pizza’ sent
in the United States between 2012 and 2015.
Spatially mapped, these tweets give insight
into regional and cultural variations in food
consumption, the analysis of which allows
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Zook and colleagues to describe the method-
ological complexities associated with spatial
analysis.

THE FUTURE OF ONLINE
SOCIAL RESEARCH

New methods throw up unexpected challenges
and opportunities and place old problems in
a new light. Technological change often
makes previously intractable problems and
bottlenecks resolvable. The prospect is to
know the world in ways not previously pos-
sible with tools still to be envisaged. That
prospect is an exciting and compelling one,
and one that will have widespread methodo-
logical implications for social research. At
the same time, it should not be forgotten that
new technologies also shift the social rela-
tions of intellectual production. A case in
point is the extent to which access to online
data is increasingly constrained and con-
trolled by commercial entities and proprie-
tary interests. The balance of power between
researcher and researched has also shifted.
Interesting possibilities for citizen research,
action research and the use of participatory
approaches have opened up as a result. The
wider implications of all of this are not
entirely clear at present but require careful
attention nevertheless.

A critique emerging in recent years asso-
ciates dominant research traditions in the
social sciences with Western colonialism
and imperialism and emphasises by con-
trast the importance of using research to
advance the needs, aspirations and cultural
integrity of colonised peoples, as defined
and articulated by those peoples themselves.
Using as a case study their work with First
Nations communities in Northern Canada,
Brian Beaton, David Perley, Chris George
and Susan O’Donnell point to ways in which
new technologies coupled to participatory
research styles can aid the empowerment
of marginalised groups. They describe how

the availability of broadband networks and
the use of video-conferencing tools enabled
collaborative and participative working with
small, widely scattered, remote First Nations
communities with some history of suspicion
towards research conducted by metropolitan
academics.

The advent of mobile communication
technologies opens up many possibilities for
continuous and mobile data collection; how-
ever, as William Revelle, David M. Condon,
Joshua Wilt, Jason A. French, Ashley Brown
and Lorien G. Elleman suggest, the ability
thus provided to collect data online from
a large and diverse pool of participants is
somewhat constrained by design considera-
tions that limit their ability or willingness
to respond to large numbers of items. Using
an approach for dealing with the problem,
described as ‘Synthetic Aperture Personality
Assessment’, Revelle and colleagues suggest
a strategy in which participants are given a
small set of items of interest which are then
analysed through the use of synthetic covari-
ance matrices using software tools that are
freely available.

What Harrison Smith, Michael Hardey,
Mariann Hardey and Roger Burrows refer
to as the ‘Geoweb’ or ‘geo-spatial web 2.0°
is based on what they call a ‘new social
cartography’ that harnesses new technolo-
gies to allow ordinary citizens to create and
use maps through practices such as crowd-
sourcing. The contrast here is with ‘cartog-
raphies of knowing capitalism’ in which the
power of Geographic Information Systems is
harnessed to produce knowledge that aids
processes of capital accumulation. Smith
and colleagues explore the epistemological
dynamics of the Geoweb and the implica-
tions that developments such as knowledge
production by non-experts and wider use of
open data sources have for the social rela-
tions of data production. They examine a
number of Geoweb tools applications that
have potential for future research and praxis.

Michael Fischer, Stephen Lyon and David
Zeitlyn look to the future of social science
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research under the impact of what they call
‘Internet and related communications technol-
ogies’ (IRCT). Fischer and colleagues suggest
that short-term trends at least are probably
foreseeable from an inspection of what is
happening now at the cutting edge (much
of which is represented in this Handbook).
Extrapolation into the medium term and
long term, however, remains problematic.
Certainly, online research will become more
important as time goes on, although as they
argue, current distinctions between online
and offline might largely disappear as the two
worlds increasingly interpenetrate. Continuing
developments in IRCT will have implications
right across the research process from the col-
lection of data, through its handling, manipu-
lation and analysis to the means by which
findings are disseminated. Moreover, beyond
the execution of research, new possibilities
will open up for the design, conceptualisa-
tion and theorisation of research, while the
emergence of formidable ethical challenges is
also a possibility. Social scientists will need to
respond to developments such as the advent
of ‘smart’ technological assistants and come
to terms with the research implications of the
Internet of Things. At the very least, the pos-
sibilities and options open to coming genera-
tions of social scientists will be very different
from those faced today.

In the concluding chapter of the Handbook,
Grant Blank reminds us that the complex
relationship between theory, method and the
technologies for recording and analysing data
has stood at the heart of disciplined inquiry
since the dawn of the Scientific Age. Now, the
advent of online methods casts that relation-
ship anew. The promise of new information
and communication technologies seems to be
that we will have so much data available so
readily, in such volumes and in such detail that
there will be little need for theory. Usefully
revisiting many of the topics discussed in
individual chapters of the Handbook, Blank
argues by contrast that theory is deeply and
continually embedded in the choices we make
to deploy online research methods.

CONCLUSION

Information and communication technologies
have affected research capacities in all fields
of scientific endeavour but, arguably, they are
of particular importance to the social sci-
ences, offering means to address some hith-
erto intractable methodological problems of
social science methods while providing a
view onto the overall terrain of contemporary
human knowledge, albeit one that is very
large, very unruly and constantly changing. It
is clear that online technologies have had, are
having and will have transformative effects on
what it is that social researchers do. In the
meantime, the emergence of even newer tech-
nologies, some of which we can only now
imagine, will engage the attention of social
researchers. It is with this in mind that we
have brought together a range of contribu-
tions relating to online research methods.
Drawing on authors well known in their field
from the United Kingdom, North America,
Continental Europe and Australasia, we delib-
erately sought broad topic coverage in com-
piling the Handbook. Although all committed
to the importance of empirical research, the
authors of the preceding articles come from
a range of epistemological traditions and
embody a variety of methodological styles,
substantive commitments and disciplinary
affiliations. Many are early adopters who
have contributed to the substantive literature
in their own particular field and have demon-
strated how the often previously unrecognised
affordances associated with online methods
were capable of extending and enhancing the
doing of social science research. Authors who
contributed to the first edition of the Handbook
have brought their contributions up to date to
ensure that readers have the clearest sense of
the current state of the art. (Regrettably, we
were unable to include updated versions of
two chapters from the first edition because
authors had competing claims on their time.)
In addition, we have added or expanded cov-
erage of some areas — for example big data,
gaming and participatory research — where
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there appears to be new and promising devel-
opments. Although some of the areas covered
in the Handbook are technically complex, we
have encouraged authors to address issues in
a clear accessible way so that newcomers
have a clear introduction to a particular field
while those already familiar with it can be
appraised of the newest developments.

New methods throw up unexpected chal-
lenges and opportunities and place old prob-
lems in a new light. Technological change
often makes resolvable previously intractable
problems and bottlenecks. In thinking about
technological innovation in social research,
it seems important to steer a path between
a number of different positions. Quite obvi-
ously one of these is the kind of naive enthu-
siasm that is largely a matter of being in thrall
to the latest fads and foibles. The newness of
a method can lead to unthinking application
and a distancing of users from the craft aspects
of a particular methodological approach. For
any given innovation someone has to be an
early adopter. However, just as in artistic
experimentation, where what seems outra-
geous to established taste might be, from the
artist’s point of view, a subtle exploration of
where the boundaries of possibilities lie, so
too it is important methodologically to assess
what we gain and what we lose with any new
way of doing things. This suggests that any
assessment of online research methods needs
to be sober enough to undermine exagger-
ated claims but open-minded enough to spot
potentiality where it exists. Self-evidently the
contributors to this Handbook are enthusiasts
for the methods they describe. What they
share in addition, however, is a commitment
to the critical understanding of those meth-
ods. That is, they recognise that the very con-
siderable opportunities opened up by online
methods must also be assessed and evaluated.
The implications of those methods need to be
teased out and the contexts and consequences
of their use analysed and theorised. Neither
unthinking advocacy of the new or its cur-
mudgeonly rejection serve well the cause of
methodological innovation.

There are indications in the early dec-
ades of the twenty-first century that the
boundaries of social research itself face pos-
sible reconfiguration. Although individu-
als, organisations and governments have
always controlled access to data, the extent
to which data sources and the methods for
extracting data are now controlled by com-
mercial entities represents a new challenge
to social scientists. Indeed, it is the politi-
cal economy of online methods, not always
apparent at the level of day-to-day practice,
that remains perhaps the most opaque and
complex aspect of future methodological
development. The ongoing dance of compe-
tition and cooperation, accommodation and
antagonism between corporations and gov-
ernments that has been shaped differentially
by culture, history and self-interest in North
America, Europe and elsewhere will no
doubt continue to affect the balance of power
between knowledge producers and consum-
ers, including social researchers. Against
this, the increasing availability and tractabil-
ity of online tools and sources makes for a
more research-literate and research-inclined
orientation amongst non-academic users
(Savage and Burrows, 2007). Indeed, it can
be argued that the availability of online tools
has facilitated a trend to research by ‘ordi-
nary’ citizens. Citizen research looks like a
trend that it would be futile to try to brake,
which can presumably be seen as desirable at
a time when disengagement from established
political institutions is widely remarked. It
could also lead to some improvement in the
accessibility and design of online information
resources on the grounds that lay people will
not put up with the more forbidding kinds
of information resource that the technically
proficient may presently tolerate. This devel-
opment, however, might also conceivably
lead to a degree of competition between ama-
teur and professional researchers, a circum-
stance that has implications for resources,
such as this Handbook, which might have a role
in educating or even regulating an expanded
user base.
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No longer a large rather foreboding machine,
its console full of blinking lights, humming
away in an air-conditioned room, the com-
puter is now in your pocket. It is used to
make calls, send messages, take pictures,
check the time of the next train and what is
showing at the local multiplex. The quotid-
ian character of computing nowadays as
well its massive interconnectedness draws
researchers to online environments, just as
their traditional tools are themselves being
transformed by technology. Soon, everything
will be ‘smarter’, more embedded and more
interconnected. Interesting times ahead!
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The Ethics of Online Research

Rebecca Eynon, Jenny Fry and Ralph Schroeder

This chapter considers some of the main ethi-
cal issues that researchers are likely to
encounter in Internet-related research. These
issues have been discussed for some time and
some guidelines for researchers are estab-
lished (Markham and Buchanan, 2012);
however, there is still considerable debate
about the ethics of Internet research — not
least because the Internet is still in a forma-
tive phase and new phenomena continue to
emerge. In this chapter, we will discuss some
of the major issues that have been debated
and give some indication of how to go about
addressing them.

One of the challenges to developing a
coherent ethical approach to Internet research
is that as the Internet evolves as a space for
social interaction and information dissemina-
tion, the methods necessary to capture and
document such activities are also emergent.
Consequently, consideration of ethical issues
in a context-independent manner, divorced
from matters of methodology and concep-
tual frameworks, would be limited in scope

and usefulness. In this chapter, we therefore
discuss novel ethical dilemmas for Internet
researchers in the context of three predomi-
nant approaches to gathering Internet-based
data: use of online methods to gather data
directly from individuals, analysing online
interaction within virtual environments, and
social media as a research laboratory. Prior
to this discussion, we reflect on how ethical
issues relating to Internet research might dif-
fer from research in traditional settings.

NEW TECHNOLOGY, OLD
AND NEW ETHICS

Ethical Governance in Traditional
Research Settings

Thus far, the governance of Internet research
has been heavily influenced by the well
established guidelines in (offline) social
research (Basset and O’Riordan, 2002).
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These guidelines are typically at the national
level (e.g. research councils such as the
Australian Research Council (ARC) and the
Economic and Social Research Council
(ESRC) in the UK) or committees set up at
an institutional level (e.g. ethical review
committees/ethics  committees (UK),
Institutional Review Boards (US) or Human
Subjects Review Boards (AU)).

Both these mechanisms for external
research governance (i.e. beyond that of
the individual researcher or research group)
have historical roots in the ‘human subjects
research model’. Three ethical concepts are
at the core of institutional and professional
research governance based on the ‘human
subjects model’: confidentiality, anonymity
and informed consent. These are derived from
the basic human right to privacy, although
these rights are interpreted differently in dif-
ferent jurisdictions (e.g. the EU and the US;
see Reidenberg, 2000; Rule, 2007). However,
these regulations originate from the medical
sciences and are not always applicable to the
social sciences. The human subjects research
model is widely used in discussions of online
research ethics, although the suitability of
applying this model in some online contexts
has been questioned (Basset and O’Riordan,
2002).

Institutional governance of research (the
interrelationship between legal and ethi-
cal interventions) not only varies between
institutions, but also from country to country
(Buchanan and Ess, 2009). These range from
close intervention, which in extreme cases
can hinder the progress of research, to mini-
mal guidance that relies on the self-policing
of researchers. Differentiation in institu-
tional/professional ethical rules and guide-
lines illustrates a tension between external
(structural) governance and the freedom of
self-regulation among individual researchers.
Such institutional provisions do not necessar-
ily exempt researchers from further ethical
obligations and responsibilities.

Researchers have different relations with
research participants and data provided

by them, depending on the method and
approaches used. For example, it is not
uncommon for ethnographers to develop a
trust relationship with the people from the
communities they observe, and they often
come to perceive themselves as custodians of
the data they gather. Ethical practices are also
shaped by personal ethical frameworks, as
well as researchers’ cultural and professional
ones. As Ess (2006) argues, any emphases
on the rights of research participants must be
considered further alongside other important
rights and values — including (deontologi-
cal) emphases on the importance of knowl-
edge developed through research and (more
utilitarian) emphases on research knowledge
as contributing to public policy and debate,
along with researchers’ rights and interests
in pursuing knowledge. This is a recurring
issue in relation to the ethics of Internet
research and closely related to considerations
of ‘harm’ to research participants (see Ess,
2006, 2013).

There is a blurring of the boundary between
ethical and legal considerations and provi-
sions. Ess makes a useful distinction between
institutional or legal requirements as against
the ethical requirements that can go beyond
these (Ess, 2002). In addition to the require-
ments set by Research Ethics Committees
and professional bodies, there are also laws
regarding privacy and data protection that
govern research in different countries. In
Internet research, however, the institutional
and legal context may be uncertain because
research participants may be online in any
geographical context. The global reach of the
Internet may thus, as Ess (2006) suggests,
entail that researchers take heed of contexts
which go beyond their own jurisdictions.
This also applies to considerations over and
above these institutional and legal require-
ments, such as what we might do as indi-
vidual researchers out of a sense of fairness.
Here, as well, it is necessary to think ‘glob-
ally’ because values such as privacy may be
culturally specific and what is considered
an appropriate balance between privacy and
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freedom of expression will vary between cul-
tures (Fry, 2006; Nakada and Tamura, 2005).

New Ethics for New Settings?

Why should online research require separate or
additional treatment? This ‘meta-issue’ has
itself been a major debate that runs through the
various individual topics in Internet research
(Buchanan and Ess, 2009). Walther (2002), for
example, has argued that many of the features
of Internet research are similar to those found
in other media or in existing offline research.
Walther’s (2002) arguments are directed against
those (particularly Frankel and Siang, 1999)
who argue the opposite; namely, that new rules
are required for this novel setting because, to
give just one example, people may misrepre-
sent their identity online (to which Walther
replies that they can also do this offline).
Despite continuing disagreements in this
debate, Ess (2002) argues that there has been
a convergence on the view that research ethics
for online settings are not special and can be
derived from the ethics for offline settings. We
shall encounter a number of instances later.
At the same time, we shall also argue that in
some cases there are special considerations
that are needed for online research, such as
the changed nature of disclosure and informed
consent. This arises from the increased
domestication (Silverstone et al., 1992) of the
Internet in everyday life and the possibilities
for technical and methodological innovation.
As noted earlier, Internet research is regu-
lated in a similar way to other areas of aca-
demic research, with institutional review
boards and ethical committees, alongside
professional associations providing guidance.
Regardless of the specifics of online ethics, it
is important to note that such review boards
are not without their critics, and a number of
researchers have highlighted concerns about
the extent to which ethical review boards can
apply a set of largely context-free guidelines
in unproblematic ways, the extent to which
such processes account for the messiness of

real-life research, and to which such protocols
pay sufficient attention to all aspects of the
research process, including exiting the field
site (Miller, 2013). Ultimately, researchers
should not be put off engaging with the review
board or assuming certain kinds of research
cannot be done; however, given the innova-
tion in this area it is likely that researchers
should not rely solely on the judgements of
ethical review boards or take on significant
responsibility themselves (Lunnay er al.,
2015). Indeed, the Association of Internet
Researchers (AolR) provided an updated set
of guidelines for researchers in 2012, and part
of this provides a useful framework of ques-
tions researchers should ask themselves as
they consider the ethics of their research pro-
ject (Markham and Buchanan, 2012: 8-10).

Sensitivity to Context

Sensitivity to context is important. The AoIR
guidelines place an emphasis on this context-
dependence, which entails respecting people’s
values or expectations in different settings. A
few examples (in addition to those provided in
the AoIR guidelines) will suffice:

Bloggers: the aim in this case is to dis-
seminate the blogger’s views, but should
everything, including sensitive personal
information contained in a blog, be dis-
seminated via research?

Search: from a legal point of view, the
release of information by a search provider
in anonymized form may not pose a prob-
lem, but clearly those who search don’t
expect to be potentially identified in rela-
tion to their search behaviour.

Online games: the context here may be
play, but even though these environments
are public, is it appropriate to reveal play-
ers’ names in research publications?

Chatrooms: though a chatroom space
may be public, the participants may feel
they are part of a trusted community and use
the space to communicate intimate details of
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their lives. Should consideration be given to
reproducing the content verbatim in research
communications and to what extent should
social structures be protected from being
disclosed or ‘invaded’ by researchers?

Internet research ethics thus need to be tai-
lored to different contexts (Sveningsson-Elm,
2009). It may not be sufficient, for example, to
stay within the strictures of copyright law (the
institutional and legal requirements mentioned
in the previous section) or to simply adopt the
rule of ‘fair use’ as with offline publications
(Walther, 2002; but see Ess, 2002: 3) in order
to be ethically fair to research participants.

APPROACHES TO INTERNET RESEARCH

The following sections deal with the particu-
lar ethical issues that arise in using online
methods to gather data directly from indi-
viduals, analysing online interaction within
virtual environments and social media as a
research laboratory. The online methods used
to gather data directly from individuals that
are discussed include surveys, interviews and
focus groups. In these cases, researchers use
online tools to ask participants for responses
to particular questions or issues. The study of
online interaction in virtual environments
includes participant observation and logging
and visualizing the interaction between par-
ticipants. The analysis of social media as a
research laboratory involves capture and
analysis of digital traces that people leave
online, such as representation of self-identity
and social interaction, alongside the use of
large-scale experiments to nudge behaviour.

Use of Online Methods to Gather
Data Directly from Individuals

For a detailed discussion of how to conduct
interviews and surveys see Chapter 24 on
interviews by O’Connor and Madge and the

Internet survey section in Part IV of this
Handbook. Here, we address the key ethical
considerations of these online methods, which
raise slightly different ethical challenges to the
face-to-face context (Mann, 2003).

Benefits and Risks of Online
Research

It is the investigators’ responsibility to
ensure, as far as they are able, that partici-
pants will not come to harm by taking part in
any study. In the social sciences, psychologi-
cal and physical harm to participants may be
caused, for example, by research that evokes
bad memories or reduces a person’s sense of
pride or dignity, or by cases where the ano-
nymity of the participant is not maintained as
originally agreed (Bier et al., 1996). Trying
to ensure harm is not caused by the study is
particularly challenging as there may well be
unintended consequences of research unfore-
seen by the researcher (Rees, 1991: 147).

Online research is not intrinsically more
likely to be harmful than face-to-face meth-
ods, yet it does pose different challenges
(Kraut et al., 2004). In online research it is
more difficult to assess the risk of partici-
pants coming to harm because fewer studies
have been conducted from which researchers
can learn, and it is harder to judge individu-
als’ reactions to the research (e.g. if a person
is getting distressed by an interview question
or if a participant feels insulted or harassed
by other group members in an online discus-
sion) (Bier et al., 1996; Mann and Stewart,
2000). Strategies to try to address these issues
include building a good rapport with par-
ticipants, establishing ‘netiquette’ in group
discussions (Mann and Stewart, 2000) and
providing participants with an easy way to
leave the study (Hewson et al., 2003; Nosek
etal., 2002).

A second issue is the potential of harm
to the researchers. Given the anonymity of
the Internet, researchers can come across or
receive distressing information of numer-
ous kinds. Examples include people who are
contemplating suicide (Lehavot et al., 2012),



THE ETHICS OF ONLINE RESEARCH 23

people who are considering/have commit-
ted a crime, people who are bullying others
or people who are grieving (Carmack and
Degroot, 2014). What a researcher does with
such information has ethical, and in some
cases legal, implications. It is important for
researchers to anticipate and assess these
risks prior to beginning the study as far as is
possible in order to reduce the potential of
harm to themselves and their participants (for
detailed advice see Stern, 2003).

Ensuring Confidentiality

Harm can also occur due to breaches of con-
fidentiality and anonymity caused by the
misuse of storing or using the data (Fox
et al., 2003). Researchers have a responsibil-
ity to ensure the confidentiality of data and
the privacy of participants at all stages of the
process, during all interactions with the par-
ticipants and when the data is transmitted and
stored (Nosek et al., 2002). Given that the
perceived anonymity of the Internet may
encourage people to discuss topics or dis-
close more details than they would be willing
to in face-to-face situations (Meho, 2006),
researchers need to ensure that participants’
perceptions of anonymity are met, or if not,
made explicit to the participant (see section
on informed consent later).

In terms of securely transmitting data,
potential solutions include the use of encryp-
tion, use of data labels that are meaningless
to anyone but the researcher, and the separate
transmission of personal data and experimen-
tal data (Nosek et al., 2002). In terms of data
storage, the data needs to be protected from
other people accessing it or tampering with
it; this can be an issue in the networked sys-
tems commonly in place in universities (Fox
et al., 2003). Password-protecting computer
directories, saving personal data and experi-
mental data separately (Kraut et al., 2004),
encrypting the files so no one else can read
them, or coding the data in a way that reduces
the likelihood of people being able to trace
the data to a specific individual (Pittenger,
2003) are all possible strategies.

The issue of ensuring confidentiality whilst
interacting with the participants may arise
at various points throughout the research.
Participants may wish to contact the research-
ers up to and including the debriefing stage at
the end of the study, yet directly emailing the
researchers may compromise anonymity in
a number of ways. First, email addresses are
often identifiable as they can contain names,
geographical location and organizational
affiliation. Although people can make use
of anonymous email services to cover their
identity, these are not 100 per cent effec-
tive and tend to promise ‘best efforts’ as
opposed to true anonymity. Second, a copy
of all emails is retained on the server of the
sending account, any transmitting server and
on the destination server and these copies
are frequently retained on back up record-
ings for a number of years (Fox et al., 2003).
These issues can be particularly problem-
atic when certain activities are carried out
online, for example if verifiable names and
addresses or signed agreements are required
to fulfil informed consent procedures and/
or institutions require personal details when
participants are rewarded for the research in
the form of prizes or payment. Email should
be reduced to a minimum with offline meth-
ods or alternative web-based methods uti-
lized where appropriate, for example setting
up a forum on the research website for par-
ticipants to ask questions (Fox et al., 2003)
and when offering prizes for participating in
the research (a technique that in itself raises
ethical questions), maintaining anonymity by
purchasing online gift certificates and then
providing the certificate number to the par-
ticipant (Kraut et al., 2004).

Informed Consent

Individuals who choose to participate in any
research project must do so on the basis of
informed consent, where the individual under-
stands what the goal of the research is and
what they are agreeing to do, the potential risks
and benefits of taking part, and have details
of alternative options that may benefit them.
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Participants must have the option to ask any-
thing they wish and understand that partici-
pation is voluntary and that they can withdraw
at any time (Anderson, 1998). In practice,
gaining truly informed consent is not straight-
forward in any context. The nature of
informed consent changes throughout the
research process and thus needs to be con-
stantly renegotiated (Bier et al., 1996; Sin,
2005). Further, it is difficult to ascertain if
informed consent is truly given by the par-
ticipant, for example problems and misun-
derstandings arise when potential participants
do not read documents carefully or fail to ask
for clarification from the researcher (see
Varnhagen et al., 2005). In face-to-face con-
texts it is potentially easier to evaluate if the
participant is fully informed about the study
compared to online environments. Owing to
the distance between the researcher and the
participant in online settings, this is some-
times more difficult. It is harder to determine
whether the participant truly understands
what they are consenting to and it may take
more time to gain consent because it may
require more online discussions to ensure the
participants fully understand the implications
of participating. This additional online inter-
action may put participants off clarifying or
asking all the questions they wish about the
research (Mann and Stewart, 2000). To try to
ensure participants are truly informed in online
settings, techniques of increasing the readabil-
ity of the document can be used (e.g. reducing
the amount of text, use of subheadings and use
of colour). Using quizzes to check understand-
ing can be another means, although this extra
burden on the participants increases the risk
of dropout (Varnhagen et al., 2005). Despite
these challenges the advantage of online con-
sent when compared to face-to-face consent is
that participants are likely to feel less pressure
to enter into and remain in the study and are
therefore more likely to enter and participate
in the research freely.

A second important issue is verifying the
participant’s ability to give informed consent
(Kraut et al., 2004). Verifying the ability of an

individual to give informed consent is harder
in online environments because it is more
difficult to know whether or not the online
sample includes ‘vulnerable groups’ (e.g.
young people,' the elderly or people with
mental health issues) and because the extent
to which individuals are able or competent to
give informed consent varies widely and this
is more difficult to judge online. Reducing
the chances of a vulnerable group (e.g. young
people) being part of a research project can
partly be addressed by the recruitment strat-
egy utilized. For example, sending specific
invitations to known adult participants to
access a password-controlled site (Pittenger,
2003) or designing advertising materials that
are unlikely to attract or interest young peo-
ple when employing a more ‘broad brush’
strategy (Nosek et al., 2002) may help. Other
options include asking for information that
only adults would have, such as credit card
information, although such activities can
increase dropout (Kraut et al., 2004). In prac-
tice, verifying identity is really an issue only
in research involving controversial topics
and/or where the study presents higher risks
to potential participants (Pittenger, 2003).
Indeed, whether one should try and obtain
online consent for high-risk studies at all is
open to question (Kraut et al., 2004).

The issues considered in this section have
included protecting participants from harm,
ensuring confidentiality and informed con-
sent. Indeed, these questions are perhaps
becoming increasingly challenging to address
where the distinction between researcher and
researched is becoming more blurred in some
settings, such as crowd-sourcing and sites
that offer a complex mix of support in return
for data (e.g. patientslikeme.com) (Janssens
and Kraft, 2012; O’Connor, 2013).

It is a balancing act for researchers to
ensure that participants are protected, but at
the same time not placing unnecessary and
excessive burdens on participants in terms
of completing informed consent procedures,
ensuring security, etc. (Kraut ez al., 2004).
Although it is impossible to predict all
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eventualities in online research, it is useful
to always pilot test instruments and consent
forms because what works in one context
with one group may not work and/or may
well produce different ethical questions in
another situation (Meho, 2006).

Analysing Interactions in Virtual
Environments

To address the questions raised by online
environments, we take online virtual worlds
as an example. These include social spaces
where people, in the form of avatar represen-
tations of themselves, interact with each other
in the virtual setting for various purposes
including gaming, socialising and collaborat-
ing (see Bailenson and Schroeder, 2008).

Online Social Settings
Virtual spaces in which people interact online
as avatars can be treated as social worlds. These
social settings are perhaps most often akin to
‘third places’ (public parks, coffee shops, street
corners) — places that are neither public nor
private but in between (Oldenburg, 1989).

Online social spaces exemplify the impera-
tive discussed earlier: to be sensitive to the
values and aims of people in different online
settings. This sensitivity to context will involve
treating different virtual worlds in different
ways. There may be events or whole worlds in
which people interacting online are behaving
in a public way, as in a public meeting or in a
virtual world that is open to all for commercial
or educational purposes. It may also be, how-
ever, that certain spaces within a virtual world,
such as an online church (Schroeder et al.,
1998), although formally public, include inter-
actions that should be treated as private — such
as when personal details are revealed or if a
whole online world is expressly designed to
provide a private forum for interaction among
a group that would be difficult in an offline
setting (or in another virtual setting).

For offline participant observation or field-
work there have been extensive debates in

anthropology about the role of the observer
and the degree to which researchers should
engage in covert or overt observation and
these will provide some guidance (see, for
example, Angrosino and Rosenberg, 2011;
Horst and Miller, 2012; Levy and Hollan,
1998), but virtual spaces present some unique
challenges, which are discussed later.

The Role of The Observer

A real difference in online versus offline set-
tings is the researcher’s ability to hide com-
pletely — or lurk — in the online world. There
may be a trade-off in this case between the
advantages of covert observation which does
not disturb the environment, and revealing
one’s identity as a researcher, which ensures
transparency and participation, but may also
lead to changed behaviour on the part of the
subjects (for a particularly striking example,
where the researcher became ‘stalked’, see
Hudson-Smith, 2002). Anecdotally there
have been a number of cases when many
researchers descended on an online environ-
ment and there was resentment against their
presence. Although ultimately the decision to
disclose the presence of a researcher is down
to the individual project, care needs to be
taken to treat each research site with respect.
The well-established rule in anthropology —
to leave the field so that future researchers are
not disadvantaged — must be an important
consideration. There are a number of strate-
gies that can be used to approach online com-
munities, gain informed consent and make it
clear to all participants what the researcher’s
role is: approaching key stakeholders for per-
mission to research the community, using a
name in the community that highlights your
research status and providing a link in your
online interactions in the group that commu-
nicates more information about your research
for anyone to access (see also Roberts, 2015).

Studies of Online Populations

In the physical world people can be covertly
recorded (as with closed-circuit television
cameras), but in online worlds the possibilities
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of recording, reproducing and analysing
interactions, especially covertly, are more
powerful. This raises ethical issues because
people using these environments do not nec-
essarily expect to have all their behaviour
recorded — even when theoretically giving
their consent to this through the end-user
license agreement when downloading the
software (Chee et al., 2012).

For example, Penumarthy and Borner
(2006) analysed where people moved and
when they focused their attention in an
online virtual world for education. This kind
of recording of behaviour is unlikely to be
objectionable. If, however, they had counted
the number of times that avatars had engaged
in particularly unsavoury behaviour, even in
a public place, users might reasonably object
to this kind of surveillance. There is a fine
line between when data about a large online
game is aggregated to reveal patterns about
behaviour without violating participants’
sense that they are under surveillance — and
the opposite. The same applies to the analysis
of small-scale groups, which can be analysed
down to the granularity of the finest details of
interaction (Schroeder and Axelsson, 2006).

Thus researchers will need to adapt ethi-
cal considerations to the novel technological
possibilities and constraints of online virtual
worlds. They will continue to face the choice
between Kantian duty-based or ‘deontologi-
cal’ ethics, with their absolute respect for the
individual’s aims, as against the calculation
of consequentialist or utilitarian ethics, which
weighs the balance of harms and benefits.
Final choices are likely to be based on the eth-
ical dispositions of the researcher, the nature
of the group being researched, what research
questions are being asked and how the data
will be used (see, for example, Boellstorff
et al., 2012; McKee and Porter, 2009; Horst
and Miller, 2012).

In terms of the uses and limits of virtual
environments for experimental research, see
Eynon et al., (2008) for a detailed discus-
sion of the benefits versus the harms and,
in particular, discussion of Slater et al.’s

(2006) virtual reconstruction of the Milgram
experiment.

Social Media as a Research
Laboratory

The particular characteristics of social media
and the way in which they are used provide
new challenges for research ethics. Social
media has the potential to be ubiquitous and
large populations of users are constantly con-
nected from multiple devices. The very ‘pub-
licness” of the sites, such as Facebook,
YouTube, Twitter and Instagram, imbue
interactions with a performative quality, with
some individuals using multiple sites to pro-
mote themselves in the same way that a
company might promote a brand. Individuals
are defined by various characteristics from
their friendship circles to their consumption
patterns. In these spaces we observe the blur-
ring of the distinction between private and
public/the public sphere and commerce. The
inhabitants of these spaces are akin to a melt-
ing pot with teenagers, university students,
professionals, celebrities, grandparents, the
healthy, the vulnerable, the benevolent and
malevolent intermingling in the spaces that
comprise the social web.

Determining potential harm in this melt-
ing pot is complex, added to which impera-
tives to share data, advanced data processing
capacities and interest in big data by com-
merce and governments raise a number of
new challenges for Internet researchers.

Privacy in Public Online

What unites a whole range of research in this
area is the question of what constitutes a
private act and how researchers might deal
with the issue of ‘privacy in public’
(Nissenbaum, 1998). A particularly perplex-
ing question is the extent to which research-
ers should take measures to protect an
individual’s privacy when the sources of data
are publicly accessible. In this regard institu-
tional review boards and ethics committees
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have proven limited (Zimmer, 2010) and in
any case, as Henderson et al. (2013) argue,
the moral responsibility of researchers to
conduct research in an ethically robust way
goes beyond the sphere of formal institu-
tional guidelines.

In physical public environments individu-
als can adapt their behaviours in certain ways
in order to create ‘partial privacy’ when
an ‘audience’ is present — in a restaurant a
couple can request a table in an out-of-the-
way corner, on a train people having a con-
versation about a private matter can lower
their voices, at a public event an individual
may choose to avoid being photographed.
Furthermore, members of the ‘audience’ can
avert their ‘gaze’ in response to subtle social
cues that indicate that ‘partial privacy’ is
desired. In other words, privacy is managed
in physical spaces through an awareness of
mutual attention. To some extent the privacy
settings offered by social media platforms
afford the management of ‘privacy in public’,
but compared to the subtle and complex ways
in which individuals negotiate their privacy
in physical public spaces they are crude and
limited in their functionality. Individuals are
not necessarily aware of privacy settings or
think they have been evoked when in actu-
ality they have not (Henderson et al., 2013).
The implication of treating publicly acces-
sible social media profiles and other objects
as ‘public’ is that potential ethical dilemmas
are likely to be overlooked. This is one of
the reasons why there have been a number
of initiatives encouraging Internet research-
ers to share the ethical dilemmas that they
have experienced (Markham and Buchanan,
2012) and why ‘rules’ can be limited given
the contextual nature of the ethical issues that
emerge.

In law, privacy is a qualified right pro-
tected in major legislation such as the 4th
Amendment to the US Constitution 1791
and the European Convention on Human
Rights 1950. Data privacy laws are gain-
ing ground and have been adopted in more
than a hundred countries around the world,

even if implementation in practice is lag-
ging behind (Greenleaf, 2013). Protecting
privacy is important from the perspective
of a number of ideals: human dignity, indi-
vidual autonomy, freedom to behave and to
associate with others without the continual
threat of being observed, freedom to innovate
and freedom to think. These ideals reflect
the strong relationship between privacy and
identity. In constructing their social media
profiles individuals are also constructing,
or ‘performing’, multiple aspects of their
identity. In contrast to anonymous environ-
ments such as chat rooms, virtual worlds
and Massively Multi-player Online Games,
many social media sites afford targeted iden-
tity performance and as a result have been
termed by some researchers as ‘Nonymous’
environments (Grasmuck et al, 2009).
Different social media platforms afford dif-
ferent types of performance depending on
technical and social affordances of their
design. According to Grasmuck et al. (2009),
for example, Facebook affords three types of
targeted performance: ‘Self as social actor’
(implicit visual claims through photographs
and wall posts); ‘self as consumer’ (listing
cultural preferences that define a user, lists
of consumption preferences and tastes, such
as books, movies, music and appreciated
quotes); and ‘first-person self” (‘about-me’
entries, explicit self-description).

In conceptualizing identity performance
in such environments several authors have
drawn on Goffman’s (1959) dramaturgi-
cal concept of ‘front stage/back stage’
(Grasmuck et al., 2009; Hookway, 2008;
Rosenberg, 2010; Schultze, 2014). ‘Front
stage’ is where an individual can project their
‘possible hoped for selves’ (Grasmuck et al.,
2009: 165) and ‘back stage’ serves as a pri-
vate space where individuals can be free from
the ‘scrutinizing gaze of others’ (Rosenberg,
2010: 27). Photographs of ‘self” and ‘others’,
for example, are often selected ‘back stage’
in private somewhat unguarded moments,
without a specific audience in mind and are
presented front stage and viewed widely.
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Grasmuck et al. (2009) argue that the casual
selection of photographs with close friends in
mind may reveal more to a broad audience
than a Facebook user would divulge in a face-
to-face interaction where a sense of audience
is more acute.

Privacy also plays a role in the manage-
ment and maintenance of relationships, for
example what an individual is willing to
share with close friends or a ‘neutral” profes-
sional (such as a family doctor or a counsel-
lor) might be different to family members. In
a study of YouTube, Lange (2008) observed
varied levels of ‘privately public’ behaviour
in video making and sharing. An example of
this is the ‘coming out’ video, a recognized
genre on YouTube (Thelwall er al., 2012)
whereby an individual may choose to come
out online, using various mechanisms to tar-
get the performance to a specific social group,
for example by using a pseudonym that only
close friends will recognize and partially hid-
ing the location of a video by using limited/
cryptic tags (Lange, 2008). In today’s society
with pervasive uses of technology, it is not
feasible for an individual to expect total pri-
vacy and this is reflected in data protection
legislation, which rather than being about
protecting privacy per se is about giving indi-
viduals some control about the information
that flows outwards from them.

The traceability of both text and non-text
based data’ via Internet search engines and
the use of data mining tools raises the ques-
tion of how to represent the data when it
comes to dissemination and publication, for
example should verbatim quotes be used
and how should images be represented?
Anonymization typically involves the
removal of personally identifiable informa-
tion® such as full name, residential address
and date of birth. Whereas this level of
anonymization might be sufficient to protect
the privacy of an individual in a standalone
dataset, Internet search and data mining tools
enable the re-identification of an individual
via triangulation. Users of social media plat-
forms typically have profiles across multiple

platforms and it is this unique overlapping
feature that makes the ease of re-identification
particularly problematic (Narayanan and
Shmatikov, 2009).

Researchers are exploring innovative
ways to anonymize data. Markham (2012)
has been developing techniques related to
‘fabrication’ in representing qualitative data,
which involves developing typical examples
or scenarios that are comprised of compos-
ite objects that collectively mask individu-
als. This approach is controversial, however,
and Markham (2012) describes the difficulty
experienced by colleagues in getting a manu-
script accepted for publication where they
had created composite blogs, rather than
using verbatim quotes from actual blogs.
Some researchers report experiencing the
opposite issue of how to acknowledge those
individuals who wish to be disclosed and
have their data attributed to them (Tilley and
Woodthorpe, 2011).

Social media environments are also unique
in that they afford the collective construction
of identity through sharing, tagging, com-
menting and automatic feeds from ‘friends’.
Individuals may work tirelessly on ‘front
stage’ management, but family and friends
might reveal glimpses of ‘back stage’. This
collective element of identity construction
further complicates distinguishing between
private/public and is just one example of why
private/public should be treated as a contin-
uum rather than a straightforward dichotomy
(Rosenberg, 2010). As Schultze and Mason
(2012: 303) argue, individuals may be per-
forming their identities according to ‘situ-
ated assumptions of privacy’. Consequently,
researchers cannot assume that an entire
website is ‘public’ as a consequence of the
intentions of platform developers, Terms of
Service agreements or the technical capabili-
ties of privacy settings.

The extent to which an individual may con-
sider lack of mutual attention a breach of pri-
vacy will depend on a number of factors, such
as cultural attitudes to privacy, individual
privacy attitudes (Westin, 1967) and gender.



THE ETHICS OF ONLINE RESEARCH 29

It is possible that there may be gender differ-
ences in the extent to which individuals con-
sider a lack of awareness of ‘mutual attention’
problematic because it is known that there is
a gender dimension to privacy in the context
of social media (Thelwall, 2011). Heightened
social media privacy concerns amongst
women are related to the increased likelihood
that they will be victims of malevolent online
behaviours such as cyberbullying, cyberstalk-
ing (Thelwall, 2011) and revenge porn. It is
arguable that ‘mutual attention’ is at the heart
of the ethical dilemma faced by researchers
when using publicly available social media
data. Of course, informed consent signals
‘mutual attention’ to research participants,
but whether or not a social media profile
actually represents a human participant, and
thus evokes the human subjects model, has
been the topic of much debate in the related
literature.

Schultze and Mason (2012) propose the
introduction of three new principles to the
human subjects model: ‘degree of entangle-
ment’, ‘extent of interaction/intervention’
and ‘expectation of privacy’, each of which
could be measured on a sliding scale. The
more private the activity and the space within
which it occurs, the more the source of the
data is seen as a human subject, and the
more public, the more the source of the data
is seen as the author of a text. Where there
is a combination of a high-degree of ‘entan-
glement’ and a high expectation of privacy,
then this would be indicative that seeking
informed consent would be good practice.
Consideration of the use of ‘big data’ for aca-
demic versus commercial research purposes
can further highlight the complexity of some
of the issues raised earlier regarding the use
of data gathered from social media platforms,
particularly with regard to anonymization, re-
identification and recontextualization of data.

Analysing Big Data

Analysis of big data using data collected
from social networking sites (and other digi-
tal traces) has been among the fastest

growing areas of research in recent years.
Here, we review two important studies, both
using Facebook. The first was a study of the
social networks on Facebook (Lewis et al.,
2008). The study identified a number of pat-
terns among the ‘tastes’ from the ‘ties among
Facebook friends from among students at a
“private college in the Northeast U.S.”
(Lewis et al., 2008: 331), thus ensuring the
anonymity and privacy of those concerned.
However, it took Zimmer (2010) little effort
to figure out that the study had in fact been
done at Harvard University, thus potentially
being able to re-identify the subjects and
creating a number of ethical issues that
would be deemed unacceptable. Among the
lessons from this episode is that there needs
to be strict ways of ensuring anonymity and
thus privacy. The study also raised a number
of other issues, including whether consent is
needed with a study using data from a private
company and also whether it would be pos-
sible to make the data available to other
researchers for re-use (which was intended in
this case, but did not happen because of the
concerns raised).

This issue of access to data was also raised
in the second study, the ‘social contagion’
study (Kramer et al., 2014). This research
took the form of a ‘naturalistic’ experiment,
dividing almost 700,000 randomly selected
Facebook users into two groups and filter-
ing the content of their ‘timelines’ (their per-
sonalized news feeds) such that one group
had more positive words and others were
unchanged. This type of research, which
analysed 3 million posts and 122 million
words, certainly fits the definition of big
data (Schroeder, 2014a). The finding was
that users with more positive words in their
feeds subsequently produced more positive
words of their own, an important and large-
scale confirmation of the ‘social contagion’
effect whereby what others do affects our
own behaviour.

As already mentioned, one set of issues
raised by this study is whether the privileged
access to research data is afforded to some
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researchers by this type of study — one of the
authors worked at Facebook — which creates
unequal access to research materials. The
added question here concerns the replicabil-
ity of the study, which is an essential feature
of scientific research and which is made
impossible with this kind of proprietary data.
The second set of issues revolves around
whether carrying out this type of research
violates Facebook users’ privacy. Here the
reply from Facebook was that the study did
not breach the ‘terms and conditions’ that
users had signed and so the study did not
break laws, even though Facebook has also
said that it should have handled ‘communi-
cating the study’ better (Guardian, 2014a).
A related question was whether the study
should have been subject to the scrutiny of
a university ‘institutional review board’ and
thus a different kind of ‘consent’ apart from
the legal terms and conditions required by
using the site. In this respect the response
was that the academic researchers only car-
ried out the analysis whereas the data col-
lection issues were handled by Facebook.
Another response came from research ethi-
cists in an article in Nature (Meyer, 2014)
who took a stance against the idea that this
kind of experiment carried out with a com-
mercial company was ethically unacceptable;
instead, these ethicists argued that impos-
ing strictures on this type of commercial
research would only drive it underground to
the detriment of advancing publicly available
knowledge.

There is a third set of issues, which relates
to big data and the very idea of undertak-
ing large-scale research which essentially
manipulates people (where ‘manipulate’ sim-
ply means doing something to them). These
have been discussed by one of the authors of
this chapter elsewhere (Schroeder, 2014b),
but they are also broader than questions of
research ethics and of law and, in this single
study, which concern big data research gen-
erally. Although the ethical and legal ques-
tions around individual cases will likely be
dealt with, this larger question will require a

wider debate in society. The larger question
concerns the fact that big data methods, often
based on social media or other online behav-
iours, are becoming more widespread. If sci-
entific knowledge about human behaviour
based on these methods becomes more pow-
erful, then it will also be able to manipulate
people more powerfully. Academic research-
ers are typically not interested in this type of
manipulation (but see the Lewis et al., 2008
study), but perhaps with this knowledge they
are becoming the handmaidens of those who
are (such as digital media companies, in this
case Facebook).

These are difficult questions that relate to
the role of science and technology in soci-
ety as a whole and what the value of large-
scale experiments and other ‘manipulations’
should be. Moreover, such studies should not
be ruled out altogether. In some cases, if a
greater good can be achieved — for example,
if we could find out people’s attitudes towards
climate change and conserving energy by
means of this type of big data study — surely
the benefits could outweigh the costs of ana-
lysing how behaviour might be manipulated
as long as there is minimal or no direct risk
involved. It should also be remembered that
this type of big data research does not always
require a private sector platform — Wikipedia
has also been used for big data research
(Schroeder and Taylor, 2015) and the data are
open to all for replication. Governments are
also engaging in big data methods to influ-
ence people.

In any event, the spectre of using large-
scale online platforms to potentially sway
peoples’ beliefs hovers uneasily above this
type of study. And while academics may
largely be disinterestedly concerned with
greater knowledge about life online, their
research may support non-academic uses
which can now, more powerfully, alter peo-
ples’ hearts and minds. In the years to come,
more people will be online more often and
produce vastly greater amounts of digital
traces. Academic researchers will need to
think hard, beyond ticking boxes on research
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ethics forms and beyond collaborating with
non-academic sources of these data, about
the extent to which this type of research
improves the world, while at the same time
avoiding societal concerns not just about ‘big
brother’ but also of a ‘brave new world’. It can
be remembered that this novel warned not so
much of surveillance, about which there has
recently been much discussion, but of a future
in which manipulating minds was embraced
by the public and seen as benefitting soci-
ety, much as Facebook argued that the social
contagion experiment served to improve the
users’ experience (Guardian, 2014b).

Triangulation of Datasets
and Third-Party Reuse

Advancements in the development of
resources and tools available on the Internet
make the triangulation and third-party reuse of
data much more likely. While a standalone
dataset may preserve anonymity and privacy,
new capabilities for aggregating and combin-
ing data could jeopardize such ethical integ-
rity by enabling profiles of individuals to be
constructed through triangulation (Oboler
etal.,2012). As Kitchin (2013: 264) notes, big
data is ‘highly resolute, providing fine-grained
detail on people’s everyday lives’, which is
why Narayanan and Shmatikov (2009) were
able to de-anonymize an anonymous Twitter
graph by using a generic re-identification
algorithm and triangulating the Twitter data
with data available from Flickr. In doing so,
Narayanan and Shmatikov (2009) illustrated
that in the context of big data anonymization
alone is not sufficient to protect privacy.
Indeed, social media users have very little
control over their data despite the different
levels of privacy settings offered by social
media sites (Puschmann and Burgess, 2014).
The tracking capabilities built into the very
infrastructure of the Internet itself and the
tools being developed to exploit the gather-
ing and aggregation of fine-grained data on
a large scale mean that the role of researcher

as custodian and gatekeeper of personal data
becomes radically altered. Tools that enable
data to be easily reused by third parties and
recontextualized in novel ways undermine
the notion of ‘context’, for example the
norms, values and beliefs of groups within
online social settings (see earlier section), as
a heuristic for developing ethical practices
that are socially and culturally appropriate.
Gleibs (2014: 359) argues that in the context
of big data researchers move away from a
legal contract that demarcates private/pub-
lic space and instead the right to use data
becomes a complex psychological contract
that needs to take into account perceptions
and expectations about individuals’ control
over the flow of information that relates to
them. Reuse and the emergent practice of
data profiling by third parties reduces choice
for both researcher and research participant
in terms of how data is represented and how
it travels through media and across actors.
The researcher, therefore, may no longer be
able to foresee all of the consequences and
potential harm of their research, which has
implications for ‘informed consent’ where it
is deemed appropriate in large-scale studies.
Gleibs (2014) discusses various mechanisms
for technically implementing informed con-
sent in the context of social media data and
argues that through such technical mecha-
nisms social media users should be ‘reminded
of the use of data for research and that data
created on SNS can be mixed with other
sources for new discoveries’(p. 366).
Furthermore, as noted earlier, the vast
quantities of social science data being gener-
ated by the Internet are of significant com-
mercial value (Schroeder, 2014b), with social
media data being an important area of eco-
nomic growth based on privileged access
to data that provides insight into consumer
behaviour (Puschmann and Burgess, 2014).
Consequently, social science data generated
and used by academic researchers may travel
beyond the professional boundaries of the
social science disciplines and into the private
sector, whose practices in relation to ethical
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considerations may be governed by legal juris-
diction, rather than ethical codes of practice.
Indeed, the business models and development
goals of social media providers and commer-
cial third parties differ, with commercial third
parties wanting access to vast quantities of
real-time data that enable them to model and
predict user behaviour on an unprecedented
scale (Puschmann and Burgess, 2014).

There is a school of thought in the applica-
tion of novel technologies to social science
that is on the side of pushing the boundaries
until there is a legal intervention. For exam-
ple, placing responsibility for privacy onto
end-users to be aware of and understand the
Terms of Service for the social media site.
This can be problematic given that in many
cases the technology and its capability for
triangulating and reprocessing data is so
novel that often legal intervention is lagging
behind. Therefore, practice is often pushing
the boundaries of ethical frameworks and
legal interventions, and the analysis of social
media data on a real-time or ‘near real-time’
basis, in particular, is likely to push these
boundaries. As Thelwall and Stuart (2006)
point out, some techniques are inherently
illegal in their mechanisms. For example,
web crawling is illegal because crawlers
make permanent copies of copyrighted mate-
rial without the owner’s permission.

The rise in the use of big data for aca-
demic research thus raises the question of the
extent to which Internet researchers should
be concerned with the collection and use of
potentially harmful data, given that we can-
not anticipate all the ways in which it might
be reused and by whom. In terms of research
excellence, social scientists have always been
encouraged to consider only collecting suf-
ficient data to satisfy the immediate objec-
tives of their research, but with the Internet
the capabilities for collecting and storing data
are so vast that the practicality or desirability
of maintaining such practices in the context
of new technologies, methods and techniques
are brought into question. As illustrated in the
earlier case study of Facebook, the opposite

can also happen whereby data generated in
the private sector can become available in
the public domain and be used as a resource
for academic research. Earlier high-profile
examples of this were the public release of
the Enron and AOL email databases on the
Internet. The Enron database was released in
the interests of transparency and accountabil-
ity as part of a legal investigation, but it was
not sufficiently anonymized and was retracted
after two weeks (see Eynon et al. 2008).

CONCLUSION

One of the key challenges in guiding ethical
decision making in Internet-based research is
in its global reach and the necessity to respect
and incorporate diverse cultural practices,
ethical governance and legal frameworks.
What is different about Internet-based research
in contrast to research in the offline world is
that the research object is no longer clearly
delineated by national boundaries and pro-
tected by national research governance. The
emergence of novel methods across disci-
plines also brings an interdisciplinary focus to
bear on the Internet as an object of study and
challenges existing instruments of research
governance that have traditionally been
focused along disciplinary dimensions.

At the same time, the online world affords
new modes of human interaction and related
ethical practices are shaped by the research-
ers’ objectification of those being researched,
for example whether individuals participat-
ing in an online chatroom are perceived as
research subject, research participant, artist
(Bruckman, 2002) or author (Bassett and
O’Riordan, 2002). There is also a potential
convergence between research and commer-
cial data on the Internet and a blurring of
boundaries in crowdsourcing and wider pub-
lic engagement initiatives that lead to ques-
tions over who is the researcher and who is
researched. Development of aggregator tools
and services have led to the informatization
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of data, whereby data acquires additional
value beyond the immediate research con-
text. Consequently, the potential for third-
party reuse is much greater than in the offline
world. Data sharing and reuse are institutional
imperatives with many funding bodies now
mandating the submission of datasets to data
archives and repositories upon the comple-
tion of funding. This entails the development
of practices and techniques to anonymize
highly sensitive data, with some data being
easier to anonymize than others (Markham,
2012; Saunders et al., 2015).

The context of social interactions in online
worlds is also important to bear in mind. If
we take the position that traces of interac-
tion on the Internet are public and should be
treated as such, for example participants have
no rights to privacy considerations, how do
we address the issue that online bodies and
forms of expression have offline instantia-
tions? To what extent do we need to protect
these from harm? As tools for tracing social
structures become more sophisticated, so too
do our capabilities for triangulating data and
getting a more holistic view of participants
lives. Whereas participants may choose to
draw a boundary between their online and
offline worlds, and may in fact be online in
order to escape the strictures of the offline
world, the technologies currently being
developed do not necessarily respect such
boundaries. The question for us as social
scientists is to what lengths we should go to
discover people’s intentions. This, of course,
means that we must disclose ourselves as
researchers, which could alter the kind of
results we were hoping to obtain. In the con-
text of digital research, participants may be,
but are not necessarily, already in the Internet
domain. We cannot therefore simply assume
that they have chosen to be online or what
their intentions are in being there. Again
this raises the question of whether ‘public
in everyday life’ is equivalent to “public on
the Internet’. All the while, the ‘human sub-
jects’ research model remains in place and, as
Bassett and O’Riordan (2002) have argued,

what is required now is the trying and testing
of different models of research governance.

The issues that we have raised in this chap-
ter go beyond responsibilities towards a par-
ticular set of research participants and have
implications for social, political and ethical
aspects of social science research. A signifi-
cant proportion of the world will not be rep-
resented in online research and researchers
need to ask whether this is ethical. Certain
groups are likely to be under-represented and
are therefore less likely to gain benefits from
participating. Such an emphasis on the inter-
ests of the information-rich may reinforce
existing societal divisions (Mann, 2003;
Eynon et al., 2009). Researchers have an eth-
ical responsibility to ensure that the research
they carry out is of high quality and that con-
clusions drawn from it can be inferred from
the data collected (Pittenger, 2003). Finally,
one obvious strategy to adopt under condi-
tions with yet-to-emerge norms that have
been sketched here is to be explicit about the
ethical decisions that are made in order that
others can learn from and debate the issues
that arise when reporting findings.

NOTES

1 Acquiring informed consent for participation in
research by children is subject to legal frame-
works and regulations that differ from country to
country. See, for example, Wiles et al. (2005) for
a discussion of the UK context.

2 An interesting example of how images can be
searched using the service Google Images is pro-
vided by Henderson et al. (2013).

3 Definition of personally identifiable information
according to EU/US data protection legislation.

REFERENCES

Anderson, G. (1998) Fundamentals of Educational
Research. 2nd edn. London: Falmer Press.
Angrosino, M. and Rosenberg, J. (2011) ‘Obser-

vations on observation: continuities and



34 THE SAGE HANDBOOK OF ONLINE RESEARCH METHODS

challenges’. In N.K. Denzin and Y.S. Lincoln
(eds.), The SAGE Handbook of Qualitative
Research. 4th edn. London: Sage Publica-
tions. pp. 467-78.

Bailenson, J. and Schroeder, R. (2008) ‘Research
uses of multi-user virtual environments’. In
R. Lee, N. Fielding and G. Blank (eds.), The
SAGE Handbook of Online Research.
London: Sage Publications, pp. 327-42.

Basset, E. and O'Riordan, K. (2002) ‘Ethics of
Internet research: contesting the human
subjects research model’, Ethics and Infor-
mation Technology, 4 (3): 233-47.

Bier, M., Sherblom, S. and Gallo, M. (1996)
‘Ethical issues in a study of Internet use:
uncertainty, responsibility, and the spirit of
research relationships’, Ethics and Behavior,
6 (2): 141-51.

Boellstorff, T., Nardi, B., Pearce, C. and Taylor,
T.L. (2012) Ethnography and Virtual Worlds:
A Handbook of Method. Princeton, NJ:
Princeton University Press.

Bruckman, A. (2002) 'Studying the amateur
artist: a perspective on disguising data
collected in human subjects research on the
Internet’, Ethics and Information Technology,
4 (3): 217-31.

Buchanan, E. and Ess, C. (2009) ‘Internet
research ethics and the Institutional Review
Board: current practices and issues’, Com-
puters and Society, 39 (3): 43-9.

Carmack, H. J. and Degroot, J. M. (2014)
‘Exploiting loss? Ethical considerations,
boundaries, and opportunities for the study
of death and grief online’, OMEGA — Journal
of Death and Dying, 68 (4): 315-35.

Chee, £ M., Taylor, N. T. and de Castell, S.
(2012) 'Re-mediating research ethics: end-
user license agreements in online games’,
Bulletin of Science, Technology & Society, 32
(6): 497-506.

Ess, C. (2002) ‘Introduction to Special Issue
on Internet research ethics’, Ethics and Infor-
mation Technology, 4 (3): 177-88.

Ess, C. (2006) ‘Ethics and the use of the Inter-
net in social science research’. In A. Joinson,
K. McKenna, T. Postmes and U.-D. Reips
(eds.), Oxford Handbook of Internet Psychol-
ogy. New York, NY: Oxford University Press.
pp. 487-503.

Ess, C. (2013) Digital Media Ethics. Cambridge:
Polity Press.

Eynon, R., Fry, J. and Schroeder, R. (2008) ‘The
ethics of internet research’. In R. Lee,
N. Fielding and G. Blank (eds.), The SAGE
Handbook of Online Research. London: Sage
Publications, pp. 23-41.

Eynon, R., Schroeder, R. and Fry, J. (2009) ‘New
techniques in online research: challenges
for research ethics’, Twenty-First Century
Society, 4 (2): 187-99.

Fox, J., Murray, C. and Warm, A. (2003) ‘Con-
ducting research using Web-based question-
naires: practical, methodological, and ethical
considerations’, International Journal of Social
Research Methodology, 6 (2): 167-80.

Frankel, M. and Siang, S. (1999) 'Ethical and
legal aspects of human subjects research on
the Internet’. Available at: http://www.aaas.
org/sites/default/files/migrate/uploads/
report2.pdf (accessed 1 June 2016).

Fry, J. (2006) 'Google’s privacy responsibilities at
home and abroad’, Journal of Librarianship
and Information Science, 38 (3): 135-9.

Gleibs, I. H. (2014) 'Turning virtual public
spaces into laboratories: thoughts on con-
ducting online field studies using social net-
work sites’, Analyses of Social Issues and
Public Policy, 14 (1): 352-70.

Goffman, E. (1959) The Presentation of Self in
Everyday Life. New York, NY: Doubleday.

Grasmuck, S., Martin, J. and Zhao, S. (2009)
‘Ethno-racial identity displays on Facebook’,
Journal of Computer-Mediated Communica-
tion, 15: 158-88.

Greenleaf, G. (2013) ‘Data protection in a glo-
balised network’. In I. Brown (ed.), Research
Handbook on Governance of the Internet.
Cheltenham, UK: Edward Elgar, pp. 221-59.

Guardian (2014a) ‘Facebook apologises for
psychological experiments on users’. 2 July.
Available at: http://www.theguardian.com/
technology/2014/jul/02/facebook-
apologises-psychological-experiments-on-
users (accessed 15 June 2016).

Guardian (2014b) 'Facebook reveals news feed
experiment to control emotions’. 29 June.
Available at: http://www.theguardian.com/
technology/2014/jun/29/facebook-users-
emotions-news-feeds (accessed 15 June 2016).

Henderson, M., Johnson, N., and Auld, G.
(2013) 'Silences of ethical practice: dilemmas
for researchers using social media’, Educational
Research and Evaluation: An International


http://www.aaas.org/sites/default/files/migrate/uploads/report2.pdf
http://www.aaas.org/sites/default/files/migrate/uploads/report2.pdf
http://www.aaas.org/sites/default/files/migrate/uploads/report2.pdf
http://www.theguardian.com/technology/2014/jul/02/facebook-apologises-psychological-experiments-on-users
http://www.theguardian.com/technology/2014/jul/02/facebook-apologises-psychological-experiments-on-users
http://www.theguardian.com/technology/2014/jul/02/facebook-apologises-psychological-experiments-on-users
http://www.theguardian.com/technology/2014/jul/02/facebook-apologises-psychological-experiments-on-users
http://www.theguardian.com/technology/2014/jun/29/facebook-users-emotions-news-feeds
http://www.theguardian.com/technology/2014/jun/29/facebook-users-emotions-news-feeds
http://www.theguardian.com/technology/2014/jun/29/facebook-users-emotions-news-feeds

THE ETHICS OF ONLINE RESEARCH 35

Journal on Theory and Practice, 19 (6):
546-60.

Hewson, C., Yule, P, Laurent, D. and Vogel, C.
(2003) Internet Research Methods: A Practi-
cal Guide for the Social and Behavioural Sci-
ences. London: Sage Publications.

Hookway, N. (2008) ‘Entering the blogosphere:
some strategies for using blogs in social
research’, Qualitative Research, 8 (1): 91-113.

Horst, H. and Miller, D. (2012) Digital Anthro-
pology. London: Berg.

Hudson-Smith, A. (2002) ‘30 days in active-
worlds — community, design and terrorism in
a virtual world’. In R. Schroeder (ed.), The
Social Life of Avatars: Presence and Interac-
tion in Shared Virtual Environments. London:
Springer. pp. 77-89.

Janssens, A. C. J. and Kraft, P. (2012) ‘Research
conducted using data obtained through
online communities: ethical implications of
methodological limitations’, PLoS Medicine,
9 (10): e1001328.

Kitchin, R. (2013) ‘Big data and human geog-
raphy’, Dialogues in Human Geography, 3
(3): 262-7.

Kramer A., Guillory J. and Hancock J. (2014)
‘Experimental evidence of massive-scale
emotional contagion through social net-
works’, Proceedings of the National Acad-
emy of Sciences, 111 (24): 8788-90.

Kraut, R., Olson, J., Banaji, M., Bruckman, A.,
Cohen, J. and Couper, M. (2004) ‘Psycho-
logical research online: report of the Board
of Scientific Affairs’ Advisory Group on the
Conduct of Research on the Internet’, Ameri-
can Psychologist, (59) 2: 105-17.

Lange, P. (2008) ‘Publicly private and privately
public: social networking on YouTube’, Jour-
nal of Computer-Mediate Communication,
13: 361-80.

Lehavot, K., Ben-Zeev, D. and Neville, R. E. (2012)
‘Ethical considerations and social media: a
case of suicidal postings on Facebook’, Journal
of Dual Diagnosis, 8 (4): 341-6.

Levy, R. I. and Hollan, D. W. (1998) 'Person-
centered interviewing and observation’. In
H. R. Bernard (ed.), Handbook of Methods in
Cultural Anthropology. Walnut Creek, CA:
AltaMira, pp. 333-64.

Lewis, K., Kaufman, J., Gonzalez, M., Wimmer,
A. and Christakis, N. (2008) ‘Tastes, ties, and
time: A new social network dataset using

Facebook.com’, Social Networks, 30(4):
330-42.

Lunnay, B., Borlagdan, J., McNaughton, D. and
Ward, P. (2015) ‘Ethical use of social media
to facilitate qualitative research’, Qualitative
Health Research, 25 (1): 99-109.

Mann, C. (2003) ‘Generating data online: ethical
concerns and challenges for the C21
researcher’. In M. Thorseth (ed.), Applied Ethics
in Internet Research. Trondheim, Norway:
NTNU Publications Series No. 1, pp. 31-49.

Mann, C. and Stewart, F. (2000) Internet
Communication and Qualitative Research: A
Handbook for Researching Online. London:
Sage Publications.

Markham, A. (2012) ‘Fabrication as ethical
practice: qualitative inquiry in ambiguous
internet contexts’, Information, Communica-
tion and Society, 5 (3): 334-53.

Markham, A. and Buchanan, E. (2012) ‘Ethical
decision-making and internet research.
Recommendations from the AolIR Ethics
Working Committee (Version 2.0)". Available
at: http://aocir.org/reports/ethics2.pdf
(accessed 15 June 2016).

McKee, H. A. and Porter, J. E. (2009) The Ethics
of Internet Research: A Historical, Case-
Based Process. New York, NY: Peter Lang.

Meho, L. (2006) ‘E-mail interviewing in qualitative
research: a methodological discussion’, Journal
of the American Society for Information Sci-
ence and Technology, 57 (10): 1284-95.

Meyer, M. (2014) ‘Misjudgements will drive
social trials underground’, Nature, 511
(7509): 265.

Miller, T. (2013) ‘Messy ethics: negotiating the
terrain between ethics approval and ethical
practice’. In J. McClancy and A. Fuentes
(eds.), Ethics in the Field: Contemporary
Challenges. Oxford: Berghahn.

Nakada, M. and Tamura, T. (2005) 'Japanese
conceptions of privacy: an intercultural per-
spective’, Ethics and Information Technol-
ogy, 7 (1): 27-36.

Narayanan, A. and Shmatikov, V. (2009) 'De-
anonymizing social networks’, IEEE Symposium
on Security & Privacy. Oakland, CA. Available
at:  http:/Avww.cs.utexas.edu/~shmat/shmat_
0ak09.pdf (accessed 15 June 2016).

Nissenbaum, H. (1998) ‘Protecting privacy in an
information age: the problem of privacy in
public’, Law and Philosophy, 17: 559-96.


http://aoir.org/reports/ethics2.pdf
http://www.cs.utexas.edu/~shmat/shmat_oak09.pdf
http://www.cs.utexas.edu/~shmat/shmat_oak09.pdf

36 THE SAGE HANDBOOK OF ONLINE RESEARCH METHODS

Nosek, B., Banaji, M. and Greenwald, A. (2002)
‘E-research: ethics, security, design and con-
trol in psychological research on the Internet’,
Journal of Social Issues, 58 (1): 161-76.

Oboler, A., Welsh, K. and Cruz, L. (2012) ‘The
danger of big data: social media as compu-
tational social science’, First Monday, 17 (7).

O’Connor, D. (2013) ‘'The apomediated world:
regulating research when social media has
changed research’, The Journal of Law,
Medicine & Ethics, 41 (2): 470-83.

Oldenburg, R. (1989) The Great Good Place.
New York, NY: Marlowe and Co.

Penumarthy, S. and Borner, K. (2006) ‘Analysis
and visualization of social diffusion patterns
in three-dimensional virtual worlds’. In R.
Schroeder and A.-S. Axelsson (eds.), Avatars
at Work and Play: Collaboration and Interac-
tion in Shared Virtual Environments. Nether-
lands: Springer, pp. 39-61.

Pittenger, D. (2003) ‘Internet research: an
opportunity to revisit classic ethical problems
in behavioural research’, Ethics and Behavior,
13 (1): 45-60.

Puschmann, C. and Burgess, J. (2014) ‘The
politics of Twitter data’. In K. Weller,
A. Bruns, J. Burgess, M. Mahrt and
C. Puschmann (eds.), Twitter and Society.
New York, NY: Peter Lang, pp. 43-54.

Rees, T. (1991) ‘Ethical issues’. In G. Allan and
C. Skinner (eds.), Handbook for Research
Students in the Social Sciences. New York,
NY: Falmer Press, pp. 140-52.

Reidenberg, J. R. (2000) 'Resolving conflicting
international data privacy rules in cyberspace’,
Stanford Law Review, 52 (5): 1315-71.

Roberts, L. D. (2015) “Ethical issues in conduct-
ing qualitative research in online communi-
ties’, Qualitative Research in Psychology, 12
(3): 314-25.

Rosenberg, A. (2010) ‘Virtual world research
ethics and the private/public distinction’,
International Journal of Internet Research
Ethics, 3 (12): 23-37.

Rule, J. (2007) Privacy in Peril: How We Are
Sacrificing a Fundamental Right in Exchange
for Security and Convenience. New York, NY:
Oxford University Press.

Saunders, B., Kitzinger, J. and Kitzinger, C.
(2015) ‘Participant anonymity in the Internet
age: from theory to practice’, Qualitative
Research in Psychology, 12 (2): 125-37.

Schroeder, R. (2014a) ‘Big data: towards a
more scientific social science and humani-
ties?’. In M. Graham and W. H. Dutton
(eds.), Society and the Internet. Oxford:
Oxford University Press, pp. 164-76.

Schroeder, R. (2014b) ‘Big data and the brave
new world of social media research’, Big
Data and Society, July-December: 1-11.

Schroeder, R. and Axelsson, A.S. (eds.) (2006)
Avatars at Work and Play: Collaboration and
Interaction in Shared Virtual Environments.
Netherland: Springer Science & Business
Media.

Schroeder, R. and Taylor, L. (2015) ‘Big data and
Wikipedia research: social science knowl-
edge across disciplinary divides’, Information,
Communication and Society, http://dx.doi.
0rg/10.1080/1369118X.2015.1008538

Schroeder, R., Lee, R. M. and Heather, N.
(1998) 'The sacred and the virtual: religion
in multi-user virtual reality’, Journal of
Computer-Mediated Communication, 4 (2).

Schultze, U. (2014) ‘Performing embodied
identity in virtual worlds’, European Journal
of Information Systems, 23(1): 84-95.

Schultze, S. and Mason R. O. (2012) 'Studying
cyborgs: re-examining Internet studies as
human subjects research’, Journal of Infor-
mation Technology, 27:301-12.doi:10.1057/
jit.2012.30.

Silverstone, R., Hirsch, E. and Morley, D. (1992)
‘Information and communication technologies
and the moral economy of the household'. In
R. Silverstone and E. Hirsch (eds.), Consum-
ing Technologies: Media and Information
in Domestic Spaces. London: Routledge,
pp. 15-31.

Sin, C. (2005) ‘Seeking informed consent:
reflections on research practice’, Sociology,
39 (2): 277-94.

Slater, M., Antley, A., Davison, A., Swapp, D.,
Guger, C., Barker, C., Pistrang, N. and
Sanchez-Vives, M.V. (2006) ‘A virtual reprise of
the Stanley Milgram obedience experiments’,
PLoS ONE, 1 (1): €39. doi:10.1371/journal.
pone.0000039.

Stern, S. (2003) ‘Encountering distressing infor-
mation in online research: a consideration of
legal and ethical responsibilities’, New Media
and Society, 5 (2): 249-66.

Sveningsson-Elm, M. (2009) ‘How do various
notions of privacy influence decision making


http://dx.doi.org/10.1080/1369118X.2015.1008538
http://dx.doi.org/10.1080/1369118X.2015.1008538

THE ETHICS OF ONLINE RESEARCH 37

in qualitative internet research’. In A.
Markham and N. Baym (eds.), Internet
Inquiry:  Conversation about Method.
Thousand Oaks, CA: Sage Publications,
pp. 69-87.

Thelwall, M. (2011) ‘Privacy and gender in the
social web’. In S. Trepte and L. Reinecke
(eds.), Privacy Online. Berlin: Springer-Verlag,
pp. 251-65.

Thelwall, M. and Stuart, D. (2006) ‘Web crawl-
ing ethics revisited: cost, privacy and denial
of service’, Journal of the American Society
for Information Science and Technology, 57
(13): 1771-9.

Thelwall, T., Sud, P. and Vis, F (2012)
‘Commenting on YouTube videos: from Gua-
temalan Rock to El Big Bang’, Journal of the
American Society for Information Science
and Technology, 63 (3): 616-29.

Tilley, L. and Woodthorpe, K. (2011) ‘Is it the
end for anonymity as we know it? A critical
examination of the ethical principle of
anonymity in the context of 21st century

demands on the qualitative researcher’,
Qualitative Research, 11(2): 197-212.

Varnhagen, C., Gushta, M., Daniels, J., Peters,
T., Parmar, N., Law, D., Hirsch, R., Takach, B.
and Johnson, T. (2005) 'How informed is
online consent?’, Ethics and Behavior, (15) 1:
37-48.

Walther, J. (2002) 'Research ethics in Internet-
enabled research: human subjects issues and
methodological myopia’, Ethics and Informa-
tion Technology, 4 (3): 205-16.

Westin, A. (1967) Privacy and Freedom. New
York, NY: Atheneum.

Wiles, R., Heath, S., Crow, G. and Charles, V.
(2005) ‘Informed consent in social research:
a literature review. NCRM Methods Review
Papers NCRM/001’. Available at: http://epri
nts.ncrm.ac.uk/85/1/MethodsReviewPaperN-
CRM-001.pdf (accessed 15 June 2016).

Zimmer, M. (2010) '“But the data is already
public”: on the ethics of research in Face-
book’, Ethics and Information Technology,
12 (4): 313-25.


http://epri

Data Quality in Online
Environments

INTRODUCTION

Huge amounts of data are generated on the
Internet or online. Furthermore, the term ‘to
collect data’ has become much more appro-
priate in online environments as a plenitude
of data are now available for collection with-
out the traditional research sequence of
stimulus—response through use of nonreactive
sources including websites, emails, blogs,
Internet web logs, commercial transaction
data and behaviour on social media. Use of
applications on the Internet directly generates
data, the Internet acts as the preferred medium
for research data collection including new
experimental data, and finally all kinds of
data have become searchable and then finda-
ble and accessible online. This chapter dem-
onstrates how the online environment has
improved the data quality — especially the
dimension of documentality (metadata) — and
also how the researcher must act with caution
and not be overconfident simply because data
are available and created online.

Karsten Boye Rasmussen

DATA AND COLLECTIONS OF DATA

Attention to the area of data quality propa-
gated in the 1990s. A business fashion state-
ment was: ‘If you cannot measure it, you
cannot manage it’. Considerable work on
quality of measurement and quality of data
arose from the MIT Total Data Quality
Management Program (http://web.mit.edu/
tdqm/) and further research in the area of data
quality is generally based on that work.

The singular datum obtains meaning in its
connection to other data. The attribute value
of ‘42’ becomes consequential when related
to the attribute description (documentation,
data on data, metadata) containing data in
the form of the word ‘age’. With metadata
the ‘42’ value becomes a description of a
specific entity (a person). In connection with
other attributes describing the person, such
as data on housing, education or opinions,
a record or row of data is constituted in a
data table where records with a similar struc-
ture describe other persons. We can obtain
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knowledge because the collection of records
(rows) with attributes as columns constitutes a
“flat file’ that offers us the potential to analyse,
compare and conclude, for example through
comparison of whether people in their for-
ties have characteristics among the recorded
attributes that differ from other age-groups.
When data on entities on different levels are
needed (e.g. person, family, neighbourhood)
the simple structure of the flat file is subopti-
mal for storage and maintenance and a more
complex database structure including the rela-
tionships between entities is required.

This illustrates common definitions of the
terms ‘data’, ‘information’ and ‘knowledge’.
Data are thought of as ‘facts’ and informa-
tion as ‘meaningful facts’, as in Drucker’s
(1988: 46) definition of information as ‘data
endowed with relevance and purpose’. In spite
of the hierarchical concepts where knowledge
is defined as information that through accu-
mulation and structuring becomes ‘larger,
longer living structures of meaningful facts’
(Checkland and Holwell, 1997: 90) we
often use the terms interchangeably (Huang
et al., 1999: 13; Pipino et al., 2002: 212;
Wang, 1998: 58; Ge and Helfert, 2013: 77).
Maintaining rigorous distinctions between
the terms is an unnatural restraint of common
use and data quality is therefore considered an
all-embracing term for obtaining information
quality and quality in our knowledge.

Analysis, Research and
Data-Driven Action

Commercial organizations ultimately act on
data when they store huge and complex data
collections in a ‘data warehouse’, described as
‘a subject-oriented, integrated, non-volatile,
and time variant collection of data in support
of management’s decisions’ (Inmon, 1996:
33). Scientific research builds upon earlier
research, but scientific research is also consid-
ered to be for the public good through dis-
semination to society. A parallel dissemination
of knowledge takes place in the organization,

but commercialization leads to more instru-
mental ‘truths’ answering questions like:
“What are the characteristics of our most prof-
itable customers?’ Decisions following the
answer can be so fully modelled in algorithms
that machines are ‘data-driven’. Data has then
become ‘machine-actionable’. Obtaining the
highest quality of the data becomes crucial.

APPROACHES TO DATA QUALITY

Approaches to data quality (Wang and Strong,
1996: 20) can be categorized into: (1) the
intuitive approach based on exemplifying
data problems; (2) the empirical and induc-
tive survey approach; and (3) the theoretical
or ontological and deductive approach. These
approaches will now be examined.

The Intuitive Approach
to Data Quality

Intuitive approaches to data quality are often
focused on showing the prevalence of the
problem. PricewaterhouseCoopers (PwC)
concluded ‘that 75 percent of 599 companies
surveyed experienced financial pain from
defective data’ (Computerworld.com,
December 17,2001, accessed: July 27, 2016).
Time is money and more than 80 per cent of
employees at companies have experienced
lack of data quality that cost them more time
consumption, while 50 per cent mentioned
lower reputation as a consequence (Rasmussen,
2010: 65). Books on the subject exemplify this
with listings of corporate disasters due to low
data quality (English, 1999: 7-10; Huang
et al., 1999: 2) as well as governmental disas-
ters like Challenger and USS Vincennes
(Ge and Helfert, 2013: 76). Second, error rates
in data fields are published as ‘about 1-5 per-
cent’ (Redman, 1998), which demonstrates
data quality figures far from the Six Sigma
goal of ‘3.4 defects per million” (http://www.
isixsigma.com/dictionary/sigma-level/,
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accessed: July 27, 2016). Third, often a metric
of the financial loss is presented and Redman
(1998) estimated relative loss at 8—12 per cent
of revenue. Case studies also bear evidence
like ‘about 14 percent of the potential taxes
due are not collected’ (Watson et al., 2002:
496). A survey among employees of larger
Danish companies identified such reasons for
poor data quality as ‘external data’ and ‘data
migration’, the top-scoring reason being ‘data
entry in the company’ (Rasmussen, 2010: 60).

Although definitively understandable, the
intuitive approach lacks theoretical rigor and
methodological information explaining how
the dimensions and their definitions of data
quality (as illustrated in Table 3.1) emerge
from the somewhat unsystematic and sporadic
description of single data cases (English,
1999: 141-54; Fox et al., 1994: 13-17).

The dimensions certainly make sense
‘intuitively’ and even more when negated:
a less correct value cannot be considered
an improvement, data out-of-date cannot be
preferred to more current data, having more
missing data and missing observations and
thus greater uncertainty cannot enhance our
analysis. In business, consistency is what
managers desire, with a ‘single version of
the truth® (Dyché and Levy, 2006), but on
the other hand, some degree of redundancy
is desirable to perform comparisons of values
that were thought to be identical and thus to
evaluate and improve the data quality.

Prescriptive Data Quality — Best
Practice

Often GIGO - ‘garbage in, garbage out’ — is
cited as if it was a truism (Levitin and

Table 3.1

Redman, 1998; Berg and Heagele, 1997).
The idea dates back to Babbage (Lidwell
et al., 2010: 112) and implies the focus
should be on input improvement. However,
acquiring higher data quality has costs.
Developments towards a formula for optimal
allocation of resources have been presented
(Ballou and Tayi, 1989, 1999) and approaches
to cost and value (cost/benefit) of data qual-
ity are summarized and structurally pre-
sented in a framework by Ge and Helfert
(2013). Costs might be too high: ‘there may
be no commercial market for this level of
performance’ (D’ Angelo and Troy, 2000: 43)
and ‘the data acquisition costs exceeded the
total decision reward’ (Trull, 1966: 276).
High data quality is not an ultimate and fixed
goal but a result of a balance between the
costs and the resulting rewards. In social sci-
ence research, optimal data quality is an even
more difficult concept because on the one hand
the data of scientific endeavours are prescribed
to accomplish the highest possible quality
and on the other hand inadequate financing
forces researchers to be very creative to
obtain a data quality that presents a satisfic-
ing ‘good enough’.

The Empirical Approach
to Data Quality

The empirical approach moves the focus
from the data to the users’ experience of data.
Wang and Strong (1996) performed a user
study of data quality in replication of a
much-cited study by DeLone and McLean
(1992) on information systems success with
the subtitle ‘The Quest for the Dependent
Variable’. Wang and Strong surveyed users’

Data quality dimensions and measurement definitions

Accuracy
Currentness
Completeness
Consistency

The fraction of data close to the considered correct value

The fraction of data not out-of-date

The fraction of data that has values for all attributes of all entities supposed to have values
The fraction of data that satisfies all constraints

Source: Adapted from Fox et al. (1994).
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Table 3.2 Data quality dimensions in the hierarchical conceptual framework

Data quality

Intrinsic data quality —
Accuracy of data

Contextual data quality —
Relevancy of data

Representational data quality —
Representation of data

Accessibility data quality —
Accessibility of data

Believability Value-added
Accuracy Relevancy
Objectivity Timeliness
Reputation Completeness

Appropriate amount of data

Interpretability

Ease of understanding
Representational consistency
Concise representation

Accessibility
Access security

Source: Adapted from Wang and Strong (1996: 20).

assessment of the importance of a multitude
of data quality attributes discovered in a first-
stage survey. Reduction of the numerous
quality descriptors from twenty to fifteen
dimensions, which were placed within the
central categories shown in Table 3.2.

Accessibility has now joined the collection
of dimensions. Users need access to the data.
The quote ‘If only HP knew what HP knows’
is often used as an example of the huge
amounts of important tacit knowledge bur-
ied in the individuals of a large organization
like Hewlett-Packard. But even externalized
information and great accumulations of data
can exist without being of any use if users are
unable to access them.

The Theoretical Foundation
of Data Quality

The intuitive approach suffers from unsys-
tematic methods and the perils of subjective
bias through the investigators’ personal idio-
syncrasies. However, the empirical approach
runs a similar risk by aggregating extracted
subjectivities of generally found misconcep-
tions, biases and prejudices among data users.
A systematic theoretical approach where dis-
tinctions within data quality are derived from
theoretical assumptions improves the cover-
age of the problem area of data quality. Such
an ontological approach is demonstrated in an
article on design of information systems in
order to deliver high quality data (Wand and
Wang, 1996).

Wand and Wang view the information
system (IS) as a representation of the real-
world system (RW). The approach has par-
allels: ‘quality of data representation and
recording’ (Fox et al., 1994: 13), ‘conceptual
view’ (Levitin and Redman, 1995), ‘system’
approach (Huang ef al., 1999: 34) and in the
semantic part of the semiotic approach by
Price and Shanks (2004). The basic under-
standing in these approaches is that ‘the world
is made of things that possess properties’ (Wand
and Wang, 1996: 89). It is fair to add that many
of these ‘things’, like humans and their rela-
tions, are not ‘things’. The information system
is a representation of the real world: ‘observ-
ing the state of the information system ... ena-
bles the inference of a state of the real world
system’(Wand and Wang, 1996: 90). Mistakes
happen, and the mapping between informa-
tion systems states and the states of the real
world reveals three categories of data quality
deficiencies — incompleteness, ambiguity and
meaninglessness — as shown in Table 3.3.

In principle, all information systems must
be ‘incomplete’ because not all states in the
real world can have a representation in the
information system. The missing n:n multi-
plicity can be regarded as a special case of
‘ambiguity’. The ‘meaningless’ category can
also be viewed as arising when data exists,
but the metadata linking it to the real world
has been lost. Without appropriate metadata
the data become worthless.

My critique of the ontological approach
is concerned with the absolute nature of the
categories. The practical requirement of data
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Table 3.3 Representational mapping of the states of the Real World (RW) and the Information

System (IS)

Representation outcome — Multiplicity RW:IS ~ Explanation
Proper 111 Proper representation exists when a state from the information system
1:n can be mapped to a single state in the real world. If 1:n is accepted
then redundancy (superfluous states) is allowed in the information
system.

Incomplete 1:0 Incomplete representation occurs when a state in the real world does
not have a representation in the information system. The mapping is
not exhaustive, the information is missing.

Ambiguous n:1 Ambiguous representation occurs when a single state in the
information system is covering more than one state in the real
world. This situation precludes the proper inverse mapping from the
system to the real world.

Meaningless 0:1 Meaningless representation occurs when a state in the information

system cannot be mapped to any state in the real world system. The
data exists without connection to the real world.

Source: Adapted from Wand and Wang (1996: 90).

quality calls for a measurement with more
nuances than the abrupt distinction between
‘perfect’ and ‘not perfect’ because less than
perfect might be an acceptable data quality.
Likewise, ‘incompleteness’ will normally be
regarded as being measured by degree, and
accuracy or precision are also usually a ques-
tion of percentage or number of decimals
rather than a dichotomy. I find that the theo-
retical approach that was supposed to coun-
teract the pragmatic view ends up ignoring
pragmatism and becomes of little practical use.

A more comprehensive theoretical approach
to the categorization of data quality is the
application of semiotics found in Price and
Shanks (2004). The authors stringently start
with definitions of key concepts, which in
semiotics include ‘sign’, but here also include
‘data’ and ‘metadata’. The three levels of
semiotics are used to form similar relation-
ships in assignment of quality: (1) syntactic
quality is how well data corresponds to stored
metadata, which can be exemplified by data
conformance to contingencies of the data-
base; (2) semantic quality is how the stored
data corresponds to the represented exter-
nal phenomena — the data carries meaning;
(3) pragmatic quality is how data are suitable
and worthwhile for a given use. The semiotic

approach thus demonstrates how a theoretical
approach can include pragmatics.

Data Quality as ‘Fitness for use’

The pragmatic ‘proof of the pudding’ for data
quality is the use of the data, referred to as ‘fit-
ness for use’ (Bruckner and Schiefer, 2000;
Wang and Strong, 1996) for the ‘data con-
sumer’ (Strong et al., 1997: 104). ‘Fitness for
use’ is a rephrasing of the concept of prag-
matic information quality (English, 1999:
151). However, even though the concept of
“fitness for use’ has strengths as a departure
point for further investigation, it does not pre-
sent any directions for how to measure the fit-
ness or how to decide that some data are unfit.
‘Fitness for use’ is a truism like ‘All the news
that’s fit to print’ from the byline of the New
York Times. If the news was printed, the news
was fit — otherwise not!

The concept of ‘fitness for use’ implies
subjectivity. In the semiotic framework of
Price and Shanks (2004), the authors inves-
tigate the degree of objectivity ranging
from the syntactic ‘completely objective’
to the pragmatic ‘completely subjective’.
The semiotic framework thus points out the
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subjectivity embedded in the pragmatism of
data quality. This subjectivity leads to rela-
tivity as demonstrated in the quote: “The sin-
gle most significant source of error in data
analysis is misapplication of data that would
be reasonably accurate in the right context’
(Loebl, 1990, cited in Levitin and Redman,
1998: 94). The citations draw attention to the
context of data use and the relativity moves
our attention from the data to the importance
of the capabilities of users of the data in eval-
uating data quality.

Comparison of values forms the basis of
measuring the quality of data. The compared
values do not have to have an equal existence.
Fiirber and Hepp (2013: 144) therefore declare
the quality of data to be ‘determined by the
comparison of data’s current state (status quo)
to its desired state’. They furthermore develop
the data requirements in RDF (Resource
Description Framework) and foresee the
Semantic Web’s potential to form a basis of
evaluation of data quality. The ‘desired state’
combined with strong subjectivity is also
found in Redman’s (2005: 32) procedure for
measurement of accuracy where experts are
relied upon to inspect data and mark ‘each
attribute that is obviously erred’.

Taking data ‘fitness for use’ to the extreme
we might ask: do data not possess any quality
if not used? In the commercial surroundings
the process of building the data warehouse
will often have an inclination toward urgency
and immediate use, but the developers also
build a platform for unforeseen creative uses
of the data because an inflexible system
would present extreme maintenance costs
when satisfying new demands. The ‘for use’
could be ‘for future use’. Many applications
draw upon the same data and these applica-
tions are utilized by many different users
(Tayi and Ballou, 1998). A key design ques-
tion is the concept and realization of granu-
larity. Data collected on a weekly level on the
time-dimension can be aggregated to month
and year, but the change to a smaller gran-
ularity is impossible. A parallel argument
applies to data archives. Research and the

safekeeping of human history, however, has a
timescale for possible use stretching towards
infinity. We simply cannot know what will be
valuable research data in the future.

Although ‘fitness for use’ can be expe-
rienced as being too compliant, subjective,
practical and pragmatic for use in science, we
have to accept that it is difficult to gain accept-
ance and to deduct practical implications to
data quality concepts from other more rigid
foundational approaches. Fundamentally, this
is illustrated by the ISO 9000 standards for
quality management and quality assurance
that define quality as fitness in the form of
‘degree to which a set of inherent character-
istics of an object fulfils requirements’ (ISO
9000, 2015: section 3.6.2).

ONLINE CREATION, METADATA
AND DOCUMENTALITY, AND
THE NOVEL ONLINE DATA

The following sections will move through
three significant impacts of the Internet on
data quality. First, it examines how tradi-
tional types of data have evolved in the new
online environment. Second, it demonstrates
that the availability of data online has pro-
pelled the evolution of metadata to exciting
promises for the future. Finally, new special
types of data are created in the online envi-
ronment. New types of data can be analysed
in their own right but they can also be a wel-
come enhancement when mixed with tradi-
tional types of data for a more comprehensive
production of knowledge.

TRADITIONAL PRIMARY
DATA CREATED ONLINE

With the Internet, a new medium for data col-
lection has transformed social science research
concerning traditional data. Besides the self-
administered postal paper questionnaire or
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the interviewer-based survey carried out
face-to-face or by telephone, we now also
have Internet surveys in the form of web and
email questionnaires (Dillman et al., 2014;
see also Part IV, this volume).

Web Surveys

It took many years before the diffusion of
telephone ownership reached saturation,
which finally made the telephone medium
suitable for random selection of respondents.
Likewise, earlier web surveys faced sam-
pling problems because of the populations’
uneven access to the Internet, as well as
unevenness in regard to the technical abilities
of the respondents’ bandwidth, computing
power and software (updated web browsers).
Internet accessibility has in some countries
quickly reached maturity making the medium
attractive; however, telephone ownership in
some places has now become an unreliable
medium for selection because some people
might have several phones, non-registered
mobile phones, landlines are becoming
sparse and national area codes have become
relocatable.

Web surveys have additional attractive fea-
tures. The online questionnaire can rely on
extensive software for support to allow more
complicated answering structures where soft-
ware will enforce consistency because skip
patterns are simply invisible to the respond-
ents when they are exclusively prompted for
answers to the individually relevant ques-
tions. Experiments using different sequenc-
ing of questions are also more easily carried
out in web surveys as well as online paradata
enhancing data of the web survey.

Email Surveys: Coverage, Sampling
and the Right Respondent

Surveys previously distributed as postal mail
can now be distributed by email. Compared
to ordinary mail, some similar items such as

introduction, instructions and link to the web
questionnaires are more easily contained in
the email. Email surveys exist in several forms
(see Dillman et al., this volume).

When use and access to the Internet is
unevenly distributed, coverage problems are
entailed when the sample is reduced to email
owners while the researcher had the full pop-
ulation in mind. History repeats itself. Again
coverage problems cannot be overcome
by securing a large number of respondents
because the Internet has not made sampling
theory redundant. Self-selection is a general
problem in Internet-based research (Ruths
and Pfeffer, 2014). Non-compliance must
be expected to create a systematic bias. The
insistence that respondents are selected with
a known and often equal probability is the
cornerstone of generalization in statistical
inference from the sample to the population.
Furthermore, without controls an email ques-
tionnaire or a link to a web questionnaire can
be forwarded to others, creating sampling
errors and the novel problem of exceeding
the 100 per cent answer rate! Ensuring that
only selected email respondents respond —
and only respond once — can be secured by
links including identification of the recipient
or a log-in procedure.

The Success and Hazards
of Internet Surveys

Among the advantages of Internet and email
surveys is the quicker turnaround than the
traditional postal or face-to-face question-
naire. Large amounts of questionnaires can
be completed in a single day (Dillman et al.,
2014: 303) thus raising data quality by secur-
ing timely data. It is also important that web
surveys have a lower cost.

With the Internet and supportive soft-
ware for web surveys, conducting surveys
has become easier and many more surveys
are taking place. The survey method can, to
some extent, be seen as a victim of its own
success. By being approached too often,
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many respondents become more reluctant to
participate.

Online data collection includes the perils
of research being judged by the respondents
as individual surveillance and this is accen-
tuated when including new types of online
data. It must be expected that individuals
most sensitive to possible identification will
refrain from participation in online research
and thus create data quality imperfection by
lack of completeness. A web questionnaire
with open access implies some anonymity;
however, this generates data quality shortcom-
ings in completeness because the researcher
cannot control the sample selection.

DATA ACCUMULATIONS
AND DOCUMENTALITY

Primary data are collected for a specific
investigation while secondary data are reused
by other than the primary investigators. Data
are being shared and this also requires shar-
ing the knowledge of the creation of the data-
set. Experience from data archives all over
the world shows that primary investigators
have human memories (Carmichael, this
volume; Corti and Wathan, this volume).
Thus a documentation process including the
externalization of tacit knowledge becomes
necessary for the successful reuse of data.
The use of data is possible only with the
metadata description of the data. As earlier
exemplified the stored data value ‘42’ is in
itself meaningless. Only by applying the
description does it achieve meaning as an
age value belonging to a record containing
attributes describing an individual. The meta-
data, including a complete description of the
investigation, selection, survey plan and data
collection process is necessary for evaluating
validity, reliability, accuracy, precision, bias,
representativeness, etc. Honesty goes a long
way and the primary investigator’s reflec-
tions about, and problems with, the data are
part of the documentation. No exact metric is

available, but nevertheless documentality is
thought of as being measurable. In the Wang
and Strong model (Table 3.2) this is the area
of ‘Representational data quality’. However,
I find metadata so significant a contributor to
the quality of data that a special name for the
dimension — ‘documentality’ — is appropriate.
As ‘documentum’ in Latin stands for ‘pat-
tern’ and ‘model’, a dataset having a high
documentality is not only useful, but it also
incorporates a design that other studies can
build upon. My argumentation for documen-
tality as the primary dimension of data qual-
ity does not degrade other dimensions. They
are truly all dimensions because, for exam-
ple, high documentality cannot compensate
for low completeness or low accuracy.

Naturally, just as with earlier types of data,
data collected online can be turned from pri-
mary data into secondary data when made
available to other users. Suitable data might
exist in repositories, but without documenta-
tion they will remain hidden to the potential
user. Readily available data without the high-
level documentation will stay useless. The
Internet raises the possibility of identification
of data through searching of metadata, as
well as the possibility of having much more
expedient use and direct data access through
unassisted and swift download or online
analysis of data.

Huge collections of secondary research
data are available online from data archives
all over the world. Especially for science
data it is important that the complete docu-
mentation is what makes critique of the sci-
entific procedures and methods possible,
and critique adds value to the dataset (Blank
and Rasmussen, 2004). High documentality
was recognized as crucial by research data
archives early on; with good metadata pri-
mary data collections could and would be
reused by other researchers, agencies and stu-
dents. As research data collection is expen-
sive it also makes economic sense to exploit
the primary effort further. The recognition
was systematically set into action in the Data
Documentation Initiative for developing
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a common metadata standard (Blank and
Rasmussen, 2004; Rasmussen and Blank,
2007). The continuing development of the
Initiative has reached substantial heights
and is now readying data for the Semantic
Web (Wackerow and Vardigan, 2015). High
documentality will indeed make possible the
meaningful retrieval of research results from
a vast number of datasets situated at many
different physical locations.

NEW TYPES OF DATA
COLLECTED ONLINE

The Internet has made possible some com-
pletely new types of direct recording of
actual behaviour. These new types of data
and their potential for research will be dis-
cussed in the following sections. The online
world is a powerful creator of data types as
well as a creator of tremendous amounts of
data (see Baram-Tsabari et al., this volume).
The bigger data require more powerful com-
puters and more storage capacity (Varian,
2014) and software packages compete in fast
access and processing.

Nonreactive Data

One of the most intriguing features of the
online world is the existence of complete and
timely non-sampled data in the form of elec-
tronic traces of human online behaviour. This
brings us a richness of data that can be
accessed and acquired at little cost. As
respondents’ reflections upon behaviour, atti-
tudes and beliefs are not directly observable,
we normally attempt to gain insight through a
stimulus—response sequence; however, with
behaviour leaving electronic traces, these data
are nonreactive and unobtrusive (see Janetzko,
this volume).

Although the concept of research use of
unobtrusive data is not new (Webb et al.,
1966) the online world now creates a wealth

of data as humans are performing deliberate
statements, choices, and design. This chap-
ter’s sections present the data quality issues
of nonreactive data available in online phe-
nomena like email, web logs, blogs, social
media and websites.

Investigation of emails

Instead of sending out a questionnaire to the
membership of an Internet mailing list, a non-
reactive approach is analysis of the actual
communicative behaviour taking place on the
mailing list (Rasmussen and de Vries, 2005).
The structural fields of emails, such as sender,
date and subject (see Social Network Analysis
(SNA) section, Hogan, this volume) carry a
high accuracy. A ‘thread’ is formed by the
starting mail and the following responses.
Completeness might seem high because all
communication can be analysed; however,
completeness is low if the researchers’ inten-
tion is to infer the results to the complete
membership of the mailing list because pas-
sive members are excluded from the sample.

Web Log Analysis

The similar dilemma of data quality is faced
when analysing website ‘hits’. The accuracy
is high concerning the webpage and the exact
time the user browsed the website, but
the knowledge of the user is limited because
additional user information is only available
for registered users and seldom extends
beyond name and address. Additional user
information can be obtained through website
pop-up questionnaires but these data must be
expected to be highly biased because of
self-selection.

Separate sessions from the same user
cannot be interlinked on the basis of the
IP address, as these often are dynamically
assigned (varying between sessions). In order
to analyse returning users, more technology
has to be applied, typically in the form of
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accepted cookies or through user log-in to
the website.

Business decisions are to a large extent
evidence-based and data-driven. On a com-
mercial website the ‘click-stream analysis’
can determine whether non-buyers move in
other patterns than those of buyers, and it
is easy for the website constructors to carry
out experiments like a random assignment of
one of two pictures to a webpage and then
quickly — data will have high currentness —
conclude which picture triggers the most
sales. Experimentation in commercial sur-
roundings might look like research but the
data are not necessarily sufficient to explain
why users chose a picture as more preferred.

Commercial use of tracking can also be
obtained by logging specific embedded ele-
ments in the webpage code. Logging can
also involve running JavaScript in the user’s
browser as in Google Analytics. Furthermore,
the user’s browser can run special applica-
tions tracking the user across the various
websites visited. Legally this can be applied
where individuals have joined an opinion
panel accepting tracking of their behaviour
(e.g. installation of the Alexa toolbar by
Amazon.com).

Paradata

Couper (2005: 493) introduced the concept
of paradata in 1998 as an extension of meta-
data, where paradata are defined as data
about the process (of data collection), and an
edited book on paradata was published in
2013 (Kreuter, 2013). Attempts to contact,
refusal conversion and time spent by the
interviewer will, in a non-web questionnaire,
belong to paradata.

In research the process of answering a web
survey can be monitored in a web log at the
server side. It is also possible to carry out
data collection at the client side (Heerwegh,
2003). With local running JavaScript on the
client machine, additional local data on the
process of answering the web questionnaire

can be obtained. The level can move from
the questionnaire to the page to the single
question — it is even possible to track the doing
and undoing of choices in different types of
answering mechanisms (drop-down lists,
radio-buttons, click-items, give value, etc.)
(Heerwegh and Loosveldt, 2002). Paradata
including  ‘click-through-behaviour’ have
been used to identify data quality problems
(Stieger and Reips, 2010: 1492).

Blog Analysis

A ‘blog’ — an abbreviation of ‘weblog’ — is
not to be confused with the ‘web log’ of
server actions. The phenomenon started as a
single author’s statements presented on a
dedicated website but has developed to multi-
authored blogs. The most recent blog entry is
shown at the top and the activity of entering a
new one is covered by the verb ‘to blog’.
There is a strong connection to mailing lists
because connected blog entries and collec-
tions of emails on a mailing list concerning a
subject can be analysed for both structural
information and content; another similarity is
to synchronize communication in chatroom
facilities (see Abrams with Gaiser, this
volume). The research quality of blogs must
be considered as anecdotal for public opinion
measurement because blogs are highly incom-
plete due to a skewed population of bloggers
(see Hookway and Snee, this volume).

Twitter and the Network
of the Social Network

Twitter is micro-blogging, using up to
140 characters and having further structural
components in the form of subject identifica-
tion by #hashtag, user addressing by the
@-prefix and retweet features. Twitter has
been used for network analysis with colourful
network graphics (Bruns, 2012). Retweets and
content have also been researched, for exam-
ple Denef et al. (2013) identified different
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Twitter practices comparing two police
forces during the UK riots in 2011. It is inter-
esting that Twitter data on the same riots
form the basis of an evaluation of Twitter as
a breaking news tool for journalists (Vis,
2013).

Data from social networks like Twitter,
Facebook, Snapchat, etc. can be expected to
continue to form the basis of much analysis as
virtual space is now an essential part of human
life. However, researchers have to contem-
plate that a large portion of people — including
people who have quite adequate capabilities
concerning information technology — choose
not to display their opinions and behaviour
on social media. Incompleteness becomes a
data quality problem if researchers carelessly
define their target population.

The public tweets of Twitter are considered
worth archiving parallel to depositing newspa-
persin pre-digital age. It was announced that all
Twitter data would become available through
the Library of Congress in the US; however,
the archive is not yet available despite a 2010
announcement (Zimmer, 2015). Researchers
are pushing but the magnitude (170 billion
historical tweets) and the continuous growth
was perhaps not considered.

New Online Experiment Data:
Amazon Mechanical Turk

Social science experiments have often been
based on college students, a fact which in
itself presents a bias. Furthermore, many
practicalities and logistics are involved in
having persons physically attending experi-
ment labs on the university campus, thus
attending certain places at certain times.
When Amazon introduced the crowdsourc-
ing website named Mechanical Turk (mturc.
com) this presented a new method for research
experiments. The Mechanical Turk is essen-
tially a panel survey mechanism where par-
ticipants receive compensation for carrying
out human intelligence tasks (HIT) defined
by the employer (researcher). The chess

automaton called Mechanical Turk had a
hidden human inside the machine; similarly,
humans are necessary for the Amazon
Mechanical Turk. The tasks as well as the
compensations can be quite small. It is the
easy access and the accumulation that makes
sense to both the worker and the researcher.
When investigating whether Mechanical
Turk could provide high-quality data a group
of researchers concluded that data were ‘at
least as reliable as those obtained via tradi-
tional methods’ (Buhrmester et al., 2011).
Furthermore, the samples were more diverse
than the typical American college samples
and obtaining data was less expensive and
speedier. Mechanical Turk workers must
agree that their employers can attach ratings
to their performance, thus building the work-
er’s reputation. Later research has concluded
that selection of Mechanical Turk workers
with high reputation can ensure high-quality
data (Peer et al., 2014). Symmetrically,
workers can rate employers. If a worker
attempts to optimize earnings by very quickly
clicking through a questionnaire — or perhaps
having this task being performed by some
automaton — the employer might have
included check questions to control for atten-
tion and human intelligence involvement. An
example of this is the attention check ques-
tion: ‘While watching the television, have
you ever had a fatal heart attack?’” (Paolacci
et al., 2010). Selecting only the workers
giving the correct answer ‘never’ will raise
the data quality. The high data quality, the
improved economy and the possibility of
obtaining fast results lead to the conclusion
that better experiment research data can be
obtained through the use of Amazon
Mechanical Turk.

Improvements of Qualitative Data

Increasing amounts of new text data imply
that not only quantitative methods should
be applied. Exhaustive research on text
in emails, blogs, chats, tweets, etc. can add
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in-depth analysis to quantifications. For
example, traditionally it has demanded
months of painstaking work to tag text for
research, but powerful and intelligent soft-
ware tools and text mining in commercial
packages (Chakraborty et al., 2013) can
improve the quality of the unstructured data
through more complete and consistent

tagging.

Following the Electronic Traces

The customer-oriented company analyses the
relationships with its customers by noticing,
remembering, learning and finally acting
towards the customers (Berry and Linoff,
2004: 3). The customer leaves electronic traces
of their behaviour and the company performs
aggregation and categorization handling large
data volumes. When a customer ‘churns’ to
another company, attention is required. If data
patterns show that current customers display
similar shifting behaviour (e.g. emptying their
bank account), the company in time can react
towards these customers (provided they are
profitable). The company can also direct the
collected information on customers towards
other customers, as in ‘collaborative filtering’.
The Internet (book)shop Amazon perfected
this by profiling customers and finding ‘near-
est neighbours’ in basing recommendations
upon the chosen item, as in ‘customers who
shopped for this item also shopped for these
items:... .

These commercial examples have research
parallels with suitable adaptation of the com-
mercial methods. In a public social science
research project, the ‘churn’ can be an individ-
ual movement from a status of ‘welfare recip-
ient’ to a status of ‘job ready’. Registration
in information systems means that all types
of behaviour activities leave electronic traces,
including consultations with social workers
and pursuing relevant job courses. Likewise,
the health sector can be viewed as interac-
tions, treatments, and moves to another indi-
vidual status (e.g. the movements between

‘born’, ‘hospitalized’, out-of-hospital’, ‘dead’).
Because of the eagerness to improve and the
great costs involved in the health sector, treat-
ments are meticulously registered and ought
to be accessible for research.

Open Data

Open data is a new concept and a public
movement. OpenDataFoundation.org describes
itself as ‘a non-profit organization dedicated
to the adoption of global metadata standards
and the development of open-source solu-
tions promoting the use of statistical data. We
focus on improving data and metadata acces-
sibility and overall quality...’. The approach
to liberation of data and making public data
freely accessible and useful also exists in
national endeavours like the Danish website
opendata.dk, where the larger cities of
Denmark have established a central reposi-
tory of governmental and planning data. For
example, the data on placement of public
pumps for bicycles in Odense is available.
Such a small dataset of a very narrow subject
matter can be regarded as unimportant but
these example data can be combined with
many other data sources that could be brought
together into a bicycle app driven by the public
data. The government is required to keep track
of many endeavours and opening the data for
use will benefit by making the government
more transparent (Janssen et al., 2012).
Furthermore, as app builders and app users
demand current and accurate data, they will
report breaches of data quality, thus leading to
a further improvement of public data quality
that will also benefit research.

Collections of Websites
and Website Data

Research on Internet websites is often
considered as being as free as a walk in the
park. However, research might violate
‘terms of service’ of websites by performing
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high-scale automated and repeated access
that can drain a website of resources (Allen
et al., 2000), as exemplified through research
meticulously collecting data on the bids for
all items on eBay.

Limitation of access to data has also seri-
ously damaged the possibility of performing
webometric research that earlier was supported
through APIs (application programming inter-
face) of the most popular search engines of
Google and Yahoo! (Thelwall and Sud, 2012).
The data on how websites refer users to other
websites through links, such as data on prior
searches, are very valuable to a search com-
pany and therefore protected against use by
competitors — and researchers. It is equally
natural that researchers desire to include these
data to grasp contemporary social life.

Incessant updating of websites and digital
applications in general makes data ephem-
eral and challenges data quality relating to
accuracy and consistency. The currentness
might simply prove to be too high as research
will have difficulty in accessing anything but
the present. The Internet Archive seeks to
prevent our fall into ‘the digital dark ages’
and supports open and free access under the
slogan ‘Universal Access to Knowledge’.
The Internet Archive houses among its col-
lections The Wayback Machine that stores
the enormous amount of 498 billion web
pages (mid-2016). The Wayback Machine
makes ‘web time travel’ and web history
possible as websites are continuously har-
vested. The Wayback Machine is a supplier
for research and a positive literature review
of The Wayback Machine research (Arora
et al., 2015) was itself based upon an Internet
resource, namely Google Scholar.

The Danish ‘netarkivet.dk’ recently cele-
brated its tenth anniversary while another
Nordic archive, the Swedish ‘Kulturarw3’, is
nearly as old as the Internet Archive (1997 and
1996, respectively). Briigger (2011) showed
that the Danish archive performs three dif-
ferent strategies of archiving: (1) snapshot
approach (web crawling harvesting with
a defined frequency); (2) event-based

(a collection of websites related to a specific
election) and (3) selective (often including
very frequent harvesting of central web-
sites). The strategies are pursued in the hope
of being able to deliver data fulfilling future
demands.

Nonreactive research using collections of
emails, blogs, social media, etc. has an eth-
ics dimension. When access to information
is gained through administrators’ approval,
there is no direct informed consent from the
individuals. Consequently, researchers need
to take great care as breaches to reveal infor-
mation at the individual level can prove dis-
astrous to future research.

Mixed Modes and Mixed Methods

Multimethod research covers the use in the
same investigation of more than one method
(Witte, 2004). Each of the different modes of
doing surveys with questionnaires (postal,
with interviewer, face-to-face, telephone,
web-mode) have their pros and cons.
Sometimes a mode-specific design taking full
advantage of the mode (Dillman et al., this
volume) might be recommended.

Mixing with data collection methods other
than the questionnaire is often desirable.
Questionnaire data can be combined with infor-
mation available from the nonreactive data
available on the Internet. As an example, the
low response rate obtained through a company
questionnaire was investigated through micro-
archiving and evaluation of the websites of these
companies. The responding and nonresponding
companies were found not to show any sig-
nificant difference in regards to their functional
website quality (Rasmussen and Thimm, 2015).

CONCLUSION

This chapter has demonstrated that data qual-
ity is not a straightforward, one-dimensional
concept. The Internet is a medium available



DATA QUALITY IN ONLINE ENVIRONMENTS 51

for conducting higher-quality data research
through data from web surveys, emails,
blogs, social media and online experimenta-
tion. The online medium results in an overall
high syntactic quality (consistency) as errors
are more easily caught ‘on the fly’ — in real
time (also high currentness) — by systematic
software involved in the process of data col-
lection. The high documentality of online
data also improves our possibilities of getting
the right data and getting the data right
through searches on metadata and identify-
ing relevant data materials. Furthermore, we
benefit from the Internet in the ability to
obtain nonreactive data relating directly to
the actual behaviour of research subjects,
thus improving accuracy.

The online world is an overwhelming
resource of data of higher quality. We can
now envision how more comprehensive
research is to be obtained by combining
traces on the Internet of actual behaviour and
mixing these data with qualitative, in-depth
investigations to reveal connections between
behaviour, attitudes and beliefs.
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PART IlI

Online Data Capture and
Data Collection







Research Design and Tools
for Online Research

INTRODUCTION

This chapter provides an overview of tools
and techniques for conducting Internet-based
research within a framework that considers
the design issues and choices which emerge.
Focus is on primary Internet research proce-
dures, referred to as Internet-mediated
research (IMR) (Hewson et al., 2003).
Internet-mediated research involves the gath-
ering of novel, original data to be subjected
to analysis in order to provide new evidence
in relation to a particular research question
(Hewson et al., 2003). From around the mid-
1990s when pioneers started piloting online
data-collection methods, the field of IMR has
grown considerably, expanding across a
diverse range of academic disciplines as
more and more researchers, students and
professionals have started to make use of
these techniques. Certain methods have now
become relatively well-established, such as
the web-based survey, whilst others are

Claire Hewson

emerging and under development (such as
‘data scraping’ and ‘big data’ approaches).
The emergence of software tools for assisting
in the design and deployment of IMR studies
has facilitated developments over the last
decade or so, for example there now exists a
large selection of software packages for cre-
ating and disseminating web-based surveys.
Such tools, as well as ongoing developments
in relevant Internet technologies, have now
rendered many of the earlier programming
guides (e.g. Goritz and Birnbaum, 2005;
Hewson et al., 2003) redundant in many IMR
contexts. The current popularity of IMR
methods is attested by the range of recent
texts on the topic (see Further Reading), as
well as the range of journal articles reporting
studies that have used Internet-based data
collection methods (as cited throughout this
chapter). Methodological reflections and
evaluations, and design and implementation
guides (e.g. Reips, 2010; Hewson et al.,
2016) are now prevalent across a range of
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Table 4.1 IMR-dedicated resources,
information and meetings

Association of Internet Researchers (AolR: aoir.org)

GESIS (www.gesis.org/en/services/study-planning/online-
surveys)

General Online Research (GoR: www.gor.de)

Online Research Methods (ORM: www.restore.ac.uk/orm)
WebDataNet (http://webdatanet.cbs.dk/)
WebSurveyMethodology (WebSM: www.websm.org)

IMR methods and research contexts. There
now also exists various resources and organi-
sations which offer dedicated information on
IMR methods, often available online (and,
also, in a consultancy capacity), as well as
regular conferences and workshops on IMR
methods. See Table 4.1 for a selection of
these.

Thus, there is now a wealth of information
for researchers to draw upon in informing
and directing IMR research design. Present
focus is on design issues and solutions which
emerge specifically within an IMR con-
text (best practice guidelines for traditional
offline methods are assumed here; useful
guides include Bryman, 2012; Creswell,
2014)." Surveys and questionnaires, experi-
ments, interviews and focus groups, obser-
vation (including recently emerging data
scraping techniques) and document analysis
are considered. The discussion is organised
around the ‘obtrusive—unobtrusive’ dimen-
sion, which has been proposed as a useful
way of classifying different IMR methods
(Hewson et al., 2016), and key ethics con-
siderations are highlighted where relevant
(a more detailed consideration of ethics
issues in IMR is provided in Chapter 2, this
volume).

DESIGN ISSUES AND TOOLS FOR
INTERNET-MEDIATED RESEARCH

A key principle to keep in mind is that IMR
studies, like any other study, require careful

planning, design and piloting. However,
given the widespread perception of Internet-
based procedures as being able to quickly
and cost-effectively generate large pools of
data, and their particular appeal when time
and cost constraints are high, there is a
danger that researchers may be tempted to
implement poorly designed studies. It is cru-
cial for trustworthiness, reliability and valid-
ity that researchers avoid this approach, take
time to properly explore the existing availa-
ble guidelines and to pilot procedures as
extensively as possible before gathering data
within the main phase of a research study
(Reips and Krantz, 2010). Of course, given
the relative novelty of many IMR proce-
dures, problems will emerge, and lessons
will need to be learned. However, as already
noted, some methods have now become
fairly well-established and lessons learned
from the earlier attempts have led to the
development of more effective and well-
tested solutions, techniques and procedures.
This chapter considers what has been learned
to date, outlining key design choices, caveats
and principles of best practice. First, some
advantages and disadvantages of IMR
approaches are highlighted (particularly
compared with offline methods), with a
focus on relating these to research aims and
goals, in order that the reader can gain an
impression of how IMR approaches might
facilitate and enhance their own research.
Then, design issues relating to specific
obtrusive and unobtrusive IMR methods are
considered, including an overview of the
most common tools and resources to draw
upon to implement the most common types
of IMR study.

Advantages and Disadvantages
of IMR Designs

Advantages

A number of advantages of IMR have now
been well-established, many early speculations
about potential benefits having been
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confirmed, across a broad range of studies
reporting these outcomes. Key advantages
include cost- and time-efficiency; ready
access to a potentially vast, geographically
diverse participant pool; and easier access
to select, specialist populations. The latter
may be especially helpful for qualitative
approaches, whilst large samples sizes can be
especially beneficial for quantitative research
designs, conferring benefits such as enhanced
statistical power (Musch and Reips, 2000).
Cross-cultural research may be facilitated
in IMR due to the broad geographical
reach. Cost and time savings may be
especially beneficial in situations where
resources (funding, researcher time, research
assistance) are sparse (e.g. Carter-Pokras
et al., 2006).

Other potential benefits of online
approaches relate to the nature of the online
interactional medium - in particular, that
interactions can emerge which are fairly
elaborate in the richness of communication
exchange, but where perceived (and actual)
anonymity levels, and levels of perceived pri-
vacy, can be high. This feature is not easily
achieved in offline contexts. This could ben-
efit both quantitative and qualitative designs
in a variety of ways, such as reducing social
desirability effects, and promoting greater
candour and higher levels of self-disclosure
(Joinson and Payne, 2007), reducing biases
resulting from the perception of biosocial
attributes (Hewson et al., 1996) and balancing
out power relationships between participants
in online conversational contexts (Madge
and O’Connor, 2002). Research on sensitive
topics may particularly benefit from reduced
social desirability and enhanced candour
effects (e.g. Hessler et al., 2003), although
it should also be noted that there is evidence
that these effects may pertain only to visually
anonymous contexts (Joinson, 2001).

Finally, IMR methods expand and enhance
the scope for carrying out unobtrusive obser-
vational research, compared with offline
methods, due to the readily accessible traces
of online activity and interaction that users

leave behind (e.g. Tonkin et al., 2012). This
confers benefits, including easier access
to topic-specific naturalistic communica-
tion data, such as that retrieved from search-
able online discussion group archives, and
enhanced access to other forms of behavioural
trace data, such as web page navigations,
Google searches and social media friendship
links.

Disadvantages

Several potential disadvantages in IMR have
raised concerns amongst social and behav-
ioural researchers, particularly in terms of
how these may impact upon the reliability
and validity (or ‘trustworthiness’) of IMR
data. Key concerns have included the biased
nature of the Internet User Population (IUP)
and the implications of this for the generalis-
ability of data derived from IMR studies
(Schmidt, 1997); reduced levels of researcher
control in IMR contexts compared with
offline methods, and implications for the
reliability and validity of IMR studies
(Hewson et al., 2003); possible negative
effects emerging from the nature of the online
communication medium, such as the intro-
duction of ambiguities, misunderstandings
and superficiality into conversational
exchanges (Davis et al., 2004). The latter
issue is perhaps most relevant for qualitative
research designs, such as in-depth inter-
views, whilst issues of sample bias and
reduced control are likely to be more prob-
lematic for quantitative approaches.
However, issues of reduced levels of
researcher control may also be relevant to
qualitative methods, such as online focus
group interviews, which could suffer unex-
pected effects due to software and hardware
failures, potentially causing problems for the
running of a study. Despite the aforemen-
tioned concerns, a range of studies across
different disciplines and research areas has
now demonstrated that IMR procedures can
generate valid, reliable data, comparable to
that which can be achieved in offline research
settings (as discussed later). This has led
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some researchers to argue that issues relating
to sample representativeness and levels of
control are not overly prohibitive for IMR
(Hewson et al., 2016). Reports from qualita-
tive researchers of having obtained high
quality data, for example in online interview
contexts (see later examples), suggest that
neither is the nature of the online communi-
cation medium overly prohibitive for IMR.

Finally, demands on the levels of techni-
cal expertise required of researchers (or IT
support teams) and equipment required in
order to implement IMR studies has been
noted as a possible disadvantage (Hewson
et al., 2003). However, recent developments
have alleviated this concern to some extent
because there now exists a range of tools to
assist in implementing IMR studies, such as
online survey software packages.

Design Issues in Obtrusive
Internet-Mediated Research

The main methods associated with obtrusive
approaches in IMR are surveys (including
questionnaires and psychometric test instru-
ments), experiments, interviews and focus
groups. In this section, tools and design con-
siderations are outlined for these key methods.
Researchers have also undertaken participant
observation approaches online, particularly in
the context of ethnographic research, which
can be considered examples of obtrusive IMR;
some examples are mentioned in the later sec-
tion on observational IMR methods, alongside
unobtrusive observational approaches.

Tools, Procedures and Design
Considerations in Implementing
Online Surveys, Experiments,
Interviews and Focus Groups

Surveys

Surveys and questionnaires have been the
most commonly implemented IMR methods
to date. Their recent ubiquity has been

facilitated by the emergence of a range of
software solutions for implementation (see
Table 4.2). These solutions allow researchers
to construct web-based surveys (which involve
placing an HTML web form on the World
Wide Web) without requiring high levels of
technical computing expertise. Consequently,
web-based surveys have been used across a
broad range of social and behavioural research
disciplines, including psychology, sociology,
marketing research, political science, geogra-
phy and economics. Numerous guides,
resources and tools now exist to help research-
ers design and implement web-based surveys
(see Further Reading; and resources in Tables
4.1 and 4.2).

Web-based surveys have a number of
advantages over traditional pen and paper
methods and alternative online survey meth-
ods, such as sending questions in the body of
an email message, which nevertheless may
be useful in some contexts (e.g. see Bigelsen
and Schupak, 2011). First, they allow a far
greater range of functions to be employed,
which can serve to enhance reliability. These
include features such as response complete-
ness and format checking, answer piping,
skip logic and randomisation. They can also
enhance reliability by allowing tighter con-
trol over presentation parameters, compared
with simple text-based email approaches
(the latter may lead to questions arriving
misaligned, or in an undesired presentation
format). This is an important consideration
in designing an IMR survey or question-
naire, given that it has long been recognised
by survey researchers that a range of pres-
entation parameters, as well as different

Table 4.2 Software tools for IMR surveys
and experiments

SurveyMonkey (www.surveymonkey.com)
Qualtrics (www.qualtrics.com)
Limesurvey (limesurvey.com)

WEBEXP (www.webexp.info)

WEXTOR (http://wextor.org/wextor/en)
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response formats, can affect participants’
responses and lead to potential biases (and,
in web-based survey approaches, it has been
demonstrated that even minor variations in
presentation format can influence partici-
pants’ responses, e.g. Couper et al., 2004).
Data security is also enhanced compared
with email methods, which is an important
ethical consideration in most research con-
texts. Responding to a web-based survey is
also relatively straightforward for the par-
ticipant, as long as they have a web browser
and an active Internet connection. Email
approaches can require more effort and
also allow participants to edit the content
in undesirable ways (such as delete or edit
questions), and this may cause unanticipated
problems (see Hewson, 2003).

Deciding which of the many available
software packages will be most suitable for
implementing a web-based survey requires
some effort and research. Reviews of these
packages exist (e.g. Carter-Pokras, et al.,
2006; Hewson, 2012), but these can become
quickly dated (new packages are emerging all
the time and the features of existing ones are in
a state of flux). Some websites (e.g. WebSM)
offer regularly updated lists of what is cur-
rently available along with a summary of key
features, which can be useful for browsing the
available options initially, before narrowing
down possible choices. However, researchers
should also carefully check the home pages
of the relevant software packages they are
interested in for completely up-to-date infor-
mation. Different packages will serve differ-
ent goals and design requirements, as well as
budget and technical expertise constraints.
Two very popular packages for social science
researchers are SurveyMonkey (discussed by
Hewson et al., 2016) and Qualtrics, both of
which require a subscription fee (although
SurveyMonkey also offers a limited-func-
tion free version). A freely available ‘open
source’ option is Limesurvey. Open source
software benefits from continual develop-
ment via input from a community of active
users (in addition to being free), but generally

demands greater levels of technical expertise
to manage and use (e.g. typically requiring
software to be installed and managed on the
user’s own server). Flexibility and robust-
ness are both important desirable features
when selecting web-based survey software
(Crawford, 2002) and rigid, inflexible sys-
tems are likely to be problematic (some pack-
ages allow HTML code to be directly edited,
for example, which can be particularly useful
in expanding the range of presentation format
options available).

The various guides on good practice in
web-based survey design are invaluable,
but researchers should keep in mind that
trade-offs can emerge. For example, the
use of cookies (small pieces of information
stored on a local computer by a web server
via a web browser) has been recommended
for tracking participants in order to detect
multiple submissions and thus enhance
validity, but this practice has also been iden-
tified as problematic in relation to privacy
issues in IMR (Hewson et al., 2016). Such
conflicts will sometimes emerge and deci-
sions need to be made taking into account
the demands, requirements and features of
the particular research study, including key
methodological and ethical considerations.
For many survey designs, one of the avail-
able software packages will likely prove
suitable for implementation. However, in
some cases, bespoke systems may be nec-
essary, for example where audio or video
are incorporated, or very precise display
configurations are necessary (Castro and
Hyslop, 2013, offer a general programming
guide). Bespoke options are more likely to
be required for experimental designs, how-
ever, which are now discussed.

Experiments

Experiments on the Internet, like surveys,
have typically been administered via the web
and the process is very similar in that partici-
pants access a web page where the experi-
mental materials reside and undertake the
experimental procedure by remote interaction
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with a web server via their web browser. The
key difference is that experimental designs
are typically more complex and thus require
the use of more sophisticated technical imple-
mentations, involving advanced program-
ming techniques. In the early days of IMR,
this meant that these methods were prohibi-
tive for researchers who were not either
accomplished programmers or had access to
dedicated technical support because, unlike
web-based surveys, the necessary program-
ming skills often required to implement a
web experiment design are not easy to acquire
quickly. For example, features such as precise
timings in stimulus displays, incorporating
graphics and animations, randomly assigning
participants to conditions, etc., may need to
be incorporated in experimental designs and
require more sophisticated programming
techniques and systems to implement (see
Hewson et al., 2003; Schmidt, 2002). More
recently, however, as with web-based sur-
veys, a number of packages to assist in creat-
ing and disseminating web experiments have
become available (see Table 4.2; Rademacher
and Lippke, 2007).

As with web-based surveys, there are many
reasons why web-based approaches for IMR
experiments are to be preferred, mainly relat-
ing to issues of enhanced control, validity and
reliability, as highlighted earlier. However,
alternative approaches are possible and may,
in some contexts, still be useful. Hewson
(1994), for example, reports implementing an
IMR experiment using email (Hewson, 2003,
provides a case-study summary), by sending
different experimental text-based materials
to participants via their email account, after
first having posted participation requests to
a selection of Usenet newsgroups. However,
various unanticipated problems emerged
relating primarily to lack of researcher con-
trol and unanticipated participant behaviours.
Although these did not crucially undermine
the findings in this particular case, such fac-
tors could prove detrimental. Web experi-
ments are to be preferred in most situations
where this option is feasible. Advantages of

web-based approaches compared with tradi-
tional face to face (ftf) laboratory experiments
include some of the general advantages of
IMR methods, including cost- and time-effi-
ciency, facilitation of cross-cultural research
and potentially reduced social desirability
effects.

The issue of reduced levels of control
in IMR and the potential problems this
may give rise to (compared with offline
ftf approaches, in particular) is especially
pertinent for experimental designs, where
tight control over variables (such as display
parameters, participant behaviours and so on)
is crucial to ensure the validity of an experi-
mental study. In IMR, technical issues such
as different hardware and software configu-
rations and network traffic performance can
lead to unintended variations in stimulus
displays. These issues, along with unantici-
pated and unwanted participant behaviours
(e.g. multi-tasking, collaborating with oth-
ers, hacking into alternative experimental
conditions, etc.) could imaginably lead to
an entire study being invalidated. Software
packages for web-based experiments which
carefully adhere to good design principles
and practices for IMR can be helpful in alle-
viating such concerns (e.g. Reips and Krantz,
2010). It is also encouraging that a number of
researchers have now demonstrated that IMR
experiments can lead to high quality, valid
data, comparable with that achievable offline,
including designs using audio and video
(e.g. Knoll et al., 2011) and precise reaction
time measures (e.g. Corley and Scheepers,
2002), both previously thought to be prob-
lematic for IMR studies. Experiments involv-
ing interaction between two or more users
have now also been successfully carried out
(e.g. Horton et al., 2011), although these may
often require bespoke programming solutions
due to their greater technological complexity.
For useful discussions of issues to consider in
IMR experiment design and suggested solu-
tions, see Reips and Krantz (2010); Reips
(2010) and Hewson et al. (2016). A key issue
concerns how to maximise levels of control,
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which is crucial for the internal validity of
experimental designs.?

Finally, and similarly to web-based sur-
veys, trade-offs can emerge in web experi-
ment design. For example, simple low-tech
implementations may be more accessible
(for both participants and researcher) but are
likely to suffer reliability and validity issues,
whilst high-tech solutions can allow greater
levels of control and functionality but place
greater demands on both the researcher’s
levels of expertise (or available technical
support) and the resources and equipment
required (by both researcher and partici-
pant). This can lead to necessary trade-offs,
which must be assessed, and decisions made
that take into account the goals and require-
ments of the particular research study. A rec-
ommended strategy is to use the lowest-tech
solution possible that serves the study design
requirements and, where more advanced
systems are required, to alert participants in
advance of any less common, necessary soft-
ware and hardware requirements needed to
participate (Hewson et al., 2016).

Interviews and Focus Groups

IMR interviews and focus groups may be
carried out using either synchronous or asyn-
chronous communication technologies. The
former includes Instant Messaging (IM) and
Chat software, and the latter includes email,
mailing lists and discussion forums. Whilst
most online interviewers have used text-
based approaches (e.g. email, discussion
forums), multimedia applications can also be
supported (e.g. using Skype). Table 4.3 lists
some useful tools and resources for support-
ing IMR interviews and focus groups. For a
more detailed discussion of the various tools
available, see Hewson et al. (2016). The
issues involved in deciding which approach
(synchronous or asynchronous, text-based or
multimedia) to adopt concern the impact that
these different approaches can have on the
nature of the communication process and the
data obtained, and how this may interact with
the research study goals and aims.

Possible drawbacks of IMR interview
methods, compared with traditional offline
approaches, include potential ambiguities
and misunderstandings which may arise in
communicative exchanges due to the lack
of extralinguistic cues normally available in
offline interactions. This has possible impli-
cations for the quality of data derived from
online interviews. Online interviewers, how-
ever, have often reported obtaining rich,
detailed, reflective, high quality data (e.g.
Bowker and Tuffin, 2004; McDermott and
Roen, 2012). Less successful reports tend to
have used synchronous approaches, which
have been known to lead to playful, less elab-
orate and less sincere responses (e.g. Davis
et al., 2004). The latter could perhaps be
due to the expectations of online chat-based
interactions, for example as more playful
(Gaiser, 1997) or the requirement that par-
ticipants type in real time, allowing less time

Table 4.3 Useful resources and tools for
IMR interviews, observation and document
analysis

Mailing list software

LISTSERV® (www.Isoft.com/products/listserv.asp)
PhplList (www.phplist.com)

Discussion forum software

Google groups (www.groups.google.com)

Yuku (www.yuku.com)

Instant messaging software

Apple's iMessage for iPhone and iPad
WhatsApp for smart phones (www.whatsapp.com/)
1CQ ('l Seek You': www.icq.com/en)

Chat software

'mIRC’ for Windows (www.mirc.com/)

Google Talk (www.google.com/talk)

Skype (www.skype.com/en/)

Blogs, social networking sites, virtual reality
environments

Blogger (blogger.com)
Twitter (twitter.com)
Facebook (facebook.com)
YouTube (youtube.com)
Second Life (secondlife.com)
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for reflection and relying more on familiar-
ity and proficiency with this conversational
medium (with similar demands placed on
the researcher). The more relaxed time-
scale of asynchronous approaches can allow
greater scope for reflection and checking
external sources, which could help produce
more reflective, reflexive, detailed and per-
haps accurate responses. Nevertheless, some
researchers have also reported obtaining rich,
high quality data using synchronous methods
(e.g. Madge and O’Connor, 2002). In these
cases, careful rapport-building strategies tend
to have been used (e.g. initial researcher self-
disclosure), which may well be an important
factor in producing high quality data. Good
rapport has traditionally been considered
important for obtaining rich, candid quali-
tative interview data (Barratt, 2012). Less
successful reports often do not report such
strategies and they also report poor rapport
with participants (e.g. Strickland ez al., 2003).
Adopting careful rapport-building techniques
in IMR interview research is recommended to
overcome potential barriers associated with
the lack of proximal contact with partici-
pants (Jowett er al., 2011). Another possible
strategy for overcoming the possible negative
effects arising from a lack of extralinguistic
cues in IMR interviews is to use multime-
dia approaches. Hanna (2012) reports about
conducting interviews using Skype but notes
that technical problems interfered with the
smooth running of the interviews. Whilst this
approach still suffers from technical issues
related to limited bandwidths, network traf-
fic, lost connections, etc., ongoing develop-
ments in supporting technologies may well
make multimedia interview approaches in
IMR more viable in the future.

A possible disadvantage of asynchronous
interview approaches in IMR (compared with
synchronous online approaches and offline
ftf approaches) is reduced continuity and
flow of the communication (e.g. Bowker and
Tuffin, 2004). Gaiser (2008) has pointed out
the difficulty for the researcher in monitoring
asynchronous focus group discussions which

would require them to be available 24 hours
a day because participants (perhaps broadly
geographically dispersed) may be logging
on and contributing at any time. This may
reduce the control the researcher has over the
continuity and flow of topics. In cases where
ongoing close monitoring of a discussion
is beneficial, synchronous approaches may
thus be preferred. Synchronous approaches
may also benefit from the use of emoticons
(e.g. :-)) and acronyms (e.g. ROTFL, rolling
on the floor laughing) which can serve as sub-
stitutes for extra-linguistic information and
which tend to be more prevalent in synchro-
nous than asynchronous communications.
This might add richness to a conversation,
which could be particularly useful for some
research goals perhaps where the types of
well-considered, reflective responses more
likely to be generated by asynchronous
approaches are not required. It should be
noted that the level of proficiency and experi-
ence of an online conversant will affect the
extent to which such ‘extralinguistic’ devices
can be usefully employed to provide more
expressive communications.

One possible advantage of both synchro-
nous and asynchronous (text-based) IMR
interviews over offline (particularly ftf)
methods is the potential reduction of social
desirability effects due to heightened lev-
els of anonymity and perceived privacy,
possibly leading to enhanced candour and
disclosure. This could especially benefit
research on sensitive and personal topics.
Some researchers have reported these effects
(e.g. Madge and O’Connor, 2002). As well
as enhancing candour, heightened anonym-
ity may also balance out power relationships
(e.g. due to a lack of perception of biosocial
characteristics). Further, empowerment may
emerge from the enhanced control that par-
ticipants have over how, when and where
to participate, which may particularly ben-
efit certain groups, such as the pregnant
women on home bed-rest studied by Adler
and Zarchin (2002) who were able to par-
ticipate from home. Thus, ease of access and
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participation (not having to visit a physi-
cal research site) may offer benefits over
traditional offline methods by enhancing
participation opportunities. Asynchronous
approaches may be especially beneficial
in this way because they generally impose
lower demands on levels of typing profi-
ciency, dexterity and stamina.

In summary, there are clear reasons why
online interviews may be preferred to offline
methods; however, studies which rely cru-
cially on the analysis of extralinguistic cues
may be less suited to an IMR approach that
relies on text-based communication. Cross-
cultural research may particularly benefit
from an IMR approach due to the facilitation
of participation by geographically dispersed
participants — asynchronous approaches offer
most scope here because presence all together
at one particular time is not required. As with
other IMR methods, trade-offs will emerge.
For example, features that lead to higher
levels of anonymity may produce more can-
did responses but may also hinder relational
development and establishing good rapport.
It has been suggested that the features of syn-
chronous and asynchronous online interview
approaches may complement each other, and
thus the two approaches may usefully be
combined within the same study (Hewson,
2007). For further discussion of online inter-
views and the relative merits of synchronous
and asynchronous approaches, see Chapter
24 of the present volume.

Sampling Procedures and Issues of
Access in Obtrusive IMR Designs

IMR methods for obtrusive research typi-
cally involve sampling from the IUP. This
approach offers researchers access to a
broad, diverse population of potential partici-
pants with scope to acquire very large sample
sizes more cost- and time-efficiently than is
possible using offline methods (e.g. Reece
et al., 2010) and to recruit select, hard-to-
access populations, e.g. via specialist

discussion groups in ways not achievable
offline (e.g. Bigelsen and Schupak, 2011).
Researchers have also reported generating
very large sample sizes from specialist popu-
lations (e.g. Hirshfield et al., 2010). However,
concerns remain about the representativeness
of data generated from Internet-accessed
samples due to potential biases inherent
within the IUP and the limited scope for
implementing probability sampling methods
online. Essentially, probability sampling
from the entire IUP is not possible due to the
lack of a central register of all Internet users.
This issue of representativeness of IMR sam-
ples is most relevant to quantitative survey-
based research approaches, which often
require probability samples in order to make
valid generalisations from sample data to a
broader population (e.g. as in some market-
ing and social survey research). For other
IMR methods, as discussed here, representa-
tive samples are arguably less crucial. For
example, experimental designs make sacri-
fices to external validity in the service of
achieving internal validity, which allows
inferences regarding cause—effect relation-
ships (Mook, 1983). Furthermore, in some
areas (e.g. cognitive psychology), the pro-
cesses being studied are often assumed to be
relatively universal and probability sampling
is therefore less necessary.® Qualitative
approaches are typically less concerned with
generalising from samples to populations
than generating sample data that allows rich
insights into individuals’ perspectives, inter-
pretations and constructions of meaning, and
are therefore also less affected by issues
relating to sample representativeness.
Disciplinary differences and differing
research traditions and goals will clearly
influence the extent to which sampling from
the TUP might be seen to pose particular
problems beyond those which are already
present in offline approaches.

Particularly useful in relation to the issue
of the quality of data that can be gener-
ated by Internet-accessed samples are stud-
ies that have compared different online and
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offline sampling strategies. Such studies have
reported online samples to be more diverse
in various ways than traditional offline con-
venience samples, such as undergraduate
students who are commonly used in much
psychological research* (e.g. Gosling et al.,
2004). Most importantly, a number of stud-
ies across a range of research areas and dis-
ciplines have shown that IMR studies using
Internet-recruited samples, including non-
probability volunteer samples, can generate
high-quality, valid data comparable to that
achieved offline, even in cases where broader
generalisability is required (e.g. Brock
et al., 2012; Stephenson and Crete, 2010).
The use of probability samples in IMR has
been explored (e.g. using large-scale online
probability panels) with reports that these
can produce data of at least equivalent qual-
ity to that achieved using offline probability
samples (e.g. Heeren, 2008; Yeager et al.,
2011), perhaps even conferring benefits over
offline samples due to reduced social desir-
ability effects (Chang and Krosnick, 2009).
Despite these encouraging findings, for some
research areas and goals ongoing problems
in obtaining broadly representative prob-
ability samples online remains problematic
(see Chapter 10, this volume). Still, shifting
patterns of Internet access, usage and struc-
tures may change the scope for obtaining prob-
ability samples from the IUP in the future. It
is also worth noting that existing offline sam-
pling methods may themselves be impacted by
socio-technological developments (e.g. random
digit dialing (RDD) methods may be impacted
by the shift from use of landline telephones
to mobile telephones). Some strategies which
can be used to obtain samples in IMR are
now considered.

A common sampling approach for obtru-
sive IMR methods is to obtain ‘true volun-
teer’ samples by placing adverts in public
spaces for potential participants to view
and respond to if they wish (Hewson et al.,
2016). Adverts may be placed on any of
the online study clearing houses avail-
able (e.g. Online Psychology Research UK:

www.onlinepsychresearch.co.uk) or posted
in newsgroups, online discussion forums
and social media spaces (ethical protocols
permitting, see Chapter 2, this volume). This
approach can lead to very large sample sizes,
cost- and time-efficiently. In contexts where
obtaining broadly representative samples is
not crucial, this method may be useful and
has been shown to be able to lead to high
quality data (see aforementioned examples).
When posting to online public spaces, certain
procedures are to be recommended. First,
in accord with the rules of ‘netiquette’, per-
mission from discussion-group moderators
should always be sought prior to posting par-
ticipation requests (Hewson, 2007). Selection
of which discussion groups to post requests to
will depend on the research question and goals.
For example, some researchers (e.g. Bigelsen
and Schupak, 2011) have reported success-
fully targeting particular discussion groups
in order to obtain samples with certain char-
acteristics. Posting to newsgroups with a
large volume of ‘traffic’ may not be the best
approach in order to generate large sample
sizes because participation requests may go
unnoticed amongst other postings (Buckley
and Vogel, 2003). There is evidence that post-
ing follow-up requests (Coomber, 1997) and
high issue salience (Birnbaum, 2001) can be
important for generating larger sample sizes
in IMR.

One problem with the method just
described is that it precludes measurement
of the sampling frame. This is especially so
when placing an advert on a web page, but
also applies when posting requests to news-
groups where the readership is not known.
Further, it is difficult to determine the num-
ber of potential participants who saw the
participation request and thus had the oppor-
tunity to take part. This means that factors
such as response rate and response bias, for
example, cannot be measured. For research
contexts where this information is important,
such methods will therefore not be suitable.
Contacting individuals directly by email
(or other similar channels, such as social
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networking site (SNS) private messaging)
may allow the closest approximation of the
sampling frame and thus who had the oppor-
tunity to participate, but this practice has
been more controversial in terms of whether
the approach should be considered an inva-
sion of privacy which goes against the rules
of netiquette and research ethics protocols
(e.g. British Psychological Society, 2013).
Also, issues such as dormant email addresses
make measurement of the sampling frame
less than fully reliable using this approach.
However, such direct contact strategies do
open up possibilities for obtaining prob-
ability samples in IMR, for example using
list-based approaches (see Chapter 10, this
volume). Another option for obtaining prob-
ability samples in IMR is to use online prob-
ability panels, mentioned earlier. Access to
such panels can be expensive, however, and
the issue of ‘time in sample’ bias must also
be considered. These panels may be useful in
contexts where samples approximating those
achievable using offline probability methods
(e.g. RDD) are required and that the research
budget allows.

Finally, another option in IMR is to sam-
ple offline and ask participants to access
and complete a study online. However, this
approach may undermine many of the ben-
efits of IMR, such as easy, quick, cheap
access to a geographically diverse and very
large population of potential participants.
The approach also still relies on partici-
pants having Internet access (which cannot
be assumed) and this may impose similar
restrictions on who can take part as when
using Internet-based sampling procedures.
Sampling offline for an IMR study may thus
not confer many (if any) additional benefits
to sampling online. In summary, there is no
doubt that IMR researchers today have access
to a massive, expansive diverse population of
potential participants (Hewson et al., 2016).
Different sampling approaches have been
outlined here, along with consideration of
when they might be most useful for the vari-
ous obtrusive IMR methods discussed.

Design Issues in Unobtrusive
Internet-Mediated Research

Unobtrusive approaches in IMR involve
observation (which can also be carried out
obtrusively, see later) and document analysis.
This section considers design issues related to
these approaches and the tools and resources
that can support them. The distinction
between observation and document analysis
techniques in IMR can become blurred, but a
useful working definition classifies observa-
tional approaches as those which study online
behaviours and interactions, either as traces
or in real time, whilst document analysis
involves accessing and analysing static pub-
lished documents and media placed on the
Internet, often as a final authored product
(Hewson et al., 2016). Blurred boundaries
can emerge due to the idiosyncratic nature of
the technologies and services supported by
the Internet. For example, blogs may appear
as relatively static published documents
(which may receive regular, or less regular,
updates), as more interactive, fluid, discus-
sion and comment spaces, or as something in
between (see Herring et al., 2005, for further
discussion). Some IMR studies using blogs
are considered here as examples of document
analysis.

Tools, Procedures and Design
Considerations in Implementing
Unobtrusive Observation and
Document Analysis

Observation

The scope for carrying out observational
IMR is expansive given the wealth of traces
of interactions and behaviours online (facili-
tated by developments including ‘Web 2.0’
and the ‘Internet of Things’). Such approaches
can be divided into those that make use of
contentful information, such as text-based
conversational exchanges (e.g. harvested
from discussion group archives), and those
that gather information about the structures
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and processes of online interactions and
behaviours (e.g. friendship networks on
SNS). Here, examples are offered that repre-
sent some of the main approaches possible in
observational IMR and some key design
choices are highlighted.

Observation of linguistic content online
is possible using some of the same tools and
technologies discussed in relation to interview
approaches, including mailing lists, discus-
sion forums and online chat software. Stored
archives of online (in most cases, asynchro-
nous) discussions are abundant and easily
accessible and searchable (see Hewson et al.,
2016 for some guidance on how to do this).
This can enable non-participant, non-disclosed
(for one thing, contacting all contributors to dis-
close research intentions is likely to be imprac-
ticable), cost- and time-effective unobtrusive
observation of topic-specific content. Such
logs of naturalistic conversational exchanges
are not readily available in offline settings,
conferring an advantage of IMR approaches
(Hewson et al., 2016). Alternatively, research-
ers may access and follow discussions as they
unfold in real time (in asynchronous and syn-
chronous contexts), which opens up possi-
bilities for participant observation approaches.
The same considerations raised in relation to
online interview approaches regarding the
types of communications that can emerge from
asynchronous versus synchronous discussions
are also relevant here.

As well as deciding whether to use par-
ticipant or non-participant observation
approaches, researchers need to decide
whether to disclose (or not) their research
intentions and how these choices will inter-
act (e.g. non-disclosure in synchronous chat-
room settings may be more difficult, although
it has been reported to be successful in some
cases, e.g. Al-Sa’Di and Hamdan, 2005).
As with offline research, issues related to
ecological validity are relevant in deciding
whether to disclose the research and/or par-
ticipate when carrying out an observational
study. For a discussion of ‘virtual ethnogra-
phy’ methods in IMR, which generally use

disclosed participant approaches in which the
researcher becomes immersed in an online
community, see Chapter 23, this volume.
Researchers have also used non-disclosed,
non-participant (e.g. Tackett-Gibson, 2008)
and participant (e.g. Brotsky and Giles, 2007)
approaches, but these remain highly contro-
versial due to issues and debates about indi-
viduals’ privacy rights online (and the blurred
nature of the public—private domain distinc-
tion online; see Hewson, 2015). This issue
is compounded in non-disclosed participant
approaches because these will also involve
an element of deception. Factors to take into
account in making appropriate design choices
include likely individual privacy expecta-
tions; the sensitivity of the topic and material;
and the potential for causing harm either by
confidentiality breaches or disrupting exist-
ing social structures (British Psychological
Society, 2013). In relation to the latter, a
noteworthy example is reported by Tackett-
Gibson (2008) who intended to disclose
intentions to observe an online group but was
blocked from doing so (being allowed, rather,
to lurk and observe unobtrusively) by moder-
ators who felt disclosure may harm the group.
Contacting moderators is generally good
practice and can be useful in helping inform
design decisions. Other researchers have felt
that disclosure was appropriate in participant
observation contexts due to respecting the
privacy rights of group members (e.g. Fox
et al., 2005).

Observations which move beyond purely
linguistic interactions are also possible in
IMR using resources such as SNSs and
Virtual Reality Environments (VREs; see
Bainbridge, 2007; and also Table 4.3). Such
approaches offer scope for obtaining richer
data than is possible with linguistic obser-
vation approaches (e.g. incorporating extra-
linguistic information, such as multimedia
sources and spatial navigations within a
virtual environment) and, for example, allow
more controlled observations to be car-
ried out (e.g. using experimental designs).
IMR researchers implementing observational
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research methods (unobtrusively) have made
use of media sharing sites, such as YouTube
(e.g. Yoo and Kim, 2012), and SNSs, such as
Facebook (e.g. Moreno et al., 2011). If using
synchronous multimedia technologies, such
as VRESs, conducting an observational study
unobtrusively may be more difficult (as with
linguistic synchronous technologies). As well
as using existing sites, it is possible to set up
a bespoke environment created specifically
for the purposes of a research study and this
strategy may be especially useful in imple-
menting experimental designs (obtrusively,
e.g. Givaty et al., 1998). The latter strategy
may also be beneficial where high levels of
confidentiality and security over research
data are required, such as in highly sensitive
research contexts.

Observational approaches that harvest data
about the structures and processes of online
interactions and behaviours (as opposed to
accessing online content, as in the examples
discussed earlier) have expanded dramatically
over the last decade or so, facilitated by devel-
opments such as Web 2.0 and the wide range of
commercial and leisure services now available
on the Internet (and ‘Apps’ for mobile devices,
such as smartphones and tablets). Online Social
Network Analysis (SNA) has emerged as an
established approach with demonstrated ben-
efits, such as enabling more accurate behav-
ioural data to be obtained, for example, which
do not rely on memory reports (see Chapter
14, this volume). The wealth of traces of online
activity that are automatically logged daily by
a vast population of users provides enormous
scope for harvesting ‘big data’ sets across a
range of domains and potential research topics
(e.g. as in capturing all Google searches over a
certain period). Such approaches have received
increasing attention over recent years. For a
relevant project and discussion of big data
approaches (including a list of related publi-
cations), see Oxford Internet Institute (n.d),
Ackland (2013) and the discussion of sampling
tools and techniques later.

In summary, observational IMR approaches
can confer a number of benefits over offline

methods as outlined earlier, including cost-
and time-savings, which can enable access
to larger sample sizes than is possible offline
(e.g. Givaty et al., 1998), and enhanced scope
for unobtrusive observation of highly topic-
specific sources (e.g. Tonkin et al., 2012).
These benefits also apply to document analy-
sis approaches in IMR, which although there
are fewer examples available to date, have
also been successfully applied in an IMR
context, as shall now be discussed.

Document Analysis

The wealth of potential online documentary
data available on the Internet, including web
pages, scientific articles, news articles,
poems, diaries, bibliographies, artists’ port-
folios and so on, provides plenty of scope for
document analysis in IMR. In searching the
Internet to locate documentary sources for
primary research, some of the principles and
issues raised in the next section are relevant
(see also Hewson et al., 2016). Some
researchers have used web pages as docu-
mentary sources, for example Thoreau (2006)
carried out a qualitative analysis of text and
images from an online magazine (Ouch/,
which is produced largely by and for disa-
bled people), pointing out that the IMR
methods allowed data to be gathered which
are not easily obtainable using offline meth-
ods. Similarly, Heinz ef al. (2002) carried out
an analysis of gay, lesbian, bisexual and
transgender websites, noting how this
allowed the collapsing of geographical
boundaries in ways not easily achievable
offline, leading them to conclude that IMR
methods can help facilitate cross-cultural
research. A number of researchers have also
used blogs in IMR, which could be seen as a
form of document analysis (although note the
earlier point regarding the status of blogs and
the various forms they can take). Blogs are
now abundant and often freely available for
access from online public spaces, and they
are also often easily searchable for specific
content. This can confer advantages in being
able to locate and access highly specific
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content for a particular research study. For
example, Marcus et al. (2012) report acquir-
ing rich, informative data from blogs of young
people with mental health concerns, noting
that the IMR method allowed this traditionally
under-researched, under-treated population to
be reached. Ethics issues will emerge and
need to be carefully considered when access-
ing existing online sources, as with observa-
tional research approaches. These include
considerations relating to what can reasonably
be considered to be ‘public’ and ‘private’
online, as well as issues related to copyright
law and ownership of online published con-
tent (British Psychological Society, 2013).

As well as locating existing documents,
document analysts may also choose to solicit
documents online. Hessler et al. (2003)
adopted this approach in a study examining
adolescent risk behaviour that involved ask-
ing adolescents to keep and submit (by email)
personal diaries. These authors report that the
online method had benefits in establishing
better levels of rapport and disclosure than is
often the case in offline ftf (interview) meth-
ods with adolescents. However, ethics issues
must be very carefully considered when car-
rying out online research with vulnerable
(in this case young) participants, as well as
when using non-secure (here, email) methods
in sensitive research contexts (see Hessler
et al., 2003, for a discussion of the safeguards
implemented to address these issues in this
case). In summary, the ready access to large
volumes of data and the cost-effectiveness of
obtaining this in a form ready for analysis are
key benefits of document analysis techniques
in IMR. Studies carried out to date have
shown that enhanced access to hard-to-reach
populations and broader geographical reach
can also be benefits of an IMR approach.

Sampling Techniques in
Unobtrusive IMR Designs

Sampling for unobtrusive IMR methods
involves locating and accessing online data
sources rather than people. Researchers car-
rying out unobtrusive IMR studies have

sampled from a range of sources, including
newsgroup posts (Bordia, 1996), Tweets
(Tonkin et al., 2012), web pages (Horvath
et al., 2012) and blogs (Herring et al., 2005).
Apart from negotiating the public/private
domain distinction issue and whether
informed consent from the individuals who
have produced the data is required (as well as
the issue of copyright and ownership, as
noted earlier), similar considerations apply
for unobtrusive IMR sampling approaches as
those that emerge in thinking about obtrusive
methods. If using quantitative approaches,
where broadly representative data are
required, techniques that generate large rep-
resentative samples of, for example, blogs
will be preferred (e.g. see Herring et al.,
2005, who discuss procedures for randomly
sampling from blogs; also Hinduja and
Patchin, 2008, who randomly sampled
MySpace profile pages). In qualitative
research, on the other hand, it may often be
appropriate to locate more select, specialist
discussions (or multimedia sources) that can
be traced and analysed using some of the
tools available (see Hewson et al., 2016).
As noted earlier, documents can also be
solicited and in such contexts copyright
restrictions and privacy concerns will not be
an issue, but careful informed consent proce-
dures will be required. For research contexts
requiring ‘naturalistic’ data, archives of natu-
rally occurring, non-reactive, online interac-
tions will be more suitable. As always, the
research goals and context will determine
which techniques are most appropriate. For
further discussion of the various techniques
and tools (e.g. web crawler programs) avail-
able for accessing existing web-based con-
tent for use as data in unobtrusive IMR, see
Ackland (2013).

SUMMARY AND CONCLUSIONS

This chapter has reviewed the use of the
Internet as a tool for conducting primary
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research in the social and behavioural sci-
ences and considered some key design choices
and issues that emerge. Examples were pre-
sented that serve to illustrate the widespread
successful implementation of IMR procedures
across a range of disciplines, research tradi-
tions and domains of investigation. Advantages
and novel opportunities afforded by an IMR
approach were highlighted and potential
drawbacks, problems and caveats considered.
Explication of the relative strengths and weak-
nesses of a range of IMR procedures, com-
pared with each other and with traditional
offline approaches, indicated that trade-offs
often emerge. Design decisions should always
be made within the context of the aims and
goals of an individual research study, and this
is especially pertinent in IMR where many
competing design choices and procedures still
remain to be fully explored and developed.

In summary, two key conclusions can
be derived from the present discussion.
First, IMR presents a promising, now well-
established method that has been clearly
demonstrated to have the potential to pro-
vide valid, reliable data and research findings
across a broad range of disciplines and meth-
odological approaches. Second, although sig-
nificant progress has been made over the last
decade or so, many issues and procedures in
IMR remain to be further explored and devel-
oped, particularly relating to more recently
emerging data scraping approaches. Future
attempts by researchers working across a
diverse range of disciplines and fields will
no doubt contribute to the further elucidation
and explication of sound design principles,
which can lead to valid, reliable, trustworthy
data generated by IMR studies.

NOTES

1 Many good design principles for offline research
will naturally generalise to an IMR context (e.g.
how to word survey questions), but this may not
always be the case. For example, as Reips (2010)
has pointed out, reading screen-based materials

is more demanding than flicking through printed
pages (which may impact upon factors such as
recommended maximum survey length). Such
instances will be highlighted here where relevant.

2 Note also, however, that the greater variability
in IMR experiments, compared with laboratory-
based offline settings, may serve as a test of
the external validity of an effect, where an IMR
experiment is able to replicate an effect previ-
ously established offline (Reips, 2002).

3 However, see Henrich et al. (2010) for a challenge
to this assumption.

4 For evidence, see Arnett (2008) and Hewson et al.
(2016).
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INTRODUCTION

In nonreactive data collection, people under
investigation are usually not aware that they
are being studied so that their behaviour is
not affected by the data collection procedure
(Lee, 2000; Webb et al., 2000; Fritsche and
Linneweber, 2006). Nonreactive data collec-
tion is often called unobtrusive, indirect,
hidden, naturalistic, noninvasive or nondis-
ruptive because it does not introduce a high-
profile data collection procedure into a
naturalistic setting. The defining criterion for
nonreactive data collection is not a feature of
the method per se, but nonawareness of the
data-recording process' on the side of the
person(s) under study. In their classic work
on nonreactive research in the social sci-
ences, Webb and his colleagues (1966), dis-
tinguished three kinds of nonreactive data:
physical traces, simple observations and
archival records provided they have been col-
lected in a nonreactive way.

Nonreactive Data
Collection Online

Dietmar Janetzko

Gathering data in a nonreactive manner is
not confined to more traditional research set-
tings (e.g. laboratory, field). In fact, major
strands of social science research conducted
online are concerned with nonreactive data
collection. In addition to features of more tra-
ditional types of nonreactive data collection,
e.g. being noninvasive, its online equivalent
allows researchers to investigate large num-
bers of people. Combining nonreactive data
collection with other kinds of data gathering
in order to study the same phenomenon, i.e.
using methodological triangulation (Denzin,
1970; lJick, 1979; Mathison, 1988; Webb
et al., 2000), ideally enhances confidence in
the research findings. The versatility and thus
the scope of nonreactive data collection con-
ducted online is very large. This contrasts with
other research methods that are often specifi-
cally associated with particular disciplines,
e.g. experiments in psychology or analyses of
document corpora in linguistics. Nonreactive
data collection even stretches the boundaries
of academic studies because it has become
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an important addition to the arsenal of meth-
ods in areas like marketing and e-commerce
(Manjoo, 2003) and the work of the secret ser-
vices (Zetter, 2006; Greenwald and MacAskill,
2013; Lyon, 2014). Each of those areas has a
particular affinity to particular nonreactive
data collection methods. For instance, while
techniques for acquiring a data profile of web-
site visitors (e.g. via cookies) are of interest
to marketing and e-commerce, they are less
important in social science studies.

EPISTEMOLOGICAL PERSPECTIVE ON
NONREACTIVE DATA COLLECTION

Nonreactive Data Collection
on the Web and Elsewhere

How does nonreactive data collection on the
Internet differ from other approaches to
unobtrusive data gathering? First, simple
observations, i.e. observation without any
intervention of the researcher and analysis of
archival records are the major types of nonre-
active data collection on the Internet. Second,
nonreactive data collection is carried out in
an automated and objective way such that
large volumes of data can be acquired with
high precision. Third, while traditional non-
reactive data collection may or may not cover
visual and aural cues, this kind of informa-
tion is generally missing in data collection on
the Internet. As a consequence, characteris-
tics of the person being studied such as
appearance, height and weight, attire, gender,
age, ethnic group, facial expressions, eye
contact, body language, gestures and emo-
tional responses are not generally available
(Dholakia and Zhang, 2004). But on the
other side, when data is gathered in a nonre-
active way on the Internet, some types of
‘sub-symbolic information’ (Hofmann ef al.,
20006), like hesitations to make a decision or
time spent reading, can be collected very
precisely and in large quantities. Finally, it
should be mentioned that nonreactive data is

often gathered for administrative purposes in
order to organize a study or to improve the
overall data quality (e.g. by identifying
people that appear to participate repeatedly
in a study).

Are the people studied on the Internet in
a nonreactive way really unaware of pos-
sible data-recording procedures? Speaking
either of awareness or of nonawareness is of
course an oversimplification because people
may suspect that they are or will be studied
without being fully aware of it. Given that data
collection on the Internet is often covered in
the news or in popular media (e.g. Arthur,
2006), it cannot be ruled out that many
people might actually suspect or know that
their behaviour and communication can eas-
ily be recorded. Online behaviour changes
provoked by awareness of data recording
can be expected on two levels. First, there
is increased motivation to use anonymizing
services or to resort to data poisoning, i.e.
providing wrong or misleading information
(Anonymous, 2007a). Second, there may be
some form of self-censored communication
caused by privacy concerns (Eynon et al.,
this volume; Joinson et al., 2010). Both reac-
tions (leaving out information and providing
false information) can be different strategies
of identity management on the Internet. It is
still an open research question about which
strategy is chosen if concern regarding hid-
den data collection is high.

THIN DESCRIPTIONS - THICK
DESCRIPTIONS

Nonreactive data collection on the Internet
provides the researcher with information that
may come in large quantities (e.g. log file
data). Usually, however, the information
from data gathered in a nonreactive way is
limited. Email logs reveal networks of com-
municating people and the intensity of the
relationships involved. But in itself an email
log offers only limited insight into the
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content of the messages exchanged. Likewise,
measuring the time a person stays on a web-
site does not tell why that website has been
visited in the first place, or what the person
studied is actually doing or thinking. In the
terms of the philosopher Gilbert Ryle (1971)
and the ethnologist Clifford J. Geertz (1973),
data gathered in a nonreactive way on the
Internet usually constitutes a thin descrip-
tion. A description is called ‘thin’ if it lacks
contextual cues that could make it meaning-
ful to an external observer. That nonreactive
data gathered on the Internet often leads to
thin descriptions is a consequence of the
narrow coding schemas implemented by
most data-recording devices used on the
Internet. This should not be surprising. Many
of the recording procedures used for social
science research on the Internet (e.g. server
logging, email logging)’ have been created
for quite different purposes, for example,
technical maintenance. As a consequence,
only some aspects of the behavioural spec-
trum of people are selected and recorded,
which do not necessarily match the phenom-
ena a social science investigation strives to
address. A richer picture of the phenomenon
under study would emerge if data collection
were not narrowed down to one or to a few
measures. This could be achieved, for
instance, by studying a person’s communica-
tion patterns over a long period of time or by
backing up these observations with other
forms of data collection. In the terms of Ryle
and Geertz, this procedure would ideally lead
to a thick description. By providing a richer
account of the phenomena studied, thick
descriptions are usually less prone to errone-
ous conclusions.

In fact, a considerable part of the research
that pivots around nonreactive data gathered
on the Internet strives to go beyond what
is given by thin descriptions and to obtain
thick descriptions instead. Thick descrip-
tions cannot be accomplished just by quan-
titatively increasing the data in the sense
of adding more data records while sticking
to the data-encoding schema that has been

used in the first place. There are basically
two kinds of approaches for arriving at a
richer description: data combination and data
exploitation. To illustrate data combination
and data exploitation, as opposed to a sim-
ple quantitative increase of data, it is useful
to conceive of a dataset in terms of the rec-
tangular data format used by most statistical
software packages, for example, SPSS or R.
A given rectangular data matrix (Figure 5.1,
top) can be extended in two ways. Vertical
enlargement (Figure 5.1, bottom left) means
that an existing dataset is quantitatively
extended by additional data records or rows
in a data table. Seen from the viewpoint of
inference statistics this may prove important
(e.g. to improve the statistical power of an
analysis). However, a narrow data-encoding
schema that has led to thin descriptions can-
not be fixed in this way. Horizontal enlarge-
ment of a data matrix (Figure 5.1, bottom
right) may address limitations caused by
either a narrow data-encoding schema or
simply by a lack of relevant data. Horizontal
enlargement can be achieved by way of data
enrichment, i.e. by considering data from dif-
ferent sources or independent measurement
processes (triangulation, Webb et al., 2000)
or by data exploitation, i.e. analytically infer-
ring data (e.g. via text or data mining). For
instance, it is possible to extract the title of
the page accessed by the user before visiting
the current page (Anonymous, 2007b). This
means that not only technical information
(e.g. a URL), but also textual information is
available that can then be deployed to enrich
the information on a visitor.

Horizontal enlargement of data sets is
a data usage pattern that describes a large
number of activities in online research. The
data that is added via horizontal enlarge-
ment may be used for a number of purposes
(Figure 5.2). If the number of variables is too
large, variable/feature selection is imperative.
If among a large set of candidate predica-
tors the suitable variables have been identi-
fied, then a number of statistical options are
available. These include options to validate
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Figure 5.1 Vertical (bottom left) and horizontal enlargement (bottom right) of a data matrix

(top)

existing variables, to infer new variables, to
de-anonymize data or to introduce metadata.
The choice among these options depends of
course on the research question.

For instance, Mark Claypool and his
colleagues (2001) analysed the degree of
interest of website visitors on the basis of a
combination of different kinds of nonreactive
data (mouse clicks and movements, scrolling,
time elapsed) and reactive data (explicit rat-
ings of websites). This data usage pattern can
be described as a horizontal enlargement of
the set of reactive data with the goal of vali-
dating them. Likewise, Barjak (2006) relied
on a combination of archive data to show that
increased usage of Internet communication,

Data enlargement

By rows By columns

« Select variables

« Validate existing variables
* Infer new variables

« Deanonymize data

« Introduce metadata

« Increase statistical power

Figure 5.2 Analytical options resulting
from vertical and horizontal enlargement

i.e. email and online information sources,
is indicative of a high research productivity
(measured by articles published). An exam-
ple of a study that combined nonreactive data
with data from other sources is the work of
Dubois and Bothorel (2006). The authors
used server log data on document access and
indicators of similarity between documents
to relate social network analysis (see Hogan,
this volume) to the semantics of the docu-
ments accessed. Kossinets and Watts (2006)
made use of a combination of email logs and
other data (gender, age, friendship links, joint
activities) to identify factors that contribute
to the development of social networks. Using
appropriate algorithms allows the researcher
to infer information that prima facie is not
provided by the data gathered (data exploi-
tation). An example of data exploitation is
work to infer the reputation of email send-
ing domains on the basis of user judgements
and data mining techniques (Taylor, 2006).
Bradley Taylor, an employee of Google Inc.,
describes how Gmail — Google’s free email
service — estimates the sender reputation of
emails (spammy, not spammy), or more spe-
cifically, the sending domain. ‘Spamminess’
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is not a variable in email logs and its estimation
is another example of a horizontal extension of
a dataset. Taylor (2006) elaborates on the idea
that email reputation is estimated on the basis
of the sender, instead of analysing the email
message. Although the sending domain is
recorded in a nonreactive way, other kinds
of information are recorded in reactive ways
(e.g. how many times a user marked an email
as spam). This inferred information about the
spam risk of a sending domain is taken to aug-
ment the data recorded in a nonreactive way.

TECHNICAL PERSPECTIVE ON
NONREACTIVE DATA COLLECTION
CONDUCTED ONLINE

Archival Sources

Social science data can be obtained from a
large number of data archives run by public
institutions and accessible over the Internet.
Likewise, most of the datasets of those freely
accessible archives owe their existence to
institutional support. Usually, the datasets
maintained by public archives have been col-
lected in a reactive way.® For example, the
University of California, San Diego, runs a
website that presents Internet data archives, of
which many allow a user to download data.
One of the largest social science data archives
listed there is that of the Cornell Institute of
Social and Economic Research (CISER),
which maintains an archive of Internet data
for social scientists (Cornell University,
2006). Among the large collection of datasets
that are accessible via the website of the
CISER are data on public opinion; on demo-
graphic, economic and social indicators for
India; on how Americans use personal, work
and leisure time; and many more. Data can be
accessed either via searching or browsing by
subject area. Usually, entry to the site is pos-
sible by way of a guest login; however, a
number of files can be reached only by users
affiliated with Cornell University.

At present, by contrast, researchers inter-
ested in nonreactive data can rarely bank
on institutionally maintained archives. Still,
there are some freely accessible datasets
gathered in a nonreactive way. Most were
made accessible by error, chance, data leaks,
or as a consequence of legal investigations
(e.g. Klimt and Yang, 2004). Cases in point
are the Enron dataset and the AOL (America
Online) data, both of which attracted a lot of
media attention.

The Enron Dataset

In December 2001 the Enron Corporation, an
American energy company based in Houston,
Texas, collapsed and had to declare bank-
ruptcy. Since issues like planned accounting
fraud were involved, the Federal Energy
Regulator of the United States investigated
the case. For legal reasons, some of the docu-
ments inspected had to be made public.
Among those was a dataset of about 200,000
email messages exchanged between 151
people (most of which were senior managers
of Enron) collected between mid-1998 and
mid-2002 (Klimt and Yang, 2004). This data
is nonreactive because none of the Enron
employees could possibly anticipate that
their communication pattern was not only
logged, but would eventually be made public.
In fact, the Enron dataset has become a kind
of Drosophila, i.e. the preferred data source,
for many scientific studies, a case in point
being social network analyses (Culotta et al.,
2004). To the extent that data of this kind is
increasingly available online, examining the
inner world of institutions might well become
much easier than it has been in the past.

The AOL Dataset

Search engines log the search requests (key-
words) entered by users. Clearly, this data
reveals a lot about the interests of people.
On the basis of the assumption that people
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deploying a search engine are not aware their
search requests are recorded and archived,
this data can be classified as nonreactive. In
August 2006 AOL published a huge dataset
of search requests of 650,000 subscribers.
Making this dataset public was motivated
partly in compliance with requests by US
state authorities, partly due to errors by
employees (Wray, 2006). The data had been
sorted by anonymous user IDs. Nevertheless,
it soon became obvious that it was possible to
trace back search requests to the people that
entered them (Barbaro and Zeller, 2006).
AOL quickly closed down the website where
the data had been published, but in the mean-
time, the dataset had been downloaded several
hundred times. A number of mirror sites have
been set up such that the data is in fact avail-
able (e.g. America Online Data Set, 2006).

Technical Procedures for
Nonreactive Data Collection Online

Data recording works like a filter on a com-
plex phenomenon to be studied: some aspects
will usually be filtered away, while others
pass through. Only aspects of the phenome-
non that pass the filter will be recorded and
start a career as data. For instance, when an
interview is recorded and transcribed, words
will pass the filter and become data. However,
many nonverbal aspects e.g. the facial expres-
sions or the body language of the interviewee
along with most paraverbal aspects, e.g. the
particular sound of the voice, will usually be
filtered away. Nonreactive data collection is
not exempted from this rule. Procedures for
nonreactive data collection differ with regard
to their filter profiles. Filtering carried out by
a data collection procedure does not just
relate to the subject-matter side, i.e. the con-
tent of the phenomenon under study. It also
defines the format of the data obtained. For
instance, some nonreactive data collection
procedures will generate relational data (e.g.
email logs) that are, for example, amenable
to social network analyses, while others will

provide attribute data (e.g. environment vari-
ables), which are usually quantitative. Data
from access log files (attribute data) may be
transformed into relational data with two
people being related by having accessed the
same document (e.g. Schwartz and Wood,
1993; Sha and Aalst, 2003). A methodologi-
cally sound application of nonreactive data
collection methods has to account for the filter
profile of the method used. In what follows,
some of the most common techniques for non-
reactive data collection are presented. Note,
however, that nonreactive data collection meth-
ods are a rapidly developing field. Introduction
of new methods or extensions or innovative
applications of old methods are quite common.
A case in point is the more recent development
of nonreactive data collection in social media
via application programming interfaces (APIs)
and mobile phones.

Server Log File Data: A number of com-
puter applications generate text-based log
files that report on the technical operations
carried out. These reporting or logging facili-
ties may be configured and will then work in
an automated way, thereby gathering data in
a nonreactive manner. Technical devices used
to enable communication on the World Wide
Web make extensive use of logging, which
can be carried out on the side of the HTTP
(HyperText Transfer Protocol) server (web
server) or on the side of the client (web
browser). Serverside logging reports on page
requests of many users on one HTTP server.
By contrast, clientside logging covers the
page requests of one user on many servers
(Etgen and Cantor, 1999). Serverside logging
is more often used than clientside logging.
While serverside logs are standardized, cli-
entside logs are not. Usually, installation of
special software and agreement of the user to
install this software is required to carry out
nonreactive logging on the client side (Hong
and Landay, 2001). Clientside logs may pro-
vide a more precise account of user activities
because they can be geared towards the data
required. A discussion of server log files
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follows, as this kind of logging is in wide-
spread use.

Server log files keep track of the server
interaction with other computers, which is
achieved by a logging procedure that gen-
erates different types of log file. Important
types of log file are documents that refer to
page requests by clients (access log) and doc-
uments that report on errors, which may or
may not occur when the page requests are pro-
cessed (error log). Access log files stick to log
file formats that are either widely accepted as
standards (e.g. common log format, extended
log file format, or the W3C Extended Log
Format) or vendor-specific (e.g. IAS Format
Log Files by Microsoft). In addition, a num-
ber of servers support a user-defined format
(custom log file format). The filter profile of
access log file data is determined by the log
formats, more precisely by the field informa-
tion they cover. Typical examples of fields
in an access log file are time and date of the
request, bytes sent, identifier of the client or
IP address of the requesting computer. The
common log file format, for instance, makes
use of the following fields:

host identifier username date:time request
status-code bytes

Next is an example that shows an instantia-
tion of this format with specific data:

125.125.125.125 dsmith [10/Oct/
1999:21:15:05 +0500] “GET/index.html
HTTP/1.0” 200 1043

Usually a single request for one HTML
(HyperText Markup Language) document
will generate several entries (lines) in the
access log file, similar to the one shown pre-
viously. This is due to the fact that retrieval
of each embedded document (e.g. graphics,
scripting or audio files) will lead to a sepa-
rate entry (line) in the log file.

Server log files provide an automatic and
fast way to collect huge amounts of data,
the assessment of which requires software

support. Log file analyzers use log file data
to generate summary statistics on the num-
ber of page requests, the domains, the time
spent on a website or on particular documents,
etc. The field of log file analyzer software is
in constant flux. The rapid pace of develop-
ment has been facilitated by standard formats
used to generate server logs. Some log file
analyzers provide more advanced features,
like statistics on site-response times, or indi-
vidual web-browsing patterns (i.e. the paths
a user takes when visiting a website), which
are usually not available in summary statistics.
Prominent examples of log file analyzers are
AWStats, Analog, and Deep Log Analyzer, all
of which are free. Some log file analyzers (e.g.
AWStats) identify not only the country, but
also the region or the city of website visitors.
Reports on visitors with high geographical
resolution are facilitated by augmenting log
file data with geotargeting databases that rep-
resent associations between IP and geographi-
cal data (country, region or city). Geotargeting
databases are commercially provided by
vendors like MaxMind and IP2Country. Apart
from its commercial products, MaxMinds
also offers free (Open Source) versions of
their geotargeting databases (GeoLite). In
general, server log files are easily available.
Sometimes, however, access to a server is dif-
ficult or impossible. Most of the information
provided by server log files can still be gath-
ered by using hosted services, which collect
and analyze the traffic on a website of interest.
This is achieved by adding a code snippet to
the website intended to be analysed.

Access log files provide quantitative attrib-
ute data. This data is often used to identify
web-browsing patterns which in turn may
be taken to study information-seeking on
the web (Choo et al., 2002) or to evaluate a
website (e.g. its usability or attractiveness).
Huntington and colleagues (2007) used log
file data gathered on the website of a major
publishing house (Elsevier) in conjunction
with questionnaire data (horizontal enlarge-
ment) to study searches for information on
a website. The results obtained lend support
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to a classification of users according to their
site navigation style. Users who employ the
menu tend to focus on a particular type of
publication (e.g. articles in press). Users who
make use of the search facility of the site are
more likely to study more diverse materials.
Associated issues are further discussed in
Hogan (this volume).

Email Server Logs: Email is the dominant
type of communication on the Internet and
email archives provide a valuable source of
information for understanding the individuals
and communities (Perer et al., 2006). Email
archives are created and updated whenever
emails are sent or received, which is recorded
by sending email servers such as Sendmail or
Qmail. These systems generate and keep log
files that cover information on the email
addresses of senders and receivers, the time/
date of sending and receiving the email and a
checksum (e.g. mdSsum) that verifies the
integrity of the message. Table 5.1 shows
email logs used by Bhattacharyya et al. (2002)
in a study of malicious email tracking (simu-
lated data). Email logs are of prime impor-
tance to combat spam or to detect whether an
email server has been hijacked in order to
send spam. Since they are a serious threat to
online privacy, many organizations delete
email logs every few days.

Similar to other kinds of nonreactive
data collection method, the filtering profile
of email logs is determined by its technical
underpinnings. Usually, the content of the
message is not part of email logs.* Instead,
email logs report on interaction patterns
in terms of sender, receiver and time. They
reveal frequency and directionality of com-
munication, both of which can be used to

estimate the intensity of a relationship. This
filtering profile makes email logs a valuable
resource for analysing social relations. Email
logs are often harnessed to identify and ana-
lyse communities in factual or virtual groups
(e.g. Tyler et al., 2003) and to study the infor-
mation flow in such groups (Wu et al., 2004).
Kossinets and Watts (2006) used a combina-
tion of email logs and other data (gender, age,
friendship links, joint activities) to identify
factors that drive the development of social
networks.

Instant Messaging Log Files: Instant
Messaging (IM) is a type of written commu-
nication via the Internet or smartphones that
has become increasingly popular in the last
few years. The main difference between
email and IM is that the latter is a faster form
of interaction. Instant messenger clients usu-
ally indicate whether other users are online,
which may encourage communication among
participants. While the procedure of writing
an email still has much in common with tra-
ditional letter writing, IM is more similar to
a conversation in that the exchanges are usu-
ally immediate. There are a large number of
instant messenger clients (e.g. ICQ, Google
Talk, AOL Instant Messenger, Messenger
Plus or Adium) that implement instant mes-
saging protocols like Jabber or Internet Relay
Chat (IRC). The filtering profile of IM is
usually characterized by recordings of times-
tamped text messages. However, whether and
which kinds of log file are recorded by an
instant messenger client depends on the pro-
tocol used. Some client systems do not gen-
erate log files; others offer the option for log
file recording, and still others record the
communications by default. It is therefore

Table 5.1 Email logs (simulated data)

md5sum Sender address Recipient address Time Date
Zi5XtPiykp ... toohot@pb.com monica@columbia.edu 11:34:00 1117102
EpCOGwnyii ... bob@ccny.edu helana@gls.com 11:34:00 1117102
9Qiqw7xygO ... elvis@columbia.edu allen@microsoft.com 11:34:00 1117102
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debatable whether data collection via IM is
nonreactive.

Scott (2003) found that communication
skills were more developed among those par-
ticipants who made extensive use of IM. This
finding contrasts partially with the results of an
investigation carried out by Quan-Haase et al.
(2005). When analysing the usage of IM for
workplace collaboration they found that the
overall connectivity was improved, and new
forms of collaboration emerged. However, IM
was also used as a shield to avoid face-to-face
communication with superiors.

In recent years, instant messaging apps
for mobile phones like WhatsApp, Viber and
WeChat have become increasingly popular.
Apart from text messages these applications
also facilitate the exchange of audio mes-
sages, videos and images. Phone messaging
apps leverage several means for data gather-
ing like log files and the recording and export
of chat history. In addition, there is additional
software available that allows recording of
even more features of the communication.
Almost inevitably, however, this software
leads to infringement of privacy.

The use of messaging apps for scien-
tific studies is only in its infancy. A study
by Johnston er al. (2015) explored the use
of WhatsApp by using reactive data collec-
tion. The goal of the study was to examine
the deployment of WhatsApp messaging in
a healthcare setting. It combined qualitative
and quantitative methods to analyse com-
munication patterns in surgical teams in the
UK that involve interns and more senior team
members. The study revealed which messages
are responded to faster than others, and it indi-
cated that using messaging apps contributes
to flattening the hierarchy in surgical teams.

Environment Variables

Whenever an HTML document is requested
via the Internet by a client (browser) the
web server allocates values to so-called envi-
ronment variables, for example the date and

time of a document request, the type of
browser used and a status code that specifies
the success or failure of the request.
Environment variables have much in common
with access log data. For instance, the values
of environment variables also cover informa-
tion that is technical in nature. In contrast to
access log files, the information provided by
environment variables is usually only kept
temporarily. However, programming lan-
guages like Perl may be used to transfer this
information to permanent storage. Likewise,
environment variables can be logged in the
access log file. Data collection can easily be
accomplished via environment variables.
Since this procedure is carried out on the
serverside it is not affected by user decisions
on the clientside, like switching off JavaScript.

Cookies

Cookies capture information on a visitor to a
website (e.g. the date and time of a person’s
visit, the parts of the website being requested
or the actions performed). There are different
types of cookies. In what follows, the focus
is on the most basic type of cookie, viz., the
first party cookie or HTTP cookie. Without
mechanisms like cookies a website could not
‘remember’ the most recent actions of a par-
ticular visitor, let alone activities performed
weeks before. It is not the kind of information
gathered that makes cookies special but the
way the information is represented. Although
generated and set by a server, cookies are
saved on the client computer. This informa-
tion can be used when a user revisits a web-
site at a later point in time. Cookies are often
employed in areas like marketing and
e-commerce to recognize previous visitors to
a website. In social science studies conducted
online, cookies are not employed very often.
Similar to nonreactive data methods like
environment variables, the usage of cookies
is often related to the technical administra-
tion of an online study (e.g. assessing the
sample of participants, the preferred time of
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participation, detecting visitors who partici-
pate repeatedly in a study).

Time Measurement

Every activity has a duration. While measur-
ing an activity is quite complex or even
impossible, measuring the time required to
perform it is comparatively simple. The same
is true for latencies, i.e. the time before an
activity is actually carried out. Thus, time
measurement is an indirect approach to exam-
ining activities. A study by Tyler and Tang
(2003) shows that timing in online email com-
munication works as a nonverbal cue. The
authors conducted face-to-face interviews,
which revealed that latencies between receiv-
ing an email and replying to it are often used
to communicate a message. While the majority
of emails are answered within 24 hours, a
reply may be delayed intentionally to create a
particular impression (e.g. being busy).
Analysing the response times in 16,000 emails
selected from the Enron dataset, Kalman and
Rafaeli (2005) found supporting evidence for
many of the results reported by Tyler and Tang
(2003). For instance, the majority of email
replies (84 percent) had in fact been generated
within 24 hours. The work of Perer er al
(2006) extends the findings of Tyler and Tang
(2003) by delineating that the temporal pat-
terns of email exchanges reflect not only situ-
ational information, but also the intensity of
relationships over longer periods of time.
Using an email archive of an individual that
spans 15 years and a longitudinal study
design, the authors identified long-term rela-
tionships as evidenced by email exchange
patterns. Moreover, they developed methods
to visualize these ‘thythms’ of relationships.

APIs (Application Programming
Interfaces)

In social media like Facebook, Twitter or
YouTube, data can be collected in a

nonreactive way simply by copying available
data manually from the website of interest.
But manual data collection of this kind has
obvious limits. For instance, a continuous
monitoring or a broad coverage of social
media is hardly feasible. A more systematic
approach to collecting nonreactive data is
possible by way of application programming
interfaces or APIs (Janetzko, 2016). APIs
make different computer systems interopera-
ble. A researcher can use their computer-
based data collection device to source data
via an API from a social network. With regard
to nonreactive data collection this means that
data can be collected from external sources
that provide an APIL. Under the roof of one
API there are usually different ‘endpoints’,
each of which allows targeted operations. For
instance, the Facebook API provides an end-
point for collecting the information about
‘likes’, one to glean comments and many
other endpoints. There are restricted APIs and
endpoints and public ones. Access to the
former is subject to conditions, e.g. fees,
while the latter type of API can be accessed
freely. Public APIs of social media like
Facebook or Twitter facilitate nonreactive
data collection in social media in a systematic
and computationally controlled manner.
Although public APIs are freely accessible,
they are subject to limitations that concern
the volume and/or the kind of information
made available. The public APIs offered by
Twitter are the streaming API and REST APL
In a nutshell, the streaming API facilitates
access to Tweets on an ongoing basis. It pro-
vides two public endpoints, the filter and the
sample endpoint. The former returns a stream
of Tweets that match one or several key-
words. The latter returns 1 per cent of the
overall stream of all Tweets made accessible
by the ‘firehose’, i.e. a restricted endpoint of
the streaming API. The REST API is similar
to a search engine in that it returns Tweets
that match keywords. Facebook organizes
access to its data via one API, the graph API
in connection with a large number of
endpoints.
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Public APIs are subject to a number of rate
limits that put a cap on the volume of data
that can be collected. In addition, privacy
policies restrict data access. This applies in
particular to Facebook and it often limits its
attractiveness for researchers who consider
working with the graph API of Facebook.
In general, data that cannot be accessed via
the public GUI (graphical user interface)
of social media cannot be accessed via an
API either. Facebook researchers, however,
obviously make intensive use of nonreac-
tive data collection as evidenced by a work
on social contagion via Facebook (Kramer
et al., 2014). The study suggests that emo-
tions expressed by somebody on Facebook
influence others within their friend network.

In the early days, collection and deploy-
ment of data from social media was often
methodologically naive. This has changed
over the years. For instance, more recently
many researchers ask what the data from
Twitter actually represent. Although there is
common agreement that data from Twitter are
not representative of a society or country, a
study by Morstatter, Pfeffer and Liu (2014)
raised the question whether Twitter’s public
APIs are representative of the overall stream
of data. This is the so-called firehose, which
is available only via a commercial endpoint
of the streaming API. Morstatter and his col-
leagues found that Tweets accessed via the
sample API are representative of the overall
activity on Twitter that manifests itself via the
firehose. But clearly, not every study needs to
be representative in order to be of scientific
value. Nonreactive data collection in social
networks using APIs may pave the way for
innovative studies which, however, may be
debatable from an ethical point of view. A
case in point are studies of social honeypots
that work with fake profiles to attract and then
study social spammers (e.g. Lee et al., 2010).

Mobile phone data

Although mobile phone networks are different
from the Internet, the convergence between

both types of networks is increasing. This is
true on a technological level, but even more so
on the level of its daily use via a single device,
i.e. a smartphone. This is the reason why the
burgeoning research area of mobile phone
data analysis is addressed in this chapter.

When using a mobile phone, a variety of
different kinds of data is generated. Among
these are data that a user produces voluntar-
ily and thus reactively, e.g. data collected by
fitness apps, but also data generated involun-
tarily or nonreactively, e.g. call detail records
(CDRs). CDRs are data that telephone com-
panies gather mainly for billing purposes.
It includes metadata about a telephone call
like the numbers of the calling party and the
called party, duration of the call, call type and
the location where a call or text message has
been initiated.

More recently, CDRs of mobile phones
have attracted a lot of attention from schol-
ars of computational social science (Blondel,
2015; Dong et al., 2015). Interest in this data
has been sparked by the socio-spatial analyti-
cal options of CDRs and by the ubiquitous use
of mobile phones and thus the sheer amount
of this type of nonreactive data. Mobile
phone data have been used, e.g., to analyse
population movement patterns. Among the
applications of CDRs are traffic manage-
ment and monitoring (Steenbruggen et al.,
2013) and the analysis of population move-
ment patterns, in connection with large cri-
ses like the outbreak of Ebola in West Africa
(Wesolowski et al., 2014). Acquiring CDRs
for analysis is challenging. Its access and
use is strictly regulated by privacy policies
and laws; the data files are huge and the pro-
cess of data anonymization is costly. There
are, however, several initiatives that make
this data available for research purposes.
Orange, the French telecommunication firm,
and Sonatel, the major telecommunication
company of Senegal, have jointly launched
an initiative called data 4 development (d4d).
With the intention to foster the development
in Senegal in areas like health, agriculture,
transport and energy, d4d grants scientists
working in this area access to anonymized



NONREACTIVE DATA COLLECTION ONLINE 87

data from the mobile phone network in
Senegal. Another example of freely accessi-
ble mobile phone data is the Nodobo data-
set (McDiarmid et al., 2013). Nodobo is a
study set up at the University of Strathclyde,
UK, to examine communication patterns on
the mobile phone use of 27 students from
September 2010 to February 2011.

DISCUSSION AND CONCLUSION

Research methods like nonreactive online
data collection are conceptual tools that help
to accomplish scientific objectives. They are
relatively new in the repertoire of social sci-
ence research methods. Still, methods to
gather nonreactive data online in a controlled
way possess the characteristics of more tradi-
tional research methods in social science:
they make phenomena of interest visible,
tangible, comparable and debatable. In doing
so, nonreactive data collection facilitates
interfacing phenomena under study and theo-
ries about them. Moreover, nonreactive data
may help in specifying whether and to what
degree scientific standards (e.g. objectivity,
reliability, validity) of a discipline are met.
Methods of nonreactive data collection allow
the researcher to study both social phenom-
ena via the Internet, which could likewise be
investigated by using other, more traditional
methods, and social phenomena peculiar to
the Internet (e.g. online dating). With regard
to the latter they provide the researcher with
a lens to investigate phenomena that are usu-
ally not accessible with other methods.
However, the relative exclusiveness of nonre-
active research methods comes at a price.
This is partly due to intrinsic shortcomings of
nonreactive data. In fact, limitations of non-
reactive data usage have already been out-
lined by Webb et al. (2000) and in the
discussion inspired by this work (e.g. Rathje,
1979; Babbie, 1998). Partly, however, other
shortcomings like the lack of appropriate
social science theories are made visible in the
light of nonreactive data.

Nonreactive data by their very nature raise
serious ethical questions. Nonreactive data
collection means hidden data collection. This
initself may be considered a breach of privacy.
Privacy issues become even more pressing if
a horizontal enlargement of data gathered in
a nonreactive way is carried out. This type of
‘data pooling’ may become a serious threat
to online privacy if it links nonreactive data
to reactive data (e.g. names) such that data
becomes personally identifiable.

Establishing the validity of nonreactive
data is urgently needed if nonreactive data
are not self-explanatory and the data col-
lected provide only a thin description. In fact,
it is not objectivity or reliability that is dif-
ficult to achieve by using nonreactive meth-
ods, but validity. Validation in turn should
not be reduced to finding yet another data
source that can be taken to confirm or negate
findings.

The usage of nonreactive data often reveals
a theory/method mismatch. For instance, non-
reactive, Internet-based data collation meth-
ods operate at a level of precision not matched
by most social science theories that underlie
the majority of studies carried out online
(e.g. with respect to temporal resolution).
Vice versa, most traditional social science
concepts need to be better specified in order
to make them amenable to nonreactive data
collection conducted online. Quite often,
theories are not only underspecified, but
simply missing entirely. Often in such cases,
work centring around nonreactive techniques
more or less exclusively addresses visu-
alization of phenomena that are perhaps not
properly understood. A fruitful development
of research can be expected when nonreac-
tive data collection is dovetailed with exist-
ing work in the area studied. This applies
to mobile phone data analysis, which more
recently has become a prolific area of schol-
arly activity, e.g. on topics like migration
(Williams et al., 2015)

Although spam, phishing or other kinds
of Internet fraud have not been reported as a
problem for nonreactive data collection con-
ducted online, checks and balances should be
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put in place early on in order to identify prob-
lems caused by fraud or malicious attacks.
Spam is usually a one-way email communi-
cation that will not affect analysis of email
logs that are turned into relation data. Access
log files can be distorted by web crawlers that
visit websites in order to collect information
(e.g. for search engines). Appropriate server
configuration may help to weed out access
log entries produced by web crawlers (Taylor,
2002). To use nonreactive data properly is to
address these issues.

NOTES

1 Recordings of nonreactive online data (e.g. log
files) are done on a physical level. Strictly speak-
ing, data like log files are not physical traces left
by people under study, but the physical aspects of
the recording process.

2 Server or mail logs are data about other data
(server transactions or emails). Thus, they are
metadata.

3 Why do archives run by public institutions seem
to be hesitant about including data collected in a
nonreactive manner? Clearly, any institution that
maintains a nonreactive dataset archive would
put itself at legal risk by making datasets accessi-
ble that have been collected without the consent
of the people studied (see, Flicker et al., 2004).

4 For an example of an analysis of email content,
see White et al. (2004).
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FURTHER READING

Whether you apply for a job, make use of a
search engine or chat in social networks —
unobtrusive data collection will take place.
Employers will check the profile of an
application online and Internet companies
will record all online activities. But despite
the rise of online social networks with their
unprecedented possibilities for nonreactive
data collection, the discussion on nonreac-
tive data collection is still in its infancy.
This is true both with regard to the techni-
cal side and the methodological side of this
new group of research methods.

We lack a good technical introduction that
covers the full spectrum of technical proce-
dures for nonreactive data collection on the
Internet. More general introductions to online
data collection are provided by Janetzko
(1999) (in German), Best and Krueger (2004)
and Hesse-Biber and Johnson (2015). Many
of the ideas that Eugene Webb and his col-
leagues have outlined in their pioneering
work on unobtrusive data are still valid,
which is why the revised edition of their
book titled Unobtrusive Measures published
in 2000 is a rewarding read. One of the most
salient aspects of using data gathered in a
nonreactive way is the combination of dif-
ferent data sources or recording processes.
This theme was already present in the work
of Webb et al. (1966) and among authors
of the 1970s who strongly advocated multi-
method research, in particular triangulation.
The methodological literature of subsequent
years is more sceptical about these concepts
(Blaikie, 1991; Mathison, 1988) and should
also be considered in order to learn more
about the benefits and pitfalls of using nonre-
active data and combining it with other kinds
of data.
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What's New? The Applications
of Data Mining and Big
Data in the Social Sciences

Ayelet Baram-Tsabari, Elad Segev

INTRODUCTION

This chapter discusses how data mining tech-
niques differ from traditional quantitative
methods and illustrates their current applica-
tions in the social sciences. It begins with a
definition of data mining followed by a criti-
cal assessment of data mining techniques.
These include the conscious and unconscious
epistemological premises of scholars using
data mining and traditional quantitative
methods for data collection, the different
resources available, the typical procedures,
and their potential outcomes.

The second part of this chapter surveys
state-of-the-art social science research that
uses data mining techniques and classifies
these studies into three groups: (1) studies
of the mainstream media, (2) studies of user-
generated data, and (3) studies of meta-data.
The first group uses data mining to dramati-
cally increase the volume of the corpus (mak-
ing the sample closer to the population itself).
The second group of studies considers both

and Aviv J. Sharon

content and structural patterns of communi-
cation in social media channels (for example,
the network analyses of Wikipedia discussions
among editors or the Twitter communication
flow). The last group of studies uses ‘second-
hand’ data or meta-data aggregated by other
automatic means. One example i