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Abstract
The role and relevance of speech synthesis and speech recognition in social robotics is addressed in this paper. To increase 
the generality of this study, the interaction of a human being with one and two robots when executing tasks was considered. 
By making use of these scenarios, a state-of-the-art speech synthesizer was compared with non-linguistic utterances (1) 
from the human preference and (2) perception of the robots’ capabilities, (3) speech recognition was compared with typed 
text to input commands regarding the user preference, and (4) the importance of knowing the context of robots and (5) the 
role of synthetic voice to acquire this context were evaluated. Speech synthesis and recognition are different technologies 
but generating and understanding speech should be understood as different dimensions of the same spoken language phe-
nomenon. Also, robot context denotes all the information about operating conditions and completeness status of the task 
that is being executed by the robot. Two robotic setups for online experiments were built. With the first setup, where only 
one robot was employed, our findings indicate that: highly natural synthetic speech is preferred over beep-like audio; users 
also prefer to enter commands by voice rather than by typing text; and, the robot voice has a more important effect on the 
perceived robot’s capability than the possibility to input commands by voice. The analysis presented here suggests that when 
the users interacted with a single robot, its voice as a social cue and cause of anthropomorphization lost relevance while the 
interaction was carried out and the users could evaluate better the robot’s capability with respect to its task. In the experiment 
with the second setup, a two-robot collaborative testbed was employed. When the robots communicated to each other to 
sort out the problems while they were trying to accomplish a mission, the user observed the situation from a more distanced 
position and the “reflective” perspective dominated. Our results indicate that to acquire the robots’ context was perceived as 
essential for a successful human–robot collaboration to accomplish a given objective. For this purpose, synthesized speech 
was preferred over text on a screen for context acquisition.

Keywords Human–robot interaction · Perceived robot capability · Synthesized speech · Context acquisition · Speech 
recognition

1 Introduction

The appropriate social integration between humans and 
robots could greatly improve the cooperation between 
users and machines, particularly in social robotics. Some 
integration and collaboration between humans and robots 
will be required in many applications in defense, hostile 

environments, mining, industry, forestry, education and 
natural disasters [1]. Human–robot interaction (HRI) is 
especially important in those situations when robots are 
not fully autonomous and need interaction with humans to 
receive instructions or information in decision-making appli-
cations [2–5]. The potential applicability of social robotics 
span all over education, domestic use, health, elderly care, 
therapies for children with autism and multiple services that 
have traditionally been offered exclusively by human beings 
[6, 7]. Different robots available in the market are currently 
employed in education, either at school or university level, 
such as those named in [8]. They can make children more 
engaged in learning activities [9] and help them to develop 
academic skills in subjects like science [10], mathematics 
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[11], and language [12]. Other robots are used in therapy 
for children with autism, with the aim of refining commu-
nication and social skills, and the understanding of people’s 
emotions, specifically improving: imitation skills of chil-
dren, which is extremely important for the transfer of knowl-
edge from an external source; eye contact; turning towards 
who speaks in a conversation; and, recognition of emotions 
[13]. One of the reasons why these robots are beneficial for 
autism therapy corresponds to the fact that robots are less 
complex than humans in their verbal and non-verbal commu-
nication, making the communication process easier [14, 15].

Speech is the most friendly and natural way that humans 
employ to communicate [16–18]. Consequently, voice-based 
HRI should be the most natural way to facilitate a collabora-
tive human–robot synergy, particularly in social robotics. 
However, in contrast to computer vision, for instance, most 
of the robotics community may consider speech science and 
technology as a discipline that is not inside robotics. This 
can be easily seen by the low number of papers centered on 
speech in journals devoted to human–robot interaction. In 
this paper we address the role and relevance of speech syn-
thesis (or TTS, text-to-speech) and speech recognition (or 
ASR, automatic speech recognition) in social robotics. The 
interaction of a human being with one and two robots when 
executing tasks was considered.

1.1  Voice‑Based HRI and Anthropomorphism

Human–machine communication has become more natural 
in the last decades by deploying more intuitive interfaces 
modeled according to the principles of face-to-face com-
munication [19], and by providing the computer a voice, a 
face or a body (see [20–22]). These conversational agents 
can communicate verbally and nonverbally. Accordingly, 
these natural human–machine interfaces cannot be analyzed 
only from the usability point of view [19], but “it becomes 
important to understand and assess user’s interaction behav-
ior within a social interaction framework rather than only 
a narrower machine interaction one” [23]. In fact, social-
emotional effects can be induced in users by conversational 
agents [19, 24, 25]. For example, people interacting with 
embodied conversational agents (ECA) or robots may tend 
to show social reactions such as social facilitation or inhibi-
tion, a socially desirable behavior or improved cooperation 
[19, 23–29]. Also, there is experimental evidence that peo-
ple follow usual habits when communicating with agents 
that provide basic social cues. For instance, humans try to 
communicate with a given agent by means of natural speech 
despite the fact they know that the agent is not capable to 
process spoken language [30, 31].

An analytical approach to understand how people per-
ceive autonomous and interactive robots is presented in [32]. 
Social robots provide opportunities for understanding how 

people perceive agency, both “in-the-moment” and “reflec-
tively”, of non-human agents. According to [32], “while it is 
possible to argue at length about the ontological status of an 
entity’s agency, it is also possible to define agency as some-
thing that is perceived. Regardless of the absolute status of 
an entity’s agency, it is our perceptions of agency that influ-
ence how we behave.” “In the-moment” perspective denotes 
one’s most immediate, even visceral some time, sense in a 
given situation and corresponds mainly to bottom-up per-
ceptual processes that evoke very immediate responses. In 
contrast, a “reflective” perspective denotes one’s sense of 
a situation in a more distant reflection and consideration, 
and is characterized by top-down processes because of the 
nature of “reflective” thought. This approach provides a suit-
able framework to analyze anthropomorphism and ethopoeia 
[32]. For instance, people may deny interacting with robots 
or computational systems as if they were people. However, 
humans respond to computers in a similar way to how they 
respond to people [33]. This can certainly also be applicable 
to social robots and may be a result of the fact that people are 
responding “mindlessly” [34], i.e. with a “in the-moment” 
perspective rather than with a “reflective” one. “This issue 
becomes increasingly important when computational agents 
take on more embodied forms as in the case of many per-
sonal robots.” [32]. Particularly, humans are sensitive to cer-
tain cues that seem to trigger automatic social responses. 
For example, interactive conversational computer systems 
that use language can trigger human-like responses from 
users [35]. In this context, one question is related to how 
the use of spoken language by robots affects their perceived 
capability while executing collaborative tasks. Due to the “in 
the-moment” perspective anthropomorphism we hypothesize 
that (H1) users expect better robot performance when using 
state-of-the-art synthesized speech instead of NLUs (non-
linguistic utterances). However, an important issue concerns 
how the initial expected robot’s capability can be modified 
while the interaction takes its course and the robot tries to 
execute its task.

According to what it has been argued in this section, it 
seems obvious that if humanoid robots employ spoken lan-
guage to communicate with humans, these users will natu-
rally tend to use spoken language to communicate with the 
robots. Of course, TTS and ASR are different technologies. 
However, generating and understanding speech should be 
understood as different dimensions of the same spoken lan-
guage phenomenon, which “could be the most sophisticated 
behavior of the most complex organism we know” [36]. 
From the human point of view, they compose a unified mean 
of communication with other human beings and now with 
robots. Moreover, it is difficult, if not impossible, to dissoci-
ate one from the other. For instance, as it is well known, deaf 
people have problem to produce intelligible speech because 
they do not have access to spoken language as a reference: 
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“only about 20% of the speech output of the deaf is under-
stood by the person-on-the-street.” [37]. Surprisingly, most 
authors have focused only on TTS when they have addressed 
voice based HRI or HCI and ASR has been rather neglected 
[38–50]. But, do human beings really prefer to input com-
mands by voice rather than by typed text when interacting 
with a robot to accomplish a task? Again, because of the “in 
the-moment” perspective anthropomorphism we hypothesize 
that (H2) users prefer to give instructions by voice rather 
than text. Nevertheless, an important question is if this pref-
erence can be modified or lose relevance when the humans 
need to interact with a robot to accomplish a task and not 
only for social motivations.

1.2  Speech Synthesis Instead of NLUs in HRI

As mentioned above, speech is the friendliest and natural 
way that humans employ to communicate [16–18]. Conse-
quently, voice-based HRI should be the most natural way 
to facilitate a collaborative human–robot synergy. By using 
a PR2 robot in [51] it was found that people who heard the 
robot speak felt that it was friendlier than people who heard 
the PR2 beep did. Also, the study in [52] suggests that while 
people prefer better a robot that uses only natural language, 
if it is combined with non-linguistic utterances (NLUs) it 
is seen as more preferable than a robot that only employs 
NLUs. However, there is a fictional and well accepted robot 
that employs beeps to communicate: R2-D2 from “Star 
Wars” movies has taken a prominent place in the film indus-
try. According to the entertainment reporter G. Lussier “R2-
D2 is everything you want in a robot. He’s got charisma, he’s 
resourceful, he’s cute, funny, brave and insanely adaptable. 
The design is unforgettable and he’s absolutely indispensa-
ble in a pinch. Pretty much, he’s the best movie robot ever”1 
Also, according to [53], “synthetic speech, if of poor quality, 
can be annoying as well as confusing, and if of good qual-
ity can mislead the hearer into thinking he or she is dealing 
with another person”. Consequently, it may be still unclear 
whether speech is the most suitable way of communication 
from robots to humans. There are several examples of toy 
robots that communicate by using beeps or sounds. Kuri is a 
home robot that communicates relying on a variety of beepy 
noises and its expressive head and eyes.2 Vector robot “has 
a unique voice made of hundreds of synthesized sounds to 
create a language all his own.” Only “when you ask Vector a 
question, he utilizes a custom text-to-speech voice to speak 
directly to you”.3

Although verbal interaction may seem preferable to 
NLUs, there are some studies that evaluate the use of NLUs 

instead of synthesized speech [54–58] and the reasons in 
favor of the use of NLUs include “that they are not subject 
to any spoken human language, do not interfere with the 
surrounding communication, can be small and discreet, and 
can improve the user experience.” In [55] abstracted robot-
specific ways of interaction are explored as an alternative 
to human or animal-like social cues. In [56] the authors 
argue that “that not all robots need to use natural language 
as a means of audible communication and that there are 
other alternatives that may be suitable also.” Furthermore, 
although it has been shown that not all robots should use 
NLUs [58], it can be concluded that “NLUs are not just 
beeps and clicks, instead they can convey affect” [56, 57]. 
As can be seen, whether the robot should use NLU or syn-
thesized speech as a form of human–robot communication 
remains an open question. In the framework of achieving 
a common task, we hypothesized that (H3) human beings 
prefer the robot to use natural synthetic voice rather than 
NLU because it makes easier to acquire the robot context, 
which in turn denotes all the information about operating 
conditions and completeness status of the task that is being 
executed by the robot.

1.3  Context Acquisition and HRI with Multiple 
Robots

Robots can get into difficulties when accomplishing a given 
task and, in many cases, inputs from a human operator or 
user are enough to solve the problems. Accordingly, in these 
scenarios the fully autonomous robot paradigm loses rel-
evance and the communication between human and robots 
gains pertinence. For example, in [59] a human–robot col-
laboration system is presented to increase the success rate of 
harvesting. Context acquisition is of key importance in HRI 
in most, if not all, cases [60–63]. Also, a mobile robot that 
interacts with its environment needs a machine understand-
able representation of objects and their usages [64].

The topic of humans collaborating with multiple robots 
to complete a task has not been explored exhaustively in the 
literature, to the best of our knowledge, and is very different 
from when a user interacts with a single robot. In [65] the 
challenge of multiple robots learning from demonstration is 
tackled, while in [66] a social setup with two robots and one 
human is used to study user perception when talking with 
them. Conversely, in [67] a framework to study multi-robot 
collaboration to accomplish a task is presented, but the topic 
of human–robot collaboration is discussed as future work. 
In [68], human perceptions of robot–robot communication 
are explored in a simulated nuclear disaster scenario where 
the human commands two robots to perform a search and 
rescue task. Participants interacted only with one of the 
robots, and this interaction was verbal. Robots communi-
cated with each other silently or verbally, and during the 

1  [https ://www.slash film.com/25-best-movie -robot s/5/, accessed Jan-
uary 16, 2019].
2 https ://www.heyku ri.com, accessed January 14, 2019.
3 https ://www.anki.com/en-us/vecto r, accessed January 14, 2019.
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search and rescue task the user did not communicate with 
them. One of the questions that was addressed is if “the 
robots should communicate with each other in natural lan-
guage, so as to be transparent to humans, or can they use 
whatever form of communication best suits their needs.” 
Participants described the covert communication between 
the robots as creepy. In [69], the authors explore how a sta-
tionary robot and a mobile robot should communicate when 
“handing off” a user. A navigation scenario was designed 
in which a person requested assistance from the station-
ary robot who then summoned the mobile robot to take the 
person to a destination. The user verbally interacted with 
the stationary robot, which was the only robot with speech 
capabilities. The user request was silently provided to the 
functional robot, and in some cases the functional robot con-
firmed receipt of the request with a beep. They “found that 
covertly exchanging information is less desirable than recit-
ing information aloud.” In both studies the user always inter-
acts verbally and always with only one of the robots. Also, 
robot–robot communication was verbal or silent, and the 
use of NLUs was not explored. At this point, we formulated 
two questions regarding the scenario where a human being 
is interacting with multiple robots to accomplish a common 
task: How important is to know the context of the robots? 
And, is voice preferred to text to learn their contexts? First, 
we hypothesized that (H4) to know the context of the robot 
improves human–robot collaboration because it can be a 
need to accomplish a common task. Then, we also hypoth-
esized that (H5) users prefer to acquire robots’ context by 
voice rather than by text not only from the users’ perception 
point of view as in [68] but also because it makes the interac-
tion with the robots easier and more efficient while they are 
trying to execute a task.

1.4  About this Paper

TTS technology has improved dramatically in the last years 
and the comparison of high quality synthesized speech with 
NLU (e.g. beeps) with respect to the user’s perception of 
the robots’ capabilities on a real interaction process, where 
the user had the opportunity to adapt his/her opinion about 
the robots while they try to achieve a task, has not been 
addressed in the literature. Moreover, as mentioned above, 
most authors have focused only on TTS when they have 
studied voice based HRI. As far as the authors know, the 
relevance of ASR on users’ perception of robots’ capabilities 
has not been studied in the HRI literature, and a comparison 
between ASR and TTS with respect to this issue is a natural 
question that has not been tackled either. In many scenarios, 
particularly when there are more than one robot trying to 
achieve a task, an important problem that has hardly been 
addressed corresponds to evaluating the importance of 
acquiring the robot context. To this end, TTS technology 
should play a key role to enable human users to know the 
situation the robots are going through, especially in hands-
free applications.

In this paper, we present results with two robotic setups. 
The first one (Fig. 1), with one robot, was employed to evaluate 
the effect of the use of voice based HRI on how human users 
perceive the robots’ capabilities. We compared a highly natural 
DNN-based TTS with beep-like audio inspired in robot R2-D2 
from the “Star Wars” movies. We also compared the influ-
ence of the robot speech on the perceived robots’ capabilities 
with the use of ASR to enable voice commands. The second 
setup (Fig. 2), with two robots, was employed to evaluate the 
relevance of context acquisition in a human–robot collabora-
tion framework to accomplish a common objective. Moreover, 

Fig. 1  Block diagram of online experiment with the first robotic setup
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synthetic speech was compared with text regarding robot con-
text acquisition.

In the experiment with the first setup (Fig. 1), the users 
were asked to answer Likert questionnaires before and after 
the experiment. Also, a betting scheme was employed as an 
objective measure of trust in the robot, by making the user 
bet whether the robot will be able to accomplish the task suc-
cessfully or not. This methodology was adopted under the 
assumption that higher expectations would lead to a higher 
number of positive bets. In the second setup (Fig. 2), the 
importance given by the users to knowing and sharing con-
text was assessed, as well as the possible preference for speech 
over text as a method for context acquisition. In this case, the 
users were asked to answer a questionnaire after completing 
the experiment with the second setup. The hypotheses that 
were tested correspond to:

H1: Users expect better robots’ performance when using 
state-of-the-art synthesized speech instead of NLUs (first 
setup)
H2: Users prefer to give instructions by voice rather than 
text (first setup)
H3: Users prefer the robot to use natural voice rather than 
NLUs (first setup)
H4: Knowing the context of the robot improves human–
robot collaboration (second setup)
H5: Users prefer to acquire robots’ context by voice than 
by text (second setup)

2  Methods

2.1  Overview

As mentioned above, two tests were performed. In the first one, 
the relationship between the use of voice based HRI on how 
human users perceive the robots’ capabilities was studied. A 
highly natural DNN-based TTS was compared with beep-like 
audio inspired in robot R2-D2 from the “Star Wars” movies. 
The influence of the robot speech on the perceived robots’ 
capabilities was also compared with the use of ASR to enable 
voice commands. In the second one, the importance given by 
users to knowing and sharing context was assessed, as well 
as the possible preference for speech over text as a method 
for context acquisition. In the first activity, after answering 
a preliminary questionnaire, the participant asked a robot to 
stand on a platform of his/her choice, indicating its color. The 
participant had to bet whether or not the robot would get on 
the correct platform. At the end of the first experiment, the 
user answered a second questionnaire. In the second test, the 
participant interacted with two robots to find a prize that had 
been hidden under a box of a given color, and then answered 
a questionnaire. Both activities are described in detail in the 
following sections.

Fig. 2  Block diagram of online experiment with the second robotic setup
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2.2  Experiment Design

2.2.1  Equipment

Nao robots were used for both experiments. In addition to 
this, three laptops, a Focusrite Scarlett 2i2 audio interface, 
a Shure SM58 microphone, a desktop microphone, a web-
cam, a screen monitor, an Ethernet switch, and two pairs 
of headphones were employed. Finally, two separate rooms 
were required to carry out the experiments.

2.2.2  Common Setup

The idea in both the first and second setups was to simulate 
a collaborative scenario where the robots had to accomplish 
a task ordered or helped by the user. “Wizard of Oz” (WOZ) 
methodology was employed in both experiments, through 
which the users believed that they were interacting directly 
with robots by making use of a natural language interface, 
when in fact there were communicating with an operator. 
According to [70], WOZ can give the participants more 
freedom of expression and they can be constrained in more 

systematic ways. Also, the WOZ scheme was employed here 
to emulate a 100% accuracy ASR to enable the users to enter 
command by voice. Evaluating ASR technology with respect 
to recognition accuracy is out of the scope of the current 
paper.

In both experiments, two separated rooms were used. 
The first one, which will be called ‘User Room’, corre-
sponded to where the participant was located. The second 
room, called ‘Robotic Testbed’, hosted the robots and the 
operator (wizard) that controlled them by entering com-
mands in a laptop. In the ‘User Room’, a microphone was 
connected to a laptop, so that the participant could send 
voice instructions to the ‘Nao’ (to the wizard, actually). 
A screen displayed the Nao’s in real time, and the users 
were given headphones to hear the robots in the ‘Robotic 
Testbed’. All the implements in the ‘User Room’ were 
meant to establish communication between the participant 
and the Nao’s. Also, if required, there was a command 
window on the laptop that allowed the user to send com-
mands by text (as in a chat conversation). In the ‘Robotic 
Testbed’, a Shure SM58 microphone and a webcam trans-
mitted what happened in the room to the user’s monitor 

Fig. 3  Set up for the first experi-
ment. A single Nao stood in 
front of six colored platforms: 
red, orange, yellow, white, light 
blue and blue. The user had 
access to audio and video from 
the Robotic Testbed through 
headphones and screen. When 
the robot communicated by 
using beeps, subtitles were 
displayed on the user’s monitor. 
The user sent the commands 
by spoken language (with a 
desktop microphone) or by text 
(with a keyboard). The wizard 
received the user’s commands 
and controlled the Nao accord-
ingly. (Color figure online)

Fig. 4  a User room and b 
robotic testbed for the first test
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and headphones. The wizard was outside of the camera’s 
view and received the user’s command by audio (with his 
headphones) or by text (on his laptop screen).

2.2.2.1 Experiment with the First Setup In the first exper-
iment (Fig.  1), a single Nao stood in front of six colored 
platforms: red, orange, yellow, white, light blue and blue. 
The webcam and the Shure SM58 microphone were placed 
behind the robot. The wizard received the user’s commands 
and controlled the Nao. The user observed the robot on 
his/her screen and sent the commands by spoken language 
(with a desktop microphone) or by text (with his/her key-
board laptop). Figure 3 illustrates the setup for the first test. 

Figure  4 shows the corresponding ‘User Room’ and the 
‘Robotic Testbed’.

2.2.2.2 Experiment with  the  Second Setup In the sec-
ond experiment (Fig.  2), two Nao’s (Blue and Red) were 
employed. The blue Nao was above the floor level, stand-
ing on a table. The red Nao was behind an obstacle, which 
obstructs his view, preventing him from seeing what is on 
the other side. Between both Nao’s six boxes were placed: 
two red, two blue and two yellow. A prize was hidden below 
one of the boxes aleatorily. This layout allowed the blue 
Nao to see where the boxes were, while being incapable of 
reaching them. The red Nao, on the other hand, was initially 

Fig. 5  Set up for the second test. Two Nao’s were used (Blue and 
Red). Blue was above the floor level, standing on a table. Red was 
behind an obstacle, which obstructs his view, preventing him from 
seeing what is on the other side. Between both Nao’s six boxes were 
placed: two red, two blue and two yellow. A prize was hidden below 
one of the boxes aleatorily. The user had access to audio and video 

from the Robotic Testbed through headphones and screen. When the 
robot communicated by using text, the message was displayed on 
the user’s screen. The user sent the commands by spoken language 
(with a desktop microphone) or by text (with a keyboard). The wizard 
received the user’s commands and controlled the Nao accordingly. 
(Color figure online)

Fig. 6  a User room and b 
robotic testbed for the second 
test
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unable to see the colored boxes, but by moving he could find 
and reach any one of the boxes. The individuals observed 
both robots on his/her screen and send the commands by 
spoken language (with a desktop microphone). Figure  5 
shows the setup for the second experiment. Figure 6 shows 
the corresponding ‘User Room’ and the ‘Robotic Testbed’’.

2.2.3  Mechanisms for Interaction

The user and the robots had to interact in both tests. This 
could take place by two ways: robots sharing their context to 
the user (robot-to-human) or the user telling the robots what 
to do (human-to-robot). Also, the robots could share their 
context to the user by talking to each other (robot-to-robot).

2.2.3.1 Robot‑to‑Human and  Robot‑to‑Robot The robots 
could use three communication methods. The first commu-
nication method corresponded to a state-of-the-art DNN-
based TTS. This TTS synthesizes voice with Chilean Span-
ish. The second one consisted of a type of non-linguistic 
communication by means of audio beeps. When beeps were 
employed, a text box with subtitles was also displayed on 
the user’s screen corresponded to the information conveyed 
by the beeps. The third one corresponded to text strings that 
were displayed on the user’s screen without audio beeps. 
The beeps were generated as follows. The spectrogram of 
a typical sound delivered by the famous “Star Wars” robot, 
R2-D2, illustrated in Fig. 7, was used as inspiration. From 
this analysis we observed that the fundamental frequency 
is usually above 1 kHz and has a greater variance in com-
parison to the intonation curve of the human voice. We also 
noticed more than one dominant frequency in certain parts 
of the audio. On the other hand, in [58], it is pointed out 
that when the variation of the frequency is greater, there is 
a greater acceptance by the user. Taking this into considera-
tion, the following procedure was performed in MATLAB 

2018 to generate the beep audio from the utterances that 
were synthesized with our TTS system:

1. Dividing the utterance into 50 ms frames.
2. Extract fundamental frequency  f0(t) for each frame t and 

its energy E(t).
3. Define the beep signal as:

  
where f1(t) = A ⋅ f0(t) + 1000 , with A =

1000

max[f0(t)]
 , and 

f2(t) =
1

3
f1(t).

4. Concatenating the resulting beep frames.

This procedure attempts to preserve more information 
about the synthesized utterance prosody. Also, it increases 
the low frequency components to improve the perception of 
the audio beeps.

2.2.3.2 Human to Robot The users had two methods to send 
commands to the Nao’s. The first one corresponded to the 
use of voice commands, in which case the wizard emulated 
a 100% accuracy ASR. In the second method, participants 
could enter text commands with his/her laptop keyboard. In 
this case, the system prompted the user to type a given com-
mand text.

2.2.4  Procedures

2.2.4.1 Experiment with the First Setup The task to achieve 
in the first experiment was to get the Nao to stand on the 
platform indicated by the user. The user was told that the 
robot could fail to detect the correct platform, and he had 

f (x) =

⎧
⎪⎨⎪⎩
0, E(t) <

1

T

T∑
t=1

E(t)

sin
�
f1(t) ⋅ t

�
+ sin

�
f2(t) ⋅ t

�
, else

Fig. 7  Spectrogram of an 
R2-D2’s audio beeps

Author's personal copy



International Journal of Social Robotics 

1 3

to guess whether the robot would succeed or not and make 
a bet accordingly. To place bets, the user had an amount of 
money corresponding to CLP 3000 (USD 4.5) and each bet 
was for an amount of CLP 500 (USD 0.75). For each bet, 
the amount of the user’s money was increased or decreased 
by CLP 500 (USD 0.75) depending on whether he won or 
lost the bet, respectively. The amount of the user’s initial 
money considers the possibility that he or she could lose 
all the bets. The participant was informed that, in addition 
to receiving the amount of money with which the experi-
ment ends, which would depend on the bets won or lost, 
he or she would also receive CLP 5000 (USD 7.5) for the 
sole reason of participating in the study. In this way, each 
user could earn from CLP 5000 (USD 7.5) to 11,000 (USD 
16.4), depending on how many bets he/she won or lost.

The experiment began with the user asking the Nao to 
introduce himself. The robot had two ways of communicat-
ing; by synthesized speech (TTS) or by beeps (as described 
in Sect. 2.2.3). Half of the participants performed the experi-
ment with TTS and the other half with beeps. Half of the 
users gave the commands by voice and the other half by 
typing text. After introducing himself (using TTS or beeps, 
as appropriate), the user had to answer an initial question-
naire (see Sect. 2.3.1). After answering the questionnaire, 
the participant had six attempts to bet whether the robot 
would succeed or not. In each attempt, the Nao asked for 
the color of the platform chosen by the user. Following a 
sequence of errors and successes, defined previously, the 
wizard directed the robot to the chosen platform (success), 
or to another one (failure). In case of a failure, the platform 
where the robot was sent to corresponded to the one with 
the most similar color to the one indicated by the user. The 
purpose of this strategy was to give the user the feeling that 
the Nao was close to achieving the goal. The Nao was then 
taken to the starting position to begin the next attempt. Once 
the six attempts had been completed, the participant needed 
to answer a final questionnaire (see Sect. 2.3.1). An example 
of the human–robot dialogue in the first test is shown below:

User:  “Blue, introduce yourself”
Blue:  “Hello, I am Blue.”

  “Today we will work together to complete a task 
successfully. You are going to choose one of the six 
colored platforms and I will try to recognize it and 
go towards it. You can give me instructions using 
your voice. We will make six attempts, and you 
will bet if I am able to reach the correct platform 
or not. Before starting you should answer a small 
questionnaire about the perception you have about 
my capabilities. After that we can start playing. If 
you have any doubts, my human friends can give 
you more details about what we are going to do.”

User:    (He/she answers the initial questionnaire, and then 
 made the bet for the first attempt)

 “Blue Nao, ready up”
Blue:  (Blue Nao stands up)

  “Blue Nao ready! Tell me which platform you want 
me to go to.”

User:   “The yellow platform.”
 “I’m going to look for the yellow platform.”
 (The robot looked for the box by turning his head)
 “I found it. I will go to stand on it.”

Blue:    (The robot walked toward the right platform or a 
wrong one and stood on it)

  “I’m already on the platform. If you want, you can 
play again.”

2.2.4.2 Experiment with  the  Second Setup In the second 
test, the task was for the user to work together with the two 
Nao’s to find the prize that was hidden under one of the six 
boxes. The experiment began when the user asked the blue 
Nao to introduce himself. After this, the blue Nao told the 
user what the task consisted of and asked him to choose a 
box. The robots collaborated with the user to try to pick up 
the chosen box and saw if there was a price below it. The 
users interacted with the robot by voice. The robots com-
municated using TTS or text strings. The users participated 
twice in the experiment, one for each type of communication 
mechanism of the robots, i.e. TTS or text strings. Half of the 
participants first interacted with the robots that communi-
cated with TTS, and the other half started with the robot 
using text strings. The prize was hidden aleatorily below a 
box before each attempt. Users were informed that by the 
mere fact of participating they would receive CLP 5000 
(USD 7.5) and that they would also receive CLP 2000 (USD 
3) each time they found the prize under the box to motivate 
them to collaborate with the robots. In this way, each user 
could earn from CLP 5000 (USD 7.5) to 9000 (USD 13.44) 
depending on how many times they found the prize. After 
the interactive experiment the users had to answer a ques-
tionnaire (see Sect. 2.3.2).

The wizard was in charge of controlling both Nao’s. For 
example, if the participant asked the Nao on the desk to pick 
up a given box, he would tell the user: “I can see the boxes, but 
I cannot reach them. Do you want me to ask red Nao for help?” 
The dialogue was made in such a way that, regardless of the 
instructions that the user gave, the result would always be that 
the Nao that was on the floor will be the one that picks up the 
chosen box. Whether the user wins a prize or not depended 
solely on chance. Figure 8 shows a flow diagram that describes 
in detail the dialogue between the user and the robots in the 
second test. The dialogue considers that the user chose the 
yellow box.
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Fig. 8  Dialogue between the user and the Nao’s in the second test
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2.2.5  Participants

The test with the first setup involved 40 participants (23 
men and 17 women), which were separated into four groups 
depending on: the mechanism employed by the users to input 
commands (by voice or by typing text); and, the communica-
tion method employed by the Nao’s (TTS or beeps). Thus, 10 
participants were allocated at each group according to Table 1. 
For the test with the second setup, 10 participants (5 men and 5 
women) were involved. In this case, the users were not divided 
into groups. The participants were between 18 and 25 years 
old. All of them were pursuing undergraduate engineering or 
science degrees.

2.3  Measurement

Objective and subjective measures were employed to evalu-
ate the hypotheses formulated in Sect. 1.4. The registration 
of the bets made by each user in the test with the first setup 
was employed as an objective measure about the confidence 
that users had in the capabilities of the robot to complete the 
task successfully, which allows to evaluate Hypothesis H1. 
On the other hand, subjective measures related to the hypoth-
eses proposed in this paper were provided by five-point Likert 
scale questionnaires for the experiments with the first and sec-
ond setups. The first test included two questionnaires applied 
before and after the interaction. In the test with the second 
setup, only one questionnaire was applied after the interaction. 
The questionnaires for both tests are shown below.

2.3.1  Subjective Measures Applied in the Experiment 
with the First Setup

Users evaluated different aspects of the robots and the 
interaction on a five-point Likert scale before and after 
participating in the interactive experiment with the robot.

Questionnaire applied before the experiment with first 
setup

Q1.1a.  Please evaluate on a scale of one to five, how simi-
lar the voice of the robot is to the human voice

Q1.2a.  Evaluate the capacities of the robot in a scale of 
one to five, where one is null capacity and five is 
excellent capacity

Q1.3a.  The robot will not be able to perform the task 
successfully

Q1.4a.  I think the robot will perform the task without 
complications

Q1.5a.  If I trust the capabilities of the robot, I would bet 
on him to perform the task successfully

Q1.6a.  The task seems easy for the robot
Q1.7a.  The capabilities of the robot will not affect my bets
Q1.8a.  The robot will have difficulty performing the task

Questionnaire applied after the experiment with the first 
setup

Q1.1b.  I liked that the robot used a natural voice, com-
pared to the human voice, to communicate with me 
(for users exposed to TTS)//I would have liked the 
robot to use a more natural voice, compared to the 
human voice, to communicate with me (for users 
exposed to beeps)

Q1.2b.  I liked giving commands by voice (for users that 
gave voice commands)//I would have liked to 
give commands by voice (for users that typed text 
commands)

Q1.3b.  My bets were made according to the naturalness of 
the robot voice compared to the human voice

Q1.4b.  The naturalness of the robot voice compared to 
the human voice did not influence my expectations 
about its performance

Q1.5b.  The voice of the robot made me believe that he was 
more capable of performing the task

Q1.6b.  The robot showed poor performance
Q1.7b.  The naturalness of the voice of the robot compared 

with the human voice did not influence my bets
Q1.8b.  The effectiveness of the robot in completing the 

tasks was satisfactory
Q1.9b.  I did not like to give commands by text (for users 

that typed text commands)

As in H1 it is hypothesized that better TTS quality is 
associated with better robot performance, the first question 
in the questionnaire before the interaction asked users to 
evaluate the naturalness of TTS (Q1.1a) to confirm the 
first part of this hypothesis, i.e. that the TTS to which the 
users were exposed was considered of good quality. Addi-
tionally, the questionnaire assessed: the perceived robot’s 
capabilities (Q1.2a); the degree of difficulty that the task 
involved given the robot’s capabilities (Q1.3a, Q1.4a, 
Q1.6a and Q1.8a); whether or not the perceived robot’s 
capability was affected by the TTS naturalness (Q1.4b, 
Q1.5b); and, the robot performance (Q1.6b, Q1.8b). 

Table 1  Number of participants per group in the first test

Method employed by the user 
to input commands

Communication Method employed 
by the robot

TTS Beeps

Text 10 participants 10 participants
Voice 10 participants 10 participants
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These evaluations allow to determine if there is a relation 
between the TTS quality and the perceived robot capa-
bilities, as stated in H1. Questions Q1.5a, Q1.7a, Q1.3b 
and Q1.7b, which measure whether or not the users’ bets 
would be or were affected by the perceived robot’s capabil-
ities, were chosen in order to validate the assumption that 
higher expectations lead to a higher number of positive 
bets. To evaluate hypothesis H2 regarding the preference 
to input commands by voice rather than by typing text, 
users were asked questions Q1.2b and Q1.9b. To validate 
H3 about the preference of natural TTS voice over NLU, 
the participants were asked question Q1.1b.

2.3.2  Questionnaire Applied in the Second Test

Just like in the previous test, participants evaluated differ-
ent aspects of the robots and the interaction on a five-point 
Likert scale. However, this time there was only one survey, 
which was answered after the interactive experiment.

Questionnaire applied after the experiment with the sec-
ond setup

Q2.1.  Please evaluate on a scale of one to five, where one 
is bad and five is excellent, the naturalness of the 
robot voice

Q2.2.  Knowing the context of the robots improves the 
human–robot collaboration to achieve the objective

Q2.3.  I prefer to acquire the context of the robots by voice 
than by text

Q2.4.  That the robot communicates with me by voice 
facilitates the interaction and is more fluid in com-
parison to when he used text

Q2.5.  Text is better than voice for the robot to share its 
state or context with me

Q2.6.  Knowing the context of the robot only hinders the 
completion of the task

The second test and its corresponding questionnaire were 
designed to assess the naturalness of the synthetic speech 
(Q2.1), to evaluate the perceived importance of knowing 
the context in order to accomplish a task (Q2.2 and Q2.6), 
and to determine whether voice over text was preferred for 
context acquisition (Q2.3, Q2.4, Q2.5). The naturalness of 
the synthetic speech that was evaluated with Q2.1 was con-
sidered as a necessary condition that must be met to validate 
the analysis of the rest of the questions. Questions Q2.2 and 
Q2.6 test hypothesis H4. Finally, questions Q2.3, Q2.4 and 
Q2.5 allow to test hypothesis H5.

2.4  Data Analysis

For each question, the One Sample t Test and the non-
parametric Mann–Whitney U test was used to analyze the 
data statistically. The One Sample t Test was employed to 
determine whether the sample mean is statistically differ-
ent from the midpoint of the scale, and the nonparametric 
Mann–Whitney U test was employed to determine statistical 
significance between two sample means. Results are con-
sidered significant at p value < 0.05. Additionally, Hedges’s 
g was computed to estimate the effect size. There were 
questions that evaluated the same aspect but with inverted 
logic. Consequently, the average scores obtained with ques-
tions Q1.3a, Q1.7a, Q1.8a, Q1.4b, Q1.6b, Q1.7b, Q2.5, and 
Q2.6 were reversed according to the following expression: 
6 – average score.

Fig. 9  Average scores obtained 
with the previous survey ques-
tions. The users were separated 
into groups according to the 
type of mechanism that the 
robot employed to commu-
nicate: i.e. TTS or beeps. (*) 
indicates that the score was 
reversed
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3  Results

In this section, hypotheses H1, H2, H3, H4 and H5 are 
tested according to the resulting number of positive/nega-
tive bets and average scores obtained with the question-
naires in the experiments with the first and second setups.

3.1  Experiment with the First Setup

Figures 9 and 10 show the average scores obtained for 
the questionnaire prior to making bets with the robots. 
Figure 9 groups the participants according to the type of 
mechanism that the robot used to communicate with the 

Fig. 10  Average scores obtained 
with the previous survey ques-
tions. The users were separated 
into groups according to the 
mechanism they used to interact 
with the robot, i.e. voice or 
typed text. (*) indicates that the 
score was reversed
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Fig. 11  Percentage of positive and negative questions according to 
the type of mechanism that the robot used to communicate with the 
user

Fig. 12  Average scores obtained 
with the final survey, which was 
answered after completing the 
experiment in the first test. The 
results are grouped according 
to the mechanism employed by 
the robot to communicate with 
the users, i.e. TTS or beeps. 
(*) denotes that the score was 
reversed
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user, i.e. TTS or beeps. Figure 10 groups the participants 
according to the mechanism they used to interact with the 
robot, i.e. voice or typed text. Figure 11 shows the percent-
age of positive and negative bets, grouping the participants 
according to the type of mechanism that the robot used to 
communicate with the user, i.e. TTS or beeps. Figure 12 
shows the average scores obtained with the survey applied 
after completing the experiment in the first test. The results 
are grouped according to the mechanism employed by the 
robot to communicate with the users, i.e. TTS or beeps. 
In addition, although it is not shown in Fig. 12, Question 
Q1.2b, provided average scores equal to 4.70 and 4.35 
for users that entered voice commands and for users that 
input text commands, respectively. Question Q1.9b, only 
for users that entered text commands, provided an average 
score equal to 3.7.

The first setup was designed to test H1, H2, and H3. 
Regarding H1, as can be seen in Fig. 9, according to ques-
tion Q1.1a, the users assigned to the TTS a much greater 
naturalness than to the beeps (p < 0.001, size of effect 3.7), 
which is considered as a necessary condition to validate 
the hypothesis from the analysis of the rest of the ques-
tions. Also, the responses to question Q1.2a suggest that 
the perception of the robot’s capabilities was higher for 
users who used TTS than those who used beeps (p = 0.02, 
size of effect 0.8). From these two results it can be con-
cluded that there is a correlation between the naturalness 
of the TTS employed by the robot and the user’s percep-
tion of the robot’s capabilities. However, when asked about 
the capability of the robot to perform the task success-
fully, no significative differences were found between the 
users that were exposed to the robot voice and those that 
heard the robot beeps when comparing the average scores 
for questions Q1.3a, Q1.4a, Q1.6a and Q1.8a (p-values 
equal to 0.84, 0.55, 1.00 and 0.06 respectively). This is 
probably due to the fact that both groups of individuals 
presented a slight tendency to consider the task as being 
relatively easy for the robot. This can be seen in the aver-
age responses to the same questions Q1.3a, Q1.4a, Q1.6a, 
Q1.8a, which most of them are significantly larger than 
the center of the scale, corresponding to 3.65 (p = 0.017), 
3.85 (p < 0.001), 3.60 (p = 0.002) and 3.25 (p = 0.2, not 
significant), respectively, for users hearing TTS; and, 3.75 
(p < 0.001), 3.75 (p < 0.001), 3.6 (p = 0.002) and 3.65 
(p = 0.001), respectively, for users hearing the robot beeps.

After interacting with the robot and asking the users to 
evaluate whether the robot showed the expected capabilities 
when performing the task, the responses of the users that 
heard the robot TTS disagreed with those of the group that 
heard robot beeps. As can be seen in Fig. 12, the averages of 
both groups of users for question Q1.5b showed a significant 
difference (p = 0.01) indicating that the TTS group expected 
greater capabilities from the robot than the group that was 

exposed to beeps. This same tendency is observed in the dif-
ferences of the average response for question Q1.6b in which 
the users that were exposed to TTS are less satisfied with 
the performance of the robot. However, this difference is 
not significant (p = 0.1). No difference in the average scores 
for question Q1.8b was observed between the TTS and beep 
groups. These results also suggest that there is a tendency 
in favor of hypothesis H1. However, the average scores for 
question Q1.4b were significantly lower than the midpoint of 
the scale (p < 0.001) for both groups of users, those exposed 
to TTS and those that heard the robot beeps. This should be 
due to the fact that both groups of individuals presented a 
slight tendency to consider the task as being accessible for 
the robot. Besides this fact, the users exposed to TTS pro-
vided a slightly higher average score for question Q1.4b that 
those individuals that heard the robot beeps. This difference 
is not statistically significant (p = 0.165) but could indicate 
that the robot synthetic speech had a more positive effect on 
the perceived robot’s capability than the beeps.

The assumption that higher expectations lead to a higher 
number of positive bets can be validated a priori with ques-
tions Q1.5a and Q1.7a. The users exposed to the robot syn-
thetic speech provided average scores for Q1.5a and Q1.7a 
that are higher than the center of the scale with p < 0.001 
(significant) and p = 0.13 (not significant), respectively. 
Those individuals that heard the robot beeps gave average 
scores for Q1.5a and Q1.7a higher than the center of the 
scale with p < 0.001 (significant) and p = 0.008 (significant), 
respectively. As can be seen, only one average score was not 
significantly higher than the center of the scale, although it 
also shows a tendency in favor of this assumption. Accord-
ingly, it was expected that the difference in the perception 
of the capabilities of the robot would be reflected in the 
behavior that users had when making bets, which would 
represent an objective measure of this difference. The more 
positive bets, the greater the confidence that users have over 
the robot. However, from Fig. 11 it is observed that there 
are no significant differences in the number of positive bets 
between the users who were exposed to TTS technology 
and those who heard beeps. The high percentage of posi-
tive bets, greater than 80% by both groups of individuals, 
can be explained by the tendency to consider the task as 
being accessible for the robot, as mentioned above. This 
is evidenced by questions Q1.3b and Q1.7b. The averages 
of these questions are significantly lower than the center 
of the scale and correspond to 2.25 (p < 0.001) and 1.85 
(p < 0.001) for users that heard TTS, and 1.45 (p < 0.001) 
and 1.6 (p < 0.001) for users that heard beeps, respectively. 
As discussed above, both groups of individuals showed 
a small tendency to consider the task as being accessible 
for the robot. Besides this fact, the users exposed to TTS 
also provided a slightly higher average score for question 
Q1.3b than those individuals that heard the robot beeps with 
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p = 0.017 (significant). Again, this result could indicate that 
the robot synthetic speech had a more positive effect on the 
perceived robot’s capability than the beeps. The same trend 
is observed with question Q1.7b, but this difference is not 
significant (p = 0.369).

Regarding H2, the individuals evaluated the use of speech 
as a mechanism for entering commands to the robot (ques-
tion Q1.2b). Users who employed voice said they liked this 
mechanism to enter commands: the average score is signifi-
cantly higher than the midpoint of the scale (p = 0). Accord-
ingly, users who had to type commands with the laptop’s 
keyboard said they would have preferred to enter the com-
mands by voice in question Q1.2b. In this group of users, the 
average score is significantly higher than the midpoint of the 
scale (p = 0). Consistently, this group of users also indicated 
in question Q1.9b that they do not like to enter commands 
by keyboard, with an average question that is also signifi-
cantly higher than the midpoint of the scale (p = 0.003). 
With respect to H3, question Q1.1b asked: whether the 
users exposed to TTS liked the robot to communicate with 
them by employing a natural voice; or, whether the users 
exposed to beeps would have liked the robot to communicate 
with them by employing a natural voice. The individuals 
that heard the robot TTS provided an average score that is 
significantly higher than the midpoint of the scale (p = 0). 
On the other hand, the users that heard the robot beeps gave 
an average score that is not significantly below the midpoint 
of the scale (p = 0.206). This result may be due to the fact 
that users exposed to beeps did not have the opportunity to 
interact with a robot that communicates by voice before the 
experiment, so they did not have an adequate reference to 
answer this question. It is worth highlighting that the average 
scores associated with questions Q1.1b, Q1.2b and Q1.9b, 
with the exception of those users that were exposed to the 
robot beeps in Q1.1b, suggest that users prefer to interact via 
voice rather than by text. Additionally, according to ques-
tions Q1.2a in Fig. 10, the users who had the opportunity 
to input voice commands evaluated the robot’s capabilities 

slightly better than those who interacted by means of the 
keyboard. However, this result is not significant (p = 0.7) 
and suggests that TTS has a more important effect on user’s 
perception of the robot’s capabilities than ASR. However, as 
discussed above, users still prefer to utter commands rather 
than typing them.

3.2  Experiment with the Second Setup

Figure 13 shows the average scores obtained with the ques-
tionnaire answered by the participants after completing the 
experiment in the second test. As can be seen in Fig. 13, 
users assigned the TTS a high naturalness, with an average 
score equal to 3.9 that is significantly higher than the mid-
point of the scale (question Q2.1, p = 0.005), ensuring that 
the TTS was considered high quality by the users.

With respect to H4, which assesses the importance of 
knowing the context for the completion of the task, it can be 
seen that the average scores for questions Q2.2 and Q2.6 are 
significantly higher than the midpoint of the scale (p < 0.001 
for both questions). This indicates that the users agreed that 
to know the context of robots facilitates human–robot col-
laboration and the completion of the task, thus validating the 
corresponding hypothesis.

Regarding H5, the use of the synthesized voice instead 
of text strings was evaluated as a context transmission 
mechanism from the robot to the user. The average reply for 
questions Q2.4 and Q2.5, suggests that participants show 
a tendency to agree that the voice is better than the text 
for this purpose. However, these averages are not signifi-
cantly higher than the midpoint of the scale (p = 0.06 and 
p = 0.17, respectively). Nevertheless, it can be seen that 
the average score for question Q2.3 is significantly greater 
than the midpoint of the scale (p = 0.029), which indicates 
that participants prefer the voice before the text as a context 
transmission mechanism. These results suggest that there is 
strong evidence in favor of H5, although not all the questions 
associated with this hypothesis showed significant results.

4  Discussion and Conclusions

In principle, hypothesis H1 (“Users expect better robots’ 
performance when using state-of-the-art synthesized 
speech instead of NLUs”) was validated by the answers 
provided by the users that were exposed to the robot’s 
synthetic speech and beeps to the question that asked to 
evaluate the capacities of the robot without consider-
ing the task. However, no significant differences were 
found between the users that were exposed to the syn-
thetic voice and those that heard beeps when they were 
asked about the capability of the robot to perform the 
task before the experiment. This must have been because 

Fig. 13  Average score obtained with the questionnaire applied after 
completing the experiment in the second test
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all the participants were pursuing undergraduate engi-
neering or science degrees and were somehow familiar 
to NAO robots. After interacting with the robots, there 
was a tendency in favor of hypothesis H1 but this was 
not statistically significant. In fact, both groups of users, 
those exposed to TTS and those that heard the robot beeps, 
presented a slight tendency to consider the task as being 
accessible for the robot. This is corroborated by the fact 
that there were no significant differences in the number 
of positive bets between the users who were exposed to 
synthetic speech and those who heard beeps. This analy-
sis suggests that the bottom-up perceptual processes that 
characterize the “in-the-moment” perspective would not 
be enough to explain how users perceived the robot that 
they are interacting with. When the users interacted with 
a single robot in the first setup, its voice as a social cue 
and cause of anthropomorphization lost relevance while 
the interaction was carried out and the users could better 
evaluate the robot’s capability with respect to its task. In 
other words, a “reflective” top-down thought became more 
important. An interesting discussion about potential frus-
tration may arise. Like other negative emotions, frustra-
tion has also been studied in the context of HCI and HRI. 
It has been shown that frustration can lead to a detriment 
in the performance of the task [71, 72], an increase in 
decision-making time [73, 74] and a decrease in learning 
[75]. Within a team, frustration can cause a reduction in 
trust and, therefore, undermine the team’s overall success. 
Also, inappropriate levels of trust could result in a frus-
trating HRI experience [76]. However, at least in the sce-
nario considered here, the potential users’ frustration was 
inhibited as the “reflective” top-down thought took place.

Regarding hypothesis H2 (“Users prefer to give instruc-
tions by voice rather than text”), it was validated by both 
set of users, those who employed voice and those who 
employed text as an input communication mechanism. 
This result is interesting due to the following reasons: as 
mentioned in the introduction, most authors have focused 
only on TTS when they have addressed voice based HRI 
or HCI without considering ASR [38–50]; and, the com-
parison between ASR and other forms of user-to-robot 
communication in HRI (particularly the use of text) has 
also been rather neglected in the literature so far. Addi-
tionally, the users who had the opportunity to input voice 
commands evaluated the robot’s capabilities slightly bet-
ter than those who interacted by means of the keyboard. 
This would be consistent with the anthropomorphization 
effect described in [44], which can also be caused by the 
humanoid robot’s ability to walk and generate audio. Nev-
ertheless, this result was not significant and suggests that 
TTS has a more important effect on user’s perception of 
the robot’s capabilities than ASR.

Similarly, the statistical analysis performed on the 
obtained results tends to validate H3 (“Users prefer the 
robot to use natural voice rather than NLUs”), as the ques-
tion associated with this hypothesis shows a significant 
trend for one of the groups studied (users who heard TTS). 
Although for the group of users exposed to beeps, a slight, 
non-significant trend against H3 was observed and this could 
be perfectly attributed to the fact that these users lacked a 
frame of reference to compare the two methods of commu-
nication employed by the robot. Our findings tend to agree 
with the related works reviewed initially, in which speech 
is portrayed as the de facto interface preferred by humans 
to communicate [16–18]. Considering that issues regarding 
user frustration due to overestimation of robots’ capabilities 
have been addressed, as it was found that users tend to adjust 
expectations on-the-fly while collaborating with the robots, 
the main potential drawback to using synthetic speech, 
frustration, would not be a concern. As such, we argue in 
favor of using voice as the interface between humans and 
machines, as seen in [20–22], in task-oriented collaborative 
social robotic settings. Our findings contrast with what is 
proposed in [54–58], in which several benefits associated 
with using NLUs are presented when compared to speech. 
We believe this is due to the nature of the scenario stud-
ied, where efficient and clear communication is required to 
successfully complete the proposed objective. In our setup, 
several of the advantages of NLUs presented in the works 
just mentioned are not relevant or useful regarding the com-
pletion of the task such as being language agnostic, discrete 
and capable of conveying affect.

About hypothesis H4 (“Knowing the context of the robot 
improves human–robot collaboration”), it was tested with 
the experiment with the second setup, the two-robot col-
laborative testbed employed to evaluate the pertinence of 
robot context acquisition and the usefulness of TTS for this 
purpose. Hypothesis H4 was validated by the answers pro-
vided by the participants indicating that the users agreed 
that knowing the context of robots facilitates human–robot 
collaboration and the completion of the task. Observe that 
the robots’ context acquisition takes place by means of the 
robot-to-human and robot-to-robot communication. It is 
worth highlighting that, as discussed in the introduction, 
HRI with multiple robots has been rather neglected in the 
literature and, according to our findings, the reflective model 
when human interacts with multiple robots while they are 
executing a common task may be essential for the successful 
task completion. Therefore, the reflective user state requires 
information from the robots and the importance of the 
acquisition of the robots’ context goes beyond being “sensi-
tive to human expectations about covert communication” 
as claimed in [68]: it may condition the success or failure 
of a common task. This is consistent with [59–63] where 
the importance of human–robot collaboration or context 
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acquisition is studied but not necessarily in scenarios with 
multiple robots.

With respect to hypothesis H5 (Users prefer to acquire 
robots’ context by voice than by text), it was validated in at 
least one question: there was a significant tendency to prefer 
voice over text as a mechanism for context acquisition by the 
user. Observe that the participants could acquire the robots’ 
context when one of the NAOs communicated with them 
or when both robots communicated between themselves. In 
both cases, robot-to-human and robot-to-robot communica-
tions, synthetic speech or text were employed. Regarding 
robot-to-robot communication, as mentioned above, previ-
ous studies have evaluated the user’s perception of the use 
of silent and verbal communication [68, 69], suggesting that 
the latter can preferable to the former from the user expecta-
tion point of view. However, in our study, the context sharing 
mechanisms (spoken language or text) were also evaluated 
in the sense of which one is more convenient to carry out the 
task successfully, which to the authors’ knowledge has not 
been addressed before. This study claims that context infor-
mation can be essential to successfully complete the task, 
and users have shown a preference for acquiring this context 
verbally. It should be noted that, in many cases, speech may 
be the only way to share context in hands-free applications.

Concluding, speech science and technology plays a key 
role in social robotics, particularly when humans and robots 
need to collaborate to achieve a common task. This para-
digm gains pertinence because of the current technology 
limitations that prevent robots from being fully autonomous 
in many cases. Given an application, operating conditions 
may be highly variable, and robots can get into unexpected 
difficulties when accomplishing a specific task. In these 
kinds of scenarios inputs from human operators can be very 
valuable to address the problems on-line. Consequently, the 
HRI community should embrace some challenges in voice 
science and technology as its own. For instance, using low 
quality synthetic speech in any HRI study makes little sense 
considering the state-of-the-art TTS technology. However, 
generating the correct prosody in synthesized speech to 
convey the urgency of the situation or problem faced by 
the robot can be an interesting task. Also, distant speech 
recognition in time-varying environments with multiple 
users is very important in social robotics and includes many 
problems that have not been solved yet. Finally, the com-
parison of speech recognition with other form of human-to-
robot communication besides text can be proposed as future 
research.
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