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## Preface

The goal of this text is to present an introduction to a sampling of ideas and methods from the subject of nonlinear dispersive equations. This subject has been of great interest and has rapidly developed in the last few years. Here we will try to expose some aspects of the recent developments.

The presentation is intended to be self-contained, but we will assume that the reader has knowledge of the material usually taught in courses of theory of one complex variable and integration theory.

This text is the product of lecture notes used for mini-courses and graduate courses taught by the authors. The first version of the lecture notes was written by Gustavo Ponce with Wilfredo Urbina from the Universidad Central de Venezuela and designed to teach a mini-course at the Venezuelan School of Mathematics in Mérida, Venezuela, in 1990. A second version of those notes was presented by Gustavo Ponce at the Colombian School of Mathematics in Cali, Colombia in 1991. These notes comprise a part of the materials covered in the first six chapters of the present text. Most of the original notes were used to teach various graduate courses at IMPA and UNICAMP by Felipe Linares. During these lectures the previous versions were complemented with some new materials presented here. These notes were also used by Hebe Biagioni and Marcia Scialom from UNICAMP in their seminars and graduate courses. The idea to write the present text arose from the need for a more complete treatment of these topics for graduate students.

Before going any further we would first like to give a notion of what a dispersive type of partial differential equation is. We will do this in the one-dimensional frame. We consider a linear partial differential equation

$$
\begin{equation*}
F\left(\partial_{x}, \partial_{t}\right) u(x, t)=0, \tag{1}
\end{equation*}
$$

where $F$ is a polynomial in the partial derivatives. We look for plane wave solutions of the form $u(x, t)=A e^{i(k x-\omega t)}$ where $A, k$, and $\omega$ are constants representing the amplitude, the wavenumber, and the frequency, respectively. Hence $u$ will be a solution if and only if

$$
\begin{equation*}
F(i k,-i \omega)=0 . \tag{2}
\end{equation*}
$$

This equation is called the dispersion relation. This relation characterizes the plane wave motion. In several models we can write $\omega$ as a real function of $k$, namely,

$$
\omega=\omega(k) .
$$

The phase and group velocities of the waves are defined by

$$
c_{p}(k)=\frac{\omega}{k} \quad \text { and } \quad c_{g}=\frac{d \omega}{d k} .
$$

The waves are called dispersive if the group velocity $c_{g}=\omega^{\prime}(k)$ is not constant, i.e., $\omega^{\prime \prime}(k) \neq 0$. In the physical context this means that when time evolves, the different waves disperse in the medium, with the result that a single hump breaks into wavetrains.

To present the material we have chosen to study two very well-known models in the class of nonlinear dispersive equations: the Korteweg-de Vries equation

$$
\begin{equation*}
\partial_{t} v+\partial_{x}^{3} v+v \partial_{x} v=0 \tag{3}
\end{equation*}
$$

where $v$ is a real-valued function and the nonlinear Schrödinger equation

$$
\begin{equation*}
i \partial_{t} u+\Delta u=f(u, \bar{u}) \tag{4}
\end{equation*}
$$

where $u$ is a complex-valued function.
Before commenting on the theory presented in this text regarding these equations we would like to say a few words concerning the physical models described by these equations in the context of water waves.

The first model (3) goes back to the discovery of Scott Russell in 1835 of what he called a traveling wave. This equation describes the propagation of waves in shallow water and was proposed by Diederik Johannes Korteweg and Gustav de Vries in 1895 [KdV]. In the one-dimensional context, the (cubic) nonlinear Schrödinger equation (4) with $f(u, u)=|u|^{2} u$ models the propagation of wave packets in the theory of water waves.

We also have to mention that there is a very well-known strong relationship between these two equations and the theory of completely integrable systems, or Soliton theory.

In many cases, we present the details of simple proof, which may not be that of the strongest result. We give several examples to illustrate the theory. At the end of every chapter we complement the theory described either with a set of exercises or with a section with comments on open problems, extensions, and recent developments.

The first three chapters attempt to review several topics in Fourier analysis and partial differential equations. These are the elementary tools needed to develop the theory in the rest of the notes.

The properties of solutions to the linear problem associated to the Schrödinger equation are discussed in Chapter 4. Then the initial value problem associated to (4) and properties of its solutions are studied in Chaps. 5 and 6. Chapters 7 and 8 are devoted to the study of the initial value problem for the generalized Korteweg-de

Vries equation. A survey of results concerning several nonlinear dispersive equations that generalize (3) and (4) as Davey-Stewartson systems, Ishimori equations, Kadomtsev-Petviashvili equations, Benjamin-Ono equations, and Zakharov systems is presented in Chapter 9. In the last chapter we present the most recent result regarding local well-posedness for the nonlinear Schrödinger equation.

We shall point out that by no means our presentation is completely exhaustive. We refer the reader to the lecture notes by Cazenave [Cz1], [Cz2] and the books by Sulem and Sulem [SS2], Bourgain [Bo2], and Tao [To7]. In these works many topics not covered in these notes are studied in detail.
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## Chapter 1 <br> The Fourier Transform

In this chapter, we shall study some basic properties of the Fourier transform. Section 1.1 is concerned with its definition and properties in $L^{1}\left(\mathbb{R}^{n}\right)$. The case $L^{2}\left(\mathbb{R}^{n}\right)$ is considered in Section 1.2. The space of tempered distributions is briefly considered in Section 1.3. Finally, Sections 1.4 and 1.5 give an introduction to the study of oscillatory integrals in one dimension and some applications, respectively.

### 1.1 The Fourier Transform in $L^{1}\left(\mathbb{R}^{n}\right)$

Definition 1.1. The Fourier transform of a function $f \in L^{1}\left(\mathbb{R}^{n}\right)$, denoted by $\widehat{f}$, is defined as:

$$
\begin{equation*}
\widehat{f}(\xi)=\int_{\mathbb{R}^{n}} f(x) e^{-2 \pi i(x \cdot \xi)} d x, \quad \text { for } \xi \in \mathbb{R}^{n} \tag{1.1}
\end{equation*}
$$

where $(x \cdot \xi)=x_{1} \xi_{1}+\cdots+x_{n} \xi_{n}$.
We list some basic properties of the Fourier transform in $L^{1}\left(\mathbb{R}^{n}\right)$.
Theorem 1.1. Let $f \in L^{1}\left(\mathbb{R}^{n}\right)$. Then:

1. $f \mapsto \widehat{f}$ defines a linear transformation from $L^{1}\left(\mathbb{R}^{n}\right)$ to $L^{\infty}\left(\mathbb{R}^{n}\right)$ with

$$
\begin{equation*}
\|\widehat{f}\|_{\infty} \leq\|f\|_{1} . \tag{1.2}
\end{equation*}
$$

2. $\widehat{f}$ is continuous.
3. $\widehat{f}(\xi) \rightarrow 0$ as $|\xi| \rightarrow \infty$ (Riemann-Lebesgue).
4. If $\tau_{h} f(x)=f(x-h)$ denotes the translation by $h \in \mathbb{R}^{n}$, then

$$
\begin{equation*}
\widehat{\left(\tau_{h} f\right)}(\xi)=e^{-2 \pi i(h \cdot \xi)} \widehat{f}(\xi), \tag{1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(e^{-\widehat{2 \pi i(x \cdot h})} f\right)(\xi)=\left(\tau_{-h} \widehat{f}\right)(\xi) \tag{1.4}
\end{equation*}
$$

5. If $\delta_{a} f(x)=f(a x)$ denotes a dilation by $a>0$, then

$$
\begin{equation*}
\widehat{\left(\delta_{a} f\right)}(\xi)=a^{-n} \widehat{f}\left(a^{-1} \xi\right) \tag{1.5}
\end{equation*}
$$

6. Let $g \in L^{1}\left(\mathbb{R}^{n}\right)$ and $f * g$ be the convolution of $f$ and $g$. Then,

$$
\begin{equation*}
\widehat{(f * g})(\xi)=\widehat{f}(\xi) \widehat{g}(\xi) \tag{1.6}
\end{equation*}
$$

7. Let $g \in L^{1}\left(\mathbb{R}^{n}\right)$. Then,

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \widehat{f}(y) g(y) d y=\int_{\mathbb{R}^{n}} f(y) \widehat{g}(y) d y . \tag{1.7}
\end{equation*}
$$

Notice that the equality in (1.2) holds for $f \geq 0$, i.e., $\widehat{f}(0)=\|\widehat{f}\|_{\infty}=\|f\|_{1}$.
Proof. It is left as an exercise.
Next, we give some examples to illustrate the properties stated in Theorem 1.1.
Example 1.1 Let $n=1$ and $f(x)=\chi_{(a, b)}(x)$ (the characteristic function of the interval $(a, b)$ ). Then,

$$
\begin{aligned}
\widehat{f}(\xi) & =\int_{a}^{b} e^{-2 \pi i x \xi} d x \\
& =-\frac{e^{-2 \pi i b \xi}-e^{-2 \pi i a \xi}}{2 \pi i \xi} \\
& =-e^{-\pi i(a+b) \xi} \frac{\sin (\pi(a-b) \xi)}{\pi \xi} .
\end{aligned}
$$

Notice that $\widehat{f} \notin L^{1}(\mathbb{R})$ and that $\widehat{f}(\xi)$ has an analytic extension $\widehat{f}(\xi+i \eta)$ to the whole plane $\xi+i \eta \in \mathbb{C}$. In particular, if $(a, b)=(-k, k), k \in \mathbb{Z}^{+}$, then we have

$$
\widehat{\chi}_{(-k, k)}(\xi)=\frac{\sin (2 \pi k \xi)}{\pi \xi} .
$$

Example 1.2 Let $n=1$ and for $k \in \mathbb{Z}^{+}$define

$$
g_{k}(x)= \begin{cases}k+1+x, & \text { if } x \in(-k-1,-k+1] \\ 2, & \text { if } x \in(-k+1, k-1) \\ k+1-x, & \text { if } x \in[k-1, k+1) \\ 0, & \text { if } x \notin(-k-1, k+1)\end{cases}
$$

i.e., $g_{k}(x)=\chi_{(-1,1)} * \chi_{(-k, k)}(x)$. The identity (1.6) and the previous example show that

$$
\widehat{g}_{k}(\xi)=\frac{\sin (2 \pi \xi) \sin (2 \pi k \xi)}{(\pi \xi)^{2}}
$$

Notice that $\widehat{g}_{k} \in L^{1}(\mathbb{R})$ and has an analytic extension to the whole plane $\mathbb{C}$.

Example 1.3 Let $n \geq 1$ and $f(x)=e^{-4 \pi^{2} t|x|^{2}}$ with $t>0$. Then, changing variables $x \rightarrow x / \sqrt{t}$ and using (1.5), we can restrict ourselves to the case $t=1$. From Fubini's theorem we write:

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} e^{-4 \pi^{2}|x|^{2}} e^{-2 \pi i(x \cdot \xi)} d x & =\prod_{j=1}^{n} \int_{-\infty}^{\infty} e^{\left(-4 \pi^{2} x_{j}^{2}-2 \pi i \xi_{j} x_{j}\right)} d x_{j} \\
& =\prod_{j=1}^{n} \int_{-\infty}^{\infty} e^{\left(-4 \pi^{2} x_{j}^{2}-2 \pi i \xi_{j} x_{j}+\xi_{j}^{2} / 4\right)} e^{-\xi_{j}^{2} / 4} d x_{j} \\
& =\prod_{j=1}^{n} e^{-\xi_{j}^{2} / 4} \int_{-\infty}^{\infty} e^{-\left(2 \pi x_{j}+i \xi_{j} / 2\right)^{2}} d x_{j} \\
& =2^{-n} \pi^{-n / 2} e^{-|\xi|^{2} / 4},
\end{aligned}
$$

where in the last equality, we have employed the following identities from complex integration and calculus:

$$
\int_{-\infty}^{\infty} e^{-(2 \pi x+i \xi / 2)^{2}} d x=\int_{-\infty}^{\infty} e^{-(2 \pi x)^{2}} d x=\int_{-\infty}^{\infty} e^{-x^{2}} \frac{d x}{2 \pi}=\frac{1}{2 \sqrt{\pi}}
$$

Hence,

$$
\begin{equation*}
\widehat{e^{-4 \pi^{2} t|x|^{2}}}(\xi)=\frac{e^{-|\xi|^{2} / 4 t}}{(4 \pi t)^{n / 2}} \tag{1.8}
\end{equation*}
$$

Observe that taking $t=1 / 4 \pi$ and changing variables $t \rightarrow 1 / 16 \pi^{2} t$ we get:

$$
\widehat{e^{-\pi|x|^{2}}}(\xi)=e^{-\pi|\xi|^{2}} \quad \text { and } \quad \frac{\widehat{e^{-|x|^{2} / 4} t}}{(4 \pi t)^{n / 2}}(\xi)=e^{-4 \pi^{2} t|\xi|^{2}}
$$

respectively.
Example 1.4 Let $n \geq 1$ and $f(x)=e^{-2 \pi|x|}$. Then,

$$
\hat{f}(\xi)=\frac{\Gamma\left[\frac{(n+1)}{2}\right]}{\pi^{(n+1) / 2}} \frac{1}{\left(1+|\xi|^{2}\right)^{(n+1) / 2}}
$$

where $\Gamma(\cdot)$ denotes the Gamma function. See Exercise 1.1 (i).
Example 1.5 Let $n=1$ and $f(x)=\frac{1}{\pi} \frac{1}{1+x^{2}}$. Using complex integration one obtains the identity:

$$
\int_{-\infty}^{\infty} \frac{\cos (a x)}{x^{2}+b^{2}} d x=\frac{\pi}{b} e^{-a b}, \quad a, b>0
$$

Hence,

$$
\begin{aligned}
\frac{1}{\pi} \frac{\widehat{1}}{1+x^{2}}(\xi) & =\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{e^{-2 \pi i x \xi}}{1+x^{2}} d x \\
& =\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\cos (2 \pi|\xi| x)}{1+x^{2}} d x=e^{-2 \pi|\xi|}
\end{aligned}
$$

One of the most important features of the Fourier transform is its relationship with differentiation. This is described in the following results.

Proposition 1.1. Suppose $x_{k} f \in L^{1}\left(\mathbb{R}^{n}\right)$, where $x_{k}$ denotes the $k t h$ coordinate of $x$. Then, $\widehat{f}$ is differentiable with respect to $\xi_{k}$ and

$$
\begin{equation*}
\frac{\partial \widehat{f}}{\partial \xi_{k}}(\xi)=\left(-\widehat{2 \pi i x_{k}} f(x)\right)(\xi) . \tag{1.9}
\end{equation*}
$$

In other words, the Fourier transform of the product $x_{k} f(x)$ is equal to a multiple of the partial derivative of $\widehat{f}(\xi)$ with respect to the $k$ th variable.

To consider the converse result, we need to introduce a definition.
Definition 1.2. Let $1 \leq p<\infty$. A function $f \in L^{p}\left(\mathbb{R}^{n}\right)$ is differentiable in $L^{p}\left(\mathbb{R}^{n}\right)$ with respect to the $k$ th variable, if there exists $g \in L^{p}\left(\mathbb{R}^{n}\right)$ such that

$$
\int_{\mathbb{R}^{n}}\left|\frac{f\left(x+h e_{k}\right)-f(x)}{h}-g(x)\right|^{p} d x \rightarrow 0 \text { as } h \rightarrow 0,
$$

where $e_{k}$ has $k$ th coordinate equals 1 and 0 in the others. If such a function $g$ exists (in this case it is unique), it is called the partial derivative of $f$ with respect to the $k$ th variable in the $L^{p}$-norm.

Theorem 1.2. Let $f \in L^{1}\left(\mathbb{R}^{n}\right)$ and $g$ be its partial derivative with respect to the $k t h$ variable in the $L^{1}$-norm. Then, $\widehat{g}(\xi)=2 \pi i \xi_{k} \widehat{f}(\xi)$.

Proof. Properties (1.2) and (1.4) in Theorem 1.1 allow us to write

$$
\left|\widehat{g}(\xi)-\widehat{f}(\xi) \frac{\left(1-e^{-2 \pi i h\left(\xi \cdot e_{k}\right)}\right)}{h}\right|,
$$

then take $h \rightarrow 0$ to obtain the result.
From the previous theorems it is easy to obtain the formulae:

$$
\begin{align*}
P(D) \widehat{f}(\xi) & =(P(-2 \pi i x) f(x))^{\wedge}(\xi), \\
(\widehat{P(D) f})(\xi) & =P(2 \pi i \xi) \widehat{f}(\xi), \tag{1.10}
\end{align*}
$$

where $P$ is a polynomial in $n$ variables and $P(D)$ denotes the differential operator associated to $P$.

Now we turn our attention to the following question: Given the Fourier transform $\widehat{f}$ of a function in $L^{1}\left(\mathbb{R}^{n}\right)$, how can one recover $f$ ?

Examples 1.3-1.5 suggest the use of the formula

$$
f(x)=\int_{\mathbb{R}^{n}} \widehat{f}(\xi) e^{2 \pi i(x \cdot \xi)} d \xi
$$

Unfortunately, $\widehat{f}(\xi)$ may be nonintegrable (see Example 1.1). To avoid this problem, one needs to use the so called method of summability (Abel and Gauss) similar to those used in the study of Fourier series. Combining the ideas behind the Gauss summation method and the identities (1.4), (1.7), (1.8), we obtain the following equalities:

$$
\begin{aligned}
f(x) & =\lim _{t \rightarrow 0} \frac{e^{-|\cdot|^{2} / 4 t}}{(4 \pi t)^{n / 2}} * f(x)=\lim _{t \rightarrow 0} \int_{\mathbb{R}^{n}} \frac{e^{-|x-y|^{2} / 4 t}}{(4 \pi t)^{n / 2}} f(y) d y \\
& =\lim _{t \rightarrow 0} \int_{\mathbb{R}^{n}} \tau_{x} \frac{e^{-|y|^{2} / 4 t}}{(4 \pi t)^{n / 2}} f(y) d y \\
& =\lim _{t \rightarrow 0} \int_{\mathbb{R}^{n}}\left(e^{2 \pi i(x \cdot \xi)} \widehat{\xi^{-4 \pi^{2}} t|\xi|^{2}}\right)(y) f(y) d y \\
& =\lim _{t \rightarrow 0} \int_{\mathbb{R}^{n}} e^{2 \pi i(x \cdot \xi)} e^{-4 \pi^{2} t|\xi|^{2}} \widehat{f}(\xi) d \xi,
\end{aligned}
$$

where the limit is taken in the $L^{1}$-norm.
Thus, if $f$ and $\widehat{f}$ are both integrable, the Lebesgue dominated convergence theorem guarantees the point-wise equality. Also, if $f \in L^{1}\left(\mathbb{R}^{n}\right)$ is continuous at the point $x_{0}$, we get:

$$
f\left(x_{0}\right)=\lim _{t \rightarrow 0} \frac{e^{-|\cdot| \cdot \mid / 4 t}}{(4 \pi t)^{n / 2}} * f\left(x_{0}\right)=\lim _{t \rightarrow 0} \int_{\mathbb{R}^{n}} e^{2 \pi i\left(x_{0} \cdot \xi\right)} e^{-4 \pi^{2} t|\xi|^{2}} \widehat{f}(\xi) d \xi
$$

Collecting this information, we get the following result.
Proposition 1.2. Let $f \in L^{1}\left(\mathbb{R}^{n}\right)$. Then,

$$
f(x)=\lim _{t \rightarrow 0} \int_{\mathbb{R}^{n}} e^{2 \pi i(x \cdot \xi)} e^{-4 \pi^{2} t|\xi|^{2}} \widehat{f}(\xi) d \xi,
$$

where the limit is taken in the $L^{1}$-norm. Moreover, if $f$ is continuous at the point $x_{0}$, then the following point-wise equality holds:

$$
f\left(x_{0}\right)=\lim _{t \rightarrow 0} \int_{\mathbb{R}^{n}} e^{2 \pi i\left(x_{0} \cdot \xi\right)} e^{-4 \pi^{2} t|\xi|^{2}} \widehat{f}(\xi) d \xi
$$

Let $f, \widehat{f} \in L^{1}\left(\mathbb{R}^{n}\right)$. Then,

$$
f(x)=\int_{\mathbb{R}^{n}} e^{2 \pi i(x \cdot \xi)} \widehat{f}(\xi) d \xi, \quad \text { almost everywhere } x \in \mathbb{R}^{n}
$$

From this result and Theorem 1.1 we can conclude that

$$
\wedge: L^{1}\left(\mathbb{R}^{n}\right) \longrightarrow C_{\infty}\left(\mathbb{R}^{n}\right)
$$

is a linear, one-to-one (Exercise 1.6 (i)), bounded map. However, it is not surjective (Exercise 1.6 (iii)).

### 1.2 The Fourier Transform in $L^{2}\left(\mathbb{R}^{\boldsymbol{n}}\right)$

To define the Fourier transform in $L^{2}\left(\mathbb{R}^{n}\right)$, we shall first consider that $L^{1}\left(\mathbb{R}^{n}\right) \cap$ $L^{2}\left(\mathbb{R}^{n}\right)$ is a dense subset of $L^{1}\left(\mathbb{R}^{n}\right)$ and $L^{2}\left(\mathbb{R}^{n}\right)$.

Theorem 1.3 (Plancherel). Let $f \in L^{1}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(\mathbb{R}^{n}\right)$. Then, $\widehat{f} \in L^{2}\left(\mathbb{R}^{n}\right)$ and

$$
\begin{equation*}
\|\widehat{f}\|_{2}=\|f\|_{2} \tag{1.11}
\end{equation*}
$$

Proof. Let $g(x)=-x$. Using Young's inequality (1.39), (1.6), and Exercise 1.7 (ii), it follows that

$$
\left.f * g \in L^{1}\left(\mathbb{R}^{n}\right) \cap C_{\infty}\left(\mathbb{R}^{n}\right) \quad \text { and } \quad \widehat{(f * g}\right)(\xi)=\widehat{f}(\xi) \widehat{g}(\xi)
$$

Since $\widehat{g}=\widehat{(\widehat{f})}$, we find that $\widehat{(f * g)}=|\widehat{f}|^{2} \geq 0$. Hence, $(\widehat{f * g}) \in L^{1}\left(\mathbb{R}^{n}\right)$ (see Exercise 1.7 (iii)). Proposition 1.2 shows that

$$
(f * g)(0)=\int_{\mathbb{R}^{n}}(\widehat{f * g})(\xi) d \xi
$$

and

$$
\begin{aligned}
\|\widehat{f}\|_{2}^{2} & =\int_{\mathbb{R}^{n}}(\widehat{f * g})(\xi) d \xi=(f * g)(0) \\
& =\int_{\mathbb{R}^{n}} f(x) g(0-x) d x=\int_{\mathbb{R}^{n}} f(x) \bar{f}(x) d x=\|f\|_{2}^{2} .
\end{aligned}
$$

This result shows that the Fourier transform defines a linear bounded operator from $L^{1}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(\mathbb{R}^{n}\right)$ to $L^{2}\left(\mathbb{R}^{n}\right)$. Indeed, this operator is an isometry. Thus, there is a unique bounded extension $\mathcal{F}$ defined in all $L^{2}\left(\mathbb{R}^{n}\right) . \mathcal{F}$ is called the Fourier
transform in $L^{2}\left(\mathbb{R}^{n}\right)$. We shall use the notation $\widehat{f}=\mathcal{F}(f)$ for $f \in L^{2}\left(\mathbb{R}^{n}\right)$. In general, the definition $\widehat{f}$ is realized as a limit in $L^{2}$ of the sequence $\left\{\widehat{h}_{j}\right\}$, where $\left\{h_{j}\right\}$ denotes any sequence in $L^{1}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(\mathbb{R}^{n}\right)$ that converges to $f$ in the $L^{2}$-norm. It is convenient to take $h_{j}$ equals $f$ for $|x| \leq j$ and to have $h_{j}$ vanishing for $|x|>j$. Then,

$$
\widehat{h}_{j}(\xi)=\int_{|x|<j} f(x) e^{-2 \pi i(x \cdot \xi)} d x=\int_{\mathbb{R}^{n}} h_{j}(x) e^{-2 \pi i(x \cdot \xi)} d x
$$

and so,

$$
\widehat{h}_{j}(\xi) \rightarrow \widehat{f}(\xi) \quad \text { in } L^{2}, \text { as } j \rightarrow \infty
$$

Example 1.6 Let $n=1$ and $f(x)=\frac{1}{\pi} \frac{x}{1+x^{2}}$. Observe that $f \in L^{2}(\mathbb{R}) \backslash L^{1}(\mathbb{R})$. Differentiating the identity in the Example 1.5 with respect to $a$ and taking $b=1$ we get:

$$
\int_{-\infty}^{\infty} \frac{x \sin (a x)}{1+x^{2}} d x=\pi e^{-a}, \quad a>0
$$

which combined with the previous remark gives:

$$
\widehat{f}(\xi)=-i \operatorname{sgn}(\xi) e^{-2 \pi|\xi|}
$$

A surjective isometry defines a "unitary operator." Theorem 1.3 affirms that $\mathcal{F}$ is an isometry. Let us see that $\mathcal{F}$ is also surjective.

Theorem 1.4. The Fourier transform defines a unitary operator in $L^{2}\left(\mathbb{R}^{n}\right)$.
Proof. From the identity (1.11) it follows that $\mathcal{F}$ is an isometry. In particular, its image is a closed subspace of $L^{2}\left(\mathbb{R}^{n}\right)$. Assume that this is a proper subspace of $L^{2}$. Then, there exists $g \neq 0$ such that

$$
\int_{\mathbb{R}^{n}} \widehat{f}(y) g(y) d y=0, \text { for any } f \in L^{2}\left(\mathbb{R}^{n}\right)
$$

Using formula (1.7; Theorem 1.7), which obviously extends to $f, g \in L^{2}\left(\mathbb{R}^{n}\right)$, we have that

$$
\int_{\mathbb{R}^{n}} f(y) \widehat{g}(y) d y=\int_{\mathbb{R}^{n}} \widehat{f}(y) g(y) d y=0, \text { for any } f \in L^{2}
$$

Therefore, $\widehat{g}(\xi)=0$ almost everywhere, which contradicts

$$
\|g\|_{2}=\|\widehat{g}\|_{2} \neq 0
$$

Theorem 1.5. The inverse of the Fourier transform $\mathcal{F}^{-1}$ can be defined by the formula

$$
\begin{equation*}
\mathcal{F}^{-1} f(x)=\mathcal{F} f(-x), \quad \text { for any } f \in L^{2}\left(\mathbb{R}^{n}\right) \tag{1.12}
\end{equation*}
$$

Proof. $\mathcal{F}^{-1} \widehat{f}=\tilde{f}$ is the limit in the $L^{2}$-norm of the sequence

$$
f_{j}(x)=\int_{|\xi|<j} \widehat{f}(\xi) e^{2 \pi i(\xi \cdot x)} d \xi
$$

First, we consider the case where $f \in L^{1}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(\mathbb{R}^{n}\right)$. It suffices to verify that this agrees with $\mathcal{F}^{*} \widehat{f}$, where $\mathcal{F}^{*}$ is the adjoint operator of $\mathcal{F}$ (we recall the fact that for a unitary operator the adjoint and the inverse are equal). This can be checked as follows:

$$
\tilde{f}(x)=\int_{\mathbb{R}^{n}} \widehat{f}(\xi) e^{2 \pi i(\xi \cdot x)} d \xi=\lim _{j \rightarrow \infty} f_{j}(x) \text { in } L^{2}\left(\mathbb{R}^{n}\right),
$$

and

$$
\begin{aligned}
(g, \tilde{f}) & =\int_{\mathbb{R}^{n}} g(x) \overline{\left(\int_{\mathbb{R}^{n}} \widehat{f}(\xi) e^{2 \pi i(\xi \cdot x)} d \xi\right)} d x \\
& =\int_{\mathbb{R}^{n}}\left(\int_{\mathbb{R}^{n}} g(x) e^{-2 \pi i(x \cdot \xi)} d x\right) \widehat{\hat{f}(\xi)} d \xi=(\mathcal{F} g, \widehat{f})
\end{aligned}
$$

for any $g \in L^{1}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(\mathbb{R}^{n}\right)$. Hence $\tilde{f}=f$.
The general case follows by combining the above result and an argument involving a justification of passing to the limit.

### 1.3 Tempered Distributions

From the definitions of the Fourier transform on $L^{1}\left(\mathbb{R}^{n}\right)$ and on $L^{2}\left(\mathbb{R}^{n}\right)$, there is a natural extension to $L^{1}\left(\mathbb{R}^{n}\right)+L^{2}\left(\mathbb{R}^{n}\right)$. It is not hard to see that $L^{1}\left(\mathbb{R}^{n}\right)+L^{2}\left(\mathbb{R}^{n}\right)$ contains the spaces $L^{p}\left(\mathbb{R}^{n}\right)$ for $1 \leq p \leq 2$. On the other hand, as we shall prove, any function in $L^{p}\left(\mathbb{R}^{n}\right)$ for $p>2$ has a Fourier transform in the distribution sense. However, they may not be function, they are tempered distributions. Before studying them, it is convenient to see how far Definition 1.1 can be carried out.

Example 1.7 Let $n \geq 1$ and $f(x)=\delta_{0}$, the delta function, i.e., the measure of mass one concentrated at the origin. Using (1.1) one finds that

$$
\widehat{\delta}_{0}(\xi)=\int_{\mathbb{R}^{n}} \delta_{0}(x) e^{-2 \pi i(x \cdot \xi)} d x \equiv 1
$$

In fact, Definition 1.1 tells us that if $\mu$ is a bounded measure, then $\widehat{\mu}(\xi)$ represents a function in $L^{\infty}\left(\mathbb{R}^{n}\right)$.

Suppose that given $f(x) \equiv 1$ we want to find $\widehat{f}(\xi)$. In this case, Definition 1.1 cannot be used directly. It is necessary to introduce the notion of tempered distribution. For this purpose, we first need the following family of seminorms.

For each $(\nu, \beta) \in\left(\mathbb{Z}^{+}\right)^{2 n}$ we denote the seminorm $\|\cdot \cdot\|_{(v, \beta)}$ defined as:

$$
\|f\|_{(\nu, \beta)}=\left\|x^{\nu} \partial_{x}^{\beta} f\right\|_{\infty} .
$$

Now we can define the Schwartz space $\mathcal{S}\left(\mathbb{R}^{n}\right)$, the space of the $C^{\infty}$-functions decaying at infinity, i.e.,

$$
\mathcal{S}\left(\mathbb{R}^{n}\right)=\left\{\varphi \in C^{\infty}\left(\mathbb{R}^{n}\right):\|\varphi\|_{(\nu, \beta)}<\infty \text { for any } \nu, \beta \in\left(\mathbb{Z}^{+}\right)^{n}\right\}
$$

Thus, $C_{0}^{\infty}\left(\mathbb{R}^{n}\right) \subsetneq \mathcal{S}\left(\mathbb{R}^{n}\right)$ (consider $f(x)$ as in Example 1.3).
The topology in $\mathcal{S}\left(\mathbb{R}^{n}\right)$ is given by the family of seminorms $\|\cdot\|_{(\nu, \beta)},(\nu, \beta) \in$ $\left(\mathbb{Z}^{+}\right)^{2 n}$.

Definition 1.3. Let $\left\{\varphi_{j}\right\} \subset \mathcal{S}\left(\mathbb{R}^{n}\right)$. Then, $\quad \varphi_{j} \rightarrow 0$ as $j \rightarrow \infty$, if for any $(\nu, \beta) \in\left(\mathbb{Z}^{+}\right)^{2 n}$ one has that

$$
\left\|\varphi_{j}\right\|_{(\nu, \beta)} \longrightarrow 0 \text { as } j \rightarrow \infty
$$

The relationship between the Fourier transform and the function space $\mathcal{S}\left(\mathbb{R}^{n}\right)$ is described in the formulae (1.10). More precisely, we have the following result (see Exercise 1.13).
Theorem 1.6. The map $\varphi \mapsto \widehat{\varphi}$ is an isomorphism from $\mathcal{S}\left(\mathbb{R}^{n}\right)$ into itself.
Thus, $\mathcal{S}\left(\mathbb{R}^{n}\right)$ appears naturally associated to the Fourier transform. By duality, we can define the tempered distributions $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$.
Definition 1.4. We say that $\psi: \mathcal{S}\left(\mathbb{R}^{n}\right) \mapsto \mathbb{C}$ defines a tempered distribution, i.e., $\Psi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ if:

1. $\Psi$ is linear.
2. $\Psi$ is continuous, i.e., if for any $\left\{\varphi_{j}\right\} \subseteq \mathcal{S}\left(\mathbb{R}^{n}\right)$ such that $\varphi_{j} \rightarrow 0$ as $j \rightarrow \infty$, then the numerical sequence $\Psi\left(\varphi_{j}\right) \rightarrow 0$ as $j \rightarrow \infty$.

It is easy to check that any bounded function $f$ defines a tempered distribution $\Psi_{f}$, where

$$
\begin{equation*}
\Psi_{f}(\varphi)=\int_{\mathbb{R}^{n}} f(x) \varphi(x) d x, \text { for any } \varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right) \tag{1.13}
\end{equation*}
$$

In fact, this identity allows us to see that any locally integrable function with polynomial growth at infinity defines a tempered distribution. In particular, we have the $L^{p}\left(\mathbb{R}^{n}\right)$ spaces with $1 \leq p \leq \infty$. The following example gives us a tempered distribution outside these function spaces.
Example 1.8 In $\mathcal{S}^{\prime}(\mathbb{R})$, define the principal value function of $1 / x$, denoted by p.v. $\frac{1}{x}$, by the expression

$$
\text { p.v. } \frac{1}{x}(\varphi)=\lim _{\epsilon \downarrow 0} \int_{\epsilon<|x|<1 / \epsilon} \frac{\varphi(x)}{x} d x,
$$

for any $\varphi \in \mathcal{S}(\mathbb{R})$. Since $1 / x$ is an odd function,

$$
\begin{equation*}
\text { p.v. } \frac{1}{x}(\varphi)=\int_{|x|<1} \frac{\varphi(x)-\varphi(0)}{x} d x+\int_{|x|>1} \frac{\varphi(x)}{x} d x . \tag{1.14}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\mid \text { p.v. } \left.\frac{1}{x}(\varphi) \right\rvert\, \leq 2\left\|\varphi^{\prime}\right\|_{\infty}+2\|x \varphi\|_{\infty} \tag{1.15}
\end{equation*}
$$

and consequently, p.v. $\frac{1}{x} \in \mathcal{S}^{\prime}(\mathbb{R})$.
Now, given a $\Psi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$, its Fourier transform can be defined in the following natural form.
Definition 1.5. Given $\Psi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$, its Fourier transform $\widehat{\Psi} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ is defined as:

$$
\begin{equation*}
\widehat{\Psi}(\varphi)=\Psi(\widehat{\varphi}), \text { for any } \varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right) \tag{1.16}
\end{equation*}
$$

Observe that for $f \in L^{1}\left(\mathbb{R}^{n}\right)$ and $\varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$, (1.7), (1.13), and (1.16) tell us that

$$
\widehat{\Psi}_{f}(\varphi)=\Psi_{f}(\widehat{\varphi})=\int_{\mathbb{R}^{n}} f(x) \widehat{\varphi}(x) d x=\int_{\mathbb{R}^{n}} \widehat{f}(x) \varphi(x) d x=\Psi_{\widehat{f}}(\varphi) .
$$

Therefore, for $f \in L^{1}\left(\mathbb{R}^{n}\right)+L^{2}\left(\mathbb{R}^{n}\right)$ one has that $\widehat{\Psi}_{f}=\Psi_{\widehat{f}}$. Thus, Definition 1.5 is consistent with the theory of the Fourier transform developed in Sects. 1.1 and 1.2.

Example 1.9 Let $f(x) \equiv 1 \in L^{\infty}\left(\mathbb{R}^{n}\right) \subset \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$. Using the previous notation, for any $\varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ it follows that

$$
\widehat{\Psi}_{1}(\varphi)=\Psi_{1}(\widehat{\varphi})=\int_{\mathbb{R}^{n}} 1 \widehat{\varphi}(x) d x=\varphi(0)=\int_{\mathbb{R}^{n}} \delta_{0}(x) \varphi(x) d x=\delta_{0}(\varphi)
$$

Hence $\widehat{1}=\delta_{0}$. We recall that in Example 1.7 we already saw that $\widehat{\delta}_{0}=1$.
Next we compute the Fourier transform of the tempered distribution in Example 1.8.

Example 1.10 Combining Definition 1.5, Fubini's theorem, and the Lebesgue dominated convergence theorem we have that for any $\varphi \in \mathcal{S}(\mathbb{R})$,

$$
\begin{aligned}
\widehat{\text { p.v. } \frac{1}{x}}(\varphi) & =\text { p.v. } \frac{1}{x}(\widehat{\varphi})=\lim _{\epsilon \downarrow 0} \int_{\epsilon<|x|<1 / \epsilon} \frac{\widehat{\varphi}(x)}{x} d x \\
& =\lim _{\epsilon \downarrow 0} \int_{\epsilon<|x|<1 / \epsilon} \frac{1}{x}\left(\int_{-\infty}^{\infty} \varphi(y) e^{-2 \pi i x y} d y\right) d x
\end{aligned}
$$

$$
\begin{aligned}
& =\lim _{\epsilon \downarrow 0} \int_{-\infty}^{\infty} \varphi(y)\left(\int_{\epsilon<|x|<1 / \epsilon} \frac{e^{-2 \pi i x y}}{x} d x\right) d y \\
& =\int_{-\infty}^{\infty} \varphi(y)\left(\lim _{\epsilon \downarrow 0} \int_{\epsilon<|x|<1 / \epsilon} \frac{e^{-2 \pi i x y}}{x} d x\right) d y \\
& =-i \pi \int_{-\infty}^{\infty} \operatorname{sgn}(y) \varphi(y) d y
\end{aligned}
$$

where a change of variables and complex integration have been used to conclude that

$$
\begin{aligned}
\lim _{\epsilon \downarrow 0} \int_{\epsilon<|x|<1 / \epsilon} \frac{e^{-2 \pi i x y}}{x} d x=-2 i \int_{0}^{\infty} \frac{\sin (2 \pi x y)}{x} d x & =-2 i \operatorname{sgn}(y) \int_{0}^{\infty} \frac{\sin (x)}{x} d x \\
& =-i \pi \operatorname{sgn}(y)
\end{aligned}
$$

This yields the identity:

$$
\overline{\text { p.v. } \frac{1}{x}}(\xi)=-i \pi \operatorname{sgn}(\xi)
$$

The topology in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ can be described in the following form.
Definition 1.6. Let $\left\{\Psi_{j}\right\} \subset \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$. Then, $\Psi_{j} \rightarrow 0$ as $j \rightarrow \infty$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$, if for any $\varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ it follows that $\Psi_{j}(\varphi) \longrightarrow 0$ as $j \rightarrow \infty$.

As a consequence of the Definitions 1.4, 1.6, we get the next extension of Theorem 1.6, whose proof we leave as an exercise.
Theorem 1.7. The map $\mathcal{F}: \Psi \mapsto \widehat{\Psi}$ is an isomorphism from $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ into itself.
Combining the above results with an extension of Example 1.3 (see Exercise 1.2), we can justify the following computation related with the fundamental solution of the time-dependent Schrödinger equation.
Example $1.11 e^{-\widehat{-4 \pi^{2} i t|x|^{2}}}=\lim _{\epsilon \rightarrow 0^{+}} e^{-4 \widehat{\pi^{2}(\epsilon+i t)}|x|^{2}}$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$.
From Exercise 1.2, it follows that

$$
\left(e^{-4 \widehat{\pi^{2}(\epsilon+i t)}|x|^{2}}\right)(\xi)=\frac{e^{-|\xi|^{2} / 4(\epsilon+i t)}}{[4 \pi(\epsilon+i t)]^{n / 2}}
$$

Taking the limit $\epsilon \rightarrow 0^{+}$, we obtain:

$$
\begin{equation*}
\left(e^{-4 \pi^{2} i t|x|^{2}}\right)(\xi)=\frac{e^{i|\xi|^{2} / 4 t}}{(4 \pi i t)^{n / 2}} \tag{1.17}
\end{equation*}
$$

As an application of these ideas, we introduce the Hilbert transform.
Definition 1.7. For $\varphi \in \mathcal{S}(\mathbb{R})$, we define its Hilbert transform $\mathrm{H}(\varphi)$ by

$$
\mathrm{H}(\varphi)(y)=\frac{1}{\pi} \text { p.v. } \frac{1}{x}(\varphi(y-\cdot))=\frac{1}{\pi} \text { p.v. } \frac{1}{x} * \varphi(y) .
$$

From (1.14) and (1.15) it is clear that $\mathrm{H}(\varphi)(y)$ is defined for any $y \in \mathbb{R}$ and it is bounded by $g(y)=a|y|+b$, with $a, b>0$ depending on $\varphi$. In particular, we have that $\mathrm{H}(\varphi) \in \mathcal{S}^{\prime}(\mathbb{R})$. Let us compute its Fourier transform.

Example 1.12 From Example 1.10 and the identity

$$
\mathrm{H}(\varphi)(y)=\lim _{\epsilon \rightarrow 0}\left(\frac{1}{\pi} \frac{1}{x} \chi_{\{\epsilon<|x|<1 / \epsilon\}} * \varphi\right)(y) \quad \text { in } \quad \mathcal{S}^{\prime}(\mathbb{R})
$$

it follows that

$$
\lim _{\epsilon \rightarrow 0}\left(\frac{1}{\pi} \frac{1}{x} \widehat{\chi_{\{\epsilon<|x|<1 / \epsilon\}}} * \varphi\right)(\xi)=-i \operatorname{sgn}(\xi) \widehat{\varphi}(\xi)
$$

This implies that

$$
\begin{equation*}
\widehat{\mathrm{H}(\varphi)}(\xi)=-i \operatorname{sgn}(\xi) \widehat{\varphi}(\xi), \text { for any } \varphi \in \mathcal{S}(\mathbb{R}) \tag{1.18}
\end{equation*}
$$

The identity (1.18) allows us to extend the Hilbert transform as an isometry in $L^{2}(\mathbb{R})$. It is not hard to see that

$$
\|\mathrm{H}(\varphi)\|_{2}=\|\varphi\|_{2} \quad \text { and } \quad \mathrm{H}(\mathrm{H}(\varphi))=-\varphi .
$$

Other properties of the Hilbert transform are deduced in the exercises in Chaps. 1 and 2.

In Definition 1.7, we have implicitly utilized the following result, which is employed again in the applications at the end of this chapter.

Proposition 1.3. Let $\varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ and $\Psi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$. Define

$$
\begin{equation*}
\Psi * \varphi(x)=\Psi(\varphi(x-\cdot)) . \tag{1.19}
\end{equation*}
$$

Then,

$$
\Psi * \varphi \in C^{\infty}\left(\mathbb{R}^{n}\right) \cap \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)
$$

and

$$
\begin{equation*}
\widehat{\Psi * \varphi}=\widehat{\Psi} \widehat{\varphi}, \tag{1.20}
\end{equation*}
$$

where $\widehat{\Psi} \widehat{\varphi} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ is defined as $\widehat{\Psi} \widehat{\varphi}(\phi)=\widehat{\Psi}(\widehat{\varphi} \phi)$ for any $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$.
Proof. It is left as an exercise.

### 1.4 Oscillatory Integrals in One Dimension

In many problems and applications the following question arises:
What is the asymptotic behavior of $I(\lambda)$ when $\lambda \rightarrow \infty$, where

$$
\begin{equation*}
I(\lambda)=\int_{a}^{b} e^{i \lambda \phi(x)} f(x) d x \tag{1.21}
\end{equation*}
$$

and $\phi$ is a smooth real-valued function, called the "phase function," and $f$ is a smooth complex-valued function?

We shall see that this asymptotic behavior is determined by the points $\bar{x}$, where the derivative of $\phi$ vanishes, i.e., $\phi^{\prime}(\bar{x})=0$.

Proposition 1.4. Let $f \in C_{0}^{\infty}([a, b])$ and $\phi^{\prime}(x) \neq 0$ for any $x \in[a, b]$. Then

$$
\begin{equation*}
I(\lambda)=\int_{a}^{b} e^{i \lambda \phi(x)} f(x) d x=O\left(\lambda^{-k}\right), \quad \text { as } \lambda \rightarrow \infty \tag{1.22}
\end{equation*}
$$

for any $k \in \mathbb{Z}^{+}$.
Proof. Define the differential operator

$$
\mathcal{L}(f)=\frac{1}{i \lambda \phi^{\prime}} \frac{d f}{d x}
$$

which satisfies

$$
\mathcal{L}^{t}(f)=-\frac{d}{d x}\left(\frac{f}{i \lambda \phi^{\prime}}\right) \quad \text { and } \quad \mathcal{L}^{k}\left(e^{i \lambda \phi}\right)=e^{i \lambda \phi}
$$

where $\mathcal{L}^{t}$ denotes the adjoint of $\mathcal{L}$. Using integration by parts it follows that

$$
\begin{aligned}
\int_{a}^{b} e^{i \lambda \phi} f d x & =\int_{a}^{b} \mathcal{L}^{k}\left(e^{i \lambda \phi}\right) f d x \\
& =(-1)^{k} \int_{a}^{b} e^{i \lambda \phi}\left(\mathcal{L}^{t}\right)^{k} f d x=O\left(\lambda^{-k}\right), \text { as } \lambda \rightarrow \infty
\end{aligned}
$$

Proposition 1.5. Let $k \in \mathbb{Z}^{+}$and $\left|\phi^{(k)}(x)\right| \geq 1$ for any $x \in[a, b]$ with $\phi^{\prime}(x)$ monotonic in the case $k=1$. Then,

$$
\begin{equation*}
\left|\int_{a}^{b} e^{i \lambda \phi(x)} d x\right| \leq c_{k} \lambda^{-1 / k} \tag{1.23}
\end{equation*}
$$

where the constant $c_{k}$ is independent of $a, b$.
Proof. For $k=1$, we have that

$$
\int_{a}^{b} e^{i \lambda \phi} d x=\int_{a}^{b} \mathcal{L}\left(e^{i \lambda \phi}\right) d x=\left.\frac{1}{i \lambda \phi^{\prime}} e^{i \lambda \phi}\right|_{a} ^{b}-\int_{a}^{b} e^{i \lambda \phi} \frac{1}{i \lambda} \frac{d}{d x}\left(\frac{1}{\phi^{\prime}}\right) d x .
$$

Clearly, the first term on the right-hand side is bounded by $2 \lambda^{-1}$. On the other hand, the hypothesis of monotonicity on $\phi^{\prime}$ guarantees that

$$
\begin{aligned}
\left|\int_{a}^{b} e^{i \lambda \phi} \frac{1}{i \lambda} \frac{d}{d x}\left(\frac{1}{\phi^{\prime}}\right) d x\right| & \leq \frac{1}{\lambda} \int_{a}^{b}\left|\frac{d}{d x}\left(\frac{1}{\phi^{\prime}}\right)\right| d x \\
& =\frac{1}{\lambda}\left|\frac{1}{\phi^{\prime}(b)}-\frac{1}{\phi^{\prime}(a)}\right| \leq \frac{2}{\lambda}
\end{aligned}
$$

This yields the proof of the case $k=1$.
For the proof of the case $k \geq 2$, induction in $k$ is used. Assuming the result for $k$, we shall prove it for $k+1$. By hypothesis, $\left|\phi^{(k+1)}(x)\right| \geq 1$. Let $x_{0} \in[a, b]$ be such that

$$
\left|\phi^{(k)}\left(x_{0}\right)\right|=\min _{a \leq x \leq b}\left|\phi^{(k)}(x)\right| .
$$

If $\phi^{(k)}\left(x_{0}\right)=0$, outside the interval $\left(x_{0}-\delta, x_{0}+\delta\right)$, one has that $\left|\phi^{(k)}(x)\right| \geq \delta$, with $\phi^{\prime}$ monotonic if $k=1$. Splitting the domain of integration and applying the hypothesis we obtain that

$$
\left|\int_{a}^{x_{0}-\delta} e^{i \lambda \phi(x)} d x\right|+\left|\int_{x_{0}+\delta}^{b} e^{i \lambda \phi(x)} d x\right| \leq c_{k}(\lambda \delta)^{-1 / k}
$$

A simple computation shows that

$$
\left|\int_{x_{0}-\delta}^{x_{0}+\delta} e^{i \lambda \phi(x)} d x\right| \leq 2 \delta
$$

Thus,

$$
\left|\int_{a}^{b} e^{i \lambda \phi(x)} d x\right| \leq c_{k}(\lambda \delta)^{-1 / k}+2 \delta .
$$

If $\phi^{(k)}\left(x_{0}\right) \neq 0$, then $x_{0}=a$ or $b$ and a similar argument provides the same bound. Finally, taking $\delta=\lambda^{-1 /(k+1)}$ we complete the proof.

Corollary 1.1 (van der Corput). Under the hypotheses of Proposition 1.5,

$$
\begin{equation*}
\left|\int_{a}^{b} e^{i \lambda \phi(x)} f(x) d x\right| \leq c_{k} \lambda^{-1 / k}\left(\|f\|_{\infty}+\left\|f^{\prime}\right\|_{1}\right) \tag{1.24}
\end{equation*}
$$

with $c_{k}$ independent of $a, b$.
Proof. Define

$$
G(x)=\int_{a}^{x} e^{i \lambda \phi(y)} d y
$$

By (1.23) one has that

$$
|G(x)| \leq c_{k} \lambda^{-1 / k} .
$$

Now using integration by parts we obtain:

$$
\begin{aligned}
\left|\int_{a}^{b} e^{i \lambda \phi} f d x\right| & =\left|\int_{a}^{b} G^{\prime} f d x\right| \leq|(G f)|_{a}^{b}+\left|\int_{a}^{b} G f^{\prime} d x\right| \\
& \leq c_{k} \lambda^{-1 / k}\left(\|f\|_{\infty}+\left\|f^{\prime}\right\|_{1}\right)
\end{aligned}
$$

Next, we shall study an application of these results.
Proposition 1.6. Let $\beta \in[0,1 / 2]$ and $I_{\beta}(x)$ be the oscillatory integral

$$
\begin{equation*}
I_{\beta}(x)=\int_{-\infty}^{\infty} e^{i\left(x \eta+\eta^{3}\right)}|\eta|^{\beta} d \eta \tag{1.25}
\end{equation*}
$$

Then, $I_{\beta} \in L^{\infty}(\mathbb{R})$.
Proof. First, we fix $\varphi_{0} \in C^{\infty}(\mathbb{R})$ such that

$$
\varphi_{0}(\eta)= \begin{cases}1, & \text { if }|\eta|>2 \\ 0, & \text { if }|\eta|<1\end{cases}
$$

Observe that $\left(1-\varphi_{0}\right)(\eta) e^{i \eta^{3}}|\eta|^{\beta} \in L^{1}(\mathbb{R})$, therefore its Fourier transform belongs to $L^{\infty}(\mathbb{R})$. Thus, it suffices to consider

$$
\tilde{I}_{\beta}(x)=\int_{-\infty}^{\infty} e^{i\left(x \eta+\eta^{3}\right)}|\eta|^{\beta} \varphi_{0}(\eta) d \eta
$$

For $x \geq-3$, the phase function $\phi_{x}(\eta)=x \eta+\eta^{3}$, in the support of $\varphi_{0}$, satisfies

$$
\left|\phi_{x}^{\prime}(\eta)\right|=\left|x+3 \eta^{2}\right| \geq\left(|x|+|\eta|^{2}\right)
$$

In this case, integration by parts leads to the desired result.
For $x<-3$, we consider the functions $\left(\varphi_{1}, \varphi_{2}\right) \in C_{0}^{\infty} \times C^{\infty}$ such that $\varphi_{1}(\eta)+\varphi_{2}(\eta)=1$ with

$$
\operatorname{supp} \varphi_{1} \subset A=\left\{\eta:\left|x+3 \eta^{2}\right| \leq \frac{|x|}{2}\right\}
$$

and

$$
\varphi_{2}=0 \quad \text { in } B=\left\{\eta:\left|x+3 \eta^{2}\right|<\frac{|x|}{3}\right\},
$$

and we split the integral $\tilde{I}_{\beta}(x)$ in two pieces,

$$
\left|\tilde{I}_{\beta}(x)\right| \leq\left|\tilde{I}_{\beta}^{1}(x)\right|+\left|\tilde{I}_{\beta}^{2}(x)\right|
$$

where

$$
\tilde{I}_{\beta}^{j}(x)=\int_{-\infty}^{\infty} e^{i\left(x \eta+\eta^{3}\right)}|\eta|^{\beta} \varphi_{0}(\eta) \varphi_{j}(\eta) d \eta, \quad \text { for } \quad j=1,2
$$

When $\varphi_{2}(\eta) \neq 0$, the triangle inequality shows that

$$
\left|\phi_{x}^{\prime}(\eta)\right|=\left|x+3 \eta^{2}\right| \geq \frac{3}{13}\left(|x|+|\eta|^{2}\right) .
$$

Integration by parts leads to

$$
\left|\tilde{I}_{\beta}^{2}(x)\right|=\left|\int_{-\infty}^{\infty} \frac{|\eta|^{\beta}}{\phi_{x}^{\prime}(\eta)} \varphi_{0}(\eta) \varphi_{2}(\eta) \frac{d}{d \eta} e^{i\left(x \eta+\eta^{3}\right)} d \eta\right| \leq 100
$$

Now, if $\eta \in A$, we have that

$$
\frac{|x|}{2} \leq 3 \eta^{2} \leq 3 \frac{|x|}{2} \quad \text { and } \quad\left|\frac{d^{2} \phi_{x}}{d \eta^{2}}(\eta)\right|=6|\eta| \geq|x|^{1 / 2}
$$

Thus (1.24) (van der Corput) and the form of $\varphi_{0}, \varphi_{1}$ guarantee the existence of a constant $c$ independent of $x<-3$ such that

$$
\left|\tilde{I}_{\beta}^{1}(x)\right|=\left.\left.\left|\int_{-\infty}^{\infty} e^{i\left(x \eta+\eta^{3}\right)}\right| \eta\right|^{\beta} \varphi_{0}(\eta) \varphi_{1}(\eta) d \eta|\leq c| x\right|^{-1 / 4}|x|^{\beta / 2}
$$

### 1.5 Applications

Consider the initial value problem (IVP) for the linear Schrödinger equation:

$$
\left\{\begin{array}{l}
\partial_{t} u=i \Delta u,  \tag{1.26}\\
u(x, 0)=u_{0}(x),
\end{array}\right.
$$

$x \in \mathbb{R}^{n}, t \in \mathbb{R}$. Taking the Fourier transform with respect to the space variable $x$ in (1.26) we obtain:

$$
\left\{\begin{array}{l}
\widehat{\partial_{t} u}(\xi, t)=\partial_{t} \widehat{u}(\xi, t)=\widehat{i \Delta u}(\xi, t)=-4 \pi^{2} i|\xi|^{2} \widehat{u}(\xi, t) \\
\widehat{u}(\xi, 0)=\widehat{u}_{0}(\xi)
\end{array}\right.
$$

The solution of this family of ordinary differential equations (ODE), with parameter $\xi$, can be written as:

$$
\widehat{u}(\xi, t)=e^{-4 \pi^{2} i t|\xi|^{2}} \widehat{u}_{0}(\xi)
$$

By Proposition 1.3 it follows that

$$
\begin{align*}
u(x, t) & =\left(e^{-4 \pi^{2} i t|\xi|^{2}} \widehat{u}_{0}(\xi)\right)^{\vee}=\left(e^{-4 \pi^{2} i t|\xi|^{2}}\right)^{\vee} * u_{0}(x) \\
& =\frac{e^{i \cdot \mid \cdot 2 / 4 t}}{(4 \pi i t)^{r / 2}} * u_{0}(x)=e^{i t \Delta} u_{0}(x) \tag{1.27}
\end{align*}
$$

where we have introduced the notation $e^{i t \Delta}$ which is justified in Chapter 4.
Next, we consider the IVP associated to the linearized Korteweg-de Vries (KdV) equation:

$$
\left\{\begin{array}{l}
\partial_{t} v+\partial_{x}^{3} v=0  \tag{1.28}\\
v(x, 0)=v_{0}(x)
\end{array}\right.
$$

for $t, x \in \mathbb{R}$. The previous argument shows that

$$
\begin{equation*}
v(x, t)=S_{t} * v_{0}(x)=\left(e^{8 \pi^{3} i t \xi^{3}} \widehat{v}_{0}\right)^{\vee}=V(t) v_{0}(x) \tag{1.29}
\end{equation*}
$$

where the kernel $S_{t}(x)$ is defined by the oscillatory integral:

$$
\begin{equation*}
S_{t}(x)=\int_{-\infty}^{\infty} e^{2 \pi i x \xi} e^{8 \pi^{3} i t \xi^{3}} d \xi \tag{1.30}
\end{equation*}
$$

After changing variables,

$$
\begin{equation*}
S_{t}(x)=\frac{1}{\sqrt[3]{3 t}} A i\left(\frac{x}{\sqrt[3]{3 t}}\right) \tag{1.31}
\end{equation*}
$$

where $\operatorname{Ai}(\cdot)$ denotes the Airy function:

$$
\begin{equation*}
A i(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{i\left(\xi x+\xi^{3} / 3\right)} d \xi \tag{1.32}
\end{equation*}
$$

By combining Proposition 1.6 (with $\beta=0$ ) and a new change of variable we find that

$$
\begin{equation*}
\left\|S_{t}\right\|_{\infty} \leq c|t|^{-1 / 3} \tag{1.33}
\end{equation*}
$$

Moreover, if $\beta \in[0,1 / 2]$, then

$$
\begin{equation*}
\left\|D_{x}^{\beta} S_{t}\right\|_{\infty} \leq c|t|^{-(\beta+1) / 3} \tag{1.34}
\end{equation*}
$$

Hence, using Exercise 1.6 it follows that

$$
\begin{equation*}
\left\|D_{x}^{\beta} V(t) v_{0}\right\|_{\infty}=\left\|D_{x}^{\beta} S_{t} * v_{0}\right\|_{\infty} \leq c|t|^{-(\beta+1) / 3}\left\|v_{0}\right\|_{1} \tag{1.35}
\end{equation*}
$$

where $D_{x}^{\beta}=D^{\beta}=(-\Delta)^{\beta / 2}$ denotes the homogeneous fractional derivative of order $\beta$, i.e.,

$$
\begin{equation*}
D^{\beta} f(x)=\left[(2 \pi|\xi|)^{\beta} \widehat{f}(\xi)\right]^{\vee}(x) \tag{1.36}
\end{equation*}
$$

Notice that the derivative of the phase function in (1.32) $\phi(\xi)=\xi x+\xi^{3} / 3$ does not vanish for $x>0$, i.e., $\left|\phi^{\prime}(\xi)\right|=\left|x+\xi^{2}\right| \geq|x|$, so using Proposition 1.4 one sees that $A i(x)$ has fast decay for $x>0$. In fact, one has (see [Ho2] or [SSS]) that

$$
\begin{equation*}
|A i(x)| \leq \frac{1}{\left(1+x_{-}\right)^{1 / 4}} e^{-c x_{+}^{3 / 2}} \tag{1.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|A i^{\prime}(x)\right| \leq\left(1+x_{-}\right)^{1 / 4} e^{-c x_{+}^{3 / 2}}, \tag{1.38}
\end{equation*}
$$

where $x_{+}=\max \{x ; 0\}$ and $x_{-}=\max \{-x ; 0\}$.
Hence, (1.34) with $\beta=1 / 2$ can be seen as an interpolation between (1.37) and (1.38) and the scaling.

Remark 1.1. The relevant references used in this chapter are the books [SW], [S2], [S3], [Sa], [Du], and [Rd].

### 1.6 Exercises

1.1 (i) Let $n \geq 1$ and $f(x)=e^{-2 \pi|x|}$. Show that

$$
\hat{f}(\xi)=\frac{\Gamma[(n+1) / 2]}{\pi^{(n+1) / 2}} \frac{1}{\left(1+|\xi|^{2}\right)^{(n+1) / 2}}
$$

Hint: From the formula of Example 1.5 with $a=\beta$ and $b=1$ one sees that

$$
e^{-\beta}=\frac{2}{\pi} \int_{0}^{\infty} \frac{\cos (\beta x)}{1+x^{2}} d x
$$

which, combined with the equality:

$$
\frac{1}{1+x^{2}}=\int_{0}^{\infty} e^{-\left(1+x^{2}\right) \rho} d \rho, \quad \text { yields } \quad e^{-\beta}=\int_{0}^{\infty} \frac{e^{-\rho}}{\sqrt{\rho}} e^{-\beta^{2} / 4 \rho} d \rho
$$

Use this identity to obtain the desired result.
(ii) Let $n=1$ and $f(x)=\frac{1}{\pi} \frac{1}{\left(1+x^{2}\right)^{2}}$. Show that

$$
\hat{f}(\xi)=\frac{1}{2} e^{-2 \pi|\xi|}(2 \pi|\xi|+1)
$$

Hint: Differentiate the identity in Example 1.5.
1.2 (i) Prove the following extension in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ of formula (1.8):

$$
\left(\widehat{e^{-a|x|^{2}}}\right)(\xi)=\left(\frac{\pi}{a}\right)^{n / 2} e^{-\pi^{2}|\xi|^{2} / a}, \quad \operatorname{Re} a \geq 0, \quad a \neq 0
$$

where $\sqrt{a}$ is defined as the branch with $\operatorname{Re} a>0$.
Hint: Use an analytic continuation argument.
(ii) Show that if $a=1+i t$, then

$$
\left\|\left(\frac{\pi}{a}\right)^{n / 2} e^{-\pi^{2}|x|^{2} / a}\right\|_{p} \sim c_{p}(1+t)^{n\left(\frac{1}{p}-\frac{1}{2}\right)}, \quad 1 \leq p \leq \infty, \quad t>0
$$

and

$$
\left\|e^{-\pi a|\xi|^{2}}\right\|_{q} \sim c_{q}, \quad 1 \leq q \leq \infty
$$

where $f(t) \sim g(t)$, for $f, g \geq 0$, means that there exists $c>1$ such that

$$
c^{-1} f(t) \leq g(t) \leq c f(t), \quad \forall t>0
$$

1.3 Prove Young's inequality: Let $f \in L^{p}\left(\mathbb{R}^{n}\right), \quad 1 \leq p \leq \infty$, and $g \in L^{1}\left(\mathbb{R}^{n}\right)$.

Then, $f * g \in L^{p}\left(\mathbb{R}^{n}\right)$ with

$$
\begin{equation*}
\|f * g\|_{p} \leq\|f\|_{p}\|g\|_{1} \tag{1.39}
\end{equation*}
$$

1.4 Prove the Minkowski integral inequality. If $1 \leq p \leq \infty$, then

$$
\begin{equation*}
\left(\int_{\mathbb{R}^{n}}\left|\int_{\mathbb{R}^{n}} f(x, y) d x\right|^{p} d y\right)^{1 / p} \leq \int_{\mathbb{R}^{n}}\left(\int_{\mathbb{R}^{n}}|f(x, y)|^{p} d y\right)^{1 / p} d x \tag{1.40}
\end{equation*}
$$

Observe that the proof of the cases $p=1, \infty$ is immediate.
1.5 Let $f \in L^{p}((0, \infty)), 1<p<\infty, f \geq 0$ :
(i) Prove Hardy's inequality:

$$
\begin{equation*}
\int_{0}^{\infty}\left(\frac{1}{x} \int_{0}^{x} f(s) d s\right)^{p} d x \leq\left(\frac{p}{p-1}\right)^{p} \int_{0}^{\infty}(f(x))^{p} d x \tag{1.41}
\end{equation*}
$$

(ii) Prove that equality in (1.41) holds if and only if $f=0$, a.e., and that the constant $c_{p}=p /(p-1)$ is optimal in (1.41).
(iii) Prove that (1.41) fails for $p=1$ and $p=\infty$.

Hint: Assuming $f \in C_{0}((0, \infty))$ define

$$
F(x)=\frac{1}{x} \int_{0}^{\infty} f(s) d s, \text { so } x F^{\prime}=f-F .
$$

Use integration by parts and the Hölder inequality to obtain (1.41).
1.6 Consider the Fourier transform ${ }^{\wedge}$ as a map from $L^{1}\left(\mathbb{R}^{n}\right)$ into $L^{\infty}\left(\mathbb{R}^{n}\right)$.
(i) Prove that - is injective.
(ii) Prove that the image of $\widehat{\widehat{ }}$, i.e., $\widehat{L^{1}\left(\mathbb{R}^{n}\right)}$, is an algebra with respect to the point-wise multiplication of functions.
(iii) Prove that $\widehat{L^{1}\left(\mathbb{R}^{n}\right)} \subsetneq C_{\infty}\left(\mathbb{R}^{n}\right)$, where $C_{\infty}\left(\mathbb{R}^{n}\right)$ denotes the space of continuous functions vanishing at infinity.
Hint: From Example 1.2 we have that $\left\|g_{k}\right\|_{\infty}=2$ and

$$
\lim _{k \uparrow \infty}\left\|\widehat{g}_{k}\right\|_{1}=\infty .
$$

Apply the open mapping theorem to get the desired result.
1.7 (i) Prove the following generalization of (1.6) in Theorem 1.1:

If $f \in L^{1}\left(\mathbb{R}^{n}\right)$ and $g \in L^{p}\left(\mathbb{R}^{n}\right), 1 \leq p \leq 2$, then $(\widehat{f * g})(\xi)=$ $\widehat{f}(\xi) \widehat{g}(\xi)$.
(ii) If $f \in L^{p}\left(\mathbb{R}^{n}\right), g \in L^{p^{\prime}}\left(\mathbb{R}^{n}\right)$, with $1 / p+1 / p^{\prime}=1,1<p<\infty$, then $f * g \in C_{\infty}\left(\mathbb{R}^{n}\right)$. What can you affirm if $p=1, \infty$ ?
(iii) If $f \in L^{1}\left(\mathbb{R}^{n}\right)$, with $f$ continuous at the point 0 and $\widehat{f} \geq 0$, then $\widehat{f} \in L^{1}\left(\mathbb{R}^{n}\right)$.
Hint: Use Proposition 1.2 and Fatou's lemma.
1.8 Show that

$$
\int_{0}^{\infty} \frac{\sin ^{2} x}{x^{2}} d x=\frac{\pi}{2} \quad \text { and } \quad \int_{0}^{\infty} \frac{\sin ^{3} x}{x^{3}} d x=\frac{3 \pi}{8} .
$$

Hint: Combine the identities (1.7), (1.11), and Example 1.1.
1.9 For a given $f \in L^{2}\left(\mathbb{R}^{n}\right)$ prove that the following statements are equivalent:
(i) $\quad g \in L^{2}\left(\mathbb{R}^{n}\right)$ is the partial derivative of $f \in L^{2}\left(\mathbb{R}^{n}\right)$ with respect to the $k$ th variable according to Definition 1.2.
(ii) There exists $g \in L^{2}\left(\mathbb{R}^{n}\right)$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} f(x) \partial_{x_{k}} \phi(x) d x=-\int_{\mathbb{R}^{n}} g(x) \phi(x) d x \tag{1.42}
\end{equation*}
$$

for any $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. In general, if (1.42) holds for two distributions $f, g$, then one says that $g$ is the $k$ th partial derivative of $f$ in the distribution sense.
(iii) There exists $\left\{f_{j}\right\} \subset C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ such that

$$
\left\|f_{j}-f\right\|_{2} \rightarrow 0 \quad \text { as } \quad j \rightarrow \infty
$$

and $\left\{\partial_{x_{k}} f_{j}\right\}$ is a Cauchy sequence in $L^{2}\left(\mathbb{R}^{n}\right)$.
(iv) $\quad \xi_{k} \widehat{f}(\xi) \in L^{2}\left(\mathbb{R}^{n}\right)$.
(v)

$$
\sup _{h>0} \int_{\mathbb{R}^{n}}\left|\frac{f\left(x+h e_{k}\right)-f(x)}{h}\right|^{2} d x<\infty .
$$

For $p \neq 2$, which of the above statements are still equivalent?
1.10 (Paley-Wiener theorem) Prove that if $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ with support in $\left\{x \in \mathbb{R}^{n}\right.$ : $|x| \leq M\}$, then $\widehat{f}(\xi)$ can be extended analytically to $\mathbb{C}^{n}$. Moreover, if $k \in \mathbb{Z}^{+}$one has that

$$
\begin{equation*}
|\widehat{f}(\xi+i \eta)| \leq c_{k} \frac{e^{2 \pi M|\eta|}}{(1+|(\xi+i \eta)|)^{k}} \quad \text { for any } \xi+i \eta \in \mathbb{C}^{n} \tag{1.43}
\end{equation*}
$$

Prove the converse, i.e., if $F(\xi+i \eta)$ is an analytic function in $\mathbb{C}^{n}$ satisfying (1.43), then $F$ is the Fourier transform of some $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ with support in $\left\{x \in \mathbb{R}^{n}:|x| \leq M\right\}$.
1.11 Show that if $f \in L^{1}\left(\mathbb{R}^{n}\right), f \not \equiv 0$, with compact support, then for any $\epsilon>0$, $\hat{f} \notin L^{1}\left(e^{\epsilon|x|} d x\right)$.
1.12 Prove that given $k \in \mathbb{Z}^{+}$and $a_{\alpha} \in \mathbb{R}^{k}$, with $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{N}^{n}$, $|\alpha|=\alpha_{1}+\cdots+\alpha_{n} \leq k$, there exists $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ such that

$$
\int_{\mathbb{R}^{n}} x^{\alpha} f(x) d x=a_{\alpha} .
$$

Hint: Use Exercise 1.10.
1.13 (i) Prove that if $f, g \in \mathcal{S}$, then $f * g \in \mathcal{S}$.
(ii) Prove that the Fourier transform is an isomorphism from $\mathcal{S}$ into itself.
(iii) Using the results in Section 1.3, find explicitly $\Psi=\widehat{|x|^{2}} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$.
(iv) Prove Proposition 1.3.
1.14 In this problem we shall prove that

$$
\frac{\widehat{1}}{|x|^{\alpha}}(\xi)=c_{n, \alpha} \frac{1}{|\xi|^{n-\alpha}} \quad \text { for } \alpha \in(0, n)
$$

as a tempered distribution, i.e., $\forall \varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$

$$
\begin{equation*}
\int \frac{1}{|x|^{\alpha}} \widehat{\varphi}(x) d x=c_{n, \alpha} \int \frac{1}{|\xi|^{n-\alpha}} \varphi(\xi) d \xi \tag{1.44}
\end{equation*}
$$

where $c_{n, \alpha}=\pi^{\alpha-n / 2} \Gamma(n / 2-\alpha / 2) / \Gamma(\alpha / 2)$.
(i) Combining the Parseval identity and Example 1.3 show that for $\delta>0$

$$
\begin{equation*}
\int e^{-\pi \delta|x|^{2}} \widehat{\varphi}(x) d x=\delta^{-n / 2} \int e^{-\pi|x|^{2} / \delta} \varphi(x) d x \tag{1.45}
\end{equation*}
$$

(ii) Prove the formula

$$
\begin{equation*}
\int_{0}^{\infty} e^{-\pi \delta|x|^{2}} \delta^{\beta-1} d \delta=\frac{c_{\beta}}{|x|^{2 \beta}} \quad \text { for any } \beta>0 \tag{1.46}
\end{equation*}
$$

(iii) Multiply both sides of (1.45) by $\delta^{\frac{n-\alpha}{2}-1}$, integrate on $\delta$, use Fubini's theorem and (1.46) to get (1.44).
1.15 Prove the following identities, where H denotes the Hilbert transform:
(i) $\mathrm{H}(f g)=\mathrm{H}(f) g+f \mathrm{H}(g)+\mathrm{H}(\mathrm{H}(f) \mathrm{H}(g))$.
(ii) $\quad \mathrm{H}\left(\chi_{(-1,1)}\right)(x)=\frac{1}{\pi} \log \left|\frac{x+1}{x-1}\right|$.
(iii) $\mathrm{H}\left(\frac{a}{x^{2}+a^{2}}\right)=\frac{x}{x^{2}+a^{2}}, \quad a>0$.
1.16 Prove that if $\varphi \in \mathcal{S}(\mathbb{R})$, then $\mathrm{H}(\varphi) \in L^{1}(\mathbb{R})$ if and only if $\widehat{\varphi}(0)=0$.
1.17 Consider the function $f_{a}(x)=\frac{x}{a-x^{2}}$.
(i) If $a \geq 0$ prove that the principal value function of $f_{a}(x)$,

$$
\text { p.v. } \frac{x}{a-x^{2}}(\varphi)=\lim _{\epsilon \downarrow 0} \int_{\epsilon<\left|a-x^{2}\right|<1 / \epsilon} \frac{x}{a-x^{2}} \varphi(x) d x,
$$

with $\varphi \in \mathcal{S}(\mathbb{R})$ defines a tempered distribution. Moreover, prove that if

$$
\widehat{f_{a}}(\xi)=\lim _{\epsilon \downarrow 0} \int_{\epsilon<\left|a-x^{2}\right|<1 / \epsilon} e^{-2 \pi i(x \cdot \xi)} \frac{x}{a-x^{2}} d x
$$

then

$$
\begin{equation*}
\left\|\widehat{f_{a}}\right\|_{\infty} \leq M \tag{1.47}
\end{equation*}
$$

where the constant $M$ is independent of $a$.
Hint: Observe that if $a=0, f_{a}(x)$ is just a multiple of the kernel $1 / x$ of the Hilbert transform H . If $a>0$, then $f_{a}(x)$ can be written as sum of translations of the kernel of the Hilbert transform H. Since the Hilbert transform satisfies a similar result, (1.47) follows in both cases. (See Example 1.10).
(ii) Show that (1.47) is also satisfied if $a<0$. Hint: Use Example 1.6.
1.18 Consider the IVP associated to the wave equation

$$
\left\{\begin{array}{l}
\partial_{t}^{2} w-\Delta w=0  \tag{1.48}\\
w(x, 0)=f(x) \\
\partial_{t} w(x, 0)=g(x)
\end{array}\right.
$$

$x \in \mathbb{R}^{n}, t \in \mathbb{R}$. Prove that
(i) If $f, g \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ are real-valued functions, then using the notation in (1.29), the solution can be described by the following expression:

$$
\begin{equation*}
w(x, t)=U^{\prime}(t) f+U(t) g=\cos (D t) f+\frac{\sin (D t)}{D} g \tag{1.49}
\end{equation*}
$$

with $\widehat{D h}(\xi)=2 \pi|\xi| \widehat{h}(\xi)($ see (1.36)).
(ii) If $f, g$ are supported in $\left\{x \in \mathbb{R}^{3}:|x| \leq M\right\}$, show that $w(\cdot, t)$ is supported in $\left\{x \in \mathbb{R}^{3}:|x| \leq M+t\right\}$.
(iii) Assuming $n=3$ and $f \equiv 0$, prove that

$$
w(x, t)=\frac{1}{4 \pi t} \int_{\{|y|=t\}} g(x+y) d S_{y} .
$$

Hint: Derive and apply the following identity:

$$
\int_{\{|x|=t\}} e^{2 \pi i \xi \cdot x} d S_{x}=4 \pi t \frac{\sin (2 \pi|\xi| t)}{2 \pi|\xi|}
$$

If $g \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ is supported in $\left\{x \in \mathbb{R}^{3}:|x| \leq M\right\}$, where is the support of $w(\cdot, t)$ ?
(iv) Assuming $n=3$ and $g \equiv 0$, prove that

$$
\begin{equation*}
w(x, t)=\frac{1}{4 \pi t^{2}} \int_{\{|y|=t\}}[f(x+y)+\nabla f(x+y) \cdot y] d S_{y} . \tag{1.50}
\end{equation*}
$$

(v) If $E(t)=\int_{\mathbb{R}^{n}}\left(\left(\partial_{t} w\right)^{2}+\left|\nabla_{x} w\right|^{2}\right)(x, t) d x$, then prove that for any $t \in \mathbb{R}$,

$$
E(t)=E_{0}=\int_{\mathbb{R}^{n}}\left(g^{2}+\left|\nabla_{x} f\right|^{2}\right)(x) d x
$$

Hint: Use integration by parts and the equation.
(vi) (Brodsky [Br]) Show that

$$
\lim _{t \rightarrow \infty} \int_{\mathbb{R}^{n}}\left(\partial_{t} w\right)^{2}(x, t) d x=\frac{E_{0}}{2} .
$$

Hint: Use the Riemann-Lebesgue lemma (Theorem 1.1(3)).
1.19 Consider the IVP (1.28) with initial data $v_{0} \in C_{0}^{\infty}(\mathbb{R})$. Prove that for any $t \neq 0$ $v(\cdot, t)$ does not have compact support.

## Chapter 2 <br> Interpolation of Operators: A Multiplier Theorem

In this chapter, we shall first study two basic results in interpolation of operators in $L^{p}$ spaces, the Riesz-Thorin theorem and the Marcinkiewicz interpolation theorem (diagonal case). As a consequence of the former we shall prove the Hardy-Littlewood-Sobolev theorem for Riesz potentials. In this regard, we need to introduce one of the fundamental tools in harmonic analysis, the Hardy-Littlewood maximal function. In Section 2.4, we shall prove the Mihlin multiplier theorem.

The results deduced in this chapter are used frequently in these notes. In particular, in Chapter 4 the proof of Theorem 4.2 is based on the Riesz-Thorin theorem and the Hardy-Littlewood-Sobolev theorem.

### 2.1 The Riesz-Thorin Convexity Theorem

Let $(X, \mathcal{A}, \mu)$ be a measurable space (i.e., $X$ is a set, $\mathcal{A}$ denotes a $\sigma$-algebra of subsets of $X$, and $\mu$ is a measure defined on $\mathcal{A}) . L^{p}=L^{p}(X, \mathcal{A}, \mu), 1 \leq p<\infty$ denotes the space of complex-valued functions $f$ that are $\mu$-measurable such that

$$
\|f\|_{p}=\left(\int_{X}|f(x)|^{p} d \mu\right)^{1 / p}<\infty
$$

Functions in $L^{p}(X, \mathcal{A}, \mu)$ are defined almost everywhere with respect to $\mu$. Similarly, we have $L^{\infty}(X, \mathcal{A}, \mu)$ the space of functions $f$ that are $\mu$-measurable, complex valued and essentially $\mu$-bounded, with $\|f\|_{\infty}$ the essential supremum of $f$. The Riesz-Thorin convexity theorem can be obtained as a consequence of a version of the Hadamard three circles theorem, a result of the Phragmen-Lindelöf theorem, known as the three lines theorem.

Lemma 2.1. Let $F$ be a continuous and bounded function defined on

$$
S=\{z=x+i y: 0 \leq x \leq 1\}
$$

which is also analytic in the interior of S. If for each $y \in \mathbb{R}$,

$$
|F(i y)| \leq M_{0} \quad \text { and } \quad|F(1+i y)| \leq M_{1},
$$

then for any $z=x+i y \in S$

$$
|F(x+i y)| \leq M_{0}^{1-x} M_{1}^{x}
$$

In other words, the function $\phi(x)=\log k_{x}$ is convex, where $k_{x}=\sup \{|F(x+i y)|$ : $y \in \mathbb{R}\}$ for $x \in[0,1]$.

Proof. Without loss of generality one can assume that $M_{0}, M_{1}>0$. Moreover, considering the function $F(z) / M_{0}^{1-z} M_{1}^{z}$, the proof reduces to the case $M_{0}=M_{1}=1$. Thus, we have that

$$
|F(i y)| \leq 1 \quad \text { and } \quad|F(1+i y)| \leq 1 \quad \text { for any } y \in \mathbb{R}
$$

and we want to show that $|F(z)| \leq 1$ for any $z \in S$. If

$$
\lim _{|y| \rightarrow \infty} F(x+i y)=0 \quad \text { uniformly on } 0 \leq x \leq 1,
$$

the result follows from the maximum principle. In this case, there exists $y_{0}>0$ such that $|F(x+i y)| \leq 1$ for $|y| \geq y_{0}$ and $|F(z)| \leq 1$ in the boundary of the rectangle with corners

$$
i y_{0}, 1+i y_{0},-i y_{0}, 1-i y_{0}
$$

The maximum principle guarantees the same estimate in the interior of the rectangle.
In the general case, we consider the function:

$$
F_{n}(z)=F(z) e^{\left(z^{2}-1\right) / n}, \quad n \in \mathbb{Z}^{+}
$$

Since

$$
\begin{aligned}
\left|F_{n}(z)\right| & =|F(x+i y)| e^{-y^{2} / n} e^{\left(x^{2}-1\right) / n} \\
& \leq|F(x+i y)| e^{-y^{2} / n} \rightarrow 0 \quad \text { as } \quad|y| \rightarrow \infty
\end{aligned}
$$

uniformly on $0 \leq x \leq 1$, with $\left|F_{n}(i y)\right| \leq 1$ and $\left|F_{n}(1+i y)\right| \leq 1$, the previous argument proves that $\left|F_{n}(z)\right| \leq 1$ for any $n \in \mathbb{Z}^{+}$. Letting $n \rightarrow \infty$, we obtain the desired estimate.

Let $T$ be a linear operator from $L^{p}(X)$ to $L^{q}(Y)$. If $T$ is continuous or bounded, i.e.,

$$
\begin{equation*}
\|T\|=\sup _{f \neq 0} \frac{\|T f\|_{q}}{\|f\|_{p}}<\infty \tag{2.1}
\end{equation*}
$$

we call the number $\|T T\|$ the norm of the operator $T$.
Theorem 2.1 (Riesz-Thorin). Let $p_{0} \neq p_{1}, q_{0} \neq q_{1}$. Let $T$ be a bounded linear operator from $L^{p_{0}}(X, \mathcal{A}, \mu)$ to $L^{q_{0}}(Y, \mathcal{B}, v)$ with norm $M_{0}$ and from $L^{p_{1}}(X, \mathcal{A}, \mu)$ to $L^{q_{1}}(Y, \mathcal{B}, v)$ with norm $M_{1}$. Then, $T$ is bounded from $L^{p_{\theta}}(X, \mathcal{A}, \mu)$ in $L^{q_{\theta}}(Y, \mathcal{B}, v)$ with norm $M_{\theta}$ such that

$$
M_{\theta} \leq M_{0}^{1-\theta} M_{1}^{\theta}
$$

with

$$
\begin{equation*}
\frac{1}{p_{\theta}}=\frac{1-\theta}{p_{0}}+\frac{\theta}{p_{1}}, \quad \frac{1}{q_{\theta}}=\frac{1-\theta}{q_{0}}+\frac{\theta}{q_{1}}, \quad \theta \in(0,1) . \tag{2.2}
\end{equation*}
$$

Proof. (Thorin). Combining the notation

$$
\langle h, g\rangle=\int_{Y} h(y) g(y) d v(y)
$$

and a duality argument it follows that

$$
\|h\|_{q}=\sup \left\{|\langle h, g\rangle|:\|g\|_{q^{\prime}}=1\right\}
$$

and

$$
M_{p q} \equiv \sup \left\{|\langle T f, g\rangle|:\|f\|_{p}=\|g\|_{q^{\prime}}=1\right\}
$$

where $1 / p+1 / p^{\prime}=1 / q+1 / q^{\prime}=1$. Since $p<\infty$ and $q^{\prime}<\infty$, we can assume that $f, g$ are simple functions with compact support. Thus,

$$
f(x)=\sum_{j} a_{j} \chi_{A_{j}}(x) \text { and } g(y)=\sum_{k} b_{k} \chi_{B_{k}}(y) .
$$

For $0 \leq \operatorname{Re} z \leq 1$, we define

$$
\begin{aligned}
& \frac{1}{p(z)}=\frac{1-z}{p_{0}}+\frac{z}{p_{1}}, \quad \frac{1}{q^{\prime}(z)}=\frac{1-z}{q_{0}^{\prime}}+\frac{z}{q_{1}^{\prime}} \\
& \varphi(z)=\varphi(x, z)=\sum_{j}\left|a_{j}\right|^{p_{\theta} / p(z)} e^{i \arg \left(a_{j}\right)} \chi_{A_{j}}(x),
\end{aligned}
$$

and

$$
\psi(z)=\psi(y, z)=\sum_{k}\left|b_{k}\right|^{q_{\theta}^{\prime} / q^{\prime}(z)} e^{i \arg \left(b_{k}\right)} \chi_{B_{k}}(y) .
$$

Thus, $\varphi(z) \in L^{p_{j}}, \psi(z) \in L^{q_{j}^{\prime}}$, and $T \varphi(z) \in L^{q_{j}}, j=0,1$. Also, $\varphi^{\prime}(z) \in$ $L^{p_{j}}, \psi^{\prime}(z) \in L^{q_{j}^{\prime}}$, and $(T \varphi)^{\prime}(z) \in L^{q_{j}}, j=0,1$ for $0<\mathcal{R e} z<1$. Therefore, the function

$$
F(z)=\langle T \varphi(z), \psi(z)\rangle
$$

is bounded and continuous on $0 \leq \mathcal{R} e z \leq 1$ and analytic in the interior. Moreover,

$$
\|\varphi(i t)\|_{p_{0}}=\left\||f|^{p_{\theta} / p_{0}}\right\|_{p_{0}}=\|f\|_{p_{\theta}}^{p_{\theta} / p_{0}}=1
$$

and

$$
\|\varphi(1+i t)\|_{p_{1}}=\left\||f|^{p_{\theta} / p_{1}}\right\|_{p_{1}}=\|f\|_{p_{\theta}}^{p_{\theta} / p_{1}}=1 .
$$

Similarly, $\|\psi(i t)\|_{q_{0}^{\prime}}=\|\psi(1+i t)\|_{q_{1}^{\prime}}=1$.

From the hypotheses it follows that

$$
|F(i t)| \leq\|T \varphi(i t)\|_{q_{0}}\|\psi(i t)\|_{q_{0}^{\prime}} \leq M_{0}
$$

and

$$
|F(1+i t)| \leq\|T \varphi(1+i t)\|_{q_{1}}\|\psi(1+i t)\|_{q_{1}^{\prime}} \leq M_{1} .
$$

Since $\varphi(\theta)=f, \psi(\theta)=g$, and $F(\theta)=\langle T f, g\rangle$, by the three lines theorem we obtain $|\langle T f, g\rangle| \leq M_{0}^{1-\theta} M_{1}^{\theta}$. This completes the proof.
Definition 2.1. An operator $T$ is said to be sublinear if $T(f+g)$ is determined by the values of $T f, T g$, and

$$
|T(f+g)| \leq|T f|+|T g|
$$

We shall say that a linear or sublinear operator $T$ is of (strong) type ( $p, q$ ) with constant $M_{p q}$ if $\|T f\|_{q} \leq M_{p q}\|f\|_{p}$ for any $f \in L^{p}$.

With this definition we can rephrase the statement of the Riesz-Thorin theorem.
Let $p_{0} \neq p_{1}, q_{0} \neq q_{1}$, and $T$ be a linear operator of type ( $p_{0}, q_{0}$ ) with norm $M_{0}$ and of type ( $p_{1}, q_{1}$ ) with norm $M_{1}$. Then $T$ is of type ( $p, q$ ) with

$$
\frac{1}{p}=\frac{1-\theta}{p_{0}}+\frac{\theta}{p_{1}}, \quad \frac{1}{q}=\frac{1-\theta}{q_{0}}+\frac{\theta}{q_{1}}, \quad \theta \in(0,1)
$$

with norm

$$
M \leq M_{0}^{1-\theta} M_{1}^{\theta}
$$

### 2.1.1 Applications

Next we use the Riesz-Thorin theorem to establish some properties of the Fourier transform and the convolution operator. We fix $X=Y=\mathbb{R}^{n}$ and $\mu=\nu=d x$ the Lebesgue measure.

Theorem 2.2 (Young's inequality). Let $f \in L^{p}\left(\mathbb{R}^{n}\right)$ and $g \in L^{q}\left(\mathbb{R}^{n}\right), 1 \leq p, q \leq$ $\infty$ with $\frac{1}{p}+\frac{1}{q} \geq 1$. Then $f * g \in L^{r}\left(\mathbb{R}^{n}\right)$, where $\frac{1}{r}=\frac{1}{p}+\frac{1}{q}-1$. Moreover,

$$
\begin{equation*}
\|f * g\|_{r} \leq\|f\|_{p}\|g\|_{q} \tag{2.3}
\end{equation*}
$$

Proof. For $g \in L^{q}\left(\mathbb{R}^{n}\right)$, we define the operator

$$
T f(x)=\int_{\mathbb{R}^{n}} f(x-y) g(y) d y=(f * g)(x)
$$

The Minkowski integral inequality shows

$$
\|T f\|_{q} \leq\|g\|_{q}\|f\|_{1}
$$

On the other hand, using Hölder's inequality one sees that

$$
\|T f\|_{\infty} \leq\|g\|_{q}\|f\|_{q^{\prime}} .
$$

Thus, $T$ is of type $(1, q)$ and $\left(q^{\prime}, \infty\right)$ with norm bounded by $\|g\|_{q}$. Hence, Theorem 2.1 (Riesz-Thorin) guarantees that $T$ is of type ( $p, r$ ), where

$$
\frac{1}{p}=\frac{(1-\theta)}{1}+\frac{\theta}{q^{\prime}}=1-\frac{\theta}{q}
$$

and

$$
\frac{1}{r}=\frac{(1-\theta)}{q}+0=\frac{1}{q}+\left(1-\frac{\theta}{q}\right)-1=\frac{1}{q}+\frac{1}{p}-1
$$

with norm less than $\|g\|_{q}$.
Theorem 2.3 (Hausdorff-Young's inequality). Let $f \in L^{p}\left(\mathbb{R}^{n}\right), 1 \leq p \leq 2$. Then $\widehat{f} \in L^{p^{\prime}}\left(\mathbb{R}^{n}\right)$ with $\frac{1}{p}+\frac{1}{p^{\prime}}=1$ and

$$
\begin{equation*}
\|\widehat{f}\|_{p^{\prime}} \leq\|f\|_{p} \tag{2.4}
\end{equation*}
$$

Proof. From (1.2) and (1.11) it follows that the Fourier transform is of type $(1, \infty)$ and $(2,2)$ with norm 1 . Hence, Theorem 2.1 tells us that it is also of type $(p, q)$ with

$$
\frac{1}{p}=\frac{(1-\theta)}{1}+\frac{\theta}{2}=1-\frac{\theta}{2} \text { and } \frac{1}{q}=0+\frac{\theta}{2}=1-\frac{1}{p}=\frac{1}{p^{\prime}}
$$

with norm $M \leq 1^{(1-\theta)} 1^{\theta}=1$.
This estimate is the best possible when $p=1$ or 2 . This is not the case for $1<p<2$. Beckner [B] found the best constant for the Hausdorff-Young inequality. He showed that if $f \in L^{p}\left(\mathbb{R}^{n}\right), 1 \leq p \leq 2$, then

$$
\|\widehat{f}\|_{p^{\prime}} \leq\left(A_{p}\right)^{n}\|f\|_{p}, \quad \text { where } A_{p}=\left(\frac{p^{1 / p}}{p^{\prime 1 / p^{\prime}}}\right)^{1 / 2}
$$

### 2.2 Marcinkiewicz Interpolation Theorem (Diagonal Case)

Let $(X, \mathcal{A}, \mu)$ be a measurable space.
Definition 2.2. For a measurable function $f: X \rightarrow \mathbb{C}$, we define its distribution function as:

$$
m(\lambda, f)=\mu(\{x \in X:|f(x)|>\lambda\})=\mu\left(E_{f}^{\lambda}\right) .
$$

Thus, $m(\lambda, f)$ as a function of $\lambda \in[0, \infty]$ is well defined and takes values in $[0, \infty)$. Moreover, it is nonincreasing and continuous from the right.

Proposition 2.1. For any measurable function $f: X \rightarrow \mathbb{C}$ and for any $\lambda \geq 0$ it follows that

1. (Tchebychev)

$$
m(\lambda, f) \leq \lambda^{-p} \int_{E_{f}^{\lambda}}|f(x)|^{p} d \mu(x) \leq \lambda^{-p}\|f\|_{p}^{p}
$$

2. If $1 \leq p<\infty$,

$$
\|f\|_{p}^{p}=-\int_{0}^{\infty} \lambda^{p} d m(\lambda, f)=p \int_{0}^{\infty} \lambda^{p-1} m(\lambda, f) d \lambda
$$

If $p=\infty$,

$$
\|f\|_{\infty}=\inf \{\lambda: m(\lambda, f)=0\}
$$

3. $m(\lambda, f+g) \leq m(\lambda / 2, f)+m(\lambda / 2, g)$.

Proof. It is left as an exercise.
Definition 2.3. For $1 \leq p<\infty$, we denote by $L^{p *}(X, \mathcal{A}, \mu)$ (weak $L^{p}$-spaces) the space of all measurable functions $f: X \rightarrow \mathbb{C}$ such that

$$
\|f\|_{p}^{*}=\sup _{\lambda>0} \lambda(m(\lambda, f))^{1 / p}<\infty .
$$

Observe that $L^{\infty *}=L^{\infty}$.
Proposition 2.2. If $1 \leq p<\infty$, then

1. $L^{p}\left(\mathbb{R}^{n}\right) \nsubseteq L^{p *}\left(\mathbb{R}^{n}\right)$.
2. $\|f+g\|_{p}^{*} \leq 2\left(\|f\|_{p}^{*}+\|g\|_{p}^{*}\right)$.

Proof. It is left as an exercise.
Therefore, $L^{p *}(X, \mathcal{A}, \mu)$ is a quasinormed vector space

$$
\|f+g\| \leq k(\|f\|+\|g\|)
$$

with $k=2$, i.e., it only satisfies a quasitriangular inequality. The spaces $L^{p}$ and $L^{p *}$ are particular cases of the Lorentz spaces $L^{p, q}$ (see [BeL]).
Definition 2.4. Let $\left(X_{j}, \mathcal{A}_{j}, \mu_{j}\right), j=1,2$, be two measurable spaces. Let $M\left(X_{2}\right)$ be the space of complex-valued, measurable functions defined on $X_{2}$. A linear or sublinear operator $T: L^{p}\left(X_{1}\right) \rightarrow M\left(X_{2}\right)$ with $1 \leq p<\infty$ is said to be of weak type $(p, q)$ if there exists a constant $c>0$ such that for any $f \in L^{p}\left(X_{1}\right)$

$$
\|T f\|_{q}^{*} \leq c\|f\|_{p}
$$

If $q=\infty$, type $(p, \infty)$ and weak type $(p, \infty)$ agree. Tchebychev's inequality shows that if $T$ is of type $(p, q)$, then it is of weak type $(p, q)$.

In the rest of this chapter, we shall consider $X_{j}=\mathbb{R}^{n}, j=1,2$.
Theorem 2.4 (Marcinkiewicz). Let $1<r \leq \infty$ and

$$
T: L^{1}\left(\mathbb{R}^{n}\right)+L^{r}\left(\mathbb{R}^{n}\right) \rightarrow M\left(\mathbb{R}^{n}\right)
$$

be a sublinear operator (see Definition 2.1). If $T$ is of weak type $(1,1)$ and of weak type $(r, r)$, then $T$ is of (strong) type $(p, p)$ for any $p \in(1, r)$.

Proof. First we consider the case $r=\infty$. Changing the operator $T$ by $\|T\|^{-1} T$ one can assume that

$$
\|T f\|_{\infty} \leq\|f\|_{\infty} .
$$

Given $f \in L^{1}\left(\mathbb{R}^{n}\right)+L^{r}\left(\mathbb{R}^{n}\right)$, for each $\lambda \in \mathbb{R}^{+}$we define

$$
f_{1}^{\lambda}(x)=\left\{\begin{array}{cl}
f(x), & \text { if }|f(x)| \geq \lambda / 2 \\
0, & \text { if }|f(x)|<\lambda / 2
\end{array}\right.
$$

and $f_{2}^{\lambda}(x)=f(x)-f_{1}^{\lambda}(x)$. Therefore,

$$
|T f(x)| \leq\left|T f_{1}^{\lambda}(x)\right|+\lambda / 2,
$$

and

$$
\left\{x \in \mathbb{R}^{n}:|T f(x)|>\lambda\right\} \subseteq\left\{x \in \mathbb{R}^{n}:\left|T f_{1}^{\lambda}(x)\right|>\lambda / 2\right\} .
$$

Since $T$ is of weak type $(1,1)$, it follows that

$$
\begin{aligned}
\left|\left\{x \in \mathbb{R}^{n}:\left|T f_{1}^{\lambda}(x)\right|>\lambda / 2\right\}\right| & \leq c\left(\frac{\lambda}{2}\right)^{-1} \int_{\mathbb{R}^{n}}\left|f_{1}^{\lambda}(x)\right| d x \\
& =2 c \lambda^{-1} \int_{|f|>\lambda / 2}|f(x)| d x
\end{aligned}
$$

where $|\cdot|$ denotes the Lebesgue measure. Combining this estimate, part (2) of Proposition 2.1, and a change in the order of integration, one has:

$$
\begin{aligned}
\int_{\mathbb{R}^{n}}|T f(x)|^{p} d x & =p \int_{0}^{\infty} \lambda^{p-1}\left|\left\{x \in \mathbb{R}^{n}:|T f(x)|>\lambda\right\}\right| d \lambda \\
& \leq p \int_{0}^{\infty} \lambda^{p-1}\left(2 c \lambda^{-1} \int_{|f|>\lambda / 2}|f(x)| d x\right) d \lambda \\
& =2 c p \int_{0}^{\infty} \lambda^{p-2}\left(\int_{|f|>\lambda / 2}|f(x)| d x\right) d \lambda \\
& =2 c p \int_{\mathbb{R}^{n}}\left(\int_{0}^{2|f(x)|} \lambda^{p-2} d \lambda\right)|f(x)| d x=\frac{2^{p} c p}{p-1}\|f\|_{p}^{p}
\end{aligned}
$$

which yields the result for the case $r=\infty$.
In the case $r<\infty$, we have

$$
\begin{aligned}
m(\lambda, T f) & =\left|\left\{x \in \mathbb{R}^{n}:|T f(x)|>\lambda\right\}\right| \\
& \leq m\left(\lambda / 2, T f_{1}^{\lambda}\right)+m\left(\lambda / 2, T f_{2}^{\lambda}\right) \\
& \leq c_{1}\left(\frac{\lambda}{2}\right)^{-1} \int_{\mathbb{R}^{n}}\left|f_{1}^{\lambda}(x)\right| d x+c_{r}^{r}\left(\frac{\lambda}{2}\right)^{-r} \int_{\mathbb{R}^{n}}\left|f_{2}^{\lambda}(x)\right|^{r} d x \\
& =2 c_{1} \lambda^{-1} \int_{|f| \geq \lambda / 2}|f(x)| d x+\left(2 c_{r}\right)^{r} \lambda^{-r} \int_{|f|<\lambda / 2}|f(x)|^{r} d x .
\end{aligned}
$$

As in the proof of the case $r=\infty$, we have that

$$
\int_{0}^{\infty} \lambda^{p-2}\left(\int_{|f| \geq \lambda / 2}|f(x)| d x\right) d \lambda=\frac{2^{p-1}}{p-1}\|f\|_{p}^{p}
$$

A similar argument shows that

$$
\int_{0}^{\infty} \lambda^{p-1-r}\left(\int_{|f|<\lambda / 2}|f(x)|^{r} d x\right) d \lambda=\frac{2^{p-r}}{r-p}\|f\|_{p}^{p}
$$

Combining these inequalities and part (2) of Proposition 2.1, we find that

$$
\|T f\|_{p} \leq c_{p}\|f\|_{p}, \text { with } c_{p}=2 \sqrt[p]{p}\left(\frac{c_{1}}{p-1}+\frac{c_{r}^{r}}{r-p}\right)^{1 / p}
$$

### 2.2.1 Applications

We shall use the Marcinkiewicz interpolation theorem to study some basic properties of the Hardy-Littlewood maximal function. First, we introduce some notation.

We denote by $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$ the spaces of functions $f: \mathbb{R}^{n} \rightarrow \mathbb{C}$ such that $\int_{K}|f| d x<$ $\infty$ for any compact $K \subseteq \mathbb{R}^{n}$. The volume of the unit ball in $\mathbb{R}^{n}$ will be denoted by $\omega_{n}$ and $B_{r}(x)=\left\{y \in \mathbb{R}^{n}:\|x-y\|<r\right\}$ is the ball of center $x$ and radius $r$.
Definition 2.5. For a given $f \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$, we define $\mathcal{M} f(x)$, the Hardy-Littlewood maximal function associated to $f$, as:

$$
\begin{aligned}
\mathcal{M} f(x) & =\sup _{r>0} \frac{1}{\left|B_{r}(x)\right|} \int_{B_{r}(x)}|f(y)| d y=\sup _{r>0} \frac{1}{\omega_{n}} \int_{B_{1}(0)}|f(x-r y)| d y \\
& =\sup _{r>0}\left(|f| * \frac{1}{\left|B_{r}(0)\right|} \chi_{B_{r}(0)}\right)(x) .
\end{aligned}
$$

## Proposition 2.3.

1. $\mathcal{M}$ defines a sublinear operator, i.e.,

$$
|\mathcal{M}(f+g)(x)| \leq|\mathcal{M} f(x)|+|\mathcal{M} g(x)|, \quad x \in \mathbb{R}^{n} .
$$

2. If $f \in L^{\infty}\left(\mathbb{R}^{n}\right)$, then

$$
\begin{equation*}
\|\mathcal{M} f\|_{\infty} \leq\|f\|_{\infty} \tag{2.5}
\end{equation*}
$$

Proof. It is left as an exercise.
Part (2) of Proposition 2.3 tells us that $\mathcal{M}$ is of type $(\infty, \infty)$. Next, we show that $\mathcal{M}$ is of weak type $(1,1)$. For this purpose, we need the following result.

Lemma 2.2 (Vitali's covering lemma). Let $E \subseteq \mathbb{R}^{n}$ be a measurable set such that $E \subseteq \cup_{\alpha} B_{r_{\alpha}}\left(x_{\alpha}\right)$ with the family of open balls $\left\{B_{r_{\alpha}}\left(x_{\alpha}\right)\right\}_{\alpha}$ satisfying sup $r_{\alpha}=c_{0}<\infty$. Then there exists a subfamily $\left\{B_{r_{j}}\left(x_{j}\right)\right\}_{j}$ disjoint and numerable such that

$$
|E| \leq 5^{n} \sum_{j=1}^{\infty}\left|B_{r_{j}}\left(x_{j}\right)\right| .
$$

Proof. Choose $B_{r_{1}}\left(x_{1}\right)$ such that $r_{1} \geq c_{0} / 2$. For $j \geq 2$, take $B_{r_{j}}\left(x_{j}\right)$ such that $B_{r_{j}}\left(x_{j}\right) \cap \bigcup_{k=1}^{j-1} B_{r_{k}}\left(x_{k}\right)=\emptyset$ and

$$
r_{j}>\frac{1}{2} \sup \left\{r_{\alpha}: B_{r_{\alpha}}\left(x_{\alpha}\right) \cap B_{r_{k}}\left(x_{k}\right)=\emptyset \text { for } k=1, \ldots, j-1\right\} .
$$

It is clear that the $B_{r_{j}}\left(x_{j}\right)$ are disjoint. If $\sum\left|B_{r_{j}}\left(x_{j}\right)\right|=\infty$, we have completed the proof. In the case $\sum\left|B_{r_{j}}\left(x_{j}\right)\right|<\infty$ (hence, $\lim _{j \rightarrow \infty} r_{j}=0$ ), it will suffice to show that

$$
B_{r_{\alpha}}\left(x_{\alpha}\right) \subseteq \cup_{j} B_{5 r_{j}}\left(x_{j}\right), \text { for any } \alpha .
$$

If $B_{r_{\alpha}}\left(x_{\alpha}\right)=B_{r_{j}}\left(x_{j}\right)$ for some $j$, there is nothing to prove. Thus, we assume that $B_{r_{\alpha}}\left(x_{\alpha}\right) \neq B_{r_{j}}\left(x_{j}\right)$ for any $j$. Define $j_{\alpha}$ as the smallest $j$ such that $r_{j}<r_{\alpha} / 2$. By the construction of $B_{r_{j}}\left(x_{j}\right)$, there exists $j \in\left\{1, \ldots, j_{\alpha}-1\right\}$ such that $B_{r_{\alpha}}\left(x_{\alpha}\right) \cap B_{r_{j}}\left(x_{j}\right) \neq$ $\emptyset$. Denoting by $j^{*}$ this index it follows that $B_{r_{\alpha}}\left(x_{\alpha}\right) \subseteq B_{5 r_{j^{*}}}\left(x_{j^{*}}\right)$ since $r_{j^{*}} \geq r_{\alpha} / 2$.
Theorem 2.5 (Hardy-Littlewood). Let $1<p \leq \infty$. Then $\mathcal{M}$ is a sublinear operator of type ( $p, p$ ), i.e., there exists $c_{p}$ such that

$$
\begin{equation*}
\|\mathcal{M} f\|_{p} \leq c_{p}\|f\|_{p}, \quad \text { for any } f \in L^{p}\left(\mathbb{R}^{n}\right) . \tag{2.6}
\end{equation*}
$$

Proof. We first show that $\mathcal{M}$ is of weak type (1, 1), that is, there exists a constant $c_{1}$ such that for any $f \in L^{1}\left(\mathbb{R}^{n}\right)$

$$
\begin{equation*}
\sup _{\lambda>0} \lambda m(\lambda, \mathcal{M} f) \leq c_{1}\|f\|_{1} . \tag{2.7}
\end{equation*}
$$

Once (2.7) has been established, a combination of (2.5), (2.7), and the Marcinkiewicz theorem yields (2.6).

To obtain (2.7), we define $E_{f}^{\lambda}=\left\{x \in \mathbb{R}^{n}: \mathcal{M} f(x)>\lambda\right\}$ for any $\lambda>0$. Thus, if $x \in E_{f}^{\lambda}$, then there exists $B_{r_{x}}(x)$ such that

$$
\int_{B_{r_{x}}(x)}|f(y)| d y>\lambda\left|B_{r_{x}}(x)\right|
$$

Clearly, we have that

$$
E_{f}^{\lambda} \subseteq \cup_{x \in E_{f}^{\lambda}} B_{r_{x}}(x)
$$

then the Vitali covering lemma guarantees the existence of a countable, disjoint subfamily $\left\{B_{r_{x_{j}}}\left(x_{j}\right)\right\}_{j \in \mathbb{Z}^{+}}$such that

$$
\left|E_{f}^{\lambda}\right| \leq 5^{n} \sum_{j=1}^{\infty}\left|B_{r_{x_{j}}}\left(x_{j}\right)\right| \leq 5^{n} \lambda^{-1} \sum_{j=1}^{\infty} \int_{B_{r_{x_{j}}}\left(x_{j}\right)}|f(y)| d y \leq 5^{n} \lambda^{-1}\|f\|_{1}
$$

which implies (2.7).
Next, we extend the estimates (2.6) and (2.7) to a large class of kernels.
Proposition 2.4. Let $\varphi \in L^{1}\left(\mathbb{R}^{n}\right)$ be a radial, positive, and nonincreasing function of $r=\|x\| \in[0, \infty)$. Then

$$
\begin{equation*}
\sup _{t>0}\left|\varphi_{t} * f(x)\right|=\sup _{t>0}\left|\int_{\mathbb{R}^{n}} \frac{\varphi\left(t^{-1}(x-y)\right)}{t^{n}} f(y) d y\right| \leq\|\varphi\|_{1} \mathcal{M} f(x) \tag{2.8}
\end{equation*}
$$

Proof. First, we assume that, in addition to the hypotheses, $\varphi$ is a simple function

$$
\varphi(x)=\sum_{k} a_{k} \chi_{B_{r_{k}}(0)}(x), \text { with } a_{k}>0
$$

Hence,

$$
\varphi * f(x)=\sum_{k} a_{k}\left|B_{r_{k}}(0)\right| \frac{1}{\left|B_{r_{k}}(0)\right|} \chi_{B_{r_{k}}(0)} * f(x) \leq\|\varphi\|_{1} \mathcal{M} f(x) .
$$

(observe that $\|\varphi\|_{1}=\sum_{k} a_{k}\left|B_{r_{k}}(0)\right|$ ).
In the general case, we approximate $\varphi$ by an increasing sequence of simple functions satisfying the hypotheses. Since dilations of $\varphi$ satisfy the same hypotheses and preserve the $L^{1}$-norm, they verify (2.8). Finally, passing to the limit we obtain the desired result.

Next, we shall apply these results to deduce some continuity properties of the Riesz potentials. We recall that a fundamental solution of the Laplacian $\Delta$ is given by the following formula describing the Newtonian potential

$$
U f(x)=c_{n} \int_{\mathbb{R}^{n}} \frac{f(y)}{|x-y|^{n-2}} d y \text { for } n \geq 3
$$

The Riesz potentials generalize this expression.
Definition 2.6. Let $0<\alpha<n$. The Riesz potential of order $\alpha$, denoted by $I_{\alpha}$, is defined as:

$$
\begin{equation*}
I_{\alpha} f(x)=c_{\alpha, n} \int_{\mathbb{R}^{n}} \frac{f(y)}{|x-y|^{n-\alpha}} d y=k_{\alpha} * f(x), \tag{2.9}
\end{equation*}
$$

where $c_{\alpha, n}=\pi^{-n / 2} 2^{-\alpha} \Gamma(n / 2-\alpha / 2) / \Gamma(\alpha / 2)$.
Since the Riesz potentials are defined as integral operators, it is natural to study their continuity properties in $L^{p}\left(\mathbb{R}^{n}\right)$.

Theorem 2.6 (Hardy-Littlewood-Sobolev). Let $0<\alpha<n, 1 \leq p<q<\infty$, with $\frac{1}{q}=\frac{1}{p}-\frac{\alpha}{n}$.

1. If $f \in L^{p}\left(\mathbb{R}^{n}\right)$, then the integral (2.9) is absolutely convergent almost every $x \in \mathbb{R}^{n}$.
2. If $p>1$, then $I_{\alpha}$ is of type $(p, q)$, i.e.,

$$
\begin{equation*}
\left\|I_{\alpha}(f)\right\|_{q} \leq c_{p, \alpha, n}\|f\|_{p} \tag{2.10}
\end{equation*}
$$

Proof. We split the kernel

$$
k_{\alpha}(x)=\frac{c_{\alpha, n}}{|x|^{n-\alpha}}=k_{\alpha}^{0}(x)+k_{\alpha}^{\infty}(x)
$$

as

$$
k_{\alpha}^{0}(x)=\left\{\begin{array}{cl}
k_{\alpha}(x) & \text { if }|x| \leq \varepsilon \\
0 & \text { if }|x|>\varepsilon
\end{array}\right.
$$

and $k_{\alpha}^{\infty}(x)=k_{\alpha}(x)-k_{\alpha}^{0}(x)$, where $\varepsilon$ is a positive constant to be determined. Thus,

$$
\begin{equation*}
\left|I_{\alpha} f(x)\right| \leq\left|k_{\alpha}^{0} * f(x)\right|+\left|k_{\alpha}^{\infty} * f(x)\right|=I+I I . \tag{2.11}
\end{equation*}
$$

The integral $I$ represents the convolution of a function $k_{\alpha}^{0} \in L^{1}\left(\mathbb{R}^{n}\right)$ with $f \in L^{p}\left(\mathbb{R}^{n}\right)$. The integral $I I$ is the convolution of a function $f \in L^{p}\left(\mathbb{R}^{n}\right)$ with $k_{\alpha}^{\infty} \in L^{p^{\prime}}\left(\mathbb{R}^{n}\right)$. Therefore, both integrals converge absolutely.

Also, using that

$$
\int_{|y|<\varepsilon} \frac{d y}{|y|^{n-\alpha}}=c_{n} \int_{0}^{\varepsilon} \frac{r^{n-1}}{r^{n-\alpha}} d r=c_{\alpha, n} \varepsilon^{\alpha}
$$

together with (2.8) in Proposition 2.4 we infer that

$$
\begin{equation*}
I \leq \varepsilon^{\alpha}\left(\frac{1}{\varepsilon^{\alpha}} \chi_{\{|y / \varepsilon|<1\}}(y) \frac{1}{|y|^{n-\alpha}} *|f|\right)(x) \leq c_{\alpha, n} \varepsilon^{\alpha} \mathcal{M} f(x) . \tag{2.12}
\end{equation*}
$$

On the other hand, Hölder's inequality implies that

$$
\begin{align*}
I I & \leq c_{\alpha, n}\|f\|_{p}\left(\int_{|y| \geq \varepsilon} \frac{1}{|y|^{(n-\alpha) p^{\prime}}} d y\right)^{1 / p^{\prime}} \\
& =c_{\alpha, n}\|f\|_{p}\left(\int_{\varepsilon}^{\infty} \frac{r^{n-1}}{r^{(n-\alpha) p^{\prime}}} d r\right)^{1 / p^{\prime}}  \tag{2.13}\\
& =c_{\alpha, n} \varepsilon^{n / p^{\prime}-n+\alpha}\|f\|_{p}
\end{align*}
$$

Next, we minimize the sum of the bounds in (2.12) and (2.13). Hence, we fix $\varepsilon=\varepsilon(x)$ such that

$$
c \varepsilon^{\alpha} \mathcal{M} f(x)=c \varepsilon^{n / p^{\prime}-n+\alpha}\|f\|_{p}
$$

using $n / p^{\prime}-n=-n / p$. This is equivalent to

$$
\begin{equation*}
c \mathcal{M} f(x)=c \varepsilon^{-n / p}\|f\|_{p} . \tag{2.14}
\end{equation*}
$$

Combining (2.11)-(2.14) we can write

$$
\begin{align*}
\left|I_{\alpha} f(x)\right| & \leq c\left(\|f\|_{p}(\mathcal{M} f(x))^{-1}\right)^{\alpha p / n} \mathcal{M} f(x) \\
& =c\|f\|_{p}^{\alpha p / n}(\mathcal{M} f(x))^{1-\alpha p / n}  \tag{2.15}\\
& =c\|f\|_{p}^{\theta}(\mathcal{M} f(x))^{1-\theta}, \quad \theta=\alpha p / n \in(0,1) .
\end{align*}
$$

Finally, taking the $L^{q}$-norm in (2.15) and using (2.6) we conclude:

$$
\left\|I_{\alpha} f\right\|_{q} \leq c\|f\|_{p}^{\theta}\left\|(\mathcal{M} f)^{1-\theta}\right\|_{q}=c\|f\|_{p}^{\theta}\|\mathcal{M} f\|_{(1-\theta) q}^{1-\theta} \leq c\|f\|_{p},
$$

since $(1-\theta) q=(1-\alpha p / n) q=p$, i.e., $1 / q=1 / p-\alpha / n$. This completes the proof.

### 2.3 The Stein Interpolation Theorem

So far we have discussed interpolation theorems for fixed linear or sublinear operators. We now have to cover the following situation: Suppose we have linear operators varying together with the indices $p$ and $q$ smoothly. Is it possible to extend the RieszThorin theorem to this case? The answer is affirmative and we shall describe this extension next.

Let $S$ be the strip defined in Lemma 2.1 and $z=x+i y \in S$. Suppose that for each $z \in S$ there corresponds a linear operator $T_{z}$ defined on the space of simple functions in $L^{1}(X, \mathcal{A}, \mu)$ into measurable functions on $Y$ in such a way that $\left(T_{z} f\right) g$ is integrable on $Y$ provided $f$ is a simple function in $L^{1}(X, \mathcal{A}, \mu)$ and $g$ is a simple function in $L^{1}(Y, \mathcal{B}, v)$.

Definition 2.7. The family of operators $\left\{T_{z}\right\}_{z \in S}$ is called admissible if the mapping

$$
z \mapsto \int_{Y}\left(T_{z} f\right) g d v
$$

is analytic in the interior of $S$, continuous on $S$ and there exists a constant $a<\pi$ such that

$$
e^{-a|y|} \log \left|\int_{Y}\left(T_{z} f\right) g d \nu\right|
$$

is uniformly bounded above in the strip $S$.
Theorem 2.7 (Stein). Suppose $\left\{T_{z}\right\}, z \in S$, is an admissible family of linear operators satisfying

$$
\left\|T_{i y} f\right\|_{q_{0}} \leq M_{0}(y)\|f\|_{p_{0}} \quad \text { and } \quad\left\|T_{1+i y} f\right\|_{q_{1}} \leq M_{1}(y)\|f\|_{p_{1}}, \quad y \in \mathbb{R}^{n}
$$

for all simple functions $f$ in $L^{1}(X, \mathcal{A}, \mu)$, where $1 \leq p_{j}, q_{j} \leq \infty, M_{j}(y), j=0,1$, are independent of $f$ and satisfy

$$
\sup _{-\infty<y<\infty} e^{-b|y|} \log M_{j}(y)<\infty
$$

for some $b<\pi$. Then, if $0 \leq t \leq 1$, there exists a constant $M_{t}$ such that

$$
\left\|T_{t} f\right\|_{q_{t}} \leq M_{t}\|f\|_{p_{t}}
$$

for all simple functions $f$, provided

$$
\frac{1}{p_{t}}=\frac{(1-t)}{p_{0}}+\frac{t}{p_{1}} \quad \text { and } \quad \frac{1}{q_{t}}=\frac{(1-t)}{q_{0}}+\frac{t}{q_{1}} .
$$

Proof. For the proof of this theorem, we refer the reader to [SW].

### 2.4 A Multiplier Theorem

Let $m(\cdot)$ be a bounded measurable function in $\mathbb{R}^{n}$. Define the operator

$$
\begin{equation*}
T_{m} f(x)=(m(\cdot) \widehat{f}(\cdot))^{\vee}(x), \quad f \in L^{1}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(\mathbb{R}^{n}\right) \tag{2.16}
\end{equation*}
$$

Notice that if $\widehat{m}(x)=K(x)$, then, formally, $T_{m} f(x)=K * f(x)$. However, $K \in$ $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$, i.e., a temperate distribution so $K * f$ is not necessarily defined.

As we have seen in (1.27), (1.29), and (1.49), solutions of the linear evolution equation can be written in this form.

Definition 2.8. An $m(\cdot)$ is said to be an $L^{p}$-multiplier if

$$
\begin{equation*}
\left\|T_{m} f\right\|_{p} \leq c_{p}\|f\|_{p}, \quad \text { for all } \quad f \in L^{2}\left(\mathbb{R}^{n}\right) \cap L^{p}\left(\mathbb{R}^{n}\right) \tag{2.17}
\end{equation*}
$$

In this case, $T_{m}(\cdot)$ can be extended to $L^{p}\left(\mathbb{R}^{n}\right)$. The smallest constant $c_{p}^{*}$ in (2.17) is the operator norm of $T_{m}$ in $L^{p}\left(\mathbb{R}^{n}\right)$, i.e., $\left\|T_{m}\right\|$ (see 2.1). Notice that if $p=2$, one has $c_{2}^{*}=\|m\|_{\infty}$. Also, by duality, if $m(\cdot)$ is an $L^{p}$-multiplier, $1<p<\infty$, then $m(\cdot)$ is an $L^{p^{\prime}}$-multiplier with $\frac{1}{p}+\frac{1}{p^{\prime}}=1$, and $c_{p^{\prime}}^{*}=c_{p}^{*}$.
Theorem 2.8 (Mihlin-Hörmander). Let $m \in C^{k}\left(\mathbb{R}^{n} \backslash\{0\}\right), k \in Z^{+}, k>n / 2$. If for $|\alpha| \leq k$

$$
\begin{equation*}
\sup _{R>0} R^{-n+|\alpha|} \int_{R<|\xi|<2 R}\left|\partial_{\xi}^{\alpha} m(\xi)\right|^{2} d \xi=A_{\alpha}<\infty \tag{2.18}
\end{equation*}
$$

then $m(\cdot)$ is an $L^{p}$-multiplier for any $p \in(1, \infty)$. Moreover, $T_{m}$ is of weak type ( 1,1 ), i.e., for $\lambda>0$

$$
\begin{equation*}
\lambda\left|\left\{x \in \mathbb{R}^{n}:\left|T_{m} f(x)\right|>\lambda\right\}\right| \leq c\|f\|_{1} \quad \text { for all } f \in L^{1}\left(\mathbb{R}^{n}\right) \tag{2.19}
\end{equation*}
$$

where $|A|$ denotes the Lebesgue measure of the set $A$.
Notice that if $m \in C^{k}\left(\mathbb{R}^{n} \backslash\{0\}\right), k \in \mathbb{Z}^{+}, k>n / 2$ with

$$
\begin{equation*}
\sup _{x \neq 0} \sup _{|\alpha| \leq k}|x|^{|\alpha|}\left|\partial_{x}^{\alpha} m(x)\right|=B_{\alpha}<\infty \quad \text { for } \quad|\alpha| \leq k, \tag{2.20}
\end{equation*}
$$

then (2.18) holds. Condition (2.20) is due to Mihlin, the weaker assumptions in (2.18) is due to Hörmander.

Combining a duality argument and the Marcinkiewicz interpolation theorem, it suffices to establish (2.19) to obtain Theorem 2.8. This is done in Appendix A.

### 2.5 Exercises

2.1 Prove the continuity part of Theorem 2.1 (Riesz-Thorin) in the cases $p_{0}=p_{1}$ and $q_{0}=q_{1}$.
2.2 Prove Proposition 2.1.
2.3 Prove Proposition 2.2.
2.4 Prove Proposition 2.3.
2.5 (i) Prove that the Fourier transform defines a continuous operator from $L^{p}\left(\mathbb{R}^{n}\right)$ to $L^{q}\left(\mathbb{R}^{n}\right)$ only if $1 / p+1 / q=1$ with $q \geq p$.
(ii) Prove that for $1 \leq p<2$

$$
\widehat{L^{p}\left(\mathbb{R}^{n}\right)} \varsubsetneqq L^{q}\left(\mathbb{R}^{n}\right)
$$

Hint: Use Exercise 1.2(ii) and the open mapping theorem.
2.6 (i) Prove the Lebesgue differentiation theorem: If $f \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$, then for almost every $x \in \mathbb{R}^{n}$

$$
\begin{equation*}
\lim _{r \rightarrow 0} \frac{1}{\left|B_{r}(x)\right|} \int_{B_{r}(x)} f(y) d y=f(x) \tag{2.21}
\end{equation*}
$$

Hint: Without loss of generality take $f \in L^{1}\left(\mathbb{R}^{n}\right)$. Define $O(f, x)$ the oscillation of $f$ at $x$ as

$$
O(f, x)=\left|\limsup _{r \rightarrow 0} \frac{1}{\left|B_{r}(x)\right|} \int_{B_{r}(x)} f(y) d y-\liminf _{r \rightarrow 0} \frac{1}{\left|B_{r}(x)\right|} \int_{B_{r}(x)} f(y) d y\right| .
$$

Prove that (2.21) is equivalent to $O(f, x)=0$. Use that

$$
\lim _{r \rightarrow 0} \frac{1}{\left|B_{r}(0)\right|} \chi_{B_{r}(0)} * f=f \text { in } L^{1}\left(\mathbb{R}^{n}\right)
$$

therefore, there exists a sequence $\left\{r_{j}\right\}$ such that

$$
\lim _{j \rightarrow 0} \frac{1}{\left|B_{r_{j}}(0)\right|} \chi_{B_{r_{j}}(0)} * f(x)=f(x) \text { almost everywhere } x \in \mathbb{R}^{n}
$$

Combine (2.7), the inequality $O(f, x) \leq 2 \mathcal{M} f(x)$, and a density argument to obtain the result.
(ii) Let $f \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$ and $Q_{j}$ be a sequence of closed cubes in $\mathbb{R}^{n}$ such that $Q_{1} \supseteq Q_{2} \supseteq \ldots,\left|Q_{1}\right|<\infty$ and $\left|Q_{j}\right|=2^{n}\left|Q_{j+1}\right|$. If $x \in \bigcap_{j=1}^{\infty} Q_{j}$ prove that

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \frac{1}{\left|Q_{j}\right|} \int_{Q_{j}} f(y) d y=f(x) \tag{2.22}
\end{equation*}
$$

Hint: Define

$$
\begin{equation*}
\mathcal{M}^{*} f(x)=\sup _{\substack{Q \text { cube } \\ x \in Q}} \frac{1}{|Q|} \int_{Q}|f(y)| d y . \tag{2.23}
\end{equation*}
$$

Show that there exist $c_{n}, d_{n}>0$ such that

$$
d_{n} \mathcal{M} f(x) \leq \mathcal{M}^{*} f(x) \leq c_{n} \mathcal{M} f(x)
$$

and reapply the argument in (i).
2.7 Assuming to be true the case $n=1$ of the Hardy-Littlewood-Sobolev inequality (2.10) prove the general case $n \geq 2$.
Hint: Combine the Hölder, Young, and Minkowski inequalities with the identity

$$
\int_{\mathbb{R}^{n-1}} \frac{d y_{1} \cdots d y_{n-1}}{|x-y|^{n}}=\frac{c_{n}}{\left|x_{n}-y_{n}\right|}
$$

2.8 Prove that the Hilbert transform (see Definition 1.7) is of type $(p, q)$ if and only if $1<p=q<\infty$.
Hint: (a) The identity (1.18) provides the result for the case $p=2$. Use the formula deduced in Exercise 1.15 part (i) with $f=g$ to prove the result in the case $p=4$. Apply the Riesz-Thorin interpolation theorem to extend the result to $2<p<4$. Reapply this argument to obtain the proof for $p>2$. Finally, use duality to complete the proof.
(b) Otherwise use Theorem 2.8.
(c) Use (1.5) and part (ii) of Exercise 1.15.
2.9 Prove that the Riesz potential of order $\alpha, I_{\alpha}, \alpha \in(0, n)$ defines a bounded operator from $L^{p}\left(\mathbb{R}^{n}\right)$ to $L^{q}\left(\mathbb{R}^{n}\right)$ only if $1<p<q<\infty$, with $1 / q=$ $1 / p-\alpha / n$.
Hint: Prove the formula $\delta_{a^{-1}} I_{\alpha} \delta_{a}=a^{-\alpha} I_{\alpha}$, where $\delta_{a} f(x)=f(a x)$. Show that the value of the norms of $\delta_{a} f(x)$ and $\delta_{a^{-1}} I_{\alpha} \delta_{a} f$ give the relation $1 / q=$ $1 / p-\alpha / n$. To see that the inequality does not hold for the extremal cases $p=1$ and $q=n /(n-\alpha)$, use an approximation of the identity instead of $f$ (case $p=1$ ). For the case $q=n / \alpha$, use duality.
2.10 Prove that the multipliers

$$
m_{j}(\xi)=\frac{i \xi_{j}}{|\xi|}, j=1, \ldots, n, \quad(\text { the } j \text {-Riesz transform })
$$

and

$$
m_{y}(\xi)=|\xi|^{i y}, \quad y \in \mathbb{R}
$$

are $L^{p}$-multipliers with $1<p<\infty$.
Hint: Use condition (2.20).
2.11 Let $s>0$ and $\rho \in(0, s)$ :
(i) Prove that for any $p \in(1, \infty)$

$$
\begin{equation*}
\left\|D^{\rho} f\right\|_{p} \leq c\|f\|_{p}^{1-\rho / s}\left\|D^{s} f\right\|_{p}^{\rho / s} f \in \mathcal{S}\left(\mathbb{R}^{n}\right) \tag{2.24}
\end{equation*}
$$

(ii) More general, prove that for any $p, q, r \in(1, \infty)$

$$
\begin{equation*}
\left\|D^{\rho} f\right\|_{p} \leq c\|f\|_{r}^{1-\rho / s}\left\|D^{s} f\right\|_{q}^{\rho / s}, \quad f \in \mathcal{S}\left(\mathbb{R}^{n}\right) \tag{2.25}
\end{equation*}
$$

with

$$
\begin{equation*}
\frac{1}{p}=\left(1-\frac{\rho}{s}\right) \frac{1}{r}+\left(\frac{\rho}{s}\right) \frac{1}{q} \tag{2.26}
\end{equation*}
$$

(iii) Prove that the estimates (2.24) and (2.25) still hold with $\Lambda=(1-\Delta)^{1 / 2}$ instead of $D$, and that in both cases the proof for $p=q=r=2$ is immediate. Prove that $r=\infty$ is allowed in (2.25).
Hint: For (ii) fix $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$, use that

$$
\left\|D^{\rho} f\right\|_{p}=\sup _{\|g\|_{p^{\prime}=1}}\left|\int_{\mathbb{R}^{n}} D^{\rho} f(y) g(y) d y\right|
$$

and define
$F_{k}(z)=e^{\left(z^{2}-1\right) / k} \int_{\mathbb{R}^{n}} D^{s z} f(y) \Psi(y, z) d y, \quad$ for $z=x+i y$ with $0 \leq x \leq 1$,
where

$$
\psi(y, z)=|g(y)|^{p^{\prime} / q(z)} \frac{g(y)}{|g(y)|} \quad \text { and } \quad \frac{1}{q(z)}=\frac{1-z}{r^{\prime}}+\frac{z}{q^{\prime}}
$$

with $\frac{1}{p}+\frac{1}{p^{\prime}}=\frac{1}{r}+\frac{1}{r^{\prime}}=\frac{1}{q}+\frac{1}{q^{\prime}}=1$. Verify that $F_{k}(\cdot)$ satisfies the hypotheses of Lemma 2.1 using Theorem 2.8 (see Exercise 2.10). Let $k$ tend to infinity to get the result.
2.12 [Pi] Pitt's Theorem affirms: if $1<p \leq q<\infty$,

$$
0 \leq \alpha<n\left(1-\frac{1}{p}\right), \quad 0 \leq \gamma<\frac{n}{q}, \quad \alpha-\gamma=n\left(1-\frac{1}{q}-\frac{1}{p}\right),
$$

then there exists $c>0$ such that

$$
\begin{equation*}
\left\|\widehat{f}|x|^{-\gamma}\right\|_{q} \leq c\left\|f|x|^{\alpha}\right\|_{p} \tag{2.27}
\end{equation*}
$$

with:
(i) Prove (2.27) in the case $\alpha=0$ and $q \geq 2$.
(ii) Prove (2.27) in the case $\gamma=0$ and $p \leq 2$.
2.13 For the initial value problem associated to the heat equation:

$$
\left\{\begin{array}{l}
\partial_{t} u=\Delta u, \\
u(x, 0)=f(x),
\end{array}\right.
$$

$x \in \mathbb{R}^{n}, t>0$, prove that the solution $u(x, t)=e^{t \Delta} f(x)$ satisfies the following inequalities:
(i)

$$
\begin{equation*}
\left\|D_{x}^{s} u(\cdot, t)\right\|_{p} \leq c_{s} t^{-\left(\frac{n}{2 r}+\frac{s}{2}\right)}\|f\|_{q} \tag{2.28}
\end{equation*}
$$

for $s \geq 0$ and

$$
\frac{1}{p}=\frac{1}{q}-\frac{1}{r}
$$

(ii)

$$
\begin{equation*}
\left(\int_{0}^{\infty}\left\|D_{x}^{\rho} u(\cdot, t)\right\|_{p}^{\sigma} d t\right)^{1 / \sigma} \leq c\|f\|_{q} \tag{2.29}
\end{equation*}
$$

with $\rho \in[0,2)$ and

$$
0<\frac{1}{\sigma}=\frac{n}{2}\left(\frac{1}{q}-\frac{1}{p}\right)+\frac{\rho}{2} \leq \frac{1}{q}, \quad(\text { see }[\mathrm{G} 1])
$$

Hint: For (i) use Example 1.3 to deduce that

$$
u(x, t)=K_{t} * f(x)=\frac{e^{-\left.1 \cdot\right|^{2} / 4 t}}{(4 \pi t)^{n / 2}} * f(x)
$$

Obtain the identity $\left\|D_{x}^{s} K_{t}\right\|_{\infty}=c_{s} t^{-(n / 2+s / 2)}$ for $s>0$ and combine it with Young's inequality to obtain (2.28).

For (ii) define $(\Omega f)(t)=\left\|D_{x}^{\rho} e^{t \Delta} f\right\|_{p}$. Then by (2.28), $(\Omega f)(t) \leq$ $c t^{-1 / \sigma}\|f\|_{q}, t \in(0, \infty)$. Hence, the sublinear operator $\Omega$ is bounded from $L^{q}\left(\mathbb{R}^{n}\right)$ into $L^{\sigma *}((0, \infty))$, (i.e., $L^{\sigma}$-weak). Use Marcinkiewicz interpolation theorem to get (2.29).
2.14 Consider the initial value problem (IVP) associated to the wave equation:

$$
\left\{\begin{array}{l}
\partial_{t}^{2} w-\Delta w=0 \\
w(x, 0)=f(x) \\
\partial_{t} w(x, 0)=g(x)
\end{array}\right.
$$

$x \in \mathbb{R}^{n}, t \in \mathbb{R}$, prove that
(i) If $n=1$, then

$$
w(x, t)=\frac{f(x+t)+f(x-t)}{2}+\frac{1}{2} \int_{x-t}^{x+t} g(s) d s
$$

Hint: Use the formula deduced in Exercise 1.18(i) or the change of variables $\zeta=x+t, \eta=x-t$.
(ii) If $n=3, f=0$ and $g$ is a radial function $(g(\|x\|))$, then

$$
w(x, t)=w(\|x\|, t)=\frac{1}{2\|x\|} \int_{|\|x\|-t|}^{\|x\|+t} \rho g(\rho) d \rho
$$

Hint: Deduce the formula for the Laplacian of radial functions, use the change of variables

$$
v(\rho, t)=\rho w(\rho, t)=\|x\| w(\|x\|, t)
$$

and part (i) of this exercise.
(iii) Under the same hypotheses of part (ii) use the Hardy-Littlewood maximal function to show that

$$
\begin{equation*}
\left(\int_{-\infty}^{\infty}\|w(\cdot, t)\|_{\infty}^{2} d t\right)^{1 / 2} \leq c\|g\|_{2} \tag{2.30}
\end{equation*}
$$

In [KIM], it was established that (2.30) does not hold for nonradial functions $g$. 2.15 Let $m_{1}, m_{2}$ be two $L^{p}$-multipliers. Prove
(i) $T_{m_{1}} \circ T_{m_{2}}=T_{m_{1} \cdot m_{2}}$.
(ii) $\left(T_{m_{1}}\right)^{*}=T_{\bar{m}_{1}}$.
2.16 (i) Prove that if $n=3$, then for any $t \neq 0$

$$
\begin{equation*}
m_{t}(\xi)=\cos (2 \pi|\xi| t), \quad T_{m_{t}} f(x)=\left(m_{t}(\cdot) \widehat{f}(\cdot)\right)^{\vee}(x) \tag{2.31}
\end{equation*}
$$

is not an $L^{p}$-multiplier for $p \neq 2$.
(ii) Prove that if $n=3$, then (see 3.38)

$$
\left\|T_{m_{t}} f\right\|_{\infty} \leq c t^{-1}\|\nabla f\|_{1,2}, \quad \text { for any } t \neq 0
$$

(iii) Prove that if $n=1$, then $m_{t}(\xi)=\cos (2 \pi|\xi| t)$ for each $t \in \mathbb{R}$ is an $L^{p}$-multiplier for $1 \leq p \leq \infty$.
(Part (i) holds in any dimension $n \geq 2$. See [Lp]).
Hint: Notice that $T_{m_{t}} f(x)=\left(m_{t}(\cdot) \widehat{f}\right)^{\vee}(x)$ is the solution $u(x, t)$ of the IVP

$$
\left\{\begin{array}{l}
\partial_{t}^{2} u-\Delta u=0  \tag{2.32}\\
u(x, 0)=f(x) \\
\partial_{t} u(x, 0)=0
\end{array}\right.
$$

$x \in \mathbb{R}^{3}, t>0$. So the formula (1.50) in Exercise 1.18(iv) applies. Take $f(x)=h(|x|) /|x|=h(r) / r$, with $h(\cdot)$ supported in the annulus $\left\{x \in \mathbb{R}^{3}: \varepsilon \leq|x| \leq 2 \varepsilon\right\}$. Check that $u(x, t)=(h(r+t)+h(r-t)) / 2 r$, and derive the desired result.

# Chapter 3 <br> An Introduction to Sobolev Spaces and Pseudo-Differential Operators 

In this chapter, we give a brief introduction to the classical Sobolev spaces $H^{s}\left(\mathbb{R}^{n}\right)$. Sobolev spaces measure the differentiability (or regularity) of functions in $L^{2}\left(\mathbb{R}^{n}\right)$ and they are a fundamental tool in the study of partial differential equations. We also list some basic facts of the theory of pseudo-differential operators without proof. This is useful to study smoothness properties of solutions of dispersive equations.

### 3.1 Basics

We begin by defining Sobolev spaces.
Definition 3.1. Let $s \in \mathbb{R}$. We define the Sobolev space of order $s$, denoted by $H^{s}\left(\mathbb{R}^{n}\right)$, as:

$$
\begin{equation*}
H^{s}\left(\mathbb{R}^{n}\right)=\left\{f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right): \Lambda^{s} f(x)=\left(\left(1+|\xi|^{2}\right)^{s / 2} \widehat{f}(\xi)\right)^{\vee}(x) \in L^{2}\left(\mathbb{R}^{n}\right)\right\} \tag{3.1}
\end{equation*}
$$

with norm $\|\cdot\|_{s, 2}$ defined as:

$$
\begin{equation*}
\|f\|_{s, 2}=\left\|\Lambda^{s} f\right\|_{2} . \tag{3.2}
\end{equation*}
$$

Example 3.1 Let $n=1$ and $f(x)=\chi_{[-1,1]}(x)$. From Example 1.1, we have that $\widehat{f}(\xi)=\sin (2 \pi \xi) /(\pi \xi)$. Thus, $f \in H^{s}(\mathbb{R})$ if $s<1 / 2$.

Example 3.2 Let $n=1$ and $g(x)=\chi_{[-1,1]} * \chi_{[-1,1]}(x)$. In Example 1.2, we saw that

$$
\widehat{g}(\xi)=\frac{\sin ^{2}(2 \pi \xi)}{(\pi \xi)^{2}}
$$

Thus, $g \in H^{s}(\mathbb{R})$ whenever $s<3 / 2$.
Example 3.3 Let $n \geq 1$ and $h(x)=e^{-2 \pi|x|}$. From Example 1.4, it follows that

$$
\begin{equation*}
\widehat{h}(\xi)=\frac{\Gamma[(n+1) / 2]}{\pi^{(n+1) / 2}} \frac{1}{\left(1+|\xi|^{2}\right)^{(n+1) / 2}} . \tag{3.3}
\end{equation*}
$$

Using polar coordinates, it is easy to see that $h \in H^{s}\left(\mathbb{R}^{n}\right)$ if $s<n / 2+1$. Notice that in this case $s$ depends on the dimension.

Example 3.4 Let $n \geq 1$ and $f(x)=\delta_{0}(x)$. From Example 1.9, we have $\widehat{\delta}_{0}(\xi)=1$. Thus, $\delta_{0} \in \bar{H}^{s}\left(\mathbb{R}^{n}\right)$ if $s<-n / 2$.

From the definition of Sobolev spaces, we deduce the following properties.

## Proposition 3.1.

1. If $s<s^{\prime}$, then $H^{s^{\prime}}\left(\mathbb{R}^{n}\right) \nsubseteq H^{s}\left(\mathbb{R}^{n}\right)$.
2. $H^{s}\left(\mathbb{R}^{n}\right)$ is a Hilbert space with respect to the inner product $\langle\cdot, \cdot\rangle_{s}$ defined as follows:

$$
\text { If } f, g \in H^{s}\left(\mathbb{R}^{n}\right), \text { then }\langle f, g\rangle_{s}=\int_{\mathbb{R}^{n}} \Lambda^{s} f(\xi) \overline{\Lambda^{s} g(\xi)} d \xi
$$

We can see, via the Fourier transform, that $H^{s}\left(\mathbb{R}^{n}\right)$ is equal to:

$$
L^{2}\left(\mathbb{R}^{n} ;\left(1+|\xi|^{2}\right)^{s} d \xi\right)
$$

3. For any $s \in \mathbb{R}$, the Schwartz space $\mathcal{S}\left(\mathbb{R}^{n}\right)$ is dense in $H^{s}\left(\mathbb{R}^{n}\right)$.
4. If $s_{1} \leq s \leq s_{2}$, with $s=\theta s_{1}+(1-\theta) s_{2}, 0 \leq \theta \leq 1$, then

$$
\|f\|_{s, 2} \leq\|f\|_{s_{1}, 2}^{\theta}\|f\|_{s_{2}, 2}^{1-\theta}
$$

Proof. It is left as an exercise.
To understand the relationship between the spaces $H^{s}\left(\mathbb{R}^{n}\right)$ and the differentiability of functions in $L^{2}\left(\mathbb{R}^{n}\right)$, we recall Definition 1.2 in the case $p=2$.

Definition 3.2. A function $f$ is differentiable in $L^{2}\left(\mathbb{R}^{n}\right)$ with respect to the $k$ th variable, if there exists $g \in L^{2}\left(\mathbb{R}^{n}\right)$ such that

$$
\int_{\mathbb{R}^{n}}\left|\frac{f\left(x+h e_{k}\right)-f(x)}{h}-g(x)\right|^{2} d x \rightarrow 0 \text { when } h \rightarrow 0
$$

where $e_{k}$ has $k$ th coordinate equal to 1 and 0 in the others.
Equivalently (see Exercise 1.9) $\xi_{k} \widehat{f}(\xi) \in L^{2}\left(\mathbb{R}^{n}\right)$, or

$$
\int_{\mathbb{R}^{n}} f(x) \partial_{x_{k}} \phi(x) d x=-\int_{\mathbb{R}^{n}} g(x) \phi(x) d x
$$

for every $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right) \quad\left(C_{0}^{\infty}\left(\mathbb{R}^{n}\right)\right.$ being the space of functions infinitely differentiable with compact support).

Example 3.5 Let $n=1$ and $f(x)=\chi_{(-1,1)}(x)$, then $f^{\prime}=\delta_{-1}-\delta_{1}$, where $\delta_{x}$ represents the measure of mass 1 concentrated in $x$, therefore $f^{\prime} \notin L^{2}(\mathbb{R})$.

Example 3.6 Let $n=1$ and $g$ be as in Example 3.2. Then,

$$
\frac{d g}{d x}(x)=\chi_{(-2,0)}-\chi_{(0,2)}, \text { and so } \frac{d g}{d x} \in L^{2}(\mathbb{R})
$$

With this definition, for $k \in \mathbb{Z}^{+}$we can give a description of the space $H^{k}\left(\mathbb{R}^{n}\right)$ without using the Fourier transform.

Theorem 3.1. If $k$ is a positive integer, then $H^{k}\left(\mathbb{R}^{n}\right)$ coincides with the space of functions $f \in L^{2}\left(\mathbb{R}^{n}\right)$ whose derivatives (in the distribution sense, see (1.42)) $\partial_{x}^{\alpha} f$ belong to $L^{2}\left(\mathbb{R}^{n}\right)$ for every $\alpha \in\left(\mathbb{Z}^{+}\right)^{n}$ with $|\alpha|=\alpha_{1}+\cdots+\alpha_{n} \leq k$.

In this case, the norms $\|f\|_{k, 2}$ and $\sum_{|\alpha| \leq k}\left\|\partial_{x}^{\alpha} f\right\|_{2}$ are equivalent.
Proof. The proof follows by combining the formula $\widehat{\partial_{x}^{\alpha} f}(\xi)=(2 \pi i \xi)^{\alpha} \widehat{f}(\xi)$ (see (1.10)) and the inequalities:

$$
\left|\xi^{\beta}\right| \leq\left(1+|\xi|^{2}\right)^{k / 2} \leq \sum_{|\alpha| \leq k}\left|\xi^{\alpha}\right|, \quad \beta \in\left(\mathbb{Z}^{+}\right)^{n}, \quad|\beta| \leq k
$$

Theorem 3.1 allows us to define in a natural manner $H^{k}(\Omega)$, the Sobolev space of order $k \in \mathbb{Z}^{+}$in any subset $\Omega$ (open) of $\mathbb{R}^{n}$. Given $f \in L^{2}(\Omega)$, we say that $\partial_{x}^{\alpha} f$, $\alpha \in\left(\mathbb{Z}^{+}\right)^{n}$ is the $\alpha$ th partial derivative (in the distribution sense) of $f$, if for every $\phi \in C_{0}^{\infty}(\Omega)$

$$
\int_{\Omega} f \partial_{x}^{\alpha} \phi d x=(-1)^{|\alpha|} \int_{\Omega} \partial_{x}^{\alpha} f \phi d x
$$

Then,

$$
H^{k}(\Omega)=\left\{f \in L^{2}(\Omega): \partial_{x}^{\alpha} f(\text { in the distribution sense }) \in L^{2}(\Omega),|\alpha| \leq k\right\}
$$

with the norm

$$
\|f\|_{H^{k}(\Omega)} \equiv\left(\sum_{|\alpha| \leq k} \int_{\Omega}\left|\partial_{x}^{\alpha} f(x)\right|^{2} d x\right)^{1 / 2}
$$

Example 3.7 For $n=1, b>0$, and $f(x)=|x|$, one has that $f \in H^{1}((-b, b))$ and $f \notin H^{2}((-b, b))$.

The next result allows us to relate "weak derivatives" with derivatives in the classical sense.

Theorem 3.2 (Embedding). If $s>n / 2+k$, then $H^{s}\left(\mathbb{R}^{n}\right)$ is continuously embedded in $C_{\infty}^{k}\left(\mathbb{R}^{n}\right)$, the space offunctions with $k$ continuous derivatives vanishing at infinity. In other words, if $f \in H^{s}\left(\mathbb{R}^{n}\right), s>n / 2+k$, then (after a possible modification of $f$ in a set of measure zero) $f \in C_{\infty}^{k}\left(\mathbb{R}^{n}\right)$ and

$$
\begin{equation*}
\|f\|_{C^{k}} \leq c_{s}\|f\|_{s, 2} \tag{3.4}
\end{equation*}
$$

Proof. Case $k=0$ : We first show that if $f \in H^{s}\left(\mathbb{R}^{n}\right)$, then $\widehat{f} \in L^{1}\left(\mathbb{R}^{n}\right)$ with

$$
\begin{equation*}
\left\|\widehat{f \|_{1}} \leq c_{s}\right\| f \|_{s, 2}, \text { if } s>n / 2 \tag{3.5}
\end{equation*}
$$

Using the Cauchy-Schwarz inequality, we deduce:

$$
\begin{aligned}
\int_{\mathbb{R}^{n}}|\widehat{f}(\xi)| d \xi & =\int_{\mathbb{R}^{n}}|\widehat{f}(\xi)|\left(1+|\xi|^{2}\right)^{s / 2} \frac{d \xi}{\left(1+|\xi|^{2}\right)^{s / 2}} \\
& \leq\left\|\Lambda^{s} f\right\|_{2}\left(\int_{\mathbb{R}^{n}} \frac{d \xi}{\left(1+|\xi|^{2}\right)^{s}}\right)^{1 / 2} \leq c_{s}\|f\|_{s, 2}
\end{aligned}
$$

if $s>n / 2$. Combining (3.5), Proposition 1.2, and Theorem 1.1, we conclude that

$$
\|f\|_{\infty}=\left\|(\widehat{f})^{\vee}\right\|_{\infty} \leq\|\widehat{f}\|_{1} \leq c_{s}\|f\|_{s, 2}
$$

Case $k \geq 1$ : Using the same argument, we have that if $f \in H^{s}\left(\mathbb{R}^{n}\right)$ with $s>n / 2+k$, then for $\alpha \in\left(\mathbb{Z}^{+}\right)^{n},|\alpha| \leq k$, it follows that $\widehat{\partial_{x}^{\alpha} f} \in L^{1}\left(\mathbb{R}^{n}\right)$ and

$$
\left\|\partial_{x}^{\alpha} f\right\|_{\infty} \leq\left\|\widehat{\partial_{x}^{\alpha} f}\right\|_{1}=\left\|(2 \pi i \xi)^{\alpha} \widehat{f}\right\|_{1} \leq c_{s}\|f\|_{s, 2} .
$$

Corollary 3.1. If $s=n / 2+k+\theta$, with $\theta \in(0,1)$, then $H^{s}\left(\mathbb{R}^{n}\right)$ is continuously embedded in $C^{k+\theta}\left(\mathbb{R}^{n}\right)$, the space of $C^{k}$ functions with partial derivatives of order $k$ Hölder continuous with index $\theta$.

Proof. We only prove the case $k=0$, since the proof of the general case follows the same argument. From the formula of inversion of the Fourier transform and the Cauchy-Schwarz inequality we have:

$$
\begin{aligned}
|f(x+y)-f(x)| & =\left|\int_{\mathbb{R}^{n}} e^{2 \pi i(x \cdot \xi)} \widehat{f}(\xi)\left(e^{2 \pi i(y \cdot \xi)}-1\right) d \xi\right| \\
& \leq\left(\int_{\mathbb{R}^{n}}\left(1+|\xi|^{2}\right)^{n / 2+\theta}|\widehat{f}(\xi)|^{2} d \xi\right)^{1 / 2}\left(\int_{\mathbb{R}^{n}} \frac{\left|e^{2 \pi i(y \cdot \xi)}-1\right|^{2}}{\left(1+|\xi|^{2}\right)^{n / 2+\theta}} d \xi\right)^{1 / 2}
\end{aligned}
$$

But

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}} \frac{\left|e^{2 \pi i(y \cdot \xi)}-1\right|^{2}}{\left(1+|\xi|^{2}\right)^{n / 2+\theta}} d \xi \\
& \quad \leq c \int_{|\xi| \leq|y|^{-1}}|y|^{2}|\xi|^{2} \frac{d \xi}{\left(1+|\xi|^{2}\right)^{n / 2+\theta}}+4 \int_{|\xi| \geq|y|^{-1}} \frac{d \xi}{\left(1+|\xi|^{2}\right)^{n / 2+\theta}}
\end{aligned}
$$

$$
\leq c|y|^{2} \int_{0}^{|y|^{-1}} \frac{r^{n+1}}{(1+r)^{n+2 \theta}} d r+4 \int_{|y|^{-1}}^{\infty} \frac{r^{n-1}}{(1+r)^{n+2 \theta}} d r \leq c|y|^{2 \theta}
$$

If $|y|<1$, we conclude that $|f(x+y)-f(x)| \leq c|y|^{\theta}$. This finishes the proof. $\square$
Theorem 3.3. If $s \in(0, n / 2)$, then $H^{s}\left(\mathbb{R}^{n}\right)$ is continuously embedded in $L^{p}\left(\mathbb{R}^{n}\right)$ with $\quad p=2 n /(n-2 s)$, i.e., $s=n(1 / 2-1 / p)$. Moreover, for $f \in H^{s}\left(\mathbb{R}^{n}\right)$, $s \in(0, n / 2)$,

$$
\begin{equation*}
\|f\|_{p} \leq c_{n, s}\left\|D^{s} f\right\|_{2} \leq c\|f\|_{s, 2}, \tag{3.6}
\end{equation*}
$$

where

$$
D^{l} f=(-\Delta)^{l / 2} f=\left((2 \pi|\xi|)^{l} \widehat{f}\right)^{\vee}
$$

Proof. The last inequality in (3.6) is immediate, so we just need to show the first one. We define

$$
\begin{equation*}
D^{s} f=g \quad \text { or } \quad f=D^{-s} g=c_{n, s}\left(\frac{1}{|\xi|^{s}} \widehat{g}\right)^{\vee}=\frac{c_{n, s}}{|x|^{n-s}} * g \tag{3.7}
\end{equation*}
$$

where we have used the result of Exercise 1.14. Thus, by the Hardy-LittlewoodSobolev estimate (2.10) it follows that

$$
\begin{equation*}
\|f\|_{p}=\left\|D^{-s} g\right\|_{p}=\left\|\frac{c_{n, s}}{|x|^{n-s}} * g\right\|_{p} \leq c_{n, s}\|g\|_{2}=c\left\|D^{s} f\right\|_{2} . \tag{3.8}
\end{equation*}
$$

We notice from Theorems 3.2 and 3.3, and Corollary 3.1 that the local regularity in $H^{s}, s>0$, increases with the parameter $s$.

Examples 3.1 and 3.3 show that the functions in $H^{s}\left(\mathbb{R}^{n}\right)$ with $s<n / 2$ or $s<n / 2+1$, respectively, are not necessarily continuous nor $C^{1}$. Moreover, let $f \in L^{2}\left(\mathbb{R}^{n}\right)$ with

$$
\widehat{f}(\xi)=\frac{1}{(1+|\xi|)^{n} \log (2+|\xi|)}
$$

(which is radial, decreasing, and positive). A simple computation shows that $f \in$ $H^{\frac{n}{2}}\left(\mathbb{R}^{n}\right)$, but $\widehat{f} \notin L^{1}\left(\mathbb{R}^{n}\right)$ and so $f \notin L^{\infty}\left(\mathbb{R}^{n}\right)$, since $f(0)=\int \widehat{f}(\xi) d \xi=\infty$ (see also Exercise 3.11(iii)).

To complete the embedding results of the spaces $H^{s}\left(\mathbb{R}^{n}\right), s>0$, it remains to consider the case $s=n / 2$ (since for $s=k+n / 2, k \in \mathbb{Z}^{+}$, the result follows from this one). So, we define the space of functions of the bounded mean oscillation or BMO, introduced by John and Nirenberg [JN].
Definition 3.3. For $f: \mathbb{R}^{n} \rightarrow \mathbb{C}$ with $f \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$, we say that $f \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$ ( $f$ has bounded mean oscillation (BMO)) if

$$
\begin{equation*}
\|f\|_{\mathrm{BMO}}=\sup _{\substack{x \in \mathbb{R}^{n} \\ r>0}} \frac{1}{B_{r}(x) \mid} \int_{B_{r}(x)}\left|f(y)-f_{B_{r}(x)}\right| d y<\infty \tag{3.9}
\end{equation*}
$$

where

$$
f_{B_{r}(x)}=\frac{1}{\left|B_{r}(x)\right|} \int_{B_{r}(x)} f(y) d y
$$

Notice that $\|\cdot\|_{\text {BMO }}$ is a semi-norm since it vanishes for constant functions.
$\operatorname{BMO}\left(\mathbb{R}^{n}\right)$ is a vector space with $L^{\infty}\left(\mathbb{R}^{n}\right) \subsetneq \operatorname{BMO}\left(\mathbb{R}^{n}\right)$ since $\|f\|_{\text {Вмо }} \leq 2\|f\|_{\infty}$ and $\log |x| \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$.

Theorem 3.4. $H^{n / 2}\left(\mathbb{R}^{n}\right)$ is continuously embedded in $\operatorname{BMO}\left(\mathbb{R}^{n}\right)$. More precisely, there exists $c=c(n)>0$ such that

$$
\|f\|_{\mathrm{BMO}} \leq c\left\|D^{n / 2} f\right\|_{2}
$$

Proof. Without loss of generality, we assume $f$ real valued. Consider $x \in \mathbb{R}^{n}$ and $r>0$.

Let $\phi_{r} \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ such that $\operatorname{supp} \phi_{r} \subseteq\left\{x| | x \left\lvert\, \leq \frac{2}{r}\right.\right\}$ with $0 \leq \phi_{r}(x) \leq 1$ and $\phi_{r}(x) \equiv 1$ if $|x|<1 / r$, and define

$$
f(x)=f_{l}+f_{h}=\left(\widehat{f} \phi_{r}\right)^{\vee}+\left(\widehat{f}\left(1-\phi_{r}\right)\right)^{\vee} .
$$

We observe that

$$
\|f\|_{\mathrm{BMO}} \leq\left\|f_{l}\right\|_{\mathrm{BMO}}+\left\|f_{h}\right\|_{\text {BMO }}
$$

and $f_{l} \in H^{s}\left(\mathbb{R}^{n}\right)$ for any $s>0$; therefore,

$$
f_{l, B_{r}(x)}=\frac{1}{\left|B_{r}(x)\right|} \int_{B_{r}(x)} f_{l}(y) d y=f_{l}\left(x_{0}\right)
$$

for some $x_{0} \in B_{r}(x)$, and so for any $y \in B_{r}(x)$

$$
\left|f_{l}(y)-f_{l, B_{r}(x)}\right| \leq 2 r\left\|\nabla f_{l}\right\|_{\infty}
$$

Using this estimate we get:

$$
\begin{aligned}
\frac{1}{\left|B_{r}(x)\right|} \int_{B_{r}(x)}\left|f_{l}(y)-f_{l, B_{r}(x)}\right| d y & \leq \frac{1}{\left|B_{r}(x)\right|^{1 / 2}}\left(\int_{B_{r}(x)}\left|f_{l}(y)-f_{l, B_{r}(x)}\right|^{2} d y\right)^{1 / 2} \\
& \leq 2 r\left\|\nabla f_{l}\right\|_{\infty} \leq 2 r \| \widehat{\nabla f_{l} \|_{1}} \\
& \leq 2 r \int_{|\xi| \leq 1 / 2 r}|\xi|^{1-n / 2}|\xi|^{n / 2}|\widehat{f}(\xi)| d \xi \\
& \leq 2 r\left(\int_{|\xi| \leq 1 / 2 r}|\xi|^{2-n} d \xi\right)^{1 / 2}\left\|D^{n / 2} f\right\|_{2} \leq c\left\|D^{n / 2} f\right\|_{2}
\end{aligned}
$$

Also,

$$
\frac{1}{\left|B_{r}(x)\right|} \int_{B_{r}(x)}\left|f_{h}(y)-f_{h, B_{r}(x)}\right| d y \leq \frac{2}{\left|B_{r}(x)\right|^{1 / 2}}\left\|f_{h}\right\|_{2}
$$

$$
\begin{aligned}
& \leq \frac{2}{\left|B_{r}(x)\right|^{1 / 2}}\left(\int_{|\xi| \geq 1 / 2 r}|\widehat{f}(\xi)|^{2} d \xi\right)^{1 / 2} \\
& =\frac{c_{n}}{r^{n / 2}}\left(\int_{|\xi| \geq 1 / 2 r} r^{n}|\xi|^{n}|\widehat{f}(\xi)|^{2} d \xi\right)^{1 / 2} \leq\left\|D^{n / 2} f\right\|_{2}
\end{aligned}
$$

which yields the desired result.
We have shown that $H^{s}\left(\mathbb{R}^{n}\right)$ with $s>n / 2$ is a Hilbert space whose elements are continuous functions. From the point of view of nonlinear analysis, the next property is essential.
Theorem 3.5. If $s>n / 2$, then $H^{s}\left(\mathbb{R}^{n}\right)$ is an algebra with respect to the product of functions. That is, if $f, g \in H^{s}\left(\mathbb{R}^{n}\right)$, then $f g \in H^{s}\left(\mathbb{R}^{n}\right)$ with

$$
\begin{equation*}
\|f g\|_{s, 2} \leq c_{s}\|f\|_{s, 2}\|g\|_{s, 2} \tag{3.10}
\end{equation*}
$$

Proof. From the triangle inequality, we have that for every $\xi, \eta \in \mathbb{R}^{n}$ :

$$
\left(1+|\xi|^{2}\right)^{s / 2} \leq 2^{s}\left[\left(1+|\xi-\eta|^{2}\right)^{s / 2}+\left(1+|\eta|^{2}\right)^{s / 2}\right] .
$$

Using this we deduce that

$$
\begin{aligned}
\left|\Lambda^{s}(f g)\right|= & \left.\mid\left(1+|\xi|^{2}\right)^{s / 2} \widehat{f g}\right)(\xi) \mid \\
= & \left(1+|\xi|^{2}\right)^{s / 2}\left|\int_{\mathbb{R}^{n}} \widehat{f}(\xi-\eta) \widehat{g}(\eta) d \eta\right| \\
\leq & 2^{s} \int_{\mathbb{R}^{n}}\left[\left(1+|\xi-\eta|^{2}\right)^{s / 2}|\widehat{f}(\xi-\eta) \widehat{g}(\eta)|\right. \\
& \left.+\left(1+|\eta|^{2}\right)^{s / 2}|\widehat{f}(\xi-\eta) \widehat{g}(\eta)|\right] d \eta \\
\leq & 2^{s}\left(\left|\widehat{\Lambda^{s} f}\right| *|\widehat{g}|+|\widehat{f \mid} *| \widehat{\Lambda^{s} g} \mid\right) .
\end{aligned}
$$

Thus, taking the $L^{2}$-norm and using (1.39) it follows that

$$
\begin{equation*}
\|f g\|_{s, 2}=\left\|\Lambda^{s}(f g)\right\|_{2} \leq c\left(\left\|\Lambda^{s} f\right\|_{2}\|\widehat{g}\|_{1}+\|\widehat{f}\|_{1}\left\|\Lambda^{s} g\right\|_{2}\right) . \tag{3.11}
\end{equation*}
$$

Finally, (3.5) assures one that if $r>n / 2$, then

$$
\begin{align*}
\|f g\|_{s, 2} & \leq c_{s}\left(\|f\|_{s, 2}\|\widehat{g}\|_{1}+\|\widehat{f}\|_{1}\|g\|_{s, 2}\right)  \tag{3.12}\\
& \leq c_{s}\left(\|f\|_{s, 2}\|g\|_{r, 2}+\|f\|_{r, 2}\|g\|_{s, 2}\right)
\end{align*}
$$

Choosing $r=s$, we obtain (3.10).
The inequality (3.12) is not sharp as the following scaling argument shows. Let $\lambda>0$ and

$$
f(x)=f_{1}(\lambda x), \quad g(x)=g_{1}(\lambda x), \quad f_{1}, g_{1} \in \mathcal{S}\left(\mathbb{R}^{n}\right)
$$

Then, as $\lambda \uparrow \infty$ the right-hand side of (3.12) grows as $\lambda^{s+r}$, meanwhile the left-hand side grows as $\lambda^{s}$. This will not be the case if we replace $\|\cdot\|_{r, 2}$ in (3.12) with the $\|\cdot\|_{\infty}$-norm to get that

$$
\begin{equation*}
\|f g\|_{s, 2} \leq c_{s}\left(\|f\|_{s, 2}\|g\|_{\infty}+\|f\|_{\infty}\|g\|_{s, 2}\right) \tag{3.13}
\end{equation*}
$$

which in particular shows that for any $s>0, H^{s}\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$ is an algebra under the point-wise product.

For $s \in \mathbb{Z}^{+}$, the inequality (3.13) follows by combining the Leibniz rule for the product of functions and the Gagliardo-Nirenberg inequality:

$$
\begin{equation*}
\left\|\partial_{x}^{\alpha} f\right\|_{p} \leq c \sum_{|\beta|=m}\left\|\partial_{x}^{\beta} f\right\|_{q}^{\theta}\|f\|_{r}^{1-\theta} \tag{3.14}
\end{equation*}
$$

with $|\alpha|=j, \quad c=c(j, m, p, q, r), 1 / p-j / n=\theta(1 / q-m / n)+(1-\theta) 1 / r$, $\theta \in[j / m, 1]$. For the proof of this inequality, we refer the reader to the reference [Fm].

For the general case $s>0$, where the usual point-wise Leibniz rule is not available, the inequality (3.13) still holds (see [KPo]). The inequality (3.13) has several extensions, for instance: Let $s \in(0,1), r \in[1, \infty), 1<p_{j}, q_{j} \leq \infty, 1 / r=1 / p_{j}+1 / q_{j}$, $j=1,2$. Then,

$$
\left\|\Phi^{s}(f g)\right\|_{r} \leq c\left(\left\|\Phi^{s}(f)\right\|_{p_{1}}\|g\|_{q_{1}}+\|f\|_{p_{2}}\left\|\Phi^{s}(g)\right\|_{q_{2}}\right)
$$

with $\Phi^{s}=\Lambda^{s}$ or $D^{s}$, (for the proof of this estimate and further generalizations [KPV4], [MPTT], and [GaO]). The extension to the case $r=p_{j}=q_{j}=\infty$, $j=1,2$ was given in [BoLi].

In many applications, the following commutator estimate is often used:

$$
\begin{align*}
\sum_{|\alpha|=s}\left\|\left[\partial_{x}^{\alpha} ; g\right] f\right\|_{2} & \equiv \sum_{|\alpha|=s}\left\|\partial_{x}^{\alpha}(g f)-g \partial_{x}^{\alpha} f\right\|_{2} \\
& \leq c_{n, s}\left(\|\nabla g\|_{\infty} \sum_{|\beta|=s-1}\left\|\partial_{x}^{\beta} f\right\|_{2}+\|f\|_{\infty} \sum_{|\beta|=s}\left\|\partial_{x}^{\beta} g\right\|_{2}\right), \tag{3.15}
\end{align*}
$$

(see [Kl2]). Similarly, for $s \geq 1$ one has

$$
\begin{equation*}
\left\|\left[\Lambda^{s} ; g\right] f\right\|_{2} \leq c\left(\|\nabla g\|_{\infty}\left\|\Lambda^{s-1} f\right\|_{2}+\|f\|_{\infty}\left\|\Lambda^{s} g\right\|_{2}\right), \tag{3.16}
\end{equation*}
$$

(see [KPo]).
There are "equivalent" manners to define fractional derivatives without relying on the Fourier transform. For instance:

Definition 3.4 (Stein [S1]). For $b \in(0,1)$ and an appropriate $f$ define

$$
\begin{equation*}
\mathcal{D}^{b} f(x)=\left(\int \frac{|f(x)-f(y)|^{2}}{|x-y|^{n+2 b}} d y\right)^{1 / 2} \tag{3.17}
\end{equation*}
$$

Theorem 3.6 (Stein [S1]). Let $b \in(0,1)$ and $\frac{2 n}{(n+2 b)} \leq p<\infty$. Then $f, D^{b} f \in$ $L^{p}\left(\mathbb{R}^{n}\right)$ if and only if $f, \mathcal{D}^{b} f \in L^{p}\left(\mathbb{R}^{n}\right)$.

Moreover,

$$
\|f\|_{p}+\left\|D^{b} f\right\|_{p} \sim\|f\|_{p}+\left\|D^{b} f\right\|_{p}
$$

The case $p=2$ was previously considered in [AS].
For other "equivalent" definitions of fractional derivatives see [Str1].
Finally, to complete our study of Sobolev spaces we introduce the localized Sobolev spaces.

Definition 3.5. Given $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$, we say that $f \in H_{\mathrm{loc}}^{s}\left(\mathbb{R}^{n}\right)$ if for every $\varphi \in$ $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ we have $\varphi f \in H^{s}\left(\mathbb{R}^{n}\right)$. In other words, for any $\Omega \subseteq \mathbb{R}^{n}$ open bounded $\left.f\right|_{\Omega}$ coincides with an element of $H^{s}\left(\mathbb{R}^{n}\right)$.

This means that $f$ has the sufficient regularity, but may not have enough decay to be in $H^{s}\left(\mathbb{R}^{n}\right)$.

Example 3.8 Let $n=1, f(x)=x$, and $g(x)=|x|$, then $f \in H_{\mathrm{loc}}^{s}(\mathbb{R})$ for every $s \geq 0$ and $g \in H_{\mathrm{loc}}^{s}(\mathbb{R})$ for every $s<3 / 2$.

### 3.2 Pseudo-Differential Operators

We recall some results from the theory of pseudo-differential operators that we need to describe the local smoothing effect for linear elliptic systems.

The class $S^{m}=S_{1,0}^{m}$ of classical symbols of order $m \in \mathbb{R}$ is defined by

$$
\begin{equation*}
S^{m}=\left\{p(x, \xi) \in C^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right):|p|_{S^{m}}^{(j)}<\infty, j \in \mathbb{N}\right\} \tag{3.18}
\end{equation*}
$$

where

$$
\begin{equation*}
|p|_{S^{m}}^{(j)}=\sup \left\{\left\|\langle\xi\rangle^{-m+|\alpha|} \partial_{\xi}^{\alpha} \partial_{x}^{\beta} p(\cdot, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right)}:|\alpha+\beta| \leq j\right\} \tag{3.19}
\end{equation*}
$$

and $\langle\xi\rangle=\left(1+|\xi|^{2}\right)^{1 / 2}$.
The pseudo-differential operator $\Psi_{p}$ associated to the symbol $p \in S^{m}$ is defined by

$$
\begin{equation*}
\Psi_{p} f(x)=\int_{\mathbb{R}^{n}} e^{2 \pi i x \cdot \xi} p(x, \xi) \hat{f}(\xi) d \xi, \quad f \in \mathcal{S}\left(\mathbb{R}^{n}\right) \tag{3.20}
\end{equation*}
$$

Example 3.9 A partial differential operator

$$
P=\sum_{|\alpha| \leq N} a_{\alpha}(x) \partial_{x}^{\alpha},
$$

with $a_{\alpha} \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ is a pseudo-differential operator $P=\Psi_{p}$ with symbol

$$
p(x, \xi)=\sum_{|\alpha| \leq N} a_{\alpha}(x)(2 \pi i \xi)^{\alpha} \in S^{N}
$$

Example 3.10 The fractional differentiation operator defined in (3.1) as $\Lambda^{\rho}=\Psi_{\langle\xi\rangle^{\rho}}$ is also a pseudo-differential operator with symbol in $S^{\rho}, \rho \in \mathbb{R}$.

The collection of symbol classes $S^{m}, m \in \mathbb{R}$, is in some cases closed under composition, adjointness, division, and square root operations. This is not the case for polynomials in $\xi$, and sometimes this closure allows one to construct approximate inverses and square roots of pseudo-differential operators.

Next, we list some properties of pseudo-differential operators whose proofs can be found for instance in $[\mathrm{Kg}]$.

Theorem 3.7 (Sobolev boundedness). Let $m \in \mathbb{R}, p \in S^{m}$, and $s \in \mathbb{R}$. Then, $\Psi_{p}$ extends to a bounded linear operator from $H^{m+s}\left(\mathbb{R}^{n}\right)$ to $H^{s}\left(\mathbb{R}^{n}\right)$. Moreover, there exist $j=j(n ; m ; s) \in \mathbb{N}$ and $c=c(n ; m ; s)$ such that

$$
\begin{equation*}
\left\|\Psi_{p} f\right\|_{H^{s}} \leq\left. c|p|\right|_{S^{m}} ^{(j)}\|f\|_{H^{m+s}} \tag{3.21}
\end{equation*}
$$

Theorem 3.8 (Symbolic calculus). Let $m_{1}, m_{2} \in \mathbb{R}, p_{1} \in S^{m_{1}}, p_{2} \in S^{m_{2}}$. Then, there exist $p_{3} \in S^{m_{1}+m_{2}-1}, p_{4} \in S^{m_{1}+m_{2}-2}$, and $p_{5} \in S^{m_{1}-1}$ such that

$$
\begin{align*}
\Psi_{p_{1}} \Psi_{p_{2}} & =\Psi_{p_{1} p_{2}}+\Psi_{p_{3}} \\
\Psi_{p_{1}} \Psi_{p_{2}}-\Psi_{p_{2}} \Psi_{p_{1}} & =\Psi_{-i\left\{p_{1}, p_{2}\right\}}+\Psi_{p_{4}}  \tag{3.22}\\
\left(\Psi_{p_{1}}\right)^{*} & =\Psi_{\bar{p}_{1}}+\Psi_{p_{5}}
\end{align*}
$$

where $\left\{p_{1}, p_{2}\right\}$ denotes the Poisson bracket, i.e.,

$$
\begin{equation*}
\left\{p_{1}, p_{2}\right\}=\sum_{j=1}^{n}\left(\partial_{\xi_{j}} p_{1} \partial_{x_{j}} p_{2}-\partial_{x_{j}} p_{1} \partial_{\xi_{j}} p_{2}\right) \tag{3.23}
\end{equation*}
$$

and such that for any $j \in \mathbb{N}$ there exist $j^{\prime} \in \mathbb{N}$ and $c_{1}=c_{1}\left(n ; m_{1} ; m_{2} ; j\right), c_{2}=$ $c_{2}\left(n ; m_{1} ; j\right)$ such that

$$
\begin{gathered}
\left|p_{3}\right|_{S^{m_{1}+m_{2}-1}}^{(j)}+\left|p_{4}\right|_{S^{m_{1}+m_{2}-2}}^{(j)} \leq c_{1}\left|p_{1}\right|_{S^{m_{1}}}^{\left(j^{\prime}\right)}\left|p_{2}\right|_{S^{m_{2}}}^{\left(j^{\prime}\right)} \\
\left|p_{5}\right|_{S^{m_{1}-1}}^{\left(j^{\prime}\right)} \leq c_{2}\left|p_{1}\right|_{S^{m_{1}}}^{\left(j^{\prime}\right)} .
\end{gathered}
$$

Remark 3.1.
(i) (3.22) tell us that the "principal symbol" of the commutator $\left[\psi_{p_{1}} ; \psi_{p_{2}}\right]$ is given by the formula in (3.23).
(ii) It is useful for our purpose to consider the class of symbols $S^{m, N}=S_{1,0}^{m, N}$ defined as $p(x, \xi) \in C^{N}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right)$ such that

$$
\begin{equation*}
|p|_{S^{m}}^{(N)}<\infty, \quad \text { with }|p|_{S^{m}}^{(N)} \quad \text { defined in (3.19) } \tag{3.24}
\end{equation*}
$$

For $N$ sufficiently large the results in Theorem 3.7 extend to the class $S^{m, N}$.

### 3.3 The Bicharacteristic Flow

In this section, we introduce the notion of bicharacteristic flow. This plays a key role in the study of linear variable coefficients Schrödinger equations and in the wellposedness of the initial value problem (IVP) associated to the quasilinear case as we can see in the next and the last chapters.

Let $\mathcal{L}=\partial_{x_{j}} a_{j k}(x) \partial_{x_{k}}$ be an elliptic self-adjoint operator, that is, $\left(a_{j k}(x)\right)_{j k}$ is a $n \times n$ matrix of functions $a_{j k} \in C_{b}^{\infty}$, real, symmetric, and positive definite, i.e., $\exists v>0$ such that $\forall x, \xi \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\nu^{-1}\|\xi\|^{2} \leq \sum_{j, k=1}^{n} a_{j k}(x) \xi_{j} \xi_{k} \leq \nu\|\xi\|^{2} \tag{3.25}
\end{equation*}
$$

Let $h_{2}$ be the principal symbol of $\mathcal{L}$, i.e.,

$$
\begin{equation*}
h_{2}(x, \xi)=-\sum_{j, k=1}^{n} a_{j k}(x) \xi_{j} \xi_{k} \tag{3.26}
\end{equation*}
$$

The bicharacteristic flow is the flow of the Hamiltonian vector field:

$$
\begin{equation*}
H_{h_{2}}=\sum_{j=1}^{n}\left[\partial_{\xi_{j}} h_{2} \cdot \partial_{x_{j}}-\partial_{x_{j}} h_{2} \cdot \partial_{\xi_{j}}\right] \tag{3.27}
\end{equation*}
$$

and is denoted by $\left(X\left(s ; x_{0}, \xi_{0}\right), \Xi\left(s ; x_{0}, \xi_{0}\right)\right)$, i.e.,

$$
\left\{\begin{array}{l}
\frac{d}{d s} X_{j}\left(s ; x_{0}, \xi_{0}\right)=-2 \sum_{k=1}^{n} a_{j k}\left(X\left(s ; x_{0}, \xi_{0}\right)\right) \Xi_{k}\left(s ; x_{0}, \xi_{0}\right),  \tag{3.28}\\
\frac{d}{d s} \Xi_{j}\left(s ; x_{0}, \xi_{0}\right)=\sum_{k, l=1}^{n} \partial_{x_{j}} a_{l k}\left(X\left(s ; x_{0}, \xi_{0}\right)\right) \Xi_{k}\left(s ; x_{0}, \xi_{0}\right) \Xi_{l}\left(s ; x_{0}, \xi_{0}\right)
\end{array}\right.
$$

for $j=1, \ldots, n$, with

$$
\begin{equation*}
\left(X\left(0 ; x_{0}, \xi_{0}\right), \Xi\left(0 ; x_{0}, \xi_{0}\right)\right)=\left(x_{0}, \xi_{0}\right) \tag{3.29}
\end{equation*}
$$

The bicharacteristic flow exists in the time interval $s \in(-\delta, \delta)$ with $\delta=\delta\left(x_{0}, \xi_{0}\right)$, and $\delta(\cdot)$ depending continuously on $\left(x_{0}, \xi_{0}\right)$.

The bicharacteristic flow preserves $h_{2}$, i.e.,

$$
\frac{d}{d s} h_{2}\left(X\left(s ; x_{0}, \xi_{0}\right), \Xi\left(s ; x_{0}, \xi_{0}\right)\right)=0
$$

so the ellipticity hypothesis (3.25) gives

$$
\begin{equation*}
v^{-2}\left\|\xi_{0}\right\|^{2} \leq\left\|\Xi\left(s ; x_{0}, \xi_{0}\right)\right\|^{2} \leq v^{2}\left\|\xi_{0}\right\|^{2} \tag{3.30}
\end{equation*}
$$

and hence $\delta=\infty$.

In the case of constant coefficients, $h_{2}(x, \xi)=-|\xi|^{2}$, the bicharacteristic flow is given by $(X, \Xi)\left(\xi, x_{0}, \xi_{0}\right)=\left(x_{0}-2 s \xi_{0}, \xi_{0}\right)$.

For general symbol $h(x, \xi)$, the bicharacteristic flow is defined as:

$$
\left\{\begin{array}{l}
\frac{d X}{d s}=\partial_{\xi} h(X, \Xi)  \tag{3.31}\\
\frac{d \Xi}{d s}=-\partial_{x} h(X, \Xi)
\end{array}\right.
$$

In applications, the notion of the bicharacteristic flow

$$
\begin{equation*}
t \mapsto\left(X\left(t ; x_{0}, \xi_{0}\right), \Sigma\left(t ; x_{0}, \xi_{0}\right)\right) \tag{3.32}
\end{equation*}
$$

being nontrapping arises naturally.
Definition 3.6. A point $\left(x_{0}, \xi_{0}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{n} \backslash\{0\}$ is nontrapped forward (respectively, backward) by the bicharacteristic flow if

$$
\begin{equation*}
\left\|X\left(t ; x_{0}, \xi_{0}\right)\right\| \rightarrow \infty \text { as } t \rightarrow \infty \quad(\text { resp }, t \rightarrow-\infty) \tag{3.33}
\end{equation*}
$$

If each point $\left(x_{0}, \xi_{0}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{n}-\{0\}$ is nontrapped forward, then the bicharacteristic flow is said to be nontrapping.

In particular, if one assumes that the "metric" $\left(a_{j k}(x)\right)$ in (3.26) possesses an "asymptotic flat property," for example,

$$
\begin{equation*}
\left|\partial_{x}^{\alpha}\left(a_{j k}(x)-\delta_{j k}\right)\right| \leq \frac{c_{\alpha}}{|x|^{1+\epsilon(\alpha)}}, \quad \epsilon(\alpha)>0, \quad 0 \leq|\alpha| \leq m=m(n) \tag{3.34}
\end{equation*}
$$

then it suffices to have that for each $\left(x_{0}, \xi_{0}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{n} \backslash\{0\}$ and for each $\mu>0$ there exists $\hat{t}=\hat{t}\left(\mu ; x_{0}, \xi_{0}\right)>0$ such that

$$
\left\|X\left(\hat{t} ; x_{0}, \xi_{0}\right)\right\| \geq \mu
$$

to guarantee that the bicharacteristic flow is nontrapping.
The next result shows that the Hamiltonian vector field is differentiation along the bicharacteristics.

Lemma 3.1. Let $\phi \in C^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right)$. Then,

$$
\begin{equation*}
\left(H_{h_{2}} \phi\right)(x, \xi)=\left.\partial_{s}[\phi(X(s ; x, \xi), \Xi(s ; x, \xi))]\right|_{s=0}=\left\{h_{2}, \phi\right\} . \tag{3.35}
\end{equation*}
$$

Notice that $-i\left\{h_{2}, \phi\right\}$ is the principal symbol of the commutator $\left[\psi_{h_{2}}, \psi_{\phi}\right]$ (see 3.22).
Proof. By the chain rule,

$$
\begin{aligned}
\partial_{s}[\phi(X(s ; x, \xi), \Xi(s ; x, \xi))]= & \left(\nabla_{x} \phi\right)(X(s ; x, \xi), \Xi(s ; x, \xi)) \cdot \partial_{s} X(s ; x, \xi) \\
& +\left(\nabla_{\xi} \phi\right)(X(s ; x, \xi), \Xi(s ; x, \xi)) \cdot \partial_{s} \Xi(s ; x, \xi) \\
= & \left(\nabla_{x} \phi \cdot \nabla_{\xi} h_{2}\right)(X(s ; x, \xi), \Xi(s ; x, \xi)) \\
& -\left(\nabla_{\xi} \phi \cdot \nabla_{x} h_{2}\right)(X(s ; x, \xi), \Xi(s ; x, \xi)) .
\end{aligned}
$$

Setting $s=0$, the lemma follows.

### 3.4 Exercises

3.1 Prove that for any $k \in \mathbb{Z}^{+}$and any $\theta \in(0,1)$

$$
\chi_{(-1,1)} * * \cdots * \chi_{(-1,1)}(x) \in C_{0}^{k-1, \theta}(\mathbb{R}) \backslash C^{k}(\mathbb{R}) .
$$

3.2 Prove Proposition 3.1.
3.3 Let $f_{n}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ with $f_{n}(x)=e^{-2 \pi|x|}$.
(i) Prove that $f_{1} * f_{1}(x)=\frac{e^{-2 \pi|x|}}{2 \pi}(1+2 \pi|x|)$.

Hint: Use an explicit computation or Exercise 1.1(ii).
(ii) Show that $f_{1} * f_{1}(x) \in C^{2}(\mathbb{R})$, but is not in $C^{3}(\mathbb{R})$.
(iii) Prove that $f_{n} * f_{n} \in C_{\infty}^{n+1}\left(\mathbb{R}^{n}\right)$.
(iv) More general, prove that if $g \in H^{s_{1}}\left(\mathbb{R}^{n}\right)$ and $h \in H^{s_{2}}\left(\mathbb{R}^{n}\right)$, then $g * h \in C_{\infty}^{\left[s_{1}+s_{2}\right]}\left(\mathbb{R}^{n}\right)$ (where [ $\left.\cdot\right]$ denotes the greatest integer function.)
3.4 Let $\phi(x)=e^{-|x|}, x \in \mathbb{R}$ :
(i) Prove that

$$
\begin{equation*}
\phi(x)-\phi^{\prime \prime}(x)=2 \delta, \tag{3.36}
\end{equation*}
$$

(a) in the distribution sense, i.e., $\forall \varphi \in C_{0}^{\infty}(\mathbb{R})$,

$$
\int \phi(x)\left(\varphi(x)-\varphi^{\prime \prime}(x)\right) d x=2 \varphi(0)
$$

(b) by taking the Fourier transform in (3.36).
(ii) Prove that given $g \in L^{2}(\mathbb{R})\left(\right.$ or $\left.H^{s}(\mathbb{R})\right)$ the equation:

$$
\left(1-\frac{d^{2}}{d x^{2}}\right) f=g
$$

has solution $f=\frac{1}{2} e^{-|\cdot|} * g \in H^{2}(\mathbb{R})\left(\right.$ or $H^{s+2}(\mathbb{R})$ ).
3.5 Show that if $k \in \mathbb{Z}^{+}$and $p \in[1, \infty)$, then

$$
F_{k, p}\left(\mathbb{R}^{n}\right)=L_{k}^{p}\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right)
$$

is a Banach algebra with respect to point-wise product of functions. Moreover, if $f, g \in F_{k, p}$, then

$$
\begin{equation*}
\|f g\|_{k, p} \leq c_{k}\left(\|f\|_{k, p}\|g\|_{\infty}+\|f\|_{\infty}\|g\|_{k, p}\right) . \tag{3.37}
\end{equation*}
$$

Notation:

$$
L_{k}^{p}\left(\mathbb{R}^{n}\right)=\left\{f: \mathbb{R}^{n} \rightarrow \mathbb{C}: \partial^{\alpha} f \text { (distribution sense) } \in L^{p},|\alpha| \leq k\right\}
$$

whose norm is defined as:

$$
\|f\|_{k, p}=\sum_{|\alpha| \leq k}\left\|\partial^{\alpha} f\right\|_{p}
$$

Observe that when $p=2$ one has $L_{k}^{p}\left(\mathbb{R}^{n}\right)=H^{k}\left(\mathbb{R}^{n}\right)$.
More generally, we define

$$
\begin{equation*}
L_{s}^{p}\left(\mathbb{R}^{n}\right)=(1-\Delta)^{-s / 2} L^{p}\left(\mathbb{R}^{n}\right) \text { for } s \in \mathbb{R}, \text { with }\|f\|_{s, p}=\left\|(1-\Delta)^{s / 2} f\right\|_{p} \tag{3.38}
\end{equation*}
$$

Hint: From Leibniz formula and Hölder's inequality it follows that (assume $n=1$ to simplify)

$$
\left\|(f g)^{(k)}\right\|_{p} \leq \sum_{j=0}^{k} c_{j}\left\|f^{(k-j)}\right\|_{p_{j_{1}}}\left\|g^{(j)}\right\|_{p_{j_{2}}}, \text { with } \frac{1}{p}=\frac{1}{p_{j_{1}}}+\frac{1}{p_{j_{2}}} \text {. }
$$

Combine the Gagliardo-Nirenberg inequality (3.14):

$$
\left\|h^{(k-j)}\right\|_{p_{j}} \leq c\left\|h^{(k)}\right\|_{p}^{\theta}\|h\|_{\infty}^{1-\theta}, \quad \theta=\theta\left(n, k, j, p_{j}\right),
$$

with Young's inequality (if $1 / p+1 / p^{\prime}=1$ with $p>1$, then $a b \leq$ $\left.a^{p} / p+b^{p^{\prime}} / p^{\prime}\right)$ to get the desired result (3.37).
3.6 Extend the result of Theorem 3.3 to the spaces $L_{s}^{p}\left(\mathbb{R}^{n}\right)$, i.e., if $f \in L_{s}^{p}\left(\mathbb{R}^{n}\right)$, $0<s<n / p$, then $f \in L^{r}\left(\mathbb{R}^{n}\right)$ with $s=n\left(\frac{1}{p}-\frac{1}{q}\right)$, and

$$
\begin{equation*}
\|f\|_{r} \leq c_{n, s}\left\|D^{s} f\right\|_{p} \leq c_{n, s}\|f\|_{s, p} \tag{3.39}
\end{equation*}
$$

3.7 (i) Prove that if $1<p<\infty$ and $b \in(0,1)$, then

$$
\left\|\Lambda^{b} f\right\|_{p} \sim\|f\|_{p}+\left\|D^{b} f\right\|_{p}
$$

Hint: Use Theorem 2.8.
(ii) Given any $s \in \mathbb{R}$ find $f_{s} \in H^{s}(\mathbb{R})$ such that $f_{s} \notin H^{s^{\prime}}(\mathbb{R})$ for any $s^{\prime}>s$.

Hint:
(a) Notice that it suffices to find $f_{0}$.
(b) Show that if $g \in L^{2}(\mathbb{R})$ and $g \notin L^{p}(\mathbb{R})$ for any $p>2$, then one can take $f_{0}=g$.
(c) Use (b) to find $f_{0}$.
3.8 Show that if $f \in H^{s}\left(\mathbb{R}^{n}\right), s>n / 2$, with $\|f\|_{n / 2,2} \leq 1$, then

$$
\|f\|_{\infty} \leq c\left[1+\log \left(1+\|f\|_{s, 2}\right)\right]^{1 / 2}
$$

with $c=c(s, n)$, see [BGa].
3.9 Prove the following inequalities:
(i) If $s>n / 2$, then

$$
\|f\|_{\infty} \leq c_{n, s}\|f\|_{2}^{1-n / 2 s}\left\|D^{s} f\right\|_{2}^{n / 2 s}
$$

(ii) If $s>n / p, 1<p<\infty$, then

$$
\|f\|_{\infty} \leq c_{n, s, p}\|f\|_{p}^{1-n / p s}\left\|D^{s} f\right\|_{p}^{n / p s} .
$$

(iii) Prove Gagliardo-Nirenberg inequality (3.14) for $p$ even integer, $m=2$, $j=2$, and $q, r \in(1, \infty)$ such that $1 / q+1 / r=2 / p$.
(iv) Combine Exercises 2.10 and 2.11, and Theorem 2.6 to prove the Gagliardo-Nirenberg inequality in the general case.
3.10 ([AS]). Using Definition 3.4:
(i) Prove that for $b \in(0,1)$

$$
\begin{equation*}
\left\|D^{b} f\right\|_{2}=c_{n}\left\|\mathcal{D}^{b} f\right\|_{2} \tag{3.40}
\end{equation*}
$$

(ii) Prove that

$$
\begin{equation*}
\mathcal{D}^{b}(f g)(x) \leq\|f\|_{\infty} \mathcal{D}^{b} g(x)+|g(x)| \mathcal{D}^{b} f(x) \tag{3.41}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\mathcal{D}^{b}(f g)\right\|_{2} \leq\left\|f \mathcal{D}^{b} g\right\|_{2}+\left\|g \mathcal{D}^{b} f\right\|_{2} . \tag{3.42}
\end{equation*}
$$

(iii) Let $F \in C_{b}^{1}(\mathbb{R}: \mathbb{R}), F(0)=0$. Show that

$$
\left\|D^{b}(F(f))\right\|_{2} \leq\left\|F^{\prime}\right\|_{\infty}\left\|D^{b} f\right\|_{2}
$$

Hint: Apply part (i).
3.11 (i) Let $f \in L^{p}(\mathbb{R}), 1<p<\infty$, be such that $f\left(x_{0}^{+}\right), f\left(x_{0}^{-}\right)$exist and $f\left(x_{0}^{+}\right) \neq f\left(x_{0}^{-}\right)$for some $x_{0}$. Prove that $f \notin L_{1 / p}^{p}(\mathbb{R})$.
(ii) Let $\varphi \in C_{0}^{\infty}(\mathbb{R})$ with $\varphi(x)=1$ if $|x| \leq 1$ and $\varphi(x)=0$ if $|x|>2$. Let $a, b \in(0,1)$. Prove that $|x|^{a} \varphi(x) \in H^{b}(\mathbb{R})$ if and only if $b<a+1 / 2$.
(iii) Let $\alpha \in(0,1 / 2)$. Prove that

$$
|\log | x\left|\left.\right|^{\alpha} \chi_{\{|x| \leq 1 / 10\}}+\frac{10}{9}(1-|x|) \chi_{\{1 / 10 \leq|x| \leq 1\}} \in H^{1}\left(\mathbb{R}^{2}\right)-L^{\infty}\left(\mathbb{R}^{2}\right)\right.
$$

3.12 (Sobolev's inequality for radial functions) Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}, n \geq 3$, be a radial function, i.e., $f(x)=f(y)$ if $|x|=|y|$. Show that $f$ satisfies

$$
|f(x)| \leq c_{n}|x|^{(2-n) / 2}\|\nabla f\|_{2} .
$$

3.13 (Hardy's inequalities (see Exercise 1.5))
(i) Let $1 \leq p<\infty$. If $f \in L_{1}^{p}\left(\mathbb{R}^{n}\right)$, then

$$
\begin{equation*}
\left\|\frac{|f(\cdot)|}{|x|}\right\|_{p} \leq \frac{p}{n-p}\|\nabla f\|_{p} . \tag{3.43}
\end{equation*}
$$

(ii) Let $1 \leq p<\infty, q<n$, and $q \in[0, p]$. If $f \in L_{1}^{p}\left(\mathbb{R}^{n}\right)$, then

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \frac{|f(x)|^{p}}{|x|^{q}} d x \leq\left(\frac{p}{n-q}\right)^{q}\|f\|_{p}^{p-q}\|\nabla f\|_{p}^{q} \tag{3.44}
\end{equation*}
$$

Hint: Assume that $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. For (i), write $\left\||\cdot|^{-1} f\right\|_{p}^{p}$ in spherical coordinates, use integration by parts in the radial variable and Hölder inequality to get the result. For (ii), assume $p>q$, and apply (3.43) to $|x|^{-1} g(x)$ with $g(x)=|f(x)|^{p / q}$.
3.14 Prove Heisenberg's inequality. If $f \in H^{1}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(|x|^{2} d x\right)$, then

$$
\begin{equation*}
\|f\|_{2}^{2} \leq \frac{2}{n}\left\|x_{j} f\right\|_{2}\left\|\partial_{x_{j}} f\right\|_{2}=\frac{4 \pi}{n}\left\|x_{j} f\right\|_{2}\left\|\xi_{j} \widehat{f \|_{2}} \leq \frac{2}{n}\right\| x f\left\|_{2}\right\| \nabla f \|_{2} . \tag{3.45}
\end{equation*}
$$

Hint: Use the density of $\mathcal{S}\left(\mathbb{R}^{n}\right)$ and integration by parts to obtain the identity

$$
\|f\|_{2}^{2}=-\frac{1}{n} \int x_{j} \partial_{x_{j}}\left(|f(x)|^{2}\right) d x
$$

3.15 Denote $u=u(x, t)$, the solution of the IVP associated to the inviscid Burgers' equation:

$$
\left\{\begin{array}{l}
\partial_{t} u+u \partial_{x} u=0  \tag{3.46}\\
u(x, 0)=u_{0}(x) \in C_{0}^{\infty}(\mathbb{R}),
\end{array}\right.
$$

$t, x \in \mathbb{R}$. Prove that for every $T>0$,

$$
u \in C^{\infty}(\mathbb{R} \times[-T, T]) \quad \text { or } \quad u \notin C^{1}(\mathbb{R} \times[-T, T])
$$

Hint: Combine the commutator estimate (3.16) and integration by parts to obtain the energy estimate

$$
\begin{equation*}
\frac{d}{d t}\|u(t)\|_{k, 2} \leq c_{k}\left\|\partial_{x} u(t)\right\|_{\infty}\|u(t)\|_{k, 2} \text { for all } k \in \mathbb{Z}^{+} \tag{3.47}
\end{equation*}
$$

3.16 Let $P\left(x, \partial_{x}\right)=\sum_{|\alpha| \leq m_{1}} a_{\alpha}(x) \partial_{x}^{\alpha}$ and $Q\left(x, \partial_{x}\right)=\sum_{|\alpha| \leq m_{2}} b_{\alpha}(x) \partial_{x}^{\alpha}$ be two differential operators. Check the properties stated in Theorem 3.8 for $P$ and $Q$.
3.17 (i) If $\Lambda=(1-\Delta)^{1 / 2}$ and $y \in \mathbb{R}$, show that the symbol $p=p(\xi)$ of $\Lambda^{i y}$, $p(\xi)=\left(1+|\xi|^{2}\right)^{i y / 2} \in S_{0}$, and

$$
|p|_{S^{0}}^{j} \leq c_{n}(1+|y|)^{j} .
$$

(ii) Show that if $p=p(x, \xi) \in S^{0}=S_{1,0}^{0}$, then $e^{p(x, \xi)} \in S^{0}=S_{1,0}^{0}$.
3.18 Prove that the bicharacteristic flow in $(3.28)\left(X\left(s ; x_{0}, \xi_{0}\right), \Xi_{k}\left(s ; x_{0}, \xi_{0}\right)\right)$ satisfies
(i) $\quad X\left(s ; x_{0}, \rho \xi_{0}\right)=X\left(\rho s ; x_{0}, \xi_{0}\right)$,
(ii) $\Xi_{k}\left(s ; x_{0}, \rho \xi_{0}\right)=\rho \Xi_{k}\left(\rho s ; x_{0}, \xi_{0}\right)$.

Hint: Use the homogeneity of $h_{2}(x, \xi)=-a_{j k}(x) \xi_{j} \xi_{k}$.
3.19 Prove that if $\Psi_{p}$ is a pseudo-differential operator with symbol $p \in S^{0}$, then for any $b \in \mathbb{R}$,

$$
\begin{equation*}
\left\|\Psi_{p} f\right\|_{L^{2}\left(\langle x)^{b} d x\right)} \leq c_{k, n}\|f\|_{L^{2}\left((x)^{b} d x\right)}, \tag{3.48}
\end{equation*}
$$

where

$$
\|g\|_{L^{2}\left(\langle x\rangle^{b} d x\right)}=\left(\int|g(x)|^{2}\langle x\rangle^{b} d x\right)^{1 / 2}
$$

and

$$
\begin{equation*}
\langle x\rangle=\left(1+|x|^{2}\right)^{1 / 2} . \tag{3.49}
\end{equation*}
$$

Hint:
(i) Follow an argument similar to that given in the proof of Theorem 2.1 to show that it suffices to establish (3.48) for $b=4 k, k \in \mathbb{Z}$.
(ii) Consider the case $b=-4 k, k \in \mathbb{Z}^{+}$, and show that (3.48) is equivalent to

$$
\begin{equation*}
\left\|\frac{1}{\langle x\rangle^{2 k}} \Psi_{p}\left(\langle x\rangle^{2 k} g\right)\right\|_{2} \leq c\|g\|_{2} . \tag{3.50}
\end{equation*}
$$

(iii) Obtain (3.50) by combining integration by parts, Theorems 3.7 and 3.8.
(iv) Finally, prove the case $b=4 k, k \in \mathbb{Z}^{+}$, by duality.
3.20 Let $a, b>0$. Assume that $\Lambda^{a} f=\left(1-\Delta / 4 \pi^{2}\right)^{a / 2} f \in L^{2}\left(\mathbb{R}^{2}\right)$ (i.e., $f \in$ $H^{a}\left(\mathbb{R}^{n}\right)$ ) and $\langle x\rangle^{b} f \in L^{2}\left(\mathbb{R}^{n}\right)$ (see 3.49). Prove that for any $\theta \in(0,1)$,

$$
\left\|\Lambda^{(1-\theta) a}\left(\langle x\rangle^{\theta b} f\right)\right\|_{2} \leq c_{a, b, n}\left\|\langle x\rangle^{b} f\right\|_{2}^{\theta}\left\|\Lambda^{a} f\right\|_{2}^{1-\theta} .
$$

Hint: Combine the three lines theorem, Exercises 3.17 part (i) and (3.19).

## Chapter 4 <br> The Linear Schrödinger Equation

In this chapter, we study the smoothing properties of solutions of the initial value problem:

$$
\left\{\begin{array}{l}
\partial_{t} u=i \Delta u+F(x, t)  \tag{4.1}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

$x \in \mathbb{R}^{n}, t \in \mathbb{R}$. These properties are fundamental tools in the next chapters. In Section 4.1, we present some general basic results concerning the initial value problem (4.3). The global smoothing properties of solutions of (4.3) described by estimates of the type $L^{q}\left(\mathbb{R}: L^{p}\left(\mathbb{R}^{n}\right)\right)$ are discussed in Section 4.2. In Section 4.3, we derive the local smoothing arising from estimates of type $L_{\mathrm{loc}}^{2}\left(\mathbb{R}: H_{\mathrm{loc}}^{1 / 2}\left(\mathbb{R}^{n}\right)\right)$. We end the chapter with some remarks and comments regarding the issues discussed in the previous sections.

### 4.1 Basic Results

We begin by recalling the notation (see (1.27))

$$
\begin{equation*}
e^{i t \Delta} u_{0}=\frac{e^{-|x|^{2} / 4 i t}}{(4 \pi i t)^{n / 2}} * u_{0}=\left(e^{-4 \pi^{2} i t|\xi|^{2}} \widehat{u}_{0}\right)^{\vee} \tag{4.2}
\end{equation*}
$$

The identity (4.2) describes the solution $u(x, t)$ of the linear homogeneous initial value problem (IVP)

$$
\left\{\begin{array}{l}
\partial_{t} u=i \Delta u,  \tag{4.3}\\
u(x, 0)=u_{0}(x) .
\end{array}\right.
$$

$x \in \mathbb{R}^{n}, t \in \mathbb{R}$. In the following examples, we illustrate some of the properties exhibited by solutions of IVP (4.3).

Example 4.1 Consider the Gaussian function $u_{0}(x)=e^{-\pi|x|^{2}}$. Using Examples 1.3, 1.11, and Exercise 1.2 we find that the solution of the IVP (4.3) is given by

$$
\begin{align*}
u(x, t) & =\left(e^{-4 \pi^{2} i t|\xi|^{2}} \widehat{u}_{0}(\xi)\right)^{\vee} \\
& =\left(e^{-(1+4 \pi i t) \pi|\xi|^{2}}\right)^{\vee} \\
& =\frac{1}{(1+4 \pi i t)^{n / 2}} \exp \left(\frac{-\pi|x|^{2}}{1+4 \pi i t}\right) \\
& =(1+4 \pi i t)^{-n / 2} \exp \left(-\frac{\pi|x|^{2}}{1+16 \pi^{2} t^{2}}\right) \exp \left(\frac{4 \pi^{2} i t|x|^{2}}{1+16 \pi^{2} t^{2}}\right) \tag{4.4}
\end{align*}
$$

Notice that when $t \gg 1$ and $|x|<t$, the absolute value of the solution is bounded below by $c_{n} t^{-n / 2}$ and the solution oscillates for $|x|>t^{1 / 2}$. Furthermore, if $|x|>t$ the absolute value of the solution decays exponentially. Moreover,

$$
\begin{equation*}
C t^{-n / 2} \chi_{||x|<t|}(x) \leq|u(x, t)| \leq c t^{-n / 2} \tag{4.5}
\end{equation*}
$$

which is the expected behavior of the solution in order to have its $L^{2}\left(\mathbb{R}^{n}\right)$-norm independent of $t$.

Example 4.2 We can write the solution of the IVP (4.3) as

$$
\begin{align*}
u(x, t) & =\left(e^{-4 \pi^{2} i t|\xi|^{2}} \widehat{u}_{0}\right)^{\vee}(x)=\int_{\mathbb{R}^{n}} \frac{e^{i|x-y|^{2} / 4 t}}{(4 \pi i t)^{n / 2}} u_{0}(y) d y \\
& =\frac{e^{i|x|^{2} / 4 t}}{(4 \pi i t)^{n / 2}} \int_{\mathbb{R}^{n}} e^{-2 i x \cdot y / 4 t} e^{i|y|^{2} / 4 t} u_{0}(y) d y  \tag{4.6}\\
& =\frac{e^{i|x|^{2} / 4 t}}{(4 \pi i t)^{n / 2}}\left(e^{i \cdot|\cdot|^{2} / 4 t} u_{0}\right)\left(\frac{x}{4 \pi t}\right)
\end{align*}
$$

Thus, if $c_{t}=(4 \pi i t)^{n / 2}$,

$$
\begin{equation*}
c_{t} e^{-i|x|^{2} / 4 t} u(x, t)=\left(\widehat{e^{i \cdot| |^{2} / 4 t}} u_{0}\right)\left(\frac{x}{4 \pi t}\right) . \tag{4.7}
\end{equation*}
$$

Notice that if $u_{0} \in C_{0}\left(\mathbb{R}^{n}\right)$ from (4.7) we deduce that for any $t \in \mathbb{R} \backslash\{0\}$ and any $\epsilon>0, u(\cdot, t) \notin L^{1}\left(e^{\epsilon|x|} d x\right)$. In particular, if $t \neq 0, u(x, t)$ has an analytic extension to $\mathbb{C}^{n}$ (see Exercise 4.5).

Example 4.3 This example describes the propagation of oscillatory pulses. Now we take $u_{0}(x)=e^{i x \cdot x_{0}} e^{-\pi|x|^{2}}, x_{0} \in \mathbb{R}^{n}$. From Examples 1.3 and 1.4 we have $\widehat{u}_{0}(\xi)=$ $e^{-\pi\left|\xi-x_{0} / 2 \pi\right|^{2}}$. Thus, using Example 4.1 we obtain

$$
\begin{aligned}
u(x, t) & =\left(e^{-4 \pi^{2} i t\left(\left|\xi-x_{0} / 2 \pi\right|^{2}+2\left(\xi-x_{0} / 2 \pi\right) \cdot x_{0} / 2 \pi+\left|x_{0}\right|^{2} / 4 \pi^{2}\right)} e^{-\pi\left|\xi-x_{0} / 2 \pi\right|^{2}}\right)^{\vee} \\
& =\left(\tau_{x_{0} / 2 \pi}\left(e^{-4 \pi^{2} i t\left(|\xi|^{2}+2 \xi \cdot x_{0} / 2 \pi+\left|x_{0}\right|^{2} / 4 \pi^{2}\right)} e^{-\pi|\xi|^{2}}\right)\right)^{\vee}
\end{aligned}
$$

$$
\begin{align*}
& =\left(\tau_{x_{0} / 2 \pi}\left(e^{-i 2 t \xi \cdot x_{0}} e^{-i t\left|x_{0}\right|^{2}} e^{-(1+4 \pi i t) \pi|\xi|^{2}}\right)\right)^{\vee}  \tag{4.8}\\
& =e^{i x_{0} \cdot x} \tau_{2 x_{0} t}\left(e^{-i t\left|x_{0}\right|^{2}} e^{-(1+4 \pi i t) \pi|\xi|^{2}}\right)^{\vee} \\
& =e^{i x_{0} \cdot x} e^{-i t\left|x_{0}\right|^{2}}(1+4 \pi i t)^{-n / 2} e^{\frac{-\pi\left|x-2 x x_{0}\right|^{2}}{(1+4 \pi i t)}}
\end{align*}
$$

where $\tau$ is the translation operator (see (1.4)). In other words, the solution of the IVP (4.3) with data $u_{0}(x)=e^{i x_{0} \cdot x} e^{-\pi|x|^{2}}$ is given by

$$
\begin{equation*}
u(x, t)=e^{i x \cdot x_{0}} e^{-i\left|x_{0}\right|^{2} t} \mathbf{u}\left(x-2 t x_{0}, t\right) \tag{4.9}
\end{equation*}
$$

where $\mathbf{u}$ denotes the solution of the IVP (4.3) given in Example 4.1.
In the next proposition, we list several invariance properties of solutions of the equation in (4.3).

Proposition 4.1. If $u=u(x, t)$ is a solution of the equation in (4.3), then
$u_{1}(x, t)=e^{i \theta} u(x, t), \quad \theta \in \mathbb{R}$ fixed,
$u_{2}(x, t)=u\left(x-x_{0}, t-t_{0}\right)$, with $x_{0} \in \mathbb{R}^{n}, t_{0} \in \mathbb{R}$ fixed,
$u_{3}(x, t)=u(A x, t)$, with $A$ any orthogonal matrix $n \times n$,
$u_{4}(x, t)=u\left(x-2 x_{0} t, t\right) e^{i\left(x \cdot x_{0}-\left|x_{0}\right|^{2} t\right)}$, with $x_{0} \in \mathbb{R}^{n}$ fixed,
$u_{5}(x, t)=\lambda^{n / 2} u\left(\lambda x, \lambda^{2} t\right), \lambda>0$,
$u_{6}(x, t)=\frac{1}{(\alpha+\omega t)^{n / 2}} \exp \left[\frac{i \omega|x|^{2}}{4(\alpha+\omega t)}\right] u\left(\frac{x}{\alpha+\omega t}, \frac{\gamma+\theta t}{\alpha+\omega t}\right), \quad \alpha \theta-\omega \gamma=1$,
$u_{7}(x, t)=\overline{u(x,-t)}$,
also satisfy the equation in (4.3).
In (4.2), we have used an exponential formula to describe the solution of the IVP (4.3). To justify this formula, we state next some properties of the family of operators $\left\{e^{i t \Delta}\right\}_{t=-\infty}^{\infty}$.

## Proposition 4.2.

1. For all $t \in \mathbb{R}, e^{i t \Delta}: L^{2}\left(\mathbb{R}^{n}\right) \mapsto L^{2}\left(\mathbb{R}^{n}\right)$ is an isometry, which implies

$$
\left\|e^{i t \Delta} f\right\|_{2}=\|f\|_{2} .
$$

2. $e^{i t \Delta} e^{i t^{\prime} \Delta}=e^{i\left(t+t^{\prime}\right) \Delta}$ with $\left(e^{i t \Delta}\right)^{-1}=e^{-i t \Delta}=\left(e^{i t \Delta}\right)^{*}$.
3. $e^{i 0 \Delta}=1$.
4. Fixing $f \in L^{2}\left(\mathbb{R}^{n}\right)$, the function $\Phi_{f}: \mathbb{R} \mapsto L^{2}\left(\mathbb{R}^{n}\right)$, where $\Phi_{f}(t)=e^{i t \Delta} f$ is a continuous function, i.e., it describes a curve in $L^{2}\left(\mathbb{R}^{n}\right)$.

Proof. The proof is left as an exercise.

In general, a family of operators $\left\{T_{t}\right\}_{t=-\infty}^{\infty}$ defined on a Hilbert space $H$ which satisfies properties (1)-(4) in Proposition 4.2 is called a unitary group of operators.
Example 4.4 Let $L_{t}: L^{2}(\mathbb{R}) \mapsto L^{2}(\mathbb{R})$ be the one parameter family of translation operators $L_{t}\left(u_{0}\right)(x)=u_{0}(x+t)$. It is easy to see that $\left\{L_{t}\right\}_{t=-\infty}^{\infty}$ is a unitary group of operators, which describes the solution $u(x, t)=L_{t}\left(u_{0}\right)(x)$ of the problem

$$
\left\{\begin{array}{l}
\partial_{t} u=\partial_{x} u, \\
u(x, 0)=u_{0}(x),
\end{array}\right.
$$

$t, x \in \mathbb{R}$.
The next result of M. H. Stone, characterizes the unitary group of operators.
Theorem 4.1 (M. H. Stone). The family of operators $\left\{T_{t}\right\}_{t=-\infty}^{\infty}$ defined on the Hilbert space $H$ is a unitary group of operators if and only if there exists a self-adjoint operator A (not necessarily bounded) on $H$ such that

$$
\begin{equation*}
T_{t}=e^{i t A} \tag{4.10}
\end{equation*}
$$

in the following sense: Consider $D(A)$ the domain of the operator $A$, which is a dense subspace of $H$; if $f \in D(A)$, then we have

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{T_{t} f-f}{t}=i A f \tag{4.11}
\end{equation*}
$$

In other words, if $f \in D(A)$, then the curve $\Phi_{f}$ defined in Proposition 4.2 (4) is differentiable at $t=0$ with derivative iAf.

For a proof of this theorem, we refer the reader to [Yo].
The operator $A$ in Theorem 4.1 is called the infinitesimal generator of the unitary group. In (4.2), the operator $A$ is the Laplacian $\Delta$ with $D(A)=H^{2}\left(\mathbb{R}^{n}\right)$. In Example 4.4, we have $A=-i \frac{d}{d x}$ and in this case, formula (4.10) can be interpreted as a generalized Taylor series.

Now we establish the properties of the group $\left\{e^{i t \Delta}\right\}_{t=-\infty}^{\infty}$ in the $L^{p}\left(\mathbb{R}^{n}\right)$ spaces.
Lemma 4.1. If $t \neq 0,1 / p+1 / p^{\prime}=1$ and $p^{\prime} \in[1,2]$, then $e^{i t \Delta}: L^{p^{\prime}}\left(\mathbb{R}^{n}\right) \mapsto$ $L^{p}\left(\mathbb{R}^{n}\right)$ is continuous and

$$
\begin{equation*}
\left\|e^{i t \Delta} f\right\|_{p} \leq c|t|^{-n / 2\left(1 / p^{\prime}-1 / p\right)}\|f\|_{p^{\prime}} \tag{4.12}
\end{equation*}
$$

Proof. From Proposition 4.2 it follows that

$$
e^{i t \Delta}: L^{2}\left(\mathbb{R}^{n}\right) \mapsto L^{2}\left(\mathbb{R}^{n}\right)
$$

is an isometry, that is,

$$
\left\|e^{i t \Delta} f\right\|_{2}=\|f\|_{2} .
$$

Using Young's inequality (1.39), we have

$$
\left\|e^{i t \Delta} f\right\|_{\infty}=\left\|\frac{e^{i \cdot \mid \cdot \cdot^{2} / 4 t}}{\sqrt{(4 \pi i t)^{n}}} * f\right\|_{\infty}
$$

$$
\begin{equation*}
\leq\left\|\frac{e^{i \mid \cdot \cdot^{2} / 4 t}}{\sqrt{(4 \pi i t)^{n}}}\right\|_{\infty}\|f\|_{1} \leq c|t|^{-n / 2}\|f\|_{1} . \tag{4.13}
\end{equation*}
$$

A combination of these inequalities with the Riesz-Thorin theorem (Theorem 2.1) lead to

$$
e^{i t \Delta}: L^{p^{\prime}}\left(\mathbb{R}^{n}\right) \mapsto L^{p}\left(\mathbb{R}^{n}\right) \text { with } \frac{1}{p}+\frac{1}{p^{\prime}}=1
$$

and

$$
\left\|e^{i t \Delta} f\right\|_{p} \leq\left(c|t|^{-n / 2}\right)^{1-\theta}\|f\|_{p^{\prime}}=c|t|^{-n / 2\left(1 / p^{\prime}-1 / p\right)}\|f\|_{p^{\prime}},
$$

where

$$
\frac{1}{p}=\frac{\theta}{2} \quad \text { and } \quad 1-\theta=1-\frac{2}{p}=\frac{1}{p^{\prime}}-\frac{1}{p}, \quad \theta \in[0,1]
$$

Thus, the lemma follows.
This result indicate that if $f \in L^{2}\left(\mathbb{R}^{n}\right)$ decreases fast enough when $|x| \rightarrow \infty$ such that $f \in L^{1}\left(\mathbb{R}^{n}\right), e^{i t \Delta} f, t \neq 0$, is bounded (and so more regular than $f$ ). In general, decay on the initial data $f$ is translated into smoothing property of the solution $e^{i t \Delta} f$ (see Exercise 4.4).

Note that $e^{i t \Delta}$ with $t \neq 0$ is not a bounded operator from $L^{p}\left(\mathbb{R}^{n}\right)$ in $L^{p}\left(\mathbb{R}^{n}\right)$ if $p \neq 2$, i.e., $m(\xi)=e^{-4 \pi^{2} i t|\xi|^{2}}$ is not an $L^{p}$ multiplier for $p \neq 2$ (see Definition 2.8). In fact, if it were bounded for $p \neq 2$ it would be bounded also for $p^{\prime}$ by duality. Then, without loss of generality, we can assume $p>2$. Using (4.12), we would have that for all $f \in L^{p^{\prime}}\left(\mathbb{R}^{n}\right) \cap L^{p}\left(\mathbb{R}^{n}\right) \subseteq L^{2}\left(\mathbb{R}^{n}\right)$,

$$
\|f\|_{p}=\left\|e^{i t \Delta} e^{-i t \Delta} f\right\|_{p} \leq c_{0}\left\|e^{-i t \Delta} f\right\|_{p} \leq c_{0} c(t)\|f\|_{p^{\prime}}
$$

which is a contradiction.
Next proposition help us to understand the regularizing effects present in the group $\left\{e^{i t \Delta}\right\}_{t=-\infty}^{\infty}$.

## Proposition 4.3.

1. Given $t_{0} \neq 0$ and $p>2$, there exists $f \in L^{2}\left(\mathbb{R}^{n}\right)$ such that $e^{i t_{0} \Delta} f \notin L^{p}\left(\mathbb{R}^{n}\right)$.
2. Let $s^{\prime}>s>0$ and $f \in H^{s}\left(\mathbb{R}^{n}\right)$ such that $f \notin H^{s^{\prime}}\left(\mathbb{R}^{n}\right)$. Then, for all $t \in \mathbb{R}$, $e^{i t \Delta} f \in H^{s}\left(\mathbb{R}^{n}\right)$ and $e^{i t \Delta} f \notin H^{s^{\prime}}\left(\mathbb{R}^{n}\right)$.

Proof. To show (1), it is enough to choose $g \in L^{2}\left(\mathbb{R}^{n}\right)$ such that $g \notin L^{p}\left(\mathbb{R}^{n}\right)$ and take $f=e^{-i t_{0} \Delta} g$.
The statement (2) follows from the fact that $\left\{e^{i t \Delta}\right\}_{t=-\infty}^{\infty}$ is a unitary group in $H^{s}\left(\mathbb{R}^{n}\right)$ for all $s \in \mathbb{R}$ since

$$
\left\|e^{i t \Delta} f\right\|_{s, 2}=\left\|\Lambda^{s}\left(e^{i t \Delta} f\right)\right\|_{2}=\left\|e^{i t \Delta}\left(\Lambda^{s} f\right)\right\|_{2}=\left\|\Lambda^{s} f\right\|_{2}=\|f\|_{s, 2} .
$$

Therefore, if $e^{i t \Delta} f \in H^{s_{0}}\left(\mathbb{R}^{n}\right)$, then $f=e^{-i t \Delta}\left(e^{i t \Delta}\right) f \in H^{s_{0}}\left(\mathbb{R}^{n}\right)$.

### 4.2 Global Smoothing Effects

The next theorem describes the global smoothing property of the group $\left\{e^{i t \Delta}\right\}_{t=-\infty}^{\infty}$.
Theorem 4.2. The group $\left\{e^{i t \Delta}\right\}_{t=-\infty}^{\infty}$ satisfies:

$$
\begin{gather*}
\left(\int_{-\infty}^{\infty}\left\|e^{i t \Delta} f\right\|_{p}^{q} d t\right)^{1 / q} \leq c\|f\|_{2},  \tag{4.14}\\
\left(\int_{-\infty}^{\infty}\left\|\int_{-\infty}^{\infty} e^{i\left(t-t^{\prime}\right) \Delta} g\left(\cdot, t^{\prime}\right) d t^{\prime}\right\|_{p}^{q} d t\right)^{1 / q} \leq c\left(\int_{-\infty}^{\infty}\|g(\cdot, t)\|_{p^{\prime}}^{q^{\prime}} d t\right)^{1 / q^{\prime}},  \tag{4.15}\\
\left\|\int_{-\infty}^{\infty} e^{i t \Delta} g(\cdot, t) d t\right\|_{2} \leq c\left(\int_{-\infty}^{\infty}\|g(\cdot, t)\|_{p^{\prime}}^{q^{\prime}} d t\right)^{1 / q^{\prime}}, \tag{4.16}
\end{gather*}
$$

and

$$
\begin{equation*}
\left(\int_{-\infty}^{\infty}\left\|\int_{0}^{t} e^{i\left(t-t^{\prime}\right) \Delta} g\left(\cdot, t^{\prime}\right) d t^{\prime}\right\|_{p}^{q} d t\right)^{1 / q} \leq c\left(\int_{-\infty}^{\infty}\|g(\cdot, t)\|_{p^{\prime}}^{q^{\prime}} d t\right)^{1 / q^{\prime}} \tag{4.17}
\end{equation*}
$$

with

$$
\left.\begin{array}{ll}
2 \leq p<\frac{2 n}{n-2} & \text { if } n \geq 3  \tag{4.18}\\
2 \leq p<\infty \\
2 \leq p \leq \infty & \text { if } n=2 \\
\text { if } n=1
\end{array}\right\} \text { and } \frac{2}{q}=\frac{n}{2}-\frac{n}{p}
$$

where $c=c(p, n)$ is a constant depending only on $p$ and $n$.
From here on, we always use the notation

$$
\frac{1}{p}+\frac{1}{p^{\prime}}=\frac{1}{q}+\frac{1}{q^{\prime}}=1
$$

Proof. First, we shall prove that (4.14), (4.15), and (4.16) are equivalent.
Fubini's theorem gives us that

$$
\int_{-\infty}^{\infty} \int_{\mathbb{R}^{n}}\left(e^{i t \Delta} f\right)(x) g(x, t) d x d t=\int_{\mathbb{R}^{n}} f(x)\left(\int_{-\infty}^{\infty} e^{i t \Delta} g(x, t) d t\right) d x .
$$

Therefore, using duality,

$$
\begin{aligned}
& \left(\int_{-\infty}^{\infty}\|h(\cdot, t)\|_{p}^{q} d t\right)^{1 / q} \\
& \quad=\sup \left\{\left|\int_{-\infty}^{\infty} \int_{\mathbb{R}^{n}} h(x, t) w(x, t) d x d t\right|:\left(\int_{-\infty}^{\infty}\|w(\cdot, t)\|_{p^{\prime}}^{q^{\prime}} d t\right)^{1 / q^{\prime}}=1\right\}
\end{aligned}
$$

it follows that (4.14) and (4.16) are equivalent. An argument due to P. Tomas implies that

$$
\begin{align*}
\left\|\int_{-\infty}^{\infty} e^{i t \Delta} g(\cdot, t) d t\right\|_{2}^{2} & =\int_{\mathbb{R}^{n}}\left(\int_{-\infty}^{\infty} e^{i t \Delta} g(\cdot, t) d t\right) \overline{\left(\int_{-\infty}^{\infty} e^{i t^{\prime} \Delta} g\left(\cdot, t^{\prime}\right) d t^{\prime}\right)} d x \\
& =\int_{\mathbb{R}^{n}} \int_{-\infty}^{\infty} g(x, t)\left(\int_{-\infty}^{\infty} e^{i\left(t-t^{\prime}\right) \Delta} \overline{g\left(\cdot, t^{\prime}\right)} d t^{\prime}\right) d t d x \tag{4.19}
\end{align*}
$$

From these identities we obtain (applying again an argument of duality and Hölder's inequality) the equivalence between (4.15) and (4.16).

Next we shall establish (4.15). Minkowski's inequality (1.40) and Lemma 4.1 give

$$
\begin{align*}
\left\|\int_{-\infty}^{\infty} e^{i\left(t-t^{\prime}\right) \Delta} g\left(\cdot, t^{\prime}\right) d t^{\prime}\right\|_{p} & \leq \int_{-\infty}^{\infty}\left\|e^{i\left(t-t^{\prime}\right) \Delta} g\left(\cdot, t^{\prime}\right)\right\|_{p} d t^{\prime}  \tag{4.20}\\
& \leq c \int_{-\infty}^{\infty} \frac{1}{\left|t-t^{\prime}\right| \mid}\left\|g\left(\cdot, t^{\prime}\right)\right\|_{p^{\prime}} d t^{\prime}
\end{align*}
$$

with $\alpha=(n / 2)\left(1 / p^{\prime}-1 / p\right)$. Inequality (4.20) and Theorem 2.6 (Hardy-Littlewood-Sobolev) imply

$$
\begin{aligned}
& \left(\int_{-\infty}^{\infty}\left\|\int_{-\infty}^{\infty} e^{i\left(t-t^{\prime}\right) \Delta} g\left(\cdot, t^{\prime}\right) d t^{\prime}\right\|_{p}^{q} d t\right)^{1 / q} \\
& \quad \leq c\left\|\int_{-\infty}^{\infty} \frac{1}{\left|t-t^{\prime}\right|^{\alpha}}\right\| g\left(\cdot, t^{\prime}\right)\left\|_{p^{\prime}} d t^{\prime}\right\|_{q} \leq c\left(\int_{-\infty}^{\infty}\|g(\cdot, t)\|_{p^{\prime}}^{q^{\prime}} d t\right)^{1 / q^{\prime}}
\end{aligned}
$$

with $1 / q^{\prime}=1 / q+(1-\alpha)$ and $0<1-\alpha<1$, that is, $n / 2=2 / q+n / p$, where

$$
\begin{cases}2 \leq p<\frac{2 n}{n-2} & \text { if } n \geq 3 \\ 2 \leq p<\infty & \text { if } n=2 \\ 2 \leq p \leq \infty & \text { if } n=1\end{cases}
$$

Finally, we turn to the proof of (4.17). This is a consequence of (4.15) and the following result due to Christ-Kiselev [CrK].

Lemma 4.2. Let

$$
\begin{equation*}
T f(t)=\int_{-\infty}^{\infty} K(t, s) f(s) d s \tag{4.21}
\end{equation*}
$$

be a bounded map from $L^{r}(\mathbb{R})$ to $L^{l}(\mathbb{R})$ with $1<r<l<\infty$. Then the map

$$
\begin{equation*}
\tilde{T} f(t)=\int_{s<t} K(t, s) f(s) d s \tag{4.22}
\end{equation*}
$$

also maps $L^{r}(\mathbb{R})$ into $L^{l}(\mathbb{R})$.
For the proof of this lemma, see Appendix B.
In particular, this theorem tells us that if $f \in L^{2}\left(\mathbb{R}^{n}\right)$, then $e^{i t \Delta} f \in L^{p}\left(\mathbb{R}^{n}\right)$, for any fixed $p \in(2, p(n))$ for almost all time $t \in \mathbb{R}$, with $p(n)$ depending on the dimension. In particular, if $n=1, p(1)=\infty$, and $q=4$, then for $f \in L^{2}(\mathbb{R})$ we have

$$
\left(\int_{-\infty}^{\infty}\left\|e^{i t \partial_{x}^{2}} f\right\|_{\infty}^{4} d t\right)^{1 / 4} \leq c\|f\|_{2}
$$

which implies that $e^{i t \partial_{x}^{2}} f \in L^{\infty}(\mathbb{R})$ for almost every $t$. Indeed, in this case, one has that for almost every $t \in \mathbb{R}, e^{i t \partial_{x}^{2}} f$ is continuous in $\mathbb{R}$ (see Exercise 4.9). Note that this fact does not contradict Proposition 4.3.

Corollary 4.1. Let $\left(p_{0}, q_{0}\right),\left(p_{1}, q_{1}\right) \in \mathbb{R}^{2}$ satisfying the condition (4.18) in Theorem 4.2. Then, for all $T>0$ we have

$$
\left(\int_{0}^{T}\left\|\int_{0}^{t} e^{i\left(t-t^{\prime}\right) \Delta} g\left(\cdot, t^{\prime}\right) d t^{\prime}\right\|_{p_{1}}^{q_{1}} d t\right)^{1 / q_{1}} \leq c\left(\int_{0}^{T}\|g(\cdot, t)\|_{p_{0}^{\prime}}^{q_{0}^{\prime}} d t\right)^{1 / q_{0}^{\prime}}
$$

with $c=c\left(n, p_{0}, p_{1}\right)$.
Proof. By hypothesis, the points $\left(1 / p_{0}, 1 / q_{0}\right)$ and $\left(1 / p_{1}, 1 / q_{1}\right)$ are in the segment of the line connecting $P=(1 / 2,0)$ with $Q=(1 / p(n), n / 4-n / 2 p(n))$. So $p(n)=\infty$ if $n=1,2$, and $p(n)=2 n /(n-2)$ if $n \geq 3$. Therefore, without loss of generality we can assume $p_{0} \in\left[2, p_{1}\right)$. An application of the inequalities (4.16) and (4.17) in Theorem 4.2 provides the following estimates:

$$
\left(\int_{0}^{T}\left\|\int_{0}^{t} e^{i\left(t-t^{\prime}\right) \Delta} g\left(\cdot, t^{\prime}\right) d t^{\prime}\right\|_{p_{1}}^{q_{1}} d t\right)^{1 / q_{1}} \leq c\left(\int_{0}^{T}\|g(\cdot, t)\|_{p_{1}^{\prime}}^{q_{1}^{\prime}} d t\right)^{1 / q_{1}^{\prime}}
$$

and
$\sup _{[0, T]}\left\|\int_{0}^{t} e^{i\left(t-t^{\prime}\right) \Delta} g\left(\cdot, t^{\prime}\right) d t^{\prime}\right\|_{2}=\sup _{[0, T]}\left\|e^{i t \Delta} \int_{0}^{t} e^{-i t^{\prime} \Delta} g\left(\cdot, t^{\prime}\right) d t^{\prime}\right\|_{2}$

$$
=\sup _{[0, T]}\left\|\int_{0}^{t} e^{-i t^{\prime} \Delta} g\left(\cdot, t^{\prime}\right) d t^{\prime}\right\|_{2} \leq c\left(\int_{0}^{T}\|g(\cdot, t)\|_{p_{1}^{\prime}}^{q_{1}^{\prime}} d t\right)^{1 / q_{1}^{\prime}} .
$$

These estimates and Hölder's inequality lead to

$$
\left(\int_{0}^{T}\left\|\int_{0}^{t} e^{i\left(t-t^{\prime}\right) \Delta} g\left(\cdot, t^{\prime}\right) d t^{\prime}\right\|_{p_{0}}^{q_{0}} d t\right)^{1 / q_{0}} \leq c\left(\int_{0}^{T}\|g(\cdot, t)\|_{p_{1}^{\prime}}^{q_{1}^{\prime}} d t\right)^{1 / q_{1}^{\prime}} .
$$

To finish the proof, an argument of duality allows us to write the inequality

$$
\left(\int_{0}^{T}\left\|\int_{0}^{t} e^{i\left(t-t^{\prime}\right) \Delta} g\left(\cdot, t^{\prime}\right) d t^{\prime}\right\|_{p_{1}}^{q_{1}} d t\right)^{1 / q_{1}} \leq c\left(\int_{0}^{T}\|g(\cdot, t)\|_{p_{0}^{\prime}}^{q_{0}^{\prime}} d t\right)^{1 / q_{0}^{\prime}} .
$$

This yields the result.

### 4.3 Local Smoothing Effects

In this section, we study the local smoothing effects of the group $\left\{e^{i t \Delta}\right\}_{t=-\infty}^{\infty}$.
Theorem 4.3. If $n=1$, then

$$
\begin{equation*}
\sup _{x} \int_{-\infty}^{\infty}\left|D_{x}^{1 / 2} e^{i t \Delta} f(x)\right|^{2} d t \leq c\|f\|_{2}^{2} \tag{4.23}
\end{equation*}
$$

If $n \geq 2$, then for all $j \in\{1, \ldots, n\}$

$$
\begin{equation*}
\sup _{x_{j}} \int_{\mathbb{R}^{n}}\left|D_{x_{j}}^{1 / 2} e^{i t \Delta} f(x)\right|^{2} d x_{1} \cdots d x_{j-1} d x_{j+1} \cdots d x_{n} d t \leq c\|f\|_{2}^{2} \tag{4.24}
\end{equation*}
$$

where $D_{x_{j}}^{1 / 2} g(x, t)=\left(\left(2 \pi\left|\xi_{j}\right|\right)^{1 / 2} \widehat{g}(\xi, t)\right)^{\vee}(x, t)$ denotes the homogeneous fractional derivative of order $1 / 2$ in the variable $x_{j}$.

Proof. We begin considering the case $n=1$. So,

$$
\begin{aligned}
D_{x}^{1 / 2} e^{i t \Delta} f & =c\left(|\xi|^{1 / 2} e^{-4 \pi^{2} i t|\xi|^{2}} \widehat{f}(\xi)\right)^{\vee} \\
& =c\left(|\xi|^{1 / 2} e^{-4 \pi^{2} i t|\xi|^{2}} \widehat{f_{+}}(\xi)\right)^{\vee}+c\left(|\xi|^{1 / 2} e^{-4 \pi^{2} i t|\xi|^{2}} \widehat{f_{-}}(\xi)\right)^{\vee}
\end{aligned}
$$

where $\widehat{f_{ \pm}}(\xi)=\chi_{\mathbb{R}^{ \pm}} \widehat{f}(\xi)$. Thus, it is enough to show (4.23) with $f_{+}$replacing $f$. A combination of the change of variables $2 \pi \xi^{2}=r$, Plancherel's theorem (1.11) and the inverse change of variables $\xi=+\sqrt{r / 2 \pi}$ produce the following identities:

$$
\begin{aligned}
\int_{-\infty}^{\infty} \mid D_{x}^{1 / 2} e^{i t \Delta} & \left.f_{+}\right|^{2}(x) d t=\left.\left.c \int_{-\infty}^{\infty}\left|\int_{-\infty}^{\infty}\right| \xi\right|^{1 / 2} e^{2 \pi i x \xi} e^{-4 \pi^{2} i t \xi^{2}} \widehat{f}_{+}(\xi) d \xi\right|^{2} d t \\
& =c \int_{-\infty}^{\infty}\left|\int_{0}^{\infty} r^{1 / 4} e^{-2 \pi i t r} e^{i x \sqrt{2 \pi r}} \widehat{f}_{+}\left(\sqrt{\frac{r}{2 \pi}}\right) \frac{d r}{r^{1 / 2}}\right|^{2} d t \\
& =c \int_{0}^{\infty}\left|e^{i x \sqrt{2 \pi r}} \widehat{f_{+}}\left(\sqrt{\frac{r}{2 \pi}}\right) \frac{1}{r^{1 / 4}}\right|^{2} d r=c \int_{-\infty}^{\infty}\left|\widehat{f_{+}}(\xi)\right|^{2} d \xi=c\left\|f_{+}\right\|_{2}^{2},
\end{aligned}
$$

which gives (4.23). Moreover, when $\widehat{f}$ has support in $[0, \infty)$ or $(-\infty, 0]$, inequality (4.23) becomes an equality.

To obtain (4.24), we fix $j=1$ to simplify the notation. We then define $\widehat{f_{ \pm}}(\xi)=$ $\chi_{\mathbb{R}^{ \pm}}\left(\xi_{1}\right) \widehat{f}(\xi)$. Without the loss of generality , we prove (4.24) with $f_{+}$replacing $f$.

Denote $\bar{x}=\left(x_{2}, \ldots, x_{n}\right)$ and $\bar{\xi}=\left(\xi_{2}, \ldots, \xi_{n}\right)$. The change of variables

$$
\begin{aligned}
& \left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)=\left(\xi_{1}, \bar{\xi}\right) \xrightarrow{\Phi}\left(2 \pi\left(\xi_{1}^{2}+\cdots+\xi_{n}^{2}\right), \bar{\xi}\right)=(r, \bar{\xi}), \\
& d \xi_{1} d \bar{\xi}=\left|\left(\begin{array}{cccc}
\frac{\partial r}{\partial \xi_{1}} & \frac{\partial r}{\partial \xi_{2}} & \cdots & \frac{\partial r}{\partial \xi_{n}} \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{array}\right)\right|^{-1} d r d \bar{\xi}=\frac{1}{4 \pi\left|\xi_{1}\right|} d r d \bar{\xi},
\end{aligned}
$$

Plancherel's identity (1.11) and the change of variables $\Phi^{-1}$ yield

$$
\begin{aligned}
\left\|D_{x_{1}}^{1 / 2} e^{i t \Delta} f_{+}\right\|_{L_{\bar{x} t}^{2}}^{2} & =c\left\|\int_{\mathbb{R}^{n}} e^{2 \pi x \cdot \xi}\left|\xi_{1}\right|^{1 / 2} e^{-4 \pi^{2} i t|\xi|^{2}} \widehat{f}_{+}(\xi) d \xi\right\|_{L_{\bar{x} t}^{2}}^{2} \\
& =c\left\|\int_{\mathbb{R}^{n}} e^{2 \pi i(\bar{x} \cdot \bar{\xi}+r t)} \frac{1}{\left|\xi_{1}\right|^{1 / 2}} e^{2 \pi x x_{1} \sqrt{\frac{|r-2 \pi| \bar{\xi} \mid}{2 \pi \mid}}} \widehat{f}_{+}(r, \bar{\xi}) d r d \bar{\xi}\right\|_{L_{\bar{x} t}^{2}} \\
& =c \int_{\mathbb{R}^{n}} \frac{1}{\left|\xi_{1}\right|}\left|\widehat{f_{+}}(r, \bar{\xi})\right|^{2} d r d \bar{\xi}=c\left\|\widehat{f_{+}}\right\|_{L_{\bar{\xi}}^{2}}^{2}=c\left\|f_{+}\right\|_{L_{x}^{2}}^{2},
\end{aligned}
$$

which leads to (4.24).

## Corollary 4.2.

$$
\begin{equation*}
\left(\int_{-\infty}^{\infty} \int_{\{|x| \leq R\}}\left|D_{x}^{1 / 2} e^{i t \Delta} f\right|^{2}(x) d x d t\right)^{1 / 2} \leq c R^{1 / 2}\|f\|_{2} \tag{4.25}
\end{equation*}
$$

where $D_{x}^{1 / 2} v(x, t)=\left((2 \pi|\xi|)^{1 / 2} \widehat{v}(\xi, t)\right)^{\vee}$.
Notice that from this result and the translation invariance property of the solution one gets

$$
\sup _{x_{0} \in \mathbb{R}^{n}, R>0}\left(\frac{1}{R} \int_{-\infty}^{\infty} \int_{B_{R}\left(x_{0}\right)}\left|D_{x}^{1 / 2} e^{i t \Delta} f(x)\right|^{2} d x d t\right)^{1 / 2} \leq c\|f\|_{2} .
$$

Proof. If $n=1$, inequality (4.25) follows from (4.23).
Consider the case $n \geq 2$. Defining $D_{j}=\left\{\xi \in \mathbb{R}^{n}:\left|\xi_{j}\right|>\frac{1}{\sqrt{2 n}}|\xi|\right\}$, with $j=1, \ldots, n$. It is easy to see that $\bigcup_{j=1}^{n} D_{j}=\mathbb{R}^{n}-\{0\}$. Let $\left\{\phi_{j}\right\}_{j=1}^{n}$ be a partition of unity subordinate to the covering $\left\{D_{j}\right\}_{j=1}^{n}$ (the $\phi_{j}$ can be defined in the sphere $\mathbb{S}^{n-1}$ and extended such that they are homogeneous of order zero). Using linearity it suffices to show that

$$
\int_{-\infty}^{\infty} \int_{\{|x| \leq R\}}\left|e^{i t \Delta} f(x)\right|^{2} d x d t \leq c R\left\|D_{x}^{-1 / 2} f\right\|_{2}^{2}=c R\left\||\xi|^{-1 / 2} \widehat{f}\right\|_{2}^{2}
$$

From (4.24), we obtain for all $j=1, \ldots, n$,

$$
\int_{-\infty}^{\infty} \int_{\{|x| \leq R\}}\left|e^{i t \Delta} g(x)\right|^{2} d x d t \leq c R\left\|D_{x_{j}}^{-1 / 2} g\right\|_{2}^{2}
$$

Therefore, using the notation $\widehat{f_{j}}=\widehat{f} \phi_{j}, j=1, \ldots, n$, it follows that

$$
\begin{aligned}
\int_{-\infty}^{\infty} \int_{\{|x| \leq R\}}\left|e^{i t \Delta} f\right|^{2}(x) d x d t & \leq c \sum_{j=1}^{n} \int_{-\infty}^{\infty} \int_{\{|x| \leq R\}}\left|e^{i t \Delta} f_{j}\right|^{2}(x) d x d t \\
& \leq c R \sum_{j=1}^{n}\left\|D_{x_{j}}^{-1 / 2} f_{j}\right\|_{2}^{2}=c R \sum_{j=1}^{n}\left\|\left|\xi_{j}\right|^{-1 / 2} \widehat{f_{j}}\right\|_{2}^{2} \\
& =c R \sum_{j=1}^{n}\left\|\left|\xi_{j}\right|^{-1 / 2} \widehat{f} \phi_{j}\right\|_{2}^{2} \leq c R\left\||\xi|^{-1 / 2} \widehat{f}\right\|_{2}^{2} \\
& =c R\left\|D_{x}^{-1 / 2} f\right\|_{2}^{2} .
\end{aligned}
$$

From Corollary 4.2 and the group properties, we deduce that if $f \in L^{2}\left(\mathbb{R}^{n}\right)$, then $e^{i t \Delta} f \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}: H_{\mathrm{loc}}^{1 / 2}\left(\mathbb{R}^{n}\right)\right)$ and thus $e^{i t \Delta} f \in H_{\mathrm{loc}}^{1 / 2}\left(\mathbb{R}^{n}\right)$ for almost every $t \in \mathbb{R}$.

On the other hand, from (4.23) (case $n=1$ ) using duality we have

$$
\begin{equation*}
\left\|D_{x}^{1 / 2} \int_{-\infty}^{\infty} e^{i t \Delta} F(\cdot, t) d t\right\|_{2} \leq c \int_{-\infty}^{\infty}\|F(x, \cdot)\|_{2} d x \tag{4.26}
\end{equation*}
$$

Similarly, from (4.24) we obtain the corresponding inequality for the case $n \geq 2$.
For solutions of the inhomogeneous problem:

$$
\left\{\begin{array}{l}
\partial_{t} u=i \Delta u+F(x, t)  \tag{4.27}\\
u(x, 0)=0
\end{array}\right.
$$

$x \in \mathbb{R}^{n}, t \in \mathbb{R}$, we observe that the gain of derivatives doubles that obtained in the homogeneous case.
Theorem 4.4. If $u(x, t)$ is the solution of problem (4.27), then, when $n=1$ it satisfies

$$
\begin{equation*}
\sup _{x}\left(\int_{-\infty}^{\infty}\left|\partial_{x} u(x, t)\right|^{2} d t\right)^{1 / 2} \leq c \int_{-\infty}^{\infty}\left(\int_{-\infty}^{\infty}|F(x, t)|^{2} d t\right)^{1 / 2} d x \tag{4.28}
\end{equation*}
$$

and in the case $n \geq 2$

$$
\begin{equation*}
\sup _{x_{j}}\left(\int_{\mathbb{R}^{n}}\left|\partial_{x_{j}} u(x, t)\right|^{2} d \mu_{j} d t\right)^{1 / 2} \leq c \int_{-\infty}^{\infty}\left(\int_{\mathbb{R}^{n}}|F(x, t)|^{2} d \mu_{j} d t\right)^{1 / 2} d x_{j}, \tag{4.29}
\end{equation*}
$$

where $d \mu_{j}=d x_{1} \cdots d x_{j-1} d x_{j+1} \cdots d x_{n}$. Therefore in the case $n \geq 2$ we have that

$$
\begin{equation*}
\sup _{\alpha}\left(\int_{Q_{\alpha}} \int_{-\infty}^{\infty}\left|\partial_{x} u(x, t)\right|^{2} d t d x\right)^{1 / 2} \leq c \sum_{\alpha}\left(\int_{Q_{\alpha}} \int_{-\infty}^{\infty}|F(x, t)|^{2} d t d x\right)^{1 / 2} \tag{4.30}
\end{equation*}
$$

where $\left\{Q_{\alpha}\right\}_{\alpha \in \mathbb{Z}^{n}}$ denotes a family of disjoint unit cubes with sides parallel to the axes and covering $\mathbb{R}^{n}$.

Proof. We only sketch the proof in the case $n=1$. Using Exercise 4.16 in this chapter, we deduce that

$$
\begin{align*}
\partial_{x} u(x, t) & =\int_{-\infty}^{\infty} \int_{\mathbb{R}^{n}} \frac{2 \pi i \xi}{4 \pi^{2} i|\xi|^{2}+2 \pi i \tau}\left(e^{2 \pi i \tau t}-e^{-4 \pi^{2} i|\xi|^{2} t}\right) e^{2 \pi i x \cdot \xi} \widehat{F}(\xi, \tau) d \xi d \tau \\
& =\int_{-\infty}^{\infty} \int_{\mathbb{R}^{n}} \frac{2 \pi i \xi e^{2 \pi i \tau t}}{4 \pi^{2} i|\xi|^{2}+2 \pi i \tau} e^{2 \pi i x \cdot \xi} \widehat{F}(\xi, \tau) d \xi d \tau \tag{4.31}
\end{align*}
$$

$$
\begin{aligned}
& -\int_{-\infty}^{\infty} \int_{\mathbb{R}^{n}} \frac{2 \pi i \xi e^{-4 \pi^{2} i|\xi|^{2} t}}{4 \pi^{2} i|\xi|^{2}+2 \pi i \tau} e^{2 \pi i x \cdot \xi} \widehat{F}(\xi, \tau) d \xi d \tau \\
& =\partial_{x} u_{1}(x, t)+\partial_{x} u_{2}(x, t)
\end{aligned}
$$

where $\widehat{F}(\xi, \eta)$ represents the Fourier transform with respect to the variables $x, t$. Since the numerator in the first integrand vanishes on the zeros of its denominator, the integrals in the second equality are understood in the principal value sense. From Exercise 1.17, we have that

$$
\left(\text { p.v. } \frac{2 \pi i \xi}{4 \pi^{2} i|\xi|^{2}+2 \pi i \tau}\right)^{\vee(\xi)}=K(x, \tau) \in L^{\infty}\left(\mathbb{R}^{2}\right)
$$

Plancherel's identity (1.11), Young's and Minkowski's inequalities, (1.39) and (1.40), respectively, imply that for all $x \in \mathbb{R}$,

$$
\begin{aligned}
\left(\int_{-\infty}^{\infty}\left|\partial_{x} u_{1}(x, t)\right|^{2} d t\right)^{1 / 2} & =c\left\|\int_{-\infty}^{\infty} e^{2 \pi i \tau t} \int_{-\infty}^{\infty} K(x-y, \tau) \widehat{F}^{(t)}(y, \tau) d y d \tau\right\|_{2(t)} \\
& =c\left\|\int_{-\infty}^{\infty} K(x-y, \tau) \widehat{F}^{(t)}(y, \tau) d y\right\|_{2(\tau)} \\
& \leq c \int_{-\infty}^{\infty}\left\|\widehat{F}^{(t)}(y, \cdot)\right\|_{2(\tau)} d y \leq c \int_{-\infty}^{\infty}\|F(y, \cdot)\|_{2(t)} d y
\end{aligned}
$$

which proves

$$
\sup _{x}\left(\int_{-\infty}^{\infty}\left|\partial_{x} u_{1}(x, t)\right|^{2} d t\right)^{1 / 2} \leq c \int_{-\infty}^{\infty}\left(\int_{-\infty}^{\infty}|F(x, t)|^{2} d t\right)^{1 / 2} d x
$$

On the other hand, we have that

$$
\partial_{x} u_{2}(x, t)=D_{x}^{1 / 2} e^{i t \Delta} G(x),
$$

where

$$
\widehat{G}(\xi)=c \int_{-\infty}^{\infty} \frac{\operatorname{sgn}(\xi)|\xi|^{1 / 2} \widehat{F}(\xi, \tau)}{4 \pi^{2} i|\xi|^{2}+2 \pi i \tau} d \tau
$$

A simple computation and (1.18) shows that

$$
\left(\text { p.v. } \frac{1}{4 \pi^{2} i|\xi|^{2}+2 \pi i \tau}\right)^{\vee(\tau)}=\int_{-\infty}^{\infty} \frac{e^{-2 \pi i \tau t}}{4 \pi^{2} i|\xi|^{2}+2 \pi i \tau} d \tau=c \operatorname{sgn}(t) e^{-4 \pi^{2} i|\xi|^{2} t}
$$

Therefore, using (4.23), (4.26), and Plancherel's identity (1.11), we infer that

$$
\begin{gathered}
\sup _{x}\left(\int_{-\infty}^{\infty}\left|\partial_{x} u_{2}(x, t)\right|^{2} d t\right)^{1 / 2} \leq c\left\|\int_{-\infty}^{\infty} \frac{\operatorname{sgn}(\xi)|\xi|^{1 / 2} \widehat{F}(\xi, \tau)}{4 \pi^{2} i|\xi|^{2}+2 \pi i \tau} d \tau\right\|_{2(\xi)} \\
=c\left\|\int_{-\infty}^{\infty} e^{-4 \pi^{2} i|\xi|^{2} t} \operatorname{sgn}(\xi)|\xi|^{1 / 2} \widehat{F}^{(x)}(\xi, t) \operatorname{sgn}(t) d t\right\|_{2(\xi)} \\
=c\left\|\left(\int_{-\infty}^{\infty} e^{i t \Delta} D_{x}^{1 / 2} \mathrm{H} F(\cdot, t) \operatorname{sgn}(t) d t\right)^{\vee}\right\|_{2(\xi)} \\
=c\left\|D_{x}^{1 / 2} \int_{-\infty}^{\infty} e^{i t \Delta} \mathrm{H} F(\cdot, t) \operatorname{sgn}(t) d t\right\|_{2} \\
\leq c \int_{-\infty}^{\infty}\left(\int_{-\infty}^{\infty}|F(x, t)|^{2} d t\right)^{1 / 2} d x
\end{gathered}
$$

where H denotes the Hilbert transform (see Definition 1.7). This leads to the result.

### 4.4 Comments

The first result concerning smoothing effects for the particular group $\left\{e^{i t \Delta}\right\}_{t=-\infty}^{\infty}$ or for general group of unitary operators was obtained by Kato in [K1]. In this work on theory of operators, Kato introduced the notion of A-regular and A-super regular operators.

Let $A$ be a self-adjoint operator (not necessarily bounded) defined on a Hilbert space $H$ such that the resolvent of $A, R(\lambda)=(\lambda I-A)^{-1}$, exists for all $\lambda \in \mathbb{C}$ with $\operatorname{Im} \lambda \neq 0$ and let $L$ be an operator of closed graph with domain $D(L)$ dense in $H$.

Definition 4.1. We say that the operator $L$ is $A$-regular (respectively, A-super regular) if for all $x \in D\left(L^{*}\right)$ and for all $\lambda \in \mathbb{C}$ with $\operatorname{Im} \lambda \neq 0$,

$$
\left|\operatorname{Im}<R(\lambda) L^{*} x, L^{*} x>\right| \leq c \pi\|x\|^{2}
$$

(respectively, $\left|\left\langle R(\lambda) L^{*} x, L^{*} x\right\rangle\right| \leq c \pi\|x\|^{2}$ ), where the constant $c$ is independent of $x$ and $\lambda$.

The following theorems establish the relationship between the notion of A-regular operator and the type of results described in this chapter .

Theorem 4.5 ([K1]). The operator $L$ is $A$-regular if and only if for all $x \in H$

$$
\int_{-\infty}^{\infty}\left\|L e^{i t A} x\right\| d t \leq c\|x\|
$$

In particular, $e^{i t A} x \in D(L)$ for almost every $t \in \mathbb{R}$.
Theorem 4.6 ([KY]). Let $L=L_{h}$ be an operator of multiplication by $h$ with $h \in L^{n}\left(\mathbb{R}^{n}\right)$ and $n \geq 3$. Then, $L_{h}$ is $\Delta$-super regular.

Theorem 4.7 ([KY] see also [BKI]). Let $\tilde{L}$ be the operator

$$
\left(1+|x|^{2}\right)^{-1 / 2} \Lambda^{1 / 2}=\left(1+|x|^{2}\right)^{-1 / 2}(1-\Delta)^{1 / 4}
$$

with domain $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ and $n \geq 3$. Then, the closure of $\tilde{L}$ is $\Delta$-super regular.
Combining Theorems 4.5 and 4.6 , we have that if $f \in L^{2}\left(\mathbb{R}^{n}\right)$ with $n \geq 3$, then $e^{i t \Delta} f \in D\left(L_{h}\right)$ for almost every $t \in \mathbb{R}$. When $h \notin L^{\infty}\left(\mathbb{R}^{n}\right)$, then $D\left(L_{h}\right)$ is a set of first category in $L^{2}\left(\mathbb{R}^{n}\right)$. These results neither imply nor are consequence of the estimate (4.14) in Theorem 4.2.

Later on, Strichartz [Str3], motivated by the work of Segal [Se], studied special properties of the Fourier transform. He proved that

$$
\begin{equation*}
\left(\int_{-\infty}^{\infty} \int_{\mathbb{R}^{n}}\left|e^{i t \Delta} f\right|^{2(n+2) / n} d x d t\right)^{n / 2(n+2)} \leq c\|f\|_{2} \tag{4.32}
\end{equation*}
$$

In his proof, he employed previous results of Tomas [Tm] and Stein [S2] regarding restriction theorems (and extension) of the Fourier transform. More precisely, Strichartz used the fact that

$$
\begin{aligned}
e^{i t \Delta} f(x) & =\int_{\mathbb{R}^{n}} e^{2 \pi i x \cdot \xi} e^{-4 \pi^{2} i t|\xi|^{2}} \widehat{f}(\xi) d \xi \\
& =\int_{\mathbb{R}^{n+1}} e^{2 \pi i<(x, t) ;(\xi, \tau)>} g(\xi, \tau) d \sigma(\xi, \tau)=\widehat{g d \sigma},
\end{aligned}
$$

where $g$ is a measure supported on the hypersurface $M_{\sigma} \subset \mathbb{R}^{n+1}$, where the symbol $\sigma(\xi, \eta)=\eta+2 \pi|\xi|^{2}$ vanishes, i.e.,

$$
\begin{equation*}
M_{\sigma}=\left\{(\xi, \tau) \in \mathbb{R}^{n} \times \mathbb{R}: \sigma(\xi, \tau)=0\right\} \tag{4.33}
\end{equation*}
$$

(in this case, $\sigma(\xi, \eta)=\eta+2 \pi|\xi|^{2}$ ), with density $\widehat{f}(\xi)$ and $d \sigma(\tilde{\xi})=d \xi$.
Similarly,

$$
\widehat{e^{i t \Delta}}(\xi, \tau)=\int_{-\infty}^{\infty} e^{-2 \pi i t \tau} e^{-4 \pi^{2} i t|\xi|^{2}} \widehat{f}(\xi) d t=\widehat{f}(\xi) \delta\left(\tau+2 \pi|\xi|^{2}\right)
$$

where ${ }^{\wedge}$ on the left-hand side denotes the Fourier transform with respect to both variables: space $x$ and time $t$. In other words, the Fourier transform in the variables ( $x, t$ ) of the solution $e^{i t \Delta} f(x)$ is a distribution with support on the parabola $\tau=$ $-2 \pi|\xi|^{2}$. Thus, inequality (4.14) can be seen as a result on the extension of the Fourier transform of measures with support on this parabola. Similarly, we can see (4.16) as a result of restriction because using the Fubini theorem and the Plancherel identity (1.11) we have,

$$
\begin{align*}
& \left\|\int_{-\infty}^{\infty} e^{i t \Delta} g(\cdot, t) d t\right\|_{2}^{\infty}=\left\|\int_{-\infty}^{\infty}\left(\int_{\mathbb{R}^{n}} e^{2 \pi i x \cdot \xi} e^{-4 \pi^{2} i t|\xi|^{2}} \widehat{g}(\xi, t) d \xi\right) d t\right\|_{2}  \tag{4.34}\\
& =\left\|\int_{\mathbb{R}^{n}} e^{2 \pi i x \cdot \xi}\left(\int_{-\infty}^{\infty} e^{-4 \pi^{2} i t|\xi|^{2}} \widehat{g}(\xi, t) d t\right) d \xi\right\|_{2}=\left\|\widehat{g}\left(\xi,-2 \pi|\xi|^{2}\right)\right\|_{2}
\end{align*}
$$

The proof presented in Section 4.2 is due to J. Ginibre and G. Velo [GV1] (see also [M], [P1]).

The main point in the argument is the curvature of the hypersurface $M_{\sigma}$ defined by the symbol $\sigma$ as in (4.33) and not the ellipticity of $\Delta$. In particular, the same inequalities (4.14), (4.17) hold when we replace $\Delta$ by

$$
\begin{equation*}
\mathfrak{L}_{j}=\partial_{x_{1}}^{2}+\cdots+\partial_{x_{j}}^{2}-\partial_{x_{j+1}}^{2}-\cdots \partial_{x_{n}}^{2}, \quad \text { for some } \quad j \in\{1, \ldots, n\} . \tag{4.35}
\end{equation*}
$$

The curvature of hypersurface $M_{\sigma}$ for the symbol $\sigma=\tau+2 \pi|\xi|^{2}$ is reflected on the decay estimates (4.12) in Lemma 4.1. In fact, the results in Theorem 4.2 are true for any unitary group satisfying decay estimates of the type described in Lemma 4.1. Thus, in particular for the linear problem associated to the KdV equation (1.28), we have that the unitary group $V(t) v_{0}=\left(e^{i 8 \pi^{3} \xi^{3} t} \widehat{v}_{0}\right)^{\vee}$ describing the solutions satisfies for any $(\theta, \alpha) \in[0,1] \times[0,1 / 2]$

$$
\begin{equation*}
\left\|D^{\alpha \theta / 2} V(t) v_{0}\right\|_{L^{2 / 1-\theta}} \leq c|t|^{-\theta(\alpha+1) / 3}\left\|v_{0}\right\|_{L^{2 / l+\theta}} \tag{4.36}
\end{equation*}
$$

Therefore, the argument used in Theorem 4.2 shows that for any $(\theta, \alpha) \in[0,1] \times$ [0, 1/2],

$$
\begin{equation*}
\left\|D^{\alpha \theta / 2} V(t) v_{0}\right\|_{L^{q}\left(\mathbb{R}: L^{p}(\mathbb{R})\right)} \leq c\left\|v_{0}\right\|_{2}, \tag{4.37}
\end{equation*}
$$

where $(q, p)=(6 / \theta(\alpha+1), 2 /(1-\theta))$. Notice that in (4.37) there is a possible gain of $1 / 4$ derivatives. Roughly speaking, in general this gain is equal to $(m-2) / 4$, where $m$ is the order of the dispersive operator (see [KPV2]).

In the case of the IVP associated wave equation:

$$
\left\{\begin{array}{l}
\partial_{t}^{2} w=\Delta w  \tag{4.38}\\
w(x, 0)=0 \\
\partial_{t} w(x, 0)=g(x)
\end{array}\right.
$$

$x \in \mathbb{R}^{n}, t \in \mathbb{R}^{+}$, whose solution

$$
w(x, t)=U(t) g=\left(\frac{\sin (2 \pi|\xi| t)}{2 \pi|\xi|} \widehat{g}(\xi)\right)^{\vee}
$$

(see (1.49)) is associated to the unitary group $M(t)=\left(e^{i 2 \pi|\xi| t} \widehat{g}\right)^{\vee}$, we have the decay estimate:

$$
\begin{equation*}
\|U(t) g\|_{L^{p}\left(\mathbb{R}^{n}\right)} \leq c t^{(n-1)\left(\frac{1}{2}-\frac{1}{p^{\prime}}\right)}\left\|D^{\alpha} g\right\|_{L^{p^{\prime}}\left(\mathbb{R}^{n}\right)} \tag{4.39}
\end{equation*}
$$

with

$$
\alpha=\frac{n-1}{2}-\frac{n+1}{p^{\prime}}, \quad 2 \leq p<\infty, \quad n \geq 2
$$

From this, we can deduce the equivalent to Theorem 4.2:

$$
\begin{equation*}
\left\|(-\Delta)^{(1-b) / 4} U(t) g\right\|_{L^{q}\left(\mathbb{R}: L^{p}\left(\mathbb{R}^{n}\right)\right)} \leq c\|g\|_{2} \tag{4.40}
\end{equation*}
$$

where

$$
2<q<\infty, \quad \frac{1}{2}-\frac{2}{(n-1) q}=\frac{1}{p}, \quad \text { and } \quad b=\frac{n-1}{2}-\frac{n+1}{p}
$$

(see [M], [P1]).
As we mentioned above, the decay estimates (4.12), (4.36), and (4.39) are related to the "curvature" of the hypersurfaces $M_{\sigma_{j}}, j=1,2,3$, which described the zero set of the symbols $\sigma_{1}=\tau+2 \pi|\xi|^{2}, \sigma_{2}=\tau-4 \pi^{2} \xi^{3}$, and $\sigma_{3}=\tau \pm|\xi|$, respectively. In the case $\sigma_{1}$ and $\sigma_{3}$, we observe that the hypersurfaces $M_{\sigma_{1}}$ and $M_{\sigma_{3}}$ have nonvanishing curvature in $n$ and $n-1$ directions (rank of the Hessian), respectively.

In the limiting case, the inequality (4.14) in dimension $n=2$ (i.e., $(q, p)=$ $(2, \infty)$ ) fails (see $[\mathrm{MSm}]$ ). Similarly, the limiting case of the estimate (4.40) for the wave equation in dimension $n=3$ (i.e., $(q, p)=(2, \infty)$ ) fails (see [KlM]) although both hold in the radial case; see [To1] for the Schrödinger equation and [KIM] for the wave equation. Moreover, in the case of the Schrödinger equation $((n, p, q)=(2, \infty, 2))$ one has the following generalization of the radial result, see [To1]

$$
\left\|e^{i t \Delta} u_{0}\right\|_{L_{t}^{2}\left(\mathbb{R}: L_{r}^{\infty} L_{\theta}^{2}\left(\mathbb{R}^{2}\right)\right)} \leq c\left\|u_{0}\right\|_{2},
$$

where

$$
\|f\|_{L_{r}^{\infty} L_{\theta}^{2}}=\sup _{r>0}\left(\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left|f\left(r e^{i \theta}\right)\right|^{2} d \theta\right)^{1 / 2}
$$

In [KT1], the limiting cases in higher dimension were shown to hold in both cases, i.e., the Schrödinger equation (4.14) holds for $n \geq 3,(q, p)=(2,2 n /(n-2))$, as well as the wave equation in (4.40) hold for $n \geq 4,(q, p)=(2,2(n-1) /(n-3))$.

The problem of finding the best constant for the Strichartz estimate (4.14):

$$
\begin{equation*}
c(n ; p ; q)=\sup _{\left\|u_{0}\right\|_{2}=1}\left(\int_{-\infty}^{\infty}\left\|e^{i t \Delta} u_{0}\right\|_{p}^{q} d t\right)^{1 / q} \tag{4.41}
\end{equation*}
$$

as well as its maximizers, i.e., the $u_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$ for which the equality (4.41) holds with $(p, q)$ as in (4.18) has been studied in several works. In [Kz], it was proved the existence of a maximizer for $n=1$ and $p=q=6$. In [Fs] and [HuZ], it was established that for the case $n=1,2$ and $p=q=2+4 / n$, one has $c(1 ; 6 ; 6)=12^{-1 / 12}$ and $c(2 ; 4 ; 4)=2^{-1 / 2}$ with the maximizer, up to the invariant of the Schrödinger equation (see Proposition 4.1), equal to $c_{n} e^{-|x|^{2}}, n=1,2$. Also in [Fs], the same problem was settled for the case of the wave equation (4.38) in dimension $n=2,3$ with $p=q=2+4 /(n-1)$. The value $c(1 ; 8 ; 4)=2^{-1 / 4}$ in (4.41) was computed in [BBCH] and [Car].

Corollary 4.1 was proved in [CzW1]. For further results in this directio, we refer to [Vi1].

Concerning the decay of the free Schrödinger equation, on one hand, one has that if $u_{0} \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ with $u_{0} \not \equiv 0$, then for any $t \neq 0$ and any $\epsilon>0, e^{i t \Delta} u_{0} \in$ $\mathcal{S}\left(\mathbb{R}^{n}\right) \backslash L^{1}\left(e^{\epsilon|x|} d x\right)$ (see Exercises 4.4 and 4.5). On the other hand, Example 4.2 tells us that solutions corresponding to Gaussian data exhibits a global Gaussian decay. In [EKPV1], it was shown that given $u_{0} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ the following conditions are equivalent:
(i) There are two different real numbers $t_{1}$ and $t_{2}$, such that $e^{i t_{j} \Delta} u_{0} \in L^{2}\left(e^{a_{j}|x|^{2}} d x\right)$ for some $a_{j}>0, j=1,2$.
(ii) $\quad u_{0} \in L^{2}\left(e^{b_{1}|x|^{2}} d x\right)$ and $\widehat{u}_{0} \in L^{2}\left(e^{b_{2}|x|^{2}} d x\right)$, for some $b_{j}>0, j=1,2$.
(iii) There is $v:[0,+\infty) \longrightarrow(0,+\infty)$, such that $e^{i t \Delta} u_{0} \in L^{2}\left(e^{\nu(t)|x|^{2}} d x\right)$, for all $t \geq 0$.
(iv) $u_{0}(x+i y)$ is an entire function such that $\left|u_{0}(x+i y)\right| \leq N e^{-a|x|^{2}+b|y|^{2}}$ for some constants $N, a, b>0$.
(v) There exist $\delta, \epsilon>0$, and $h \in L^{2}\left(e^{\epsilon|x|^{2}} d x\right)$ such that $u_{0}(x)=e^{\delta \Delta} h(x)$.

It was also established in [EKPV1] that if one of the above conditions holds then for appropriate values $\alpha, \beta>0$ the function

$$
f(t)=\left\|e^{\frac{|x|^{2}}{(\alpha t+\beta)^{2}}} e^{i t \Delta} u_{0}\right\|_{2}
$$

is logarithmically convex. In particular, one has that

$$
f(t) \leq f(0)^{\theta(t)} f(T)^{1-\theta(t)}
$$

with $\theta(t)=\beta(T-t) /(T(\alpha t+\beta))$ for all $t \in[0, T]$.
In [EKPV1], the constants used above were described in a precise manner as a consequence of (4.7) and the following result due to Hardy for $n=1[\mathrm{H}]$ and its extension to higher dimension given in [SS]: if $f(x)=O\left(e^{-\pi A|x|^{2}}\right)$ and $\hat{f}(\xi)=$ $O\left(e^{-\pi B|\xi|^{2}}\right)$, with $A>0, B>0$, and $A B>1$, then $f \equiv 0$.

Extensions of these results to the case of Schrödinger equation, with potential (in an appropriate class) as (4.42) below depending on $x$ or on $(x, t)$, i.e., $V=V(x, t)$ (as well as application to unique continuation properties of semilinear Schrödinger equations) were given in [EKPV2].

Consider the IVP associated to the Schrödinger equation with a potential $V$ :

$$
\left\{\begin{array}{l}
i \partial_{t} u=\Delta u-V(x) u  \tag{4.42}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

Assume first that the potential $V=V(x)$ is real and regular enough such that $L=-\Delta+V(x)$ is self-adjoint.

A natural question is whether or not the unitary group $e^{i t L}=e^{i t(-\Delta+V)}$ satisfies the $L^{\infty}-L^{1}$ estimate in (4.13) as in the free case $V \equiv 0$, i.e., there exists $c>0$ for every $f \in L^{2}\left(\mathbb{R}^{n}\right)$ such that

$$
\begin{equation*}
\left\|e^{i t L} f\right\|_{\infty} \leq c t^{-n / 2}\|f\|_{1} \tag{4.43}
\end{equation*}
$$

If $L$ has an eigenvalue (with eigenfunction $f \in L^{1}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(\mathbb{R}^{n}\right)$ ), (4.43) fails. Similarly, if zero is a resonance of $L$. So, one reformulates the inequality (4.43) as

$$
\begin{equation*}
\left\|e^{i t L} P_{\mathrm{ac}}(L) f\right\|_{\infty} \leq c|t|^{-n / 2}\|f\|_{1}, \tag{4.44}
\end{equation*}
$$

where $P_{\mathrm{ac}}(L)$ defines the projection onto the absolutely continuous spectrum of $L$.
The following conditions on the decay of $V$ have been shown to be sufficient for (4.43) to hold: $n=1$ and $(1+|x|) V \in L^{1}(\mathbb{R})[G S c h], n=2$ and $|V(x)| \leq$ $c(1+|x|)^{-3-\epsilon}[\mathrm{Scl1}], n=3$ and $V \in L^{3 / 2-\epsilon}\left(\mathbb{R}^{3}\right)[\mathrm{Gb}]$.

In [JSS], for $n \geq 3$ sufficient conditions on the decay and regularity on the potential $V(x)$ which guarantees (4.43) were deduced. In [GVi], it was shown that for $n>3$ decay assumptions alone do not imply the estimate (4.43). More precisely, it was proved that (4.43) fails for any potential $V$ with compact support such that $\sum_{|\alpha| \leq \frac{n-3}{2}}\left\|\partial^{\alpha} V\right\|_{\infty} \leq 1$.

The cases of time-dependent potentials have been also studied (see for instance [RS]). Also, decay estimates of the type in (4.43) with electromagnetic potentials were obtained in [FFFP].

For conditions on the potential $V$ that guarantee the extension of the local smoothing effect described in Corollary 4.2 to solutions of the IVP (4.42) see [RV], [BRV].

Local-in-time extensions of Strichartz estimates to the variable coefficients' case, where the Laplacian $\Delta$ is replaced by an elliptic operator of the form:

$$
\begin{equation*}
L=\partial_{x_{k}} a_{j k}(x, t) \partial_{x_{j}}+\partial_{x_{l}} b_{l}(x, t)+b_{l}(x, t) \partial_{x_{l}}+V(x, t) \tag{4.45}
\end{equation*}
$$

have been considered in several works. In [StTa], Staffilani and Tataru established these estimates under the assumptions: $b_{l}=V=0,\left(a_{j k}(x, t)\right)$ a compactly supported perturbation of the Laplacian and a nontrapping condition on the bicharacteric
flow. Extensions of this result under appropriate hypotheses on the "asymptotic flatness" and the nontrapping condition of the coefficients $a_{j k}$ were given in [MMTa1], [RZ], [Td]. The one-dimensional case was considered in [Sl].

Next, we briefly treat the periodic case:

$$
\left\{\begin{array}{l}
i \partial_{t} u=\partial_{x}^{2} u  \tag{4.46}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

$x \in \mathbb{S}^{1} \times \cdots \times \mathbb{S}^{1}, t \in \mathbb{S}^{1}$.
Theorem 4.8 ([Z]).

$$
\begin{equation*}
\left\|\sum_{k=-\infty}^{\infty} a_{k} e^{i\left(t k^{2}+k x\right)}\right\|_{L^{4}\left(\mathbb{T}^{2}\right)} \leq c\left(\sum_{k=-\infty}^{\infty}\left|a_{k}\right|^{2}\right)^{1 / 2} \tag{4.47}
\end{equation*}
$$

where $(x, t) \in \mathbb{S}^{1} \times \mathbb{S}^{1}=\mathbb{T}^{2}$.
Note that $u(x, t)=\sum_{k} a_{k} e^{i\left(t k^{2}+k x\right)}$ is the solution of the periodic problem (4.46) for $n=1$ with $u_{0}(x)=\sum_{k} a_{k} e^{i k x}$.
Proof. If $u(x, t)=\sum_{k} a_{k} e^{i\left(t k^{2}+k x\right)}$, then $\|u\|_{L^{4}\left(\mathbb{T}^{2}\right)}^{2}=\|u \cdot \bar{u}\|_{L^{2}\left(\mathbb{T}^{2}\right)}$. It is easy to see that

$$
u \bar{u}=\sum_{k}\left|a_{k}\right|^{2}+\sum_{k_{1} \neq k_{2}} a_{k_{1}} \bar{a}_{k_{2}} e^{i\left(\left(k_{1}-k_{2}\right) x+\left(k_{1}^{2}-k_{2}^{2}\right) t\right)} .
$$

If we fix $l_{1}=k_{1}-k_{2}$ and $l_{2}=k_{1}^{2}-k_{2}^{2}$ we have at most one pair ( $k_{1}, k_{2}$ ) of solutions of these equations. So, we can conclude that

$$
\begin{aligned}
\|u \cdot \bar{u}\|_{2} & =\sum_{k}\left|a_{k}\right|^{2}+\left(\sum_{k_{1} \neq k_{2}}\left|a_{k_{1}} \bar{a}_{k_{2}}\right|^{2}\right)^{1 / 2} \\
& \leq \sum_{k}\left|a_{k}\right|^{2}+\left(\sum_{k_{1}}\left|a_{k_{1}}\right|^{2} \sum_{k_{2}}\left|a_{k_{2}}\right|^{2}\right)^{1 / 2}=2 \sum_{k}\left|a_{k}\right|^{2} .
\end{aligned}
$$

We observe that for the case $n=1$, the corresponding inequality to (4.32) in $\mathbb{R}$ is true with $p=6$. So, the next question is natural: Is the inequality (4.47) still true if we substitute 4 by 6 ? The answer is negative. In fact, one has that

$$
\begin{equation*}
\left\|\sum_{k=1}^{N} e^{i\left(k x+k^{2} t\right)}\right\|_{L^{6}\left(\mathbb{T}^{2}\right)} \gtrsim(\log N)^{1 / 6} N^{1 / 2} . \tag{4.48}
\end{equation*}
$$

So, if $\phi=\sum_{k=1}^{N} e^{i k x}$, then $\|\phi\|_{2}=N^{1 / 2}$, which combined with (4.48) implies that

$$
\begin{equation*}
\left\|e^{i t \Delta} \phi\right\|_{L \frac{2(n+2)}{n}\left(\mathbb{T}^{n+1}\right)} \leq c\|\phi\|_{2} \tag{4.49}
\end{equation*}
$$

fails for $n=1$.

Nevertheless, Bourgain [Bo1] proved that there exists a constant $c_{0}>0$ such that for all $\epsilon>0$ and $N \in \mathbb{Z}^{+}$we have

$$
\begin{equation*}
\left\|\sum_{|k| \leq N} a_{k} e^{i\left(t k^{2}+k x\right)}\right\|_{L^{6}\left(\mathbb{T}^{2}\right)} \leq c_{0} N^{\epsilon}\left(\sum_{|k| \leq N}\left|a_{k}\right|^{2}\right)^{1 / 2} . \tag{4.50}
\end{equation*}
$$

It is an open problem to determine if the inequality can be obtained in the interval $(4,6)$. More precisely, it was conjectured in [Bo2] that

$$
\begin{equation*}
\left\|e^{i t \Delta} \phi\right\|_{L^{q}\left(\mathbb{T}^{n+1}\right)} \leq c\|\phi\|_{2} \text { if } q<\frac{2(n+2)}{n} \tag{4.51}
\end{equation*}
$$

and assuming supp $\widehat{\phi} \subset B(0, N)$

$$
\begin{equation*}
\left\|e^{i t \Delta} \phi\right\|_{L^{q}\left(\mathbb{T}^{n+1}\right)} \ll N^{\frac{n}{2}-\frac{n+2}{q}+\epsilon}\|\phi\|_{2} \text { if } q \geq \frac{2(n+2)}{n} \tag{4.52}
\end{equation*}
$$

hold. In this direction, some partial results are gathering in the next proposition.

## Proposition 4.4 ([Bo2]).

1. For $n=1,2$, inequality (4.52) holds.
2. For $n \geq 3$, inequality (4.52) holds for $q \geq 4$.

For details, see [Bo1] and [Bo2].
The extension of Theorem 4.8 to other compact manifolds (i.e., $L^{p}-L^{q}$ estimates for the Schrödinger flow on manifolds) has been studied by Burq, Gerard and Tzvetkov [BGT3].

In the particular case of the two-dimensional sphere $\mathbb{S}^{2}$, they proved that

$$
\begin{equation*}
\left(\int_{I}\left(\int_{\mathbb{S}^{2}}\left|e^{i t \Delta} u_{0}(x)\right|^{q} d x\right)^{p / q} d t\right)^{1 / q} \leq c_{I}\left\|u_{0}\right\|_{1 / p, 2} \tag{4.53}
\end{equation*}
$$

where $I$ is a finite time interval and $\|\cdot\|_{1 / p, 2}$ is defined as in (3.38), for every admissible pair in (4.18) Theorem 4.2 with $n=2$, i.e.,

$$
\frac{1}{p}=\frac{1}{2}-\frac{1}{q}
$$

Roughly, (4.53) gives a gain of $1 / 2$ derivatives with respect to the Sobolev embedding (Theorem 3.3),

$$
\left\|u_{0}\right\|_{q} \leq c\left\|u_{0}\right\|_{1 / r, 2} \quad \text { with } \frac{1}{r}=n\left(\frac{1}{2}-\frac{1}{q}\right) .
$$

The local smoothing effect studied in Section 4.3 was first established by T. Kato [K2] for solutions of the Korteweg-de Vries equation:

$$
\left\{\begin{array}{l}
\partial_{t} u+\partial_{x}^{3} u+u \partial_{x} u=0  \tag{4.54}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

$t, x \in \mathbb{R}$. More precisely, Kato proved the following inequality:

$$
\begin{equation*}
\left(\int_{-T}^{T} \int_{-R}^{R}\left|\partial_{x} u(x, t)\right|^{2} d x d t\right)^{1 / 2} \leq c(T, R)\left\|u_{0}\right\|_{2} \tag{4.55}
\end{equation*}
$$

which was the main ingredient in his proof of existence of the global weak solutions of (4.54) with initial data $u_{0} \in L^{2}(\mathbb{R})$ (see [K2]). In [KF], Kruzhkov and Faminskii independently obtained a similar result to that described in (4.55). Later on and simultaneously, Constantin and Saut [CS], Sjölin [Sj], and Vega [V] showed that the estimates of the type in (4.55) are intrinsic properties of linear dispersive equations. Let $P(\xi)$ be the real symbol associated to the operator $P(D)$. Suppose that at infinity $P(\xi) \sim|\xi|^{\alpha}$, for $\alpha$ a real positive number, and $u(x, t)=e^{i t P(D)} u_{0}(x)$, then

$$
\begin{equation*}
\left(\int_{-T}^{T} \int_{|x| \leq R}\left|(-\Delta)^{(\alpha-1) / 4} u(x, t)\right|^{2} d x d t\right)^{1 / 2} \leq c(T, R)\left\|u_{0}\right\|_{2} \tag{4.56}
\end{equation*}
$$

In particular, inequality (4.56) implies that if $u_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$, then the solutions $e^{i t P(D)} u_{0} \in H_{\mathrm{loc}}^{(\alpha-1) / 2}\left(\mathbb{R}^{n}\right)$ for almost all $t$. Notice that this gain of derivatives is a pure dispersive phenomenon, which cannot hold in hyperbolic problems.

The version of the homogeneous smoothing effect given here (Theorem 4.3) is taken from [KPV3] (see also [LP]). The inhomogeneous smoothing effect version described in Theorem 4.4 was first established in [KPV3]. Observe that the gain of derivatives here doubles from that in the homogeneous case. Also, one has that the result in Theorem 4.4 still holds with $\mathfrak{L}_{j}$ as in (4.35) instead of the Laplacian.

It is interesting to note that in [CS] the authors extended Kato's result (4.55) to linear dispersive equations. In contrast, in [ Sj ] and [V] inequality (4.56) with $\alpha=2$ appears implicitly in the study of the following problem introduced by L. Carleson: Determine the minimum value of $s$ which guarantees that if $u_{0} \in H^{s}\left(\mathbb{R}^{n}\right)$, then

$$
\begin{equation*}
\lim _{t \downarrow 0} e^{i t \Delta} u_{0}(x)=u_{0}(x) \text { for almost every } x \in \mathbb{R}^{n} \tag{4.57}
\end{equation*}
$$

In the one-dimensional case $n=1$, we have that $s \geq 1 / 4$ implies (4.57) (see [C]) and this is the best possible result (see [DK], [KR]). For the case $n=2$, the best result asserting (4.57) is $s>3 / 8$ obtained in [Le] (improving previous results of [Sj], [V], $s>1 / 2$, [Bo3], $s>1 / 2-\epsilon$, [MVV2], $s>(164+\sqrt{2}) / 339$, [TV] $s>15 / 32$ ). In [Bo11], it was shown that in any dimension $n$ the statement (4.57) holds if $s>1 / 2-1 / 4 n$ (improving previous results of [Sj], [V], $s>1 / 2$ ). Moreover, it was also established in [Bo11] that for $n>4$ the condition $s \geq \frac{n-2}{2 n}$ is necessary for (4.57) to hold.

The original Kato's proof of the smoothing effect (4.55) was based on an energy estimate argument. Let us consider the linear problem (4.54) with data $u_{0} \in L^{2}(\mathbb{R})$. Then multiplying the equation by $u(x, t) \varphi(R x)=u(x, t) \varphi_{R}(x), \varphi \in C^{\infty}(\mathbb{R}),(\varphi(x)=$

1 for $x>2, \varphi(x)=0$ for $x<-2$, with $\varphi^{\prime}(x)>0$ for $-1<x<1$ and $R>0$ ), we obtain after integration by parts that

$$
\frac{1}{2} \frac{d}{d t} \int u^{2} \varphi_{R} d x+\frac{3}{2} \int\left(\partial_{x} u\right)^{2} \varphi_{R}^{\prime} d x-\frac{1}{2} \int u^{2} \varphi_{R}^{(3)} d x=0
$$

Thus, integrating in the time interval $[0, T]$ and using that the $L^{2}$-norm of the solution is preserved we get (4.55).

The extension of the estimate (4.56) to general dispersive linear models (with constant coefficients) given in [CS] was based on a Fourier transform argument. In nonlinear problems and in linear ones with variable coefficients (where the Fourier transform does not provide the result) it may be useful to obtain the result via "energy estimates."

For example, consider the IVP:

$$
\left\{\begin{array}{l}
\partial_{t} u=i A u  \tag{4.58}\\
u(x, 0)=u_{0}(x),
\end{array}\right.
$$

$x \in \mathbb{R}^{n}, t \in \mathbb{R}$, where $A$ has a real symbol $a=a(x, \xi)$ of order $m$ (for instance, $A=\partial_{x_{j}}\left(a_{j k}(x) \partial_{x_{k}}\right), i \partial_{x}^{3}, \Delta$, and $\left.i \mathrm{H} \partial_{x}^{2}\right)$. By integration by parts, we have that the solutions $u(\cdot, t)$ preserve the $L^{2}$-norm, i.e., $\|u(\cdot, t)\|_{2}=\left\|u_{0}\right\|_{2}$. Now to establish the corresponding local smoothing effect (4.55), we follow the argument in [CKS]. First, one applies an operator $B$ of order zero with real symbol $b(x, \xi)$ to our equation to get:

$$
\begin{equation*}
\partial_{t} B u=i A B u+i[B ; A] u . \tag{4.59}
\end{equation*}
$$

By multiplying the equation (4.59) by $\bar{u}$ and the conjugate of equation (4.58) by $B u$, adding the results and integrating in the $x$-variable, and then in the time interval $[0, T]$, it follows that

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}} i[B ; A] u \bar{u} d x d t \leq c_{0}(T ; B)\left\|u_{0}\right\|_{2} . \tag{4.60}
\end{equation*}
$$

Let $C=i[B ; A]=-i[A ; B]$. The operator $C$ has order $m-1$ and its symbol $c(x, \xi)$ is given by

$$
\begin{equation*}
c(x, \xi)=-\{a, b\}=-\left.\frac{d}{d s} b(\varphi(s ; x, \xi))\right|_{s=0}=H_{a}(b)(x, \xi) \tag{4.61}
\end{equation*}
$$

(where $\varphi(s ; x, \xi)$ denotes the bicharacteristic flow associated to the symbol of $A$, that is, $a(x, \xi)$, and $H_{a}(b)$ is defined as in (3.27)). The aim is to find an operator $B$ such that $C>0$. By quadrature,

$$
\begin{equation*}
b(x, \xi)=\int_{0}^{\infty} c(\varphi(s ; x, \xi)) d s \tag{4.62}
\end{equation*}
$$

Thus, if $A=\Delta / 8 \pi^{2}, a(x, \xi)=|\xi|^{2} / 2$, and $\varphi(s ; x, \xi)=(x+s \xi, \xi)$. Taking

$$
\begin{equation*}
c(x, \xi)=-\frac{f^{\prime}\left(\left|x_{j}\right|\right) \xi_{j}^{2}}{\langle\xi\rangle^{2}} \tag{4.63}
\end{equation*}
$$

with $f \in L^{1}\left([0, \infty): \mathbb{R}^{+}\right), f$ decreasing, and $\langle\xi\rangle=(1+|\xi|)^{1 / 2}$, we have $C>0$ of order 1.

By (4.61) one gets:

$$
b(x, \xi)=\frac{f\left(\left|x_{j}\right|\right) \xi_{j}}{\langle\xi\rangle} \quad \text { (nonlocal operator of order zero). }
$$

Now, from (4.60), (4.61), (4.63) it follows that

$$
\begin{align*}
\int_{0}^{T} \int_{\mathbb{R}} C u \bar{u} d x d t= & \int_{0}^{T} \int_{\mathbb{R}}-f^{\prime}\left(\left|x_{j}\right|\right) \Lambda^{-1} \partial_{x_{j}}^{2} u \bar{u} d x d t \\
= & \int_{0}^{T} \int_{\mathbb{R}} \partial_{x_{j}} \Lambda^{-1 / 2}\left(-f^{\prime}\left(\left|x_{j}\right|\right) \Lambda^{-1 / 2} \partial_{x_{j}} u\right) \bar{u} d x d t  \tag{4.64}\\
& +\int_{0}^{T} \int_{\mathbb{R}} \underbrace{\left[-f^{\prime}\left(\left|x_{j}\right|\right) ; \partial_{x_{j}} \Lambda^{-1 / 2}\right] \Lambda^{-1 / 2} \partial_{x_{j}}}_{\text {zero order operator }} u \bar{u} d x d t
\end{align*}
$$

From (4.60) combined with (4.64) and the choice of $f$, one basically has that

$$
\begin{align*}
\int_{0}^{T} \int_{|x| \leq R}\left|D^{1 / 2} u(x, t)\right|^{2} d x d t & \lesssim \int_{0}^{T} \int_{\mathbb{R}} \partial_{x_{j}} \Lambda^{-1 / 2}\left(-f^{\prime}\left(\left|x_{j}\right|\right) \Lambda^{-1 / 2} \partial_{x_{j}} u\right) \bar{u} d x d t \\
& \leq c_{0}(R ; f ; T)\left\|u_{0}\right\|_{2} \tag{4.65}
\end{align*}
$$

Repeating the argument for $A=i \partial_{x}^{3}$ and taking $c(x, \xi)=\varphi^{\prime}(x) \xi^{2}$ with $\varphi^{\prime}(x)=1$ if $|x| \leq R$ and $\varphi^{\prime}(x)=0$ and if $|x| \geq 2 R$, even, $C^{\infty}$, nonincreasing for $x>0$, we obtain $b(x, \xi)=\varphi(x)$ (local operator as in Kato's approach). Similarly, for $A=i \mathrm{H} \partial_{x}^{2}$ (the dispersive operator associated to the Benjamin-Ono equation) with the same choice of $c(x, \xi)=\varphi^{\prime}(x) \xi^{2}$, we get the same $b(x, \xi)=\varphi(x)$, again a local operator so the result can be obtained by standard integration by parts.

For the variable coefficients case $A=\partial_{x_{j}}\left(a_{j k}(x) \partial_{x_{k}}\right)$, we need several hypotheses that guarantee the appropriate behavior of the bicharacteristic flow at infinity as well as the integrability of $l(s)=c(\varphi(s ; x, \xi))$ in (4.62). In this regard, we find the following result due to Doi [Do1].

Let $A(x)=\left(a_{j k}(x)\right)$ be a real and symmetric $n \times n$ matrix of functions $a_{j k} \in C_{b}^{\infty}$. Assume that

$$
\begin{equation*}
\left|\nabla a_{j k}(x)\right|=o\left(|x|^{-1}\right) \quad \text { as } \quad|x| \rightarrow \infty, \quad j, k=1, \ldots, n \tag{4.66}
\end{equation*}
$$

and that $A(x)$ is positive definite, so the operator $\partial_{x_{j}}\left(a_{j k}(x) \partial_{x_{k}}\right)$ is elliptic as in (3.25). Assume that the bicharacteristic flow is nontrapped in one direction, which means that the set

$$
\left\{X\left(s ; x_{0}, \xi_{0}\right): s \in \mathbb{R}\right\}
$$

is unbounded in $\mathbb{R}^{n}$ for each $\left(x_{0}, \xi_{0}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{n}-\{0\}$.
Lemma 4.3. Let $A(x)$ and its bicharacteristic flow satisfy the assumptions above. Suppose $\lambda \in L^{1}([0, \infty)) \cap C([0, \infty))$ is strictly positive and nonincreasing. Then, there exist $c>0$ and a real symbol $p \in S^{0}$, both depending on $h_{2}$ and $\lambda$, such that

$$
\begin{equation*}
H_{h_{2}} p=\left\{h_{2}, p\right\}(x, \xi) \geq \lambda(|x|)|\xi|-c, \quad \forall(x, \xi) \in \mathbb{R}^{n} \times \mathbb{R}^{n} \tag{4.67}
\end{equation*}
$$

Extensions and refinements as well as different proofs of the estimates in Theorems 4.2 and 4.3 have been deduced in connection with specific problems. To simplify the exposition we shall only mention some of them.

In [Bo5], Bourgain showed that there exists $c_{0}>0$ such that if $u_{1}, u_{2} \in L^{2}\left(\mathbb{R}^{2}\right)$, $0<M_{1} \leq M_{2}$ satisfying that

$$
\begin{equation*}
u_{j}(x)=P_{M_{j}} u_{j}=\int_{M_{j} / 2 \leq|\xi| \leq 2 M_{j}} e^{2 \pi x \cdot \xi} \widehat{u}_{j}(\xi) d \xi, \quad j=1,2, \tag{4.68}
\end{equation*}
$$

then

$$
\begin{equation*}
\left\|\left(e^{i t \Delta} u_{1}\right)\left(e^{-i t \Delta} u_{2}\right)\right\|_{L^{2}\left(\mathbb{R}_{x}^{2} \times \mathbb{R}_{t}\right)} \leq c_{0}\left(\frac{M_{1}}{M_{2}}\right)^{1 / 2}\left\|u_{1}\right\|_{2}\left\|u_{2}\right\|_{2} \tag{4.69}
\end{equation*}
$$

Inequality (4.69) measures the interaction of a pair of solutions corresponding to data with localized support in the frequency space.

Notice that for $M_{1} \sim M_{2}$ (4.69) yields the case $p=q=4=2+2 / n$ of Theorem 4.2.

In [OT1], Ozawa and Tsutsumi studying the bilinear form:

$$
\left(u_{0}, v_{0}\right) \rightarrow \partial_{x}\left(e^{i t \partial_{x}^{2}} u_{0}\right)\left(e^{-i t \partial_{x}^{2}} \bar{v}_{0}\right)
$$

established the following identity: there exists $c_{0}>0$ such that for any $u_{0}, v_{0} \in L^{2}(\mathbb{R})$

$$
\begin{equation*}
\left\|D_{x}^{1 / 2}\left[\left(e^{i t \partial_{x}^{2}} u_{0}\right)\left(e^{-i t \partial_{x}^{2}} \bar{v}_{0}\right)\right]\right\|_{L^{2}\left(\mathbb{R}_{x} \times \mathbb{R}_{t}\right)}=c_{0}\left\|u_{0}\right\|_{2}\left\|v_{0}\right\|_{2} \tag{4.70}
\end{equation*}
$$

The estimate (4.70) resembles the gain of $1 / 2$ derivative in Theorem 4.3 as well as (after Sobolev embedding) the limit case ( $p=\infty, q=4, n=1, u_{0}=v_{0}$ ) of Theorem 4.2.

In higher dimensions, Lions and Perthame [LP] applied the Winger transformation to obtain a different proof of (4.23) in Theorem 4.3. They also showed that for $\alpha \in(0, \infty)$,

$$
\begin{equation*}
\left(\int_{-\infty}^{\infty} \int_{\mathbb{R}^{n}} \frac{\left|\nabla e^{i t \Delta} u_{0}(x)\right|^{2}}{1+|x|^{1+\alpha}} d x d t\right)^{1 / 2} \leq c_{n, \alpha}\left\|D_{x}^{1 / 2} u_{0}\right\|_{2} \tag{4.71}
\end{equation*}
$$

Finally, we shall briefly discuss the $L^{2}$-well-posedness of the IVP

$$
\left\{\begin{array}{l}
\partial_{t} u=i \Delta u+b_{j}(x) \partial_{x_{j}} u+d(x) u+f(x, t)  \tag{4.72}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

where the coefficients $b_{j}$ and $d$ and their derivatives are assumed to be bounded.
The problem (4.72) is said to be $L^{2}$-well-posed if for any $u_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$ and $f \in C_{0}\left([0, \infty): L^{2}\left(\mathbb{R}^{n}\right)\right.$ ) (where $C_{0}$ stands for the set of continuous functions with compact support) there exist $T>0$ and a unique solution $u \in C\left([0, T]: L^{2}\left(\mathbb{R}^{n}\right)\right)$ of (4.72) such that for $t \in[0, T]$

$$
\sup _{[0, t]}\|u(\cdot, s)\|_{2} \leq c(t)\left\{\left\|u_{0}\right\|_{2}+\int_{0}^{t}\|f(\cdot, s)\|_{2} d s\right\} .
$$

Notice that if the $b_{j}$ take real values the result follows by integration by parts. Also, if $b_{j}(x)=b_{0 j}$ is a constant then the assumption $\mathcal{I} m b_{0 j}=0$ for all $j$ is a necessary and sufficient condition. In the one-dimensional case, Takeushi [Ta1] proved that the condition

$$
\begin{equation*}
\sup _{\ell \in \mathbb{R}}\left|\int_{0}^{\ell} \operatorname{I} m b(s) d s\right|<\infty \tag{4.73}
\end{equation*}
$$

is sufficient for the $L^{2}$-well-posedness of (4.72). In [Mz] Mizohata showed that in any dimension $n$ the condition

$$
\begin{equation*}
\sup _{\widehat{w} \in \mathbb{S}^{n-1}} \sup _{\substack{x \in \mathbb{R}^{n} \\ \ell \in \mathbb{R}}}\left|\int_{0}^{\ell} \operatorname{I} m b_{j}(x+s \cdot \widehat{w}) \cdot \widehat{w}_{j} d s\right|<\infty \tag{4.74}
\end{equation*}
$$

is necessary. (4.74) is an integrability condition on the coefficients $b=\left(b_{1}, \ldots, b_{n}\right)$ of the first order term along the bicharacteristic. In fact, Ichinose [I] extended (4.74) to the case where the Laplacian $\Delta$ in (4.72) is replaced by the elliptic variable coefficients $A=\partial_{x_{j}}\left(a_{j k}(x) \partial_{x_{k}}\right)$ by deducing that

$$
\begin{equation*}
\sup _{\widehat{w} \in \mathbb{S}^{n-1}} \sup _{\substack{x \in \mathbb{R}^{n} \\ \ell \in \mathbb{R}}}\left|\int_{0}^{\ell} \operatorname{I} m b_{j}(X(s ; x, \widehat{w})) \cdot \Xi(s ; x, \widehat{w}) d s\right|<\infty \tag{4.75}
\end{equation*}
$$

is a necessary condition for the $L^{2}$-well-posedness (to the IVP associated to the equation $\left.\partial_{t} u=i A u+b_{j}(x) \partial_{x_{j}} u+d(x) u+f(x, t)\right)$, where $s \rightarrow(X(s ; x, \hat{w}), \Sigma(s ; x, \hat{w}))$ denotes the bicharacteristic flow associated to $A$ (see 3.28).

Notice that the notion of nontrapping for the bicharacteristic flow associated is essential in the hypothesis (4.75) for $b_{j}(\cdot)$, even in $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. We will return to this in Chapter 10, where the above results are further studied.

### 4.5 Exercises

### 4.1 Prove Proposition 4.1

4.2 Prove Proposition 4.2.
4.3 Prove that if $1<p \leq q<\infty, 0 \leq \gamma<n / q, 0 \leq \alpha<n(1-1 / p)$, and $\alpha-\gamma=n\left(1-\frac{1}{q}-\frac{1}{p}\right)$, then there exists $c>0$ such that for all $t \in \mathbb{R} \backslash\{0\}$

$$
\begin{equation*}
\left\|e^{i t \Delta} u_{0}|x|^{-\gamma}\right\|_{q} \leq c|t|^{-(\alpha+\gamma) / 2-n / 2(1 / p-1 / q)}\left\|u_{0}|x|^{\alpha}\right\|_{p} . \tag{4.76}
\end{equation*}
$$

Notice that the exponent in (4.76) satisfies

$$
-\frac{\alpha+\gamma}{2}-\frac{n}{2}\left(\frac{1}{p}-\frac{1}{q}\right)=-\frac{n}{2}+1-\frac{1}{p}-\alpha=-\frac{n}{2}+\frac{1}{q}-\gamma .
$$

Hint: Combine the formula (4.7) and Pitt's theorem (Exercise 2.12).
4.4 Define the operators:

$$
\Gamma_{j}=x_{j}+2 i t \partial_{x_{j}}, \quad j=1, \ldots, n .
$$

(i) Prove that for any $\alpha \in\left(\mathbb{Z}^{+}\right)^{n}$ (with multi-index notation),

$$
\Gamma^{\alpha} f(x, t)=e^{i|x|^{2} / 4 t}\left(2 i t \partial_{x}\right)^{\alpha} e^{-i|x|^{2} / 4 t} f=e^{i t \Delta} x^{\alpha} e^{-i t \Delta} f .
$$

(ii) Prove that $\Gamma_{j}$ commutes with $\mathcal{O}_{s}=\partial_{t}-i \Delta$.
(iii) If $u_{0} \in L^{2}$ and $x^{\alpha} u_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$, show that $\Gamma^{\alpha} u \in C\left(\mathbb{R}: L^{2}\left(\mathbb{R}^{n}\right)\right)$ and so

$$
\partial_{x}^{\alpha}\left(e^{i|x|^{2} / 4 t} e^{i t \Delta} u_{0}\right) \in C\left(\mathbb{R} \backslash\{0\}: L^{2}\left(\mathbb{R}^{n}\right)\right)
$$

In particular, $\partial_{x}^{\alpha} e^{i t \Delta} u_{0} \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{n}\right)$ for $t \neq 0$.
(iv) If $u_{0} \in H^{s}\left(\mathbb{R}^{n}\right), s \in \mathbb{Z}^{+}$, and $x^{\alpha} u_{0} \in L^{2},|\alpha| \leq s$, prove that

$$
u=e^{i t \Delta} u_{0} \in C\left(\mathbb{R}: H^{s} \cap L^{2}\left(|x|^{s} d x\right)\right) .
$$

(v) If $u_{0} \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ show that $e^{i t \Delta} u_{0} \in \mathcal{S}\left(\mathbb{R}^{n}\right)$.
4.5 (i) Prove that if $u_{0}, x^{\alpha} u_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$, and $\partial_{x}^{\alpha} u_{0} \notin L^{2}\left(\mathbb{R}^{n}\right)$, then $x^{\alpha} e^{i t \Delta} u_{0} \notin$ $L^{2}\left(\mathbb{R}^{n}\right)$ for any $t \neq 0$.
(ii) Show that if $u_{0} \in C_{0}\left(\mathbb{R}^{n}\right)$, then for any $t \in \mathbb{R} \backslash\{0\}$ and any $\epsilon>0$, $e^{i t \Delta} u_{0} \notin L^{1}\left(e^{\epsilon|x|} d x\right)$, and that $e^{i t \Delta} u_{0}$ has an analytic extension to $\mathbb{C}^{n}$ for $t \neq 0$.
Hint: Use formula (4.7).
4.6 Using the notation in Definition 3.4.
(i) Prove that for $t>0$, and $b \in(0,1)$

$$
\mathcal{D}^{b}\left(e^{i t|x|^{2}}\right) \leq c_{n, b}\left(t^{b / 2}+t^{b}|x|^{b}\right)
$$

(ii) Prove that for $b \in(0,1)$

$$
\left\||x|^{b}\right\|_{2} \leq c\left(t^{b / 2}\left\|u_{0}\right\|_{2}+t^{b}\left\|D^{b} u_{0}\right\|_{2}+\left\||x|^{b} u_{0}\right\|_{2}\right) .
$$

(iii) Prove that if $s \geq b / 2, b \in(0,2)$ and

$$
u_{0} \in H^{s}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(|x|^{b} d x\right) \equiv \mathcal{F}_{b}^{s}
$$

then
(a) $e^{i t \Delta} u_{0} \in \mathcal{F}_{b}^{s}$, for all $t \neq 0$.
(b) Moreover, $e^{i t \Delta} u_{0} \in C\left(\mathbb{R}: \mathcal{F}_{b}^{s}\right)$ (see $\left.[\mathrm{NhPo1}]\right)$.

Hint: For (ii) combine part (i) and Exercise 3.10 inequality 3.42.
4.7 Check that for the group of translations

$$
L_{t}: L^{2}\left(\mathbb{R}^{n}\right) \mapsto L^{2}\left(\mathbb{R}^{n}\right)
$$

defined by $L_{t}\left(u_{0}\right)(x)=u_{0}(x+t)$ the inequalities (4.12) and (4.14) are not true.
4.8 Prove that there do not exist $p, q, t$ with $1 \leq q<p<\infty, t \in \mathbb{R} \backslash\{0\}$ such that

$$
e^{i t \Delta}: L^{p}\left(\mathbb{R}^{n}\right) \mapsto L^{q}\left(\mathbb{R}^{n}\right) \text { is continuous. }
$$

This is a particular case of Hörmander's theorem in [Ho2].
Hint:
(i) Verify that $e^{i t \Delta}$ commutes with translations. That is, if $\tau_{h} f(x)=f(x-h)$, then $\tau_{h}\left(e^{i t \Delta} f(x)\right)=e^{i t \Delta} \tau_{h} f(x)$.
(ii) Show that if $f \in L^{p_{0}}\left(\mathbb{R}^{n}\right), 1 \leq p_{0}<\infty$, then

$$
\lim _{|h| \rightarrow \infty}\left\|f+\tau_{h} f\right\|_{p_{0}}=2^{1 / p_{0}}\|f\|_{p_{0}}
$$

(iii) Using (ii) deduce that if $T$ commutes with translations and $\|T f\|_{q} \leq$ $c\|f\|_{p}$, then

$$
\|T f\|_{q} \leq c 2^{(1 / p-1 / q)}\|f\|_{p}
$$

which leads to a contradiction because $q<p$.
4.9 (i) Prove that if $f \in L^{2}(\mathbb{R})$, then $e^{i t \Delta} f$ is continuous in $\mathbb{R}$ for almost every $t \in \mathbb{R}$.
Hint: Combine Strichartz estimate (4.14) with $(p, q)=(\infty, 4)$ and a density argument.
(ii) Prove that inequality (4.14) is not true when the pair ( $p, q$ ) does not satisfy the condition $2 / q=n / 2-n / p$ in (4.18) Theorem 4.2.
Hint: Use the fact that if $u(x, t)$ is a solution of the linear Schrödinger equation, then for all $\lambda>0, \lambda u\left(\lambda x, \lambda^{2} t\right)$ is also a solution.
4.10 Given a sequence of times $A=\left\{t_{j} \in \mathbb{R}: j \in \mathbb{Z}^{+}\right\}$converging to $t_{0}$, prove that there exists $f \in L^{2}(\mathbb{R})$ such that $e^{i t \Delta} f \notin L^{\infty}(\mathbb{R})$ if $t \in A$ (compare this result with the inequality (4.14)).
Hint: For all $t \in A$ choose $a_{t} g_{t} \in L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$ such that $g_{t} \notin L^{\infty}(\mathbb{R})$ and where the constants $a_{t}$ are fixed and such that if $f_{t}=e^{-i t \Delta} a_{t} g_{t}$ then $f=\sum_{t \in A} f_{t}$ satisfies the statement (use Lemma 4.1).
4.11 Prove that

$$
\begin{equation*}
\left\|e^{i t \Delta} u_{0}\right\|_{L_{x t}{ }^{3 r}\left(\mathbb{R}^{2}\right)}=\left(\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left|e^{i t \Delta} u_{0}(x)\right|^{3 r} d x d t\right)^{1 / 3 r} \leq c\left\|\widehat{u}_{0}\right\|_{r^{\prime}} \tag{4.77}
\end{equation*}
$$

with $1 / r+1 / r^{\prime}=1$ and $2 \leq r<\infty$. (The inequality (4.77) holds for $4 / 3<r<\infty$ see [Ff]).
4.12 Prove that if $f \in L^{2}\left(\mathbb{R}^{n}\right)$, then

$$
\begin{equation*}
\lim _{t \rightarrow \pm \infty}\left\|e^{i t \Delta} f-\frac{e^{\left.i \cdot \cdot\right|^{2} / 4 t}}{\sqrt{(4 \pi i t)^{n}}} \widehat{f}(\cdot / 4 \pi t)\right\|_{2}=0 \tag{4.78}
\end{equation*}
$$

Hint:
(i) Verify that for all $t \neq 0$,

$$
U(t) f(x)=(4 \pi i t)^{-n / 2} e^{i|x|^{2} / 4 t} \widehat{f}(x / 4 \pi t)
$$

defines a unitary operator. Hence, it is enough to prove (4.78) assuming $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$.
(ii) Prove that

$$
e^{i t \Delta} f(x)-U(t) f(x)=\frac{e^{i|x|^{2} / 4 t}}{\sqrt{(4 \pi i t)^{n / 2}}} \widehat{F}_{t}(x / 4 \pi t)
$$

with $F_{t}(y)=\left(e^{i|y|^{2} / 4 t}-1\right) f(y)$.
(iii) Use the estimate $\left|e^{\left.i x\right|^{2} / 4 t}-1\right| \leq c \frac{|x|^{2}}{4 t}$ to complete the proof (see [Dl]).
4.13 Prove that if $u_{0} \in H^{1}(\mathbb{R}) \cap L^{2}\left(|x|^{2} d x\right)$, then

$$
\left\|x e^{i t \partial_{x}^{2}} u_{0}\right\|_{2} \geq 2|t|\left\|\partial_{x} u_{0}\right\|_{2}-\left\|x u_{0}\right\|_{2}
$$

4.14 Show that the initial value problem:

$$
\left\{\begin{array}{l}
\partial_{t} u=i \Delta \bar{u},  \tag{4.79}\\
u(x, 0)=u_{0}(x),
\end{array}\right.
$$

$x \in \mathbb{R}^{n}, t>0$, is ill-posed.
Hint: Differentiate equation (4.79) with respect to the variable $t$, then use the conjugate of equation (4.79) to obtain an equation in terms of second-order derivatives with respect to $t$ and the bi-Laplacian.
4.15 (Duhamel's principle) Prove that the solution $u(x, t)$ of the inhomogeneous IVP:

$$
\left\{\begin{array}{l}
\partial_{t} u=i \Delta u+F(x, t),  \tag{4.80}\\
u(x, 0)=u_{0}(x),
\end{array}\right.
$$

$x \in \mathbb{R}^{n}, t \in \mathbb{R}$, with $F \in C\left(\mathbb{R}: \mathcal{S}\left(\mathbb{R}^{n}\right)\right)$ is given by the formula:

$$
\begin{equation*}
u(x, t)=e^{i t \Delta} u_{0}+\int_{0}^{t} e^{i\left(t-t^{\prime}\right) \Delta} F\left(\cdot, t^{\prime}\right) d t^{\prime} \tag{4.81}
\end{equation*}
$$

4.16 Prove that if $F \in \mathcal{S}\left(\mathbb{R}^{n+1}\right)$, then the solution $u(x, t)$ of problem (4.80) can be written as:

$$
\begin{equation*}
u(x, t)=e^{i t \Delta} u_{0}+\int_{-\infty}^{\infty} \int_{\mathbb{R}^{n}} \frac{e^{2 \pi i \tau t}-e^{-4 \pi^{2} i|\xi|^{2} t}}{4 \pi^{2} i|\xi|^{2}+2 \pi i \tau} e^{2 \pi i x \cdot \xi} \widehat{F}(\xi, \tau) d \xi d \tau \tag{4.82}
\end{equation*}
$$

where $\widehat{F}$ represents the Fourier transform of $F$ with respect to the variables $x, t$.
4.17 [ AvHe ]
(i) Show that if $u(x, t)$ is a solution of the IVP for the Schrödinger equation with Stark potential:

$$
\left\{\begin{array}{l}
\partial_{t} u=i(\Delta u+(v \cdot x) u)  \tag{4.83}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

with $v \in \mathbb{R}^{n}$ for $(x, t) \in \mathbb{R}^{n} \times \mathbb{R}$, then

$$
w(x, t)=u\left(x+t^{2} v, t\right) e^{-i t v \cdot x-i t^{3}|\nu|^{2} / 3}
$$

solves the linear Schrödinger equation with the same data, i.e., $w(x, t)=$ $e^{i t \Delta} u_{0}$.
(ii) Do the estimates (4.14) and (4.24) hold for the solution $u(x, t)$ of (4.83)?
4.18 Prove inequality (4.37).
4.19 Prove that $m(\xi)=e^{8 \pi^{3} i t \xi^{3}}$ is not an $L^{p}$-multiplier for $p \neq 2$.
4.20 Using the estimates (4.23), (4.24) from Theorem 4.3, prove that:
(i) If $n>2, \alpha>1 / 2$, and $f \in L^{2}\left(\mathbb{R}^{n}\right)$, then $(1+|x|)^{-\alpha} D_{x}^{1 / 2} e^{i t \Delta} f \in L^{2}\left(\mathbb{R}^{n}\right)$, a.e. $t \in \mathbb{R}$.
(ii) If $n=1$ the result in (i) is not true.
(iii) What can be said in the case $n=2$ ? (See [KY]).
4.21 Use the commutator estimates in (3.16) to show that operator defined in (4.64), i.e.,

$$
\left[-f^{\prime}\left(\left|x_{j}\right|\right) ; \partial_{x_{j}} \Lambda^{-1 / 2}\right] \Lambda^{-1 / 2} \partial_{x_{j}}
$$

is in fact of order zero.

## Chapter 5 <br> The Nonlinear Schrödinger Equation: Local Theory

In this chapter, we shall study local well-posedness of the nonlinear initial value problem (IVP):

$$
\left\{\begin{array}{l}
i \partial_{t} u=-\Delta u-\lambda|u|^{\alpha-1} u,  \tag{5.1}\\
u(x, 0)=u_{0}(x),
\end{array}\right.
$$

$t \in \mathbb{R}, x \in \mathbb{R}^{n}$, where $\lambda$ and $\alpha$ are real constants with $\alpha>1$.
The equation (5.1) appears as a model in several physical problems (see references [GV1], [N], [SCMc], [ZS]).

Formally solutions of problem (5.1) satisfy the following conservation laws, that is, if $u(x, t)$ is solution of (5.1), then for all $t \in[0, T]$, the $L^{2}$-norm

$$
\begin{equation*}
M\left(u_{0}\right)=\|u(\cdot, t)\|_{2}^{2}=\left\|u_{0}\right\|_{2}^{2} \tag{5.2}
\end{equation*}
$$

the energy

$$
\begin{align*}
E\left(u_{0}\right) & =\int_{\mathbb{R}^{n}}\left(\left|\nabla_{x} u(x, t)\right|^{2}-\frac{2 \lambda}{\alpha+1}|u(x, t)|^{\alpha+1}\right) d x  \tag{5.3}\\
& =\left\|\nabla u_{0}\right\|_{2}^{2}-\frac{2 \lambda}{\alpha+1}\left\|u_{0}\right\|_{\alpha+1}^{\alpha+1},
\end{align*}
$$

the momentum

$$
\begin{equation*}
\mathcal{I} m \int_{\mathbb{R}^{n}} \nabla u(x, t) \bar{u}(x, t) d x=\mathcal{I} m \int_{\mathbb{R}^{n}} \nabla u_{0}(x) \bar{u}_{0}(x) d x \tag{5.4}
\end{equation*}
$$

and the so-called quasiconformal law [GV1]

$$
\begin{align*}
\|(x+2 i t \nabla) u(t)\|_{2}^{2} & -\frac{8 \lambda t^{2}}{\alpha+1}\|u(t)\|_{\alpha+1}^{\alpha+1} \\
& =\left\|x u_{0}\right\|_{2}^{2}-4 \lambda \frac{(4-n(\alpha-1))}{\alpha+1} \int_{0}^{t}\left(\int_{\mathbb{R}^{n}}|u(x, s)|^{\alpha+1} d x\right) s d s . \tag{5.5}
\end{align*}
$$

We will use these identities in the next chapter.
We shall say that equation in (5.1) is focusing if $\lambda>0$ (attractive nonlinearity) and defocusing if $\lambda<0$ (repulsive nonlinearity).

In any dimension, the equation in (5.1) in the focusing case $\lambda>0$ has solutions of the form

$$
\begin{equation*}
u(x, t)=e^{i t} \varphi(x) \tag{5.6}
\end{equation*}
$$

called standing waves. The ground state $\varphi$ is closely related to the elliptic problem

$$
\begin{equation*}
-\Delta v=f(v) \tag{5.7}
\end{equation*}
$$

which have been extensively studied. In our case, $f(v)=-v+|v|^{\alpha-1} v$, with $\lambda=1$. Indeed, the problem is to find $\varphi \in H^{1}\left(\mathbb{R}^{n}\right)$, positive, such that

$$
\begin{equation*}
-\Delta \varphi+\varphi=|\varphi|^{\alpha-1} \varphi \tag{5.8}
\end{equation*}
$$

Hence, for any $\omega>0$,

$$
\begin{equation*}
u_{\omega}(x, t)=e^{i \omega t} \omega^{1 /(\alpha-1)} \varphi(\sqrt{\omega} x)=e^{i \omega t} \varphi_{\omega}(x) \tag{5.9}
\end{equation*}
$$

is a solution of the equation in (5.1) with $\lambda=1$.
The existence of solutions of the equation (5.8) in dimension $n \geq 3$ was established by Strauss [ Sr 2 ] and Berestycki and Lions [BLi] (see also [BLiP]). The bidimensional case was considered in [BGK] by Berestycki, Gallouët and Kavian Regarding the uniqueness of solutions of (5.8), Kwong [Kw1] showed that positive solutions of the problem (5.7) with $f(v)=-v+v^{p}$ are unique up to translations. We summarize these results in the next theorem.

Theorem 5.1. Let $n \geq 2$ and $1<\alpha<(n+2) /(n-2)(1<\alpha<\infty, n=2)$. Then, there exists a unique positive, spherically symmetric solution of (5.8) $\varphi \in$ $H^{1}\left(\mathbb{R}^{n}\right)$. Moreover, $\varphi$ and its derivatives up to order 2 decay exponentially at infinity.

Remark 5.1. The restriction on $\alpha$ comes from Pohozaev's identity (5.83) since we want to have $H^{1}$-solutions of (5.8) (see Exercise 5.3).

Remark 5.2 . There are infinitely many radially symmetric solutions under the hypothesis of Theorem 5.1 without the positivity assumption (see [BLi], [E], [JK]).

As given below, once we have a solution of (5.1), we can use the invariance of the equation to generate other solutions. Thus, if $u=u(x, t)$ is a solution of the equation in (5.1), then the following are also solutions:

$$
\begin{align*}
u_{\mu}(x, t) & =\mu^{\frac{2}{\alpha-1}} u\left(\mu x, \mu^{2} t\right), \mu \in \mathbb{R}, \text { with initial data given by }  \tag{i}\\
u_{0 \mu}(x) & =\mu^{\frac{2}{\alpha-1}} u_{0}(\mu x) \tag{5.10}
\end{align*}
$$

$$
\begin{equation*}
u_{\theta}(x, t)=e^{i \theta} u(x, t), \theta \in \mathbb{R} . \tag{ii}
\end{equation*}
$$

$$
\begin{equation*}
u_{A}(x, t)=u(A x, t), \quad A \text { any } n \times n \text { orthogonal matrix. } \tag{iii}
\end{equation*}
$$

$$
\begin{equation*}
u_{a, b}(x, t)=u(x-a, t-b), a \in \mathbb{R}^{n}, b \in \mathbb{R} \tag{iv}
\end{equation*}
$$

$$
\begin{align*}
& u_{c}(x, t)=e^{i c \cdot x} e^{-i|c|^{2} t} u(x-2 t c, t) \text { for } c \in \mathbb{R}^{n} \text {, with initial data }  \tag{v}\\
& u_{c}(x, 0)=e^{i c \cdot x} u_{0}(x) . \tag{5.11}
\end{align*}
$$

$$
\begin{equation*}
\text { In addition, if } \alpha=4 / n+1 \text {, then [GV1] } \tag{vi}
\end{equation*}
$$

$$
\begin{aligned}
& u_{\omega}(x, t)=\frac{1}{(\alpha+\omega t)^{n / 2}} \exp \left(\frac{i \omega|x|^{2}}{4(\alpha+\omega t)}\right) \\
& \times u\left(\frac{x}{\alpha+\omega t}, \frac{\gamma+\theta t}{\alpha+\omega t}\right), \quad \alpha \theta-\omega \gamma=1,
\end{aligned}
$$

$$
\begin{equation*}
u_{7}(x, t)=\overline{u(x,-t)} . \tag{vii}
\end{equation*}
$$

Property (i) is called scaling, property (v) Galilean invariance, and property (vi) pseudo-conformal invariance.

Hence, gathering this information, one gets the multiparametric family of solutions $R=R\left(\nu, \omega, \theta, x_{0}\right)$ with $\nu, x_{0} \in \mathbb{R}^{n}, \omega>0$, and $\theta \in \mathbb{R}$.

$$
\begin{equation*}
R(x, t)=e^{i\left(\nu \cdot x-|\nu|^{2} t+\omega t+\theta\right)} \varphi_{\omega}\left(x-x_{0}-2 \nu t\right) \tag{5.12}
\end{equation*}
$$

of (5.1) with $\lambda=1$ (focusing case), where $\varphi(\cdot)$ is the positive solution of (5.8) and $\varphi_{\omega}(\cdot)$ is defined in (5.9). Notice that the solitary wave in (5.12) moves on the line $x=x_{0}+2 v t$. In the one-dimensional (1-D) case, the equation (5.8) becomes an ordinary differential equation (ODE) and one has that

$$
\begin{equation*}
\varphi_{\omega}(x)=\left\{\frac{(\alpha+1)}{2} \omega \operatorname{sech}^{2}\left(\frac{\alpha-1}{2} \sqrt{\omega} x\right)\right\}^{1 /(\alpha-1)} . \tag{5.13}
\end{equation*}
$$

Thus, for all $t \in \mathbb{R}$ and $p \in[1, \infty]$

$$
\begin{equation*}
\|u(\cdot, t)\|_{p}=\left\|u_{0}\right\|_{p}=K(\alpha, \omega) \tag{5.14}
\end{equation*}
$$

From the nonlinear differential equations point of view, the existence of the solitary wave describes a perfect balance between the nonlinearity and the dispersive character of its linear part. More precisely, although the solutions of the linear problem $e^{i t \Delta} u_{0}$ with $u_{0} \in L^{1}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(\mathbb{R}^{n}\right)$ decay as $t \rightarrow \infty$ (see (4.12) for the case $u_{0} \in L^{1}\left(\mathbb{R}^{n}\right)$ and (4.14) for $u_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$ ), the solutions of (5.1) neither decay nor develop singularities. The latter situation is addressed in the next chapter.

## 5.1 $\quad L^{2}$ Theory

We consider the integral equation (see Exercise 4.15)

$$
\begin{equation*}
u(t)=e^{i t \Delta} u_{0}+i \lambda \int_{0}^{t} e^{i\left(t-t^{\prime}\right) \Delta}\left(|u|^{\alpha-1} u\right)\left(t^{\prime}\right) d t^{\prime} \tag{5.15}
\end{equation*}
$$

The difference between this equation and the one in (5.1) is that (5.15) does not require any differentiability of the solution. Using the properties described in Proposition 4.2, it is easy to see that if $u$ is a solution of the differential equation in (5.1), then it is also a solution of (5.15). We shall prove in Section 5.3 that under some hypotheses on $\alpha$ and $n$, if $u_{0} \in H^{2}\left(\mathbb{R}^{n}\right)$, the solution of (5.15) also satisfies the differential equation in (5.1).

We say that the integral equation (5.15) is locally well-posed in $X$, where $X$ is a function space, if for every $u_{0} \in X$ there exist $T>0$ and a unique solution $u \in$ $C([0, T): X) \cap \ldots$ of $(5.15)$ for $(x, t) \in \mathbb{R}^{n} \times[0, T)$. Moreover, the map data solution, i.e., $u_{0} \mapsto u(\cdot, t)$, locally defined from $X$ to $C([0, T): X)$, is continuous. Therefore, our notion of well-posedness includes existence, uniqueness, and persistence (the solution $u(t)$ belongs to the same space as the initial data and its time trajectory describes a curve on it). Thus, the solution flow of (5.15) defines a dynamical system in $X$. In the case that $T$ can be taken arbitrarily large, we shall say that (5.15) is globally well-posed in $X$.

As we shall see below in the subcritical case, one has that $T=T\left(\left\|u_{0}\right\|_{X}\right)>0$ and in the critical case that $T=T\left(u_{0}\right)>0$. These definitions of local and global well-posedness also apply to the initial value problem (IVP) (5.1).

Our first result indicate that under some restriction on the power of the nonlinearity, $\alpha \in(1,1+4 / n)$, problem (5.15) is locally well-posed in $L^{2}$.

Theorem 5.2 (Local theory in $L^{2}$ ). If $1<\alpha<1+4 / n$, then for each $u_{0} \in$ $L^{2}\left(\mathbb{R}^{n}\right)$ there exist $T=T\left(\left\|u_{0}\right\|_{2}, n, \lambda, \alpha\right)>0$ and a unique solution $u$ of the integral equation (5.15) in the time interval $[-T, T]$ with

$$
\begin{equation*}
u \in C\left([-T, T]: L^{2}\left(\mathbb{R}^{n}\right)\right) \cap L^{r}\left([-T, T]: L^{\alpha+1}\left(\mathbb{R}^{n}\right)\right) \tag{5.16}
\end{equation*}
$$

where $r=4(\alpha+1) / n(\alpha-1)$.
Moreover, for all $T^{\prime}<T$ there exists a neighborhood $V$ of $u_{0}$ in $L^{2}\left(\mathbb{R}^{n}\right)$ such that

$$
\mathbb{F}: V \mapsto C\left(\left[-T^{\prime}, T^{\prime}\right]: L^{2}\left(\mathbb{R}^{n}\right)\right) \cap L^{r}\left(\left[-T^{\prime}, T^{\prime}\right]: L^{\alpha+1}\left(\mathbb{R}^{n}\right)\right), \quad \tilde{u}_{0} \mapsto \tilde{u}(t)
$$

## is Lipschitz.

As we shall see in the proof of Theorem 5.2 (see (5.24)) and in Exercise 5.5, one can give a precise estimate for the life span of the solution according to the size of the data in $L^{2}$-norm. This fact holds whenever the problem is "subcritical" and the
scaling of the norm of the initial data is homogeneous, i.e., in our case, if $u=u(x, t)$ is a solution of (5.1) or (5.15), then

$$
u_{\mu}(x, t)=\mu^{2 /(\alpha-1)} u\left(\mu x, \mu^{2} t\right)
$$

is also a solution with data $u_{\mu}(x, 0)=\mu^{2 /(\alpha-1)} u_{0}(\mu x)$ so that

$$
\left\|u_{\mu}(0)\right\|_{2}=\mu^{2 /(\alpha-1)-n / 2}\left\|u_{0}\right\|_{2} .
$$

If, in addition to the hypothesis of Theorem 5.2 , one has that $u_{0} \in H^{s}\left(\mathbb{R}^{n}\right), s>0$, and $\alpha \geq[s]+1,[\cdot]$ denoting the greatest integer function, then

$$
\begin{equation*}
u \in C\left([0, T]: H^{s}\left(\mathbb{R}^{n}\right)\right) \cap L^{r}\left([-T, T]: L_{s}^{\alpha+1}\left(\mathbb{R}^{n}\right)\right) \tag{5.17}
\end{equation*}
$$

with $T$ as in the theorem. This fact holds in any subcritical case with a regular enough nonlinearity, since by taking $s$ derivatives the problem becomes linear in this variable.

The proof of Theorem 5.2 is based on the contraction mapping principle. This has the advantage that it also shows that if the nonlinearity is smooth, i.e., $\alpha$ is an odd integer, then the map data-solution $u_{0} \mapsto u(t)$ is smooth (see Corollary 5.6).

Corollary 5.1. The solution $u$ of equation (5.15) obtained in Theorem 5.2 belongs to $L^{q}\left([-T, T]: L^{p}\left(\mathbb{R}^{n}\right)\right)$ for all $(p, q)$ defined by condition (4.18) of Theorem 4.2, that is:

$$
\left.\begin{array}{ll}
2 \leq p<\frac{2 n}{n-2} & \text { if } n \geq 3  \tag{5.18}\\
2 \leq p<\infty & \text { if } n=2 \\
2 \leq p \leq \infty & \text { if } n=1
\end{array}\right\} \quad \text { and } \quad \frac{2}{q}=\frac{n}{2}-\frac{n}{p}
$$

In the proof of Theorem 5.2, we use the following notation: For all positive constants $T$ and $a$, we define

$$
\begin{align*}
E(T, a)= & \left\{v \in C\left([-T, T]: L^{2}\left(\mathbb{R}^{n}\right)\right) \cap L^{r}\left([-T, T]: L^{\alpha+1}\left(\mathbb{R}^{n}\right)\right):\right. \\
& \left.\|v\|_{T} \equiv \sup _{[-T, T]}\|v(t)\|_{2}+\left(\int_{-T}^{T}\|v(t)\|_{\alpha+1}^{r} d t\right)^{1 / r} \leq a\right\} \tag{5.19}
\end{align*}
$$

with $1<\alpha<1+4 / n$ and $r=4(\alpha+1) / n(\alpha-1)$. Note that $E\left(T_{0}, a\right)$ is a complete metric space.

Proof of Theorem 5.2 For appropriate values of $a$ and $T>0$, we shall show that

$$
\begin{equation*}
\Phi_{u_{0}}(u)(t)=\Phi(u)(t)=e^{i t \Delta} u_{0}+i \lambda \int_{0}^{t} e^{i \Delta\left(t-t^{\prime}\right)}\left(|u|^{\alpha-1} u\right)\left(t^{\prime}\right) d t^{\prime} \tag{5.20}
\end{equation*}
$$

defines a contraction map on $E(T, a)$.

Without loss of generality we consider only the case $t>0$. Using (4.14), (4.17), and Hölder's inequality combined with the definition $\Phi(\cdot)$ in (5.20), we obtain:

$$
\begin{align*}
\left(\int_{0}^{T}\|\Phi(u)(t)\|_{\alpha+1}^{r} d t\right)^{1 / r} & \leq c\left\|u_{0}\right\|_{2}+c|\lambda|\left(\int_{0}^{T}\left\||u(t)|^{\alpha}\right\|_{(\alpha+1) / \alpha}^{r^{\prime}} d t\right)^{1 / r^{\prime}} \\
& \leq c\left\|u_{0}\right\|_{2}+c|\lambda|\left(\int_{0}^{T}\|u(t)\|_{(\alpha+1)}^{\alpha r^{\prime}} d t\right)^{1 / r^{\prime}} \tag{5.21}
\end{align*}
$$

By hypothesis $(1<\alpha<1+4 / n)$, we have that $\alpha r^{\prime}<r$, that is,

$$
\alpha \frac{r}{r-1}<r \quad \text { or } \quad \alpha<r-1=\frac{4(\alpha+1)}{n(\alpha-1)}-1 .
$$

Therefore, from (5.21) we deduce that

$$
\begin{equation*}
\left(\int_{0}^{T}\|\Phi(u)(t)\|_{\alpha+1}^{r} d t\right)^{1 / r} \leq c\left\|u_{0}\right\|_{2}+c|\lambda| T^{\theta}\left(\int_{0}^{T}\|u\|_{\alpha+1}^{r} d t\right)^{\alpha / r} \tag{5.22}
\end{equation*}
$$

with $\theta=1-n(\alpha-1) / 4>0$. Then, if $u \in E(T, a)$ we have

$$
\left(\int_{0}^{T}\|\Phi(u)(t)\|_{\alpha+1}^{r} d t\right)^{1 / r} \leq c\left\|u_{0}\right\|_{2}+c|\lambda| T^{\theta} a^{\alpha}
$$

Using 4.16 and the unitary group properties in expression (5.20), we obtain that if $u \in E(T, a)$, then

$$
\begin{align*}
\sup _{[0, T]}\|\Phi(u)(t)\|_{2} & \leq c\left\|u_{0}\right\|_{2}+c|\lambda|\left(\int_{0}^{T}\left\||u|^{\alpha}\right\|_{(\alpha+1) / \alpha}^{r^{\prime}} d t\right)^{1 / r^{\prime}}  \tag{5.23}\\
& \leq c\left\|u_{0}\right\|_{2}+c|\lambda| T^{\theta} a^{\alpha},
\end{align*}
$$

where the constant $c$ depends only on $\alpha$ and the dimension $n$. Hence,

$$
\|\Phi(u)\|_{T} \leq c\left\|u_{0}\right\|_{2}+c|\lambda| T^{\theta} a^{\alpha} .
$$

If we fix $a=2 c\left\|u_{0}\right\|_{2}$ and take $T>0$ such that

$$
\begin{equation*}
2^{\alpha} c^{\alpha}|\lambda| T^{\theta}\left\|u_{0}\right\|_{2}^{\alpha-1}<1 \tag{5.24}
\end{equation*}
$$

it follows that the application $\Phi$ is well defined on $E(T, a)$. Now, if $u, v \in E(T, a)$,

$$
(\Phi(v)-\Phi(u))(t)=i \lambda \int_{0}^{t} e^{i\left(t-t^{\prime}\right) \Delta}\left(|v|^{\alpha-1} v-|u|^{\alpha-1} u\right)\left(t^{\prime}\right) d t^{\prime}
$$

The same argument as in (5.21) and (5.22) shows that

$$
\begin{aligned}
& \left(\int_{0}^{T}\|(\Phi(v)-\Phi(u))(t)\|_{\alpha+1}^{r} d t\right)^{1 / r} \\
& \leq c|\lambda|\left(\int_{0}^{T}\left\||v|^{\alpha-1} v-|u|^{\alpha-1} u\right\|_{(\alpha+1) / \alpha}^{r^{\prime}} d t\right)^{1 / r^{\prime}} \\
& \leq c_{\alpha}|\lambda|\left(\int_{0}^{T}\left(\|v\|_{\alpha+1}^{\alpha-1}+\|u\|_{\alpha+1}^{\alpha-1}\right)^{r^{\prime}}\|v-u\|_{\alpha+1}^{r^{\prime}}(t) d t\right)^{1 / r^{\prime}} \\
& \leq c_{\alpha}|\lambda| T^{\theta}\left\{\left(\int_{0}^{T}\|v\|_{(\alpha+1)}^{r} d t\right)^{(\alpha-1) / r}+\left(\int_{0}^{T}\|u\|_{(\alpha+1)}^{r} d t\right)^{1 / r}\right\} \\
& \left.\times\left(\int_{0}^{T}\|v(t)-u(t)\|_{(\alpha+1)}^{r} d t\right)^{(\alpha-1) / r}\right) \\
& \leq 2 c_{\alpha}|\lambda| T^{\theta} a^{\alpha-1}\left(\int_{0}^{T}\|v(t)-u(t)\|_{(\alpha+1)}^{r} d t\right)^{1 / r}
\end{aligned}
$$

Combining (4.16) with the unitary group properties and the arguments used in (5.21) and (5.22), we see as in (5.23) that

$$
\sup _{[0, T]}\|(\Phi(v)-\Phi(u))(t)\|_{2} \leq 2 c_{\alpha}|\lambda| T^{\theta} a^{\alpha-1}\left(\int_{0}^{T}\|v(t)-u(t)\|_{\alpha+1}^{r} d t\right)^{1 / r}
$$

Finally, it follows from the choice of $a, a \leq 2 c\left\|u_{0}\right\|_{2}$, and inequality (5.24) that

$$
2 c|\lambda| T^{\theta} a^{\alpha-1} \leq 2^{\alpha} c^{\alpha}|\lambda| T^{\theta}\left\|u_{0}\right\|_{2}^{\alpha-1}<1
$$

Hence,

$$
\begin{equation*}
T \simeq\left\|u_{0}\right\|_{2}^{\beta}, \quad \text { with } \beta=\frac{4(1-\alpha)}{4-n(\alpha-1)} . \tag{5.25}
\end{equation*}
$$

Thus, we have proved the existence and uniqueness in an appropriate class of the solution of equation (5.15). To prove the continuous dependence of $\Phi(u(t))=$ $\Phi_{u_{0}}(u(t))$ with respect to $u_{0}$, note that if $u, v$ are the corresponding solutions of (5.15) with initial data $u_{0}, v_{0}$, respectively, then

$$
u(t)-v(t)=e^{i t \Delta}\left(u_{0}-v_{0}\right)+i \lambda \int_{0}^{t} e^{i\left(t-t^{\prime}\right) \Delta}\left(|u|^{\alpha-1} u-|v|^{\alpha-1} v\right)\left(t^{\prime}\right) d t^{\prime}
$$

Therefore, the same argument used in (5.21) and (5.22) implies

$$
\begin{aligned}
& \left(\int_{0}^{T}\|u(t)-v(t)\|_{\alpha+1}^{r} d t\right)^{1 / r} \leq c\left\|u_{0}-v_{0}\right\|_{2} \\
& +K_{\alpha}|\lambda| T^{\theta}\left(\left\|u_{0}\right\|_{2}^{\alpha-1}+\left\|v_{0}\right\|_{2}^{\alpha-1}\right)\left(\int_{0}^{T}\|u(t)-v(t)\|_{\alpha+1}^{r} d t\right)^{1 / r}
\end{aligned}
$$

As a consequence, if $\left\|u_{0}-v_{0}\right\|_{2}$ is small enough (see (5.24)), then

$$
\left(\int_{0}^{T}\|u(t)-v(t)\|_{\alpha+1}^{r} d t\right)^{1 / r} \leq \widetilde{K}\left\|u_{0}-v_{0}\right\|_{2}
$$

Analogously we can prove that

$$
\sup _{[0, T]}\|u(t)-v(t)\|_{2} \leq \widetilde{K}\left\|u_{0}-v_{0}\right\|_{2},
$$

which completes the proof.
Proof of Corollary 5.1 The proof is obtained by combining Corollary 4.1 with inequality (5.21). That is, taking ( $p, q$ ) in Corollary 4.1 instead of $(\alpha+1, r)$ on the left-hand side of (5.21) and then using the argument in the proof of Theorem 5.2. The details of this proof are left as an exercise to the reader.

Remark 5.3. Observe that in the proof of Theorem 5.2 we only used the hypothesis on the growth of the nonlinear term but not its particular form.

Next, we show how to extend the argument used in the proof of Theorem 5.2 to the critical case $\alpha=1+4 / n$.

Proposition 5.1. Let $(p, q)$ be a pair satisfying condition (5.18) in Corollary 5.1. Given $u_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$ and $\epsilon>0$, there exist $\delta>0$ and $T>0$ such that if $\left\|v_{0}-u_{0}\right\|_{2}<\delta$, then

$$
\begin{equation*}
\left(\int_{0}^{T}\left\|e^{i t \Delta} v_{0}\right\|_{p}^{q} d t\right)^{1 / q}<\epsilon \tag{5.26}
\end{equation*}
$$

Proof. If we take $\delta<\epsilon / 2 c$, then it suffices to show that

$$
\begin{equation*}
\left(\int_{0}^{T}\left\|e^{i t \Delta} u_{0}\right\|_{p}^{q} d t\right)^{1 / q}<\epsilon / 2 \tag{5.27}
\end{equation*}
$$

We choose $\tilde{u}_{0} \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ such that $\left\|u_{0}-\widetilde{u}_{0}\right\|_{2}<\epsilon / 4 c$ and then combining Theorem 4.2 (inequality (4.14)), the fact that $\left\{e^{i t \Delta}\right\}$ defines a unitary group in $H^{s}\left(\mathbb{R}^{n}\right)$ and Sobolev's inequality (Theorem 3.3), we have

$$
\begin{aligned}
\left(\int_{0}^{T}\left\|e^{i t \Delta} u_{0}\right\|_{p}^{q} d t\right)^{1 / q} & \leq\left(\int_{0}^{T}\left\|e^{i t \Delta}\left(\widetilde{u}_{0}-u_{0}\right)\right\|_{p}^{q} d t\right)^{1 / q}+\left(\int_{0}^{T}\left\|e^{i t \Delta} \widetilde{u}_{0}\right\|_{p}^{q} d t\right)^{1 / q} \\
& \leq c\left\|\widetilde{u}_{0}-u_{0}\right\|_{2}+c T^{1 / q}\left\|\widetilde{u}_{0}\right\|_{s, 2}
\end{aligned}
$$

where $s \geq n(1 / 2-1 / p)$. Fixing $T$ such that $c T^{1 / q}\left\|\widetilde{u}_{0}\right\|_{s, 2}<\epsilon / 4$, we obtain (5.27).

Theorem 5.3 (Critical case, $\alpha=1+4 / n$ in $L^{2}\left(\mathbb{R}^{n}\right)$ ). If $\alpha=1+4 / n$, then for each $u_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$ there exist $T=T\left(u_{0}, \lambda, \alpha\right)>0$ and a unique solution $u$ of the integral equation (5.15) in the time interval $[-T, T]$ with

$$
\begin{equation*}
u \in C\left([-T, T]: L^{2}\left(\mathbb{R}^{n}\right)\right) \cap L^{\sigma}\left([-T, T]: L^{\sigma}\left(\mathbb{R}^{n}\right)\right) \tag{5.28}
\end{equation*}
$$

where $\sigma=2+4 / n$.
Moreover, for all $T^{\prime}<T$ there exists a neighborhood $V$ of $u_{0}$ in $L^{2}\left(\mathbb{R}^{n}\right)$ such that

$$
\mathbb{F}: V \mapsto C\left(\left[-T^{\prime}, T^{\prime}\right]: L^{2}\left(\mathbb{R}^{n}\right)\right) \cap L^{\sigma}\left(\left[-T^{\prime}, T^{\prime}\right]: L^{\sigma}\left(\mathbb{R}^{n}\right)\right), \quad \tilde{u}_{0} \mapsto \tilde{u}(t)
$$

is Lipschitz.
Remark 5.4. Notice that the time of existence in Theorem 5.2 depends only on the size of $u_{0}$ (that is, on $\left\|u_{0}\right\|_{2}$ ); meanwhile, in Theorem 5.3, the time of existence depends on the position of $u_{0}$, and not only on its size.

Proof. We shall show that $\Phi_{u_{0}}=\Phi$ in (5.20) defines a contraction in:

$$
\begin{aligned}
\widetilde{E}(T, a) & =\left\{v \in C\left([-T, T]: L^{2}\left(\mathbb{R}^{n}\right)\right) \cap L^{\sigma}\left([-T, T]: L^{\sigma}\left(\mathbb{R}^{n}\right)\right):\right. \\
\|v\|_{T} & \left.\equiv \sup _{[-T, T]}\left\|v(t)-e^{i t \Delta} u_{0}\right\|_{2}+\left(\int_{-T}^{T}\|v(t)\|_{\sigma}^{\sigma} d t\right)^{1 / \sigma} \leq a\right\} .
\end{aligned}
$$

First, from (5.20) it follows that

$$
\sup _{[0, T]}\left\|\Phi(u)(t)-e^{i t \Delta} u_{0}\right\|_{2} \leq \sup _{[0, T]}\left\|\int_{0}^{t} e^{i \Delta\left(t-t^{\prime}\right)} \lambda|u|^{\alpha}\left(t^{\prime}\right) d t^{\prime}\right\|_{2}
$$

$$
\begin{align*}
& \leq c|\lambda|\left(\int_{0}^{T}\left\||u(t)|^{\alpha}\right\|_{\sigma^{\prime}}^{\sigma^{\prime}} d t\right)^{1 / \sigma^{\prime}}  \tag{5.29}\\
& \leq c|\lambda|\left(\int_{0}^{T}\|u(t)\|_{\sigma}^{\sigma} d t\right)^{\alpha / \sigma}
\end{align*}
$$

On the other hand, it is easy to see that the pair $(\sigma, \sigma)$ satisfies the condition (5.18) of Corollary 5.1. Then, combining the integral equation (5.20), estimates (4.14), and (5.26) with $(p, q)=(\sigma, \sigma)$, with the argument used on (5.21), we obtain:

$$
\begin{align*}
\left(\int_{0}^{T}\|\Phi(u)(t)\|_{\sigma}^{\sigma} d t\right)^{1 / \sigma} & \leq c \epsilon+c|\lambda|\left(\int_{0}^{T}\left\||u(t)|^{\alpha}\right\|_{\sigma^{\prime}}^{\sigma^{\prime}} d t\right)^{1 / \sigma^{\prime}}  \tag{5.30}\\
& \leq c \epsilon+c|\lambda|\left(\int_{0}^{T}\|u(t)\|_{\sigma}^{\sigma} d t\right)^{\alpha / \sigma}
\end{align*}
$$

because $\alpha \sigma^{\prime}=(1+4 / n)((2 n+4) /(n+4))=2+4 / n=\sigma$.
From Proposition 5.1, inequalities (5.29) and (5.30), we obtain that given $\epsilon>0$, there exists $T>0$ such that if $u \in \widetilde{E}(T, a)$, then

$$
\|\Phi(u)\|_{T} \leq c \epsilon+c|\lambda| a^{\alpha} .
$$

Therefore, if

$$
\begin{equation*}
c \epsilon+c|\lambda| a^{\alpha}<a, \tag{5.31}
\end{equation*}
$$

we get that $\Phi(\tilde{E}(T, a)) \subseteq \widetilde{E}(T, a)$. The argument used in the proof of Theorem 5.2 yields:

$$
\left(\int_{0}^{T}\|(\Phi(v)-\Phi(u))(t)\|_{\sigma}^{\sigma} d t\right)^{1 / \sigma} \leq 2 c|\lambda| a^{\alpha-1}\left(\int_{0}^{T}\|v(t)-u(t)\|_{\sigma}^{\sigma} d t\right)^{1 / \sigma} .
$$

Thus, for

$$
\begin{equation*}
2 c|\lambda| a^{\alpha-1}<1 / 2 \tag{5.32}
\end{equation*}
$$

we have that $\Phi(\cdot)$ is a contraction. Now, fixing $\epsilon>0$ such that

$$
c|\lambda| \epsilon^{\alpha-1}<1 / 2
$$

we see that both (5.31) and (5.32) are verified. This basically completes the proof, the remainder of the proof follows using the same argument employed to show Theorem 5.2.

Corollary 5.2. There exists $\epsilon_{0}>0$ depending on $\lambda$ and $n$ such that for all $u_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$ with $\left\|u_{0}\right\|_{2} \leq \epsilon_{0}$, the results of Theorem 5.3 extends to any time interval $[0, T]$, i.e,

$$
\begin{equation*}
u \in C\left(\mathbb{R}: L^{2}\left(\mathbb{R}^{n}\right)\right) \cap L^{\sigma}\left(\mathbb{R}: L^{\sigma}\left(\mathbb{R}^{n}\right)\right), \quad \sigma=2+4 / n \tag{5.33}
\end{equation*}
$$

Proof. It is enough to note that if $\left\|u_{0}\right\|_{2}$ is sufficiently small, then taking $\epsilon=\left\|u_{0}\right\|_{2}$ and $a=2\left\|u_{0}\right\|_{2}$ (both independent of $T$ ), and

$$
c|\lambda|\left\|u_{0}\right\|_{2}^{\alpha-1}<1 / 2
$$

we see that (5.31) and (5.32) hold.
Combining the results in Corollary 5.2 and those in Exercise 6.2 (concerning the scattering of the solutions obtained in Corollary 5.2), one should expect that the constant $\epsilon$ in Corollary 5.2 be given by $\|\varphi\|_{2}$, where $\varphi$ is the positive solution of equation (5.8), with $\omega=1$ and $\alpha=1+4 / n$. This has been proved in the radial case and for dimension $n=2$ in [KTV].

## 5.2 $\mathbf{H}^{1}$ Theory

We consider the integral equation (5.15) with $u_{0} \in H^{1}\left(\mathbb{R}^{n}\right)$ with the nonlinearity $\alpha$ satisfying

$$
\begin{cases}1<\alpha<\frac{n+2}{n-2}, & \text { if } n>2  \tag{5.34}\\ 1<\alpha<\infty, & \text { if } n=1,2\end{cases}
$$

Theorem 5.4 (Local theory in $\boldsymbol{H}^{\mathbf{1}}$ ). If $\alpha$ satisfies hypothesis (5.34), then for all $u_{0} \in H^{1}\left(\mathbb{R}^{n}\right)$ there exist $T=T\left(\left\|u_{0}\right\|_{1,2}, n, \lambda, \alpha\right)>0$ and a unique solution $u$ of the integral equation (5.15) in the time interval $[-T, T]$ with

$$
\begin{equation*}
u \in C\left([-T, T]: H^{1}\left(\mathbb{R}^{n}\right)\right) \cap L^{r}\left([-T, T]: L_{1}^{\rho}\left(\mathbb{R}^{n}\right)\right) \tag{5.35}
\end{equation*}
$$

where $(\rho, r)=\left(\frac{n(\alpha+1)}{n+\alpha-1}, \frac{4(\alpha+1)}{(n-2)(\alpha-1)}\right)$ for $n \geq 3$, and $(\rho, r)$ satisfies (5.18) for $n=1,2$, and $L_{1}^{\rho}$ is defined as in (3.38).

Moreover, for all $T^{\prime}<T$ there exists a neighborhood $W$ of $u_{0}$ in $H^{1}\left(\mathbb{R}^{n}\right)$ such that the function

$$
\mathbb{F}: W \mapsto C\left(\left[-T^{\prime}, T^{\prime}\right]: H^{1}\left(\mathbb{R}^{n}\right)\right) \cap L^{r}\left(\left[-T^{\prime}, T^{\prime}\right]: L_{1}^{\rho}\left(\mathbb{R}^{n}\right)\right), \quad \tilde{u}_{0} \mapsto \tilde{u}(t)
$$

is Lipschitz.
If in addition to the hypothesis of Theorem 5.4 one has that $u_{0} \in H^{s}\left(\mathbb{R}^{n}\right), s>1$, and $\alpha \geq[s]+1,[\cdot]$ denoting the greatest integer function, then

$$
\begin{equation*}
u \in C\left([0, T]: H^{s}\left(\mathbb{R}^{n}\right)\right) \cap L^{r}\left([0, T]: L_{s}^{\alpha+1}\left(\mathbb{R}^{n}\right)\right), \tag{5.36}
\end{equation*}
$$

where $[0, T]$ is the same time interval given for $s=1$. As in (5.17), the problem becomes linear in $D_{x}^{s} u$ once one takes $D_{x}^{s}$ in the equation and the result follows by reapplying the argument in the proof of Theorem 5.4 in this linear equation whose coefficients (depending on $u$ ) have sufficient regularity to get the desired result.

As we shall see in the next chapter, in the critical case, a similar result was quite difficult to establish.

Corollary 5.3. The solution of the integral equation (5.15) obtained in Theorem 5.4 belongs to $u \in L^{q}\left([-T, T]: L_{1}^{p}\left(\mathbb{R}^{n}\right)\right)$ forall pair $(p, q)$ defined by condition (5.18) in Corollary 5.1. Moreover, in these spaces, the solution depends continuously on the initial data.

The proof of this theorem is similar to the one given in the previous section for the $L^{2}$ case; therefore, we can give only a sketch of it.

Proof of Theorem 5.4 We will show the theorem in the case $n \geq 3$. We first define

$$
\begin{align*}
& E^{1}(T, a)=\left\{v \in C\left([-T, T]: H^{1}\right) \cap L^{r}\left([-T, T]: L_{1}^{\rho}\right):\|v\|_{T} \equiv \sup _{[-T, T]}\|v(t)\|_{1,2}\right. \\
&\left.+\left(\int_{-T}^{T}\left(\|v(t)\|_{\rho}^{r}+\left\|\nabla_{x} v(t)\right\|_{\rho}^{r}\right) d t\right)^{1 / r} \leq a\right\} \tag{5.37}
\end{align*}
$$

Notice that the pair ( $\rho, r$ ) is an admissible pair (see Corollary 4.1).
We prove that there exist positive constants $T$ and $a$ such that the operator defined in (5.20) is a contraction on $E^{1}(T, a)$.

Combining Hölder's inequality and the Sobolev inequality (Theorem 3.3) it follows that

$$
\left\||u|^{\alpha-1} \nabla u\right\|_{\rho^{\prime}} \leq c\left\||u|^{\alpha-1}\right\|\left\|_{l}\right\| \nabla u\left\|_{\rho} \leq c\right\| u\left\|_{(\alpha-1) l}^{\alpha-1}\right\| \nabla u\left\|_{\rho} \leq c\right\| \nabla u \|_{\rho}^{\alpha} .
$$

Thus,

$$
\begin{equation*}
\left\||u|^{\alpha-1} u\right\|_{1, \rho^{\prime}} \leq c\|u\|_{1, \rho}^{\alpha} \tag{5.38}
\end{equation*}
$$

with $1 / \rho^{\prime}=1 / l+1 / \rho$. Then,

$$
\frac{1}{l}=1-\frac{2}{\rho} \text { and } \frac{1}{(\alpha-1) l}=\frac{1}{\rho}-\frac{1}{n}, \text { i.e., } \frac{1}{l}=\frac{\alpha-1}{\rho}-\frac{\alpha-1}{n} .
$$

Therefore, $(\alpha+1) / \rho=(n+\alpha-1) / n$.
Using Corollary 4.1, (5.20), and (5.38), we have

$$
\begin{align*}
\|\Phi(u)\|_{T} & \leq c\left\|u_{0}\right\|_{1,2}+c\left(\int_{0}^{T}\left\||u|^{\alpha-1} u(t)\right\|_{1, \rho^{\prime}}^{r^{\prime}} d t\right)^{1 / r^{\prime}} \\
& \leq c\left\|u_{0}\right\|_{1,2}+c\left(\int_{0}^{T}\|u(t)\|_{1, \rho}^{\alpha r^{\prime}} d t\right)^{1 / r^{\prime}} \tag{5.39}
\end{align*}
$$

$$
\leq c\left\|u_{0}\right\|_{1,2}+c T^{\delta}\left(\int_{0}^{T}\|u(t)\|_{1, \rho}^{r} d t\right)^{\alpha / r}
$$

with $\delta=1-(\alpha+1) / r=1-(n-2)(\alpha-1) / 4$. Hence, taking $a=2 c\left\|u_{0}\right\|_{1,2}$ in (5.37), we get from (5.39) that

$$
\begin{aligned}
\|\Phi(u)\|_{T} & \leq c\left\|u_{0}\right\|_{1,2}+c T^{\delta}\|u\|_{T}^{\alpha} \\
& \leq \frac{a}{2}+c T^{\delta} \frac{a^{\alpha}}{(2 c)^{\alpha}} \leq a
\end{aligned}
$$

if $T$ is sufficiently small, i.e.,

$$
\frac{c T^{\delta}}{(2 c)^{\alpha}} a^{\alpha-1} \leq \frac{1}{2}
$$

Thus,

$$
\begin{equation*}
T \lesssim a^{(1-\alpha) / \delta} \tag{5.40}
\end{equation*}
$$

To complete the proof of existence and uniqueness of the solution, it is enough to show that the operator $\Phi$ is a contraction. The proof of this as well as the continuous dependence is similar to the one given in the previous section, so it will be omitted. $\square$

Remark 5.5. As we commented in the previous section, in the proof of this (local) result, we did not use the particular structure of the nonlinear term.
Theorem 5.5 (Critical case, $\boldsymbol{\alpha}=(\boldsymbol{n}+2) /(\boldsymbol{n}-2), \boldsymbol{n}>2$, in $\boldsymbol{H}^{1}\left(\mathbb{R}^{\boldsymbol{n}}\right)$ ). Let $n>2$ and $\alpha=(n+2) /(n-2)$. Given $u_{0} \in H^{1}\left(\mathbb{R}^{n}\right)$, there exist $T=T\left(u_{0}, n, \lambda, \alpha\right)>0$ and a unique solution $u$ of the integral equation (5.15) in the time interval $[-T, T]$ with

$$
u \in C\left([-T, T]: H^{1}\left(\mathbb{R}^{n}\right)\right) \cap L^{r}\left([-T, T]: L_{1}^{\rho}\left(\mathbb{R}^{n}\right)\right)
$$

where $r=2 n /(n-2), \rho=2 n^{2} /\left(n^{2}-2 n+4\right)$ and $L_{1}^{p}$ is defined as in $(3.38)$.
Moreover, for all $T^{\prime}<T$ there exists a neighborhood $W$ of $u_{0}$ in $H^{1}\left(\mathbb{R}^{n}\right)$ such that the function

$$
\mathbb{F}: W \rightarrow C\left(\left[-T^{\prime}, T^{\prime}\right]: H^{1}\left(\mathbb{R}^{n}\right)\right) \cap L^{r}\left(\left[-T^{\prime}, T^{\prime}\right]: L_{1}^{\rho}\left(\mathbb{R}^{n}\right)\right), \quad \tilde{u}_{0} \rightarrow \tilde{u}(t),
$$

is Lipschitz.
Remark 5.6. We notice that the time of existence depends on the initial data. In Theorem 5.4, it depends only on the size of $u_{0}$, that is, on $\left\|u_{0}\right\|_{1,2}$. In Theorem 5.5, the interval of existence depends on the position of $u_{0}$, and not only on its size.
Proof. Observe that the pair $(r, \rho)=\left(2 n /(n-2), 2 n^{2} /\left(n^{2}-2 n+4\right)\right)$ satisfies condition (5.18) of Corollary 5.1. First, we have that

$$
\begin{equation*}
\left(\int_{0}^{T}\left\|\nabla_{x}\left(|u|^{\alpha-1} u\right)\right\|_{\rho^{\prime}}^{r^{\prime}}\right)^{1 / r^{\prime}} \leq c\left(\int_{0}^{T}\left\|\nabla_{x} u\right\|_{\rho}^{r}\right)^{1 / r}\left(\int_{0}^{T}\left\||u|^{\alpha-1}\right\|_{\nu}^{l}\right)^{1 / l} \tag{5.41}
\end{equation*}
$$

$$
\leq c\left(\int_{0}^{T}\left\|\nabla_{x} u\right\|_{\rho}^{r}\right)^{1 / r}\left(\int_{0}^{T}\|u\|_{v(\alpha-1)}^{l(\alpha-1)}\right)^{1 / l}
$$

where $1 / r+1 / r^{\prime}=1 / \rho+1 / \rho^{\prime}=1,1 / \rho^{\prime}=1 / \rho+1 / v$, and $1 / r^{\prime}=1 / r+1 / l$. Since $(\alpha, r, \rho)=\left((n+2) /(n-2), 2 n /(n-2), 2 n^{2} /\left(n^{2}-2 n+4\right)\right)$, we have $l(\alpha-1)=r$ and $v(\alpha-1)=2 n^{2} /(n-2)^{2}$. Then by Gagliardo-Nirenberg's inequality (3.14) it follows:

$$
\begin{equation*}
\|u\|_{\nu(\alpha-1)} \leq c\|u\|_{1, \rho}=c\left(\|u\|_{\rho}+\left\|\nabla_{x} u\right\|_{\rho}\right) . \tag{5.42}
\end{equation*}
$$

Combining (5.41), (5.42), Proposition 5.1, Theorem 4.2, and the notation in the proof of Theorem 5.4, we obtain that for any $\varepsilon>0$ fixed there exists $T>0$ such that

$$
\begin{align*}
& \left(\int_{0}^{T}\|\Phi(u)(t)\|_{1, \rho}^{r} d t\right)^{1 / r} \\
& \leq c\left(\int_{0}^{T}\|\Phi(u)(t)\|_{\rho}^{r} d t\right)^{1 / r}+\left(\int_{0}^{T}\left\|\nabla_{x} \Phi(u)(t)\right\|_{\rho}^{r} d t\right)^{1 / r} \\
& \leq c \epsilon+c|\lambda|\left(\int_{0}^{T}\|u\|_{\rho}^{r} d t\right)^{1 / r}  \tag{5.43}\\
& +c|\lambda|\left(\int_{0}^{T}\left\|\nabla_{x} u\right\|_{\rho}^{r} d t\right)^{1 / r}\left(\int_{0}^{T}\|u\|_{1, \rho}^{r} d t\right)^{(\alpha-1) / r} \\
& \leq c \epsilon+c|\lambda|\left(\int_{0}^{T}\|u\|_{1, \rho}^{r} d t\right)^{\alpha / r} .
\end{align*}
$$

On the other hand, we have that

$$
\begin{equation*}
\sup _{\left[0, T_{0}\right]}\left\|\Phi(u)(t)-e^{i t \Delta} u_{0}\right\|_{1,2} \leq c|\lambda|\left(\int_{0}^{T}\|u\|_{1, \rho}^{r} d t\right)^{\alpha / r} \tag{5.44}
\end{equation*}
$$

Therefore, defining

$$
\begin{aligned}
\widetilde{E}^{1}(T, a)= & \left\{v \in C\left([0, T]: H^{1}\left(\mathbb{R}^{n}\right)\right) \cap L^{r}\left([0, T]: L_{1}^{\rho}\left(\mathbb{R}^{n}\right)\right):\right. \\
\|v\|_{T} & \left.\equiv \sup _{\left[0, T_{0}\right]}\left\|v(t)-e^{i t \Delta} u_{0}\right\|_{1,2}+\left(\int_{0}^{T}\|v\|_{1, \rho}^{r} d t\right)^{1 / r} \leq a\right\},
\end{aligned}
$$

and applying (5.44) and (5.43), we have that for all $\epsilon>0$ there exists $T>0$ such that if $u \in \widetilde{E}^{1}(T, a)$, then

$$
\begin{equation*}
\|\Phi(u)(t)\| \leq c \epsilon+c|\lambda| a^{\alpha} . \tag{5.45}
\end{equation*}
$$

Once inequality (5.45) is established, the remainder of the proof follows an argument given previously, so it will be omitted.

Corollary 5.4. There exists $\epsilon_{0}>0$ depending on $\lambda$ and $n$ such that for all $u_{0} \in H^{1}\left(\mathbb{R}^{n}\right)$ with $\left\|u_{0}\right\|_{1,2}$ small, the results of Theorem 5.5 extend to all time intervals $[0, T]$, so

$$
\begin{equation*}
u \in C\left(\mathbb{R}: H^{1}\left(\mathbb{R}^{n}\right)\right) \cap L^{r}\left(\mathbb{R}: L_{1}^{\rho}\left(\mathbb{R}^{n}\right)\right) \tag{5.46}
\end{equation*}
$$

with $(r, \rho)$ as in Theorem 5.5.
Proof. Once Theorem 5.5 is established, we follow the argument used in the proof of Corollary 5.2.

## $5.3 \mathbf{H}^{2}$ Theory

Consider again the integral equation (5.15) with $u_{0} \in H^{2}\left(\mathbb{R}^{n}\right)$.
Assume that the nonlinearity $\alpha$ satisfies

$$
\begin{cases}2 \leq \alpha<\frac{n}{n-4}, & \text { if } n \geq 5  \tag{5.47}\\ 2 \leq \alpha<\infty, & \text { if } n \leq 4\end{cases}
$$

Theorem 5.6 (Local theory in $\boldsymbol{H}^{\mathbf{2}}\left(\mathbb{R}^{n}\right)$ ). If $\alpha$ satisfies (5.47), then for all $u_{0} \in$ $H^{2}\left(\mathbb{R}^{n}\right)$ there exist $T=T\left(\left\|u_{0}\right\|_{2,2}, n, \lambda, \alpha\right)>0$ and a unique solution $u$ of the integral equation (5.15) in the interval of time $[-T, T]$ with

$$
\begin{equation*}
u \in C\left([-T, T]: H^{2}\left(\mathbb{R}^{n}\right)\right) \cap L^{q}\left([-T, T]: L_{2}^{p}\left(\mathbb{R}^{n}\right)\right) \tag{5.48}
\end{equation*}
$$

for all pairs $(p, q)$ defined by condition (4.18) of Corollary 5.1.
Moreover, for all $T^{\prime}<T$ there exists a neighborhood $W$ of $u_{0}$ in $H^{2}\left(\mathbb{R}^{n}\right)$ such that for all pairs $(p, q)$ in (4.18) the function

$$
\mathbb{F}: W \mapsto C\left(\left[-T^{\prime}, T^{\prime}\right]: H^{2}\left(\mathbb{R}^{n}\right)\right) \cap L^{q}\left(\left[-T^{\prime}, T^{\prime}\right]: L_{2}^{p}\left(\mathbb{R}^{n}\right)\right), \quad \tilde{u}_{0} \mapsto \tilde{u}(t),
$$

is Lipschitz.
The proof of this result is similar to the one exposed to establish Theorem 5.2 and Corollary 5.1 , so it is left to the reader to complete the details.

As a consequence of Theorem 5.5 we obtain the following relation between the differential equation (5.1) and integral equation (5.15).

Corollary 5.5. If $u$ is the solution of equation (5.15) obtained in Theorem 5.6, then for all pair $(p, q)$ which verifies condition (5.18) of Corollary 5.1, we have

$$
\partial_{t} u \in L^{q}\left([-T, T]: L^{p}\left(\mathbb{R}^{n}\right)\right)
$$

Moreover, $u$ is the (unique) solution of the differential equation (5.1) in the time interval $[-T, T]$.
Proof. Using Theorem 3.3 and hypothesis (5.47) on the nonlinearity, it is easy to see that $u \in C\left([-T, T]: H^{2}\right)$ implies that $|u|^{\alpha-1} u \in C\left([-T, T]: L^{2}\right)$. Combining Theorem 5.6, which guarantees $\Delta u \in C\left([-T, T]: L^{2}\right)$ with the previous results and the integral equation (5.15), we see that $\partial_{t} u \in C\left([-T, T]: L^{2}\right)$, and that the differential equation in $(5.1)$ is realized in the space $C\left([-T, T]: L^{2}\right)$.

The end of the proof is left as an exercise to the reader.
In the next chapter, we will use the identities (5.2) and (5.3) to establish global solutions. To justify them, we present the following result in $H^{2}$.

## Theorem 5.7.

1. Let $u \in C\left([-T, T]: L^{2}\left(\mathbb{R}^{n}\right)\right) \cap L^{q}\left([-T, T]: L^{p}\left(\mathbb{R}^{n}\right)\right)$ be the solution of integral equation (5.15) obtained in Section 5.1. If $u_{0} \in H^{1}\left(\mathbb{R}^{n}\right)$, then

$$
\begin{equation*}
u \in C\left([-T, T]: H^{1}\left(\mathbb{R}^{n}\right)\right) \cap L^{q}\left([-T, T]: L_{1}^{p}\left(\mathbb{R}^{n}\right)\right) \tag{5.49}
\end{equation*}
$$

2. Let $u \in C\left([-T, T]: H^{1}\right) \cap L^{q}\left([-T, T]: L_{1}^{p}\right)$ be the solution of the integral equation (5.15) obtained in Section 5.2. If $u_{0} \in H^{2}\left(\mathbb{R}^{n}\right)$ and $\alpha \geq 2$, then $u \in C\left([-T, T]: H^{2}\right)$ and satisfies the differential equation (5.1) and estimates (5.2) and (5.3).

Proof. We prove only part 1 of the theorem. Given $u_{0} \in H^{1}\left(\mathbb{R}^{n}\right)$, we know by Theorem 5.4 that there exists $T^{\prime}>0$ such that $u \in C\left(\left[-T^{\prime}, T^{\prime}\right]: H^{1}\left(\mathbb{R}^{n}\right)\right)$. If $T^{\prime}>T$ it is easy to see that the solution in $L^{2}$ can be extended to the interval [ $-T^{\prime}, T^{\prime}$ ]. Thus, we assume that $T^{\prime}<T$. To get the desired result, it is enough to prove that

$$
\sup _{\left[0, T^{\prime}\right]}\left\|\nabla_{x} u(t)\right\|_{2} \leq K\|u(0)\|_{1,2}
$$

with $K$ depending only on $T$ and $M=\sup \left\{\|u(t)\|_{2}: t \in[0, T]\right\}$.
Differentiate the integral equation (5.15) and use the notation $v_{j}=\partial_{x_{j}} u, j=$ $1, \ldots, n$, to have that

$$
\begin{equation*}
v_{j}(t)=e^{i t \Delta} v_{j}(0)+i \lambda \alpha \int_{0}^{t} e^{i\left(t-t^{\prime}\right) \Delta}\left(|u|^{\alpha-1} v_{j}\right)\left(t^{\prime}\right) d t^{\prime} \tag{5.50}
\end{equation*}
$$

which is a linear integral equation, because $u(\cdot)$ is known in the time interval $[0, T]$. With the same method used in the proof of Theorem 5.2, it is easy to see that this new integral equation (5.50) has unique solution on $[0, \Delta T]$, where $\Delta T$ depends
on $\alpha, \lambda, n$, and $M$, which remains constant in the interval $[0, T]$. Combining this result with an iterative argument, we obtain (5.49), which leads to the result.

Now, we explain how to use Theorems 5.6 and 5.7 to justify the use of identities (5.2) and (5.3), respectively, in the proof of theorems (global).

Assume that $u_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$ and $\alpha \in(2,1+4 / n)$, we choose $\left\{u_{0}^{k}\right\}_{k=1}^{\infty}$ in $H^{2}\left(\mathbb{R}^{n}\right)$ such that $\left\|u_{0}^{k}-u_{0}\right\|_{2}=o(1)$ when $k \rightarrow \infty$. Combining Theorems 5.2, (5.6), and (5.7), we see that for all $T>0$ there exist $u^{k} \in C\left([-T, T]: H^{2}\left(\mathbb{R}^{n}\right)\right.$ ), $k=1, \ldots$, a solution of (5.1) and (5.15) with initial data $u_{0}^{k}$. Since it satisfies the differential equation in (5.1), we infer that for all $t \in[-T, T]$,

$$
\left\|u^{k}(t)\right\|_{2}=\left\|u_{0}^{k}\right\|_{2}
$$

i.e., identity (5.2). From Theorem 5.2 (continuous dependence on the initial data), we have that $\sup _{\left[-T^{\prime}, T^{\prime}\right]}\left\|u^{k}(t)-u(t)\right\|_{2}=o(1)$ when $k \rightarrow \infty$, where $T^{\prime}<T$. Thus,

$$
\begin{equation*}
\|u(t)\|_{2}=\left\|u_{0}\right\|_{2} \quad \text { for all } t \in\left[-T^{\prime}, T^{\prime}\right] . \tag{5.51}
\end{equation*}
$$

This identity allows us to reapply Theorem 5.2 and extend the solution to the interval $\left[-\left(T^{\prime}+\Delta T^{\prime}\right), T^{\prime}+\Delta T^{\prime}\right]$, where (using the same argument) identity (5.51) still holds. By successive applications of this step, we obtain the desired result (identity (5.42) in any time interval).

Finally, the case $\alpha \in(1,2)$ requires some changes: For initial data $u_{0}^{k} \in H^{2}\left(\mathbb{R}^{n}\right)$ we will have the nonlinear term $\rho_{k} *\left(\left|\rho_{k} * u\right|^{\alpha-1} \rho_{k} * u\right)$, where $\rho_{k}(\cdot)=k^{n} \rho(\cdot / k)$, with $\rho(\cdot)$ an approximation of the identity. In this case it will be necessary to prove the stability of the solution in $L^{2}$ with respect to initial data and the nonlinear term.

As we remarked at the end of Theorem 5.2 all the previous existence proofs are based on the contraction principle. This approach has the advantage that it also shows that for smooth nonlinearity the map data-solution is smooth.

This general fact follows from the implicit function theorem. However, to simplify the exposition we will sketch the details in the case of Theorem 5.2.

Corollary 5.6. Assume the same hypotheses of Theorem 5.2. Suppose $F(u, \bar{u})=$ $i \lambda|u|^{\alpha-1} u$ is smooth (i.e., $\alpha-1$ is an even integer). Then there exists a neighborhood $\widetilde{V}$ of $u_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$ such that the map $\mathbb{F}: u_{0} \mapsto u(t)$ from $\widetilde{V}$ into $E(T, a)$ is smooth.

Proof. Define for $F(u, \bar{u})=i \lambda|u|^{\alpha-1} u$

$$
\begin{aligned}
H: V \times E(T, a) & \mapsto E(T, a) \\
\left(v_{0}, v(t)\right) & \mapsto \\
& v(t)-\Phi_{v_{0}}(v)(t) \\
& =v(t)-\left(e^{i t \Delta} v_{0}+\int_{0}^{t} e^{i\left(t-t^{\prime}\right) \Delta} F(v, \bar{v})\left(t^{\prime}\right) d t^{\prime}\right) .
\end{aligned}
$$

Thus, $H$ is smooth, $H\left(u_{0}, u(t)\right)=0$, and

$$
D_{v} H\left(u_{0}, u(t)\right) v(t)=v(t)+\int_{0}^{t} e^{i\left(t-t^{\prime}\right) \Delta}\left[\partial_{v} F(u, \bar{u}) v+\partial_{\bar{v}} F(u, \bar{u}) \bar{v}\right]\left(t^{\prime}\right) d t^{\prime}
$$

Hence,

$$
D_{v} H\left(u_{0}, u(t)\right)=I+L
$$

From the proof of Theorem 5.2 it is easy to see that

$$
\|L v\| \leq c|\lambda| T^{\theta} a^{\alpha-1}<1
$$

for any choice of $a$ in (5.24). Then,

$$
D_{u} H\left(u_{0}, u(t)\right): E(T, a) \rightarrow E(T, a)
$$

is invertible, i.e., one-to-one and onto. Thus, by the implicit function theorem there exists $h: \widetilde{V} \rightarrow E(T, a)$ smooth $\left(\tilde{V} \subset V\right.$ neighborhood of $\left.u_{0} \in L^{2}\left(\mathbb{R}^{n}\right)\right)$ such that

$$
H\left(v_{0}, h\left(v_{0}\right)\right)=0, \quad \forall v_{0} \in \tilde{V},
$$

so,

$$
h\left(v_{0}\right)=e^{i t \Delta} v_{0}+\int_{0}^{t} e^{i\left(t-t^{\prime}\right) \Delta} F\left(h\left(v_{0}\right), \overline{h\left(v_{0}\right)}\right)\left(t^{\prime}\right) d t^{\prime}
$$

is a solution of (5.15) with data $v_{0}$ (instead of $u_{0}$ ).
Remark 5.7. The same argument shows that if $F(u, \bar{u})=i \lambda|u|^{\alpha-1} u$ is $C^{[\alpha]}$ (when $\alpha-1$ is not an even integer), then the map $\mathbb{F}: u_{0} \mapsto u(t)$ from $\widetilde{V}$ into $E(T, a)$ is $C^{[\alpha]}$.

### 5.4 Comments

The $L^{2}$ theory exposed on Section 5.1 was obtained by Y. Tsutsumi [T1] in the case $\alpha \in(1,1+4 / n)$. The critical case $L^{2}(\alpha=1+4 / n)$ was established by Cazenave and Weissler [CzW3]. The results of Section 5.2 were taken from references [CzW2], [GV1], [K1], and [T2]. Finally, the $H^{2}$ theory can be found in [K2].

It is important to note that Theorems 5.2,5.4, and 5.6 prove that under some conditions on the power of the nonlinearity $\alpha$, the solutions of the integral equation possess, at least locally in time, the same smoothing properties as the Strichartz type (discussed in Section 4.2, Theorem 4.2) that the solution of the associated linear problem.

From the proof of Theorem 5.3, one sees that the conditions on the data $u_{0}$ in the existence results can be significantly weaker. To simplify the exposition, let us concentrate on the results in Theorem 5.3: Instead of $u_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$, one can take $u_{0} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ such that

$$
\begin{equation*}
\left\|e^{i t \Delta} u_{0}\right\|_{L^{\sigma}\left(\mathbb{R}_{x}^{n} \times \mathbb{R}_{t}\right)}<\infty, \quad \sigma=2+\frac{4}{n} \tag{5.52}
\end{equation*}
$$

to get the same local result, or

$$
\begin{equation*}
\left\|e^{i t \Delta} u_{0}\right\|_{L^{\sigma}\left(\mathbb{R}_{x}^{n} \times \mathbb{R}_{t}\right)} \ll 1 \tag{5.53}
\end{equation*}
$$

to obtain a global one in the function space $u(\cdot)$ with

$$
\begin{equation*}
u-e^{i t \Delta} u_{0} \in C\left([0, T]: L^{2}\left(\mathbb{R}^{n}\right)\right) \text { and } u \in L^{\sigma}\left([0, T]: L^{\sigma}\left(\mathbb{R}^{n}\right)\right) \tag{5.54}
\end{equation*}
$$

Several methods to construct $u_{0} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ such that (5.52) or (5.53) are satisfied (or simply, $u_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$ with $\left\|u_{0}\right\|_{2} \gg 1$ such that (5.53) holds) have been developed.

Let us consider first the last problem. Without loosing generality, assume the 1-D case. We will use Examples 4.1-4.3 Chapter 4 to obtain $u_{0} \in L^{2}(\mathbb{R})$ with $\left\|u_{0}\right\|_{2} \gg 1$ such that (5.53) holds.

Let $\varphi \in C_{0}^{\infty}(\mathbb{R})$ with $\operatorname{supp} \varphi \subseteq B_{1}(0)$ and $\|\varphi\|_{2}=1$. Let $N \in \mathbb{Z}^{+}$and define

$$
\begin{equation*}
u_{0}^{N}(x) \equiv \sum_{j=1}^{N} \varphi\left(x-v_{j}\right) e^{2 \pi i \mu_{j} x}=\sum_{j=1}^{N} \varphi_{j}(x) \tag{5.55}
\end{equation*}
$$

where $v_{1}, \ldots, v_{N}$ and $\mu_{1}, \ldots, \mu_{N}$ are numbers chosen such that for $t>0$ the "cones" containing most of the mass of $u_{j}(x, t)=e^{i t \Delta} \varphi_{j}$, i.e., for $t_{0} \gg 1$ fixed

$$
c_{j}=\left\{(x, t): \frac{(2 N-1) t_{0}+1}{t_{0}} t-1 \leq x \leq \frac{(2 N+1) t_{0}-1}{t_{0}} t+1,0 \leq t \leq t_{0}\right\},
$$

do not overlap. Thus,

$$
\begin{equation*}
\left\|u_{0}^{N}\right\|_{2}=\sqrt{N} \tag{5.56}
\end{equation*}
$$

and using that outside $c_{j}, u_{j}(x, t)$ decays exponentially (for a $t$ fixed and $|x| \rightarrow \infty$ ), one can show (for a similar computation see [Vi2]):

$$
\begin{align*}
\left\|e^{i t \Delta} u_{0}^{N}\right\|_{L^{6}\left(\mathbb{R} \times \mathbb{R}^{+}\right)} & =\left\|\sum_{j=1}^{N} e^{i t \Delta} \varphi_{j}\right\|_{L^{6}\left(\mathbb{R} \times \mathbb{R}^{+}\right)} \\
& \simeq\left(\sum_{j=1}^{N} \int_{0}^{\infty} \int_{-\infty}^{\infty}\left|e^{i t \Delta} \varphi_{j}(x)\right|^{6} d x d t\right)^{1 / 6} \simeq N^{1 / 6} \tag{5.57}
\end{align*}
$$

(since $\left\|e^{i t \Delta} \varphi_{j}\right\|_{L^{6}}^{6} \leq\left\|\varphi_{j}\right\|_{L^{2}}^{6}=1$ ). So by taking $v_{0}^{N}=u_{0}^{N} / \sqrt{N}$, we get a sequence of data with $\left\|v_{0}^{N}\right\|_{L^{2}}=1$ and

$$
\left\|e^{i t \Delta} v_{0}\right\|_{L^{6}\left(\mathbb{R} \times \mathbb{R}^{+}\right)} \leq c N^{-1 / 3} \ll 1 \quad \text { for } N \text { large }
$$

For the same problem, Bourgain [Bo3] introduced the following norm (twodimensional case, $n=2$ )

$$
\begin{equation*}
\left\|u_{0}\right\|_{X_{p}}=\left(\sum_{j=1}^{\infty} \sum_{k=1}^{\infty} 2^{-4 j}\left(\frac{1}{2^{-2 j}} \int_{Q_{k}^{j}}\left|u_{0}(x)\right|^{p} d x\right)^{4 / p}\right)^{1 / 4} \tag{5.58}
\end{equation*}
$$

where $\left\{Q_{k}^{j}\right\}_{k \in \mathbb{Z}^{+}}$denotes a grid of squares with disjoint interior of side $2^{-j}$ parallel to the axes.

First one notices that the norm $\|\cdot\|_{X_{p}}$ scales like the $L^{2}\left(\mathbb{R}^{2}\right)$-norm, i.e., $\left\|\left\|f_{\lambda}\right\|_{X_{p}}\right.$ with $f_{\lambda}(x)=\lambda f(\lambda x)$ is independent of $\lambda$ (see Exercise 5.5). In [MVV1], [MVV2] Moyua, Vargas and Vega (improving and extending results in [Bo3]) showed that

$$
\begin{equation*}
\left\|e^{i t \Delta} u_{0}\right\|_{L^{4}\left(\mathbb{R}_{x}^{2} \times \mathbb{R}_{t}\right)} \leq c\left\|u_{0}\right\|_{X_{p}} \tag{5.59}
\end{equation*}
$$

for $12 / 7 \leq p \leq 2$ for any $u_{0} \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{2}\right)$, and for $4(\sqrt{2}-1) \leq p<2$ if $u_{0}$ is the characteristic function of a measurable set. Moreover, they showed that $p>4(\sqrt{2}-1)$ is sharp.

Using (5.58) and (5.59), one can find $u_{0} \in L_{\text {loc }}^{1}\left(\mathbb{R}^{2}\right) \backslash L^{2}\left(\mathbb{R}^{2}\right)$ such that (5.53) holds.
Let

$$
\begin{equation*}
u_{0 j}(x, y)=\chi_{\left[\left[0,2^{-j} j_{\left.\times\left[0,2^{j}\right]\right\}}\right.\right.}(x, y), \quad j \in \mathbb{Z}^{+} \tag{5.60}
\end{equation*}
$$

It is not hard to see that $\left\|u_{0 j}\right\|_{X_{p}} \leq 2^{-j / 4}$ (Exercise 5.7) while $\left\|u_{0 j}\right\|_{2} \equiv 1$. Then taking

$$
\begin{equation*}
u_{0}(x, y)=\epsilon \sum_{j=1}^{\infty} u_{0 j}((x, y)-(j, 0)), \quad \epsilon>0 \tag{5.61}
\end{equation*}
$$

it follows that $u_{0} \notin L^{2}\left(\mathbb{R}^{2}\right)$ and

$$
\left\|e^{i t \Delta} u_{0}\right\|_{L^{4}\left(\mathbb{R}^{2} \times \mathbb{R}\right)} \leq\left\|u_{0 j}\right\|_{x_{p}} \leq c \epsilon
$$

It is not difficult to show that solutions of (5.15) also enjoy the local regularity property described in Section 4.3. For instance, we see that the solution $u(\cdot)$ of (5.15) obtained in Theorem 5.2 satisfies

$$
\begin{equation*}
u \in L^{2}\left([-T, T]: H_{\mathrm{loc}}^{1 / 2}\left(\mathbb{R}^{n}\right)\right) . \tag{5.62}
\end{equation*}
$$

In fact, writing the equation (5.15) in the form:

$$
u(t)=e^{i t \Delta}\left(u_{0}+\int_{0}^{t} e^{-i t^{\prime} \Delta}\left(|u|^{\alpha-1} u\right)\left(t^{\prime}\right) d t^{\prime}\right)
$$

and using (4.25) (or (4.23) when $n=1$ ) and (4.16) we have that

$$
\begin{aligned}
\left(\int_{\||x| \leq R\}} \int_{-T}^{T}\left|D_{x}^{1 / 2} u(x, t)\right|^{2} d t d x\right)^{1 / 2} & \leq c R\left(\left\|u_{0}\right\|_{2}+\sup _{[-T, T]}\left\|\int_{0}^{t} e^{-i t^{\prime} \Delta}\left(|u|^{\alpha-1} u\right)\left(t^{\prime}\right) d t^{\prime}\right\|_{2}\right) \\
& \leq c R\left(\left\|u_{0}\right\|_{2}+\left(\int_{0}^{T}\left\||u|^{\alpha}(t)\right\|_{(\alpha+1) / \alpha}^{\prime^{\prime}} d t\right)^{1 / r^{\prime}}\right)
\end{aligned}
$$

where $r=4(\alpha+1) / n(\alpha-1)$. Combining (5.21) and (5.22) with Corollary 5.1, we obtain (5.62).

As we have seen along this chapter, the results concerning local existence are a consequence of the estimates obtained in Theorem 4.2. Thus, the method of proof applied can be extended to any group satisfying Theorem 4.2 (even locally). In particular, we obtain the same local theorems for the nonlinear Schrödinger (NLS) equation with real potential

$$
\partial_{t} u=i \Delta u+V(x) u+\lambda|u|^{\alpha-1} u,
$$

under appropriate conditions on $V$ (see the references [C], [Y]).
Theorems 5.6 and 5.7 are concerned with the regularity of solution measured in Sobolev spaces. One can also ask whether the decay properties of the data are preserved by the solution. To simplify the matter, consider the case where $\alpha$ is an odd integer (or, where the nonlinearity has the form $f\left(|u|^{2}\right) u$ with $f(\cdot)$ smooth). In [HNT1], [HNT2], [HNT3], Hayashi, Nakamitsu, and Tsutsumi showed that if $u_{0} \in H^{m}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(|x|^{k} d x\right)$ with $m \geq k$, then there exists $T=T\left(\left\|u_{0}\right\|_{H^{l}}\right), l=$ $\min \left\{m ; n / 2^{+}\right\}$such that the IVP (5.1) has a unique solution

$$
u \in C\left([0, T]: H^{m}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(|x|^{k} d x\right)\right) \cap L^{q}\left([0, T]: L_{k}^{p}\left(\mathbb{R}^{n}\right) \cap L^{p}\left(|x|^{k} d x\right)\right)
$$

with $p, q$ as in Theorem 4.2 and where $L_{k}^{p}\left(\mathbb{R}^{n}\right)$ is defined as in (3.38).
In the case $k \geq m$ they showed that the solution $u$ does not belong to $L^{2}\left(|x|^{k} d x\right)$ but possesses a further regularity property, roughly speaking $\partial_{x}^{\alpha} u(\cdot, t) \in L_{\text {loc }}^{2}\left(\mathbb{R}^{n}\right)$, $t \neq 0$, for $|\alpha| \leq k$, (see [HNT1], [HNT2]).

In particular, one has that if $u_{0} \in \mathcal{S}\left(\mathbb{R}^{n}\right)$, then the solution $u(\cdot)$ of the IVP (5.1) (with $\alpha$ an odd integer) belongs to $C\left([0, T]: \mathcal{S}\left(\mathbb{R}^{n}\right)\right.$ ), and that if $u_{0} \in H^{1}\left(\mathbb{R}^{n}\right)$ with compact support, $\alpha$ an odd integer, and $1+4 / n<\alpha<1+4 /(n-2)$, then $u \in C^{\infty}\left(\mathbb{R}^{n} \times \mathbb{R}-\{0\}\right)$.

The proofs given in [HNT1]-[HNT3] are based on the properties of the operators $\Gamma_{j}=x_{j}+2 i t \partial_{x_{j}}, j=1, \ldots, n$, deduced there.

In particular, using that for $\Gamma=\left(\Gamma_{1}, \ldots, \Gamma_{n}\right)$,

$$
\begin{equation*}
\Gamma^{\alpha} u=e^{i|x|^{2} / 4 t}(2 i t)^{|\alpha|} \partial_{x}^{\alpha}\left(e^{-i|x|^{2} / 4 t} u\right) \text { for } \alpha \in \mathbb{Z}^{+} \tag{5.63}
\end{equation*}
$$

and

$$
\begin{equation*}
x^{\alpha} e^{i t \Delta} u_{0}=e^{i t \Delta} \Gamma^{\alpha} u_{0} \tag{5.64}
\end{equation*}
$$

(see Exercise 4.4), they developed a calculus of inequalities for the operators $\Gamma_{j}$ similar to that in (3.15) for the operators $\partial_{x_{j}}$. For instance, for $n=1$ they showed that

$$
\left\|\Gamma^{m}\left(|v|^{2 \alpha} v\right)(t)\right\|_{L^{2}} \leq c_{m}\|v(t)\|_{L^{\infty}}^{2 \alpha}\left\|\Gamma^{m} v(t)\right\|_{L^{2}}
$$

and

$$
\|v(t)\|_{L^{\infty}} \leq t^{-1 / 2}\|\Gamma v(t)\|_{L^{2}}^{1 / 2}\|v(t)\|_{L^{2}}^{1 / 2}
$$

(compare with (3.14), (3.15), and (3.16) in Chapter 3) which have been essential tools in the study of the asymptotic behavior of solution of (5.1). The extension of
these weighted results to $L^{2}\left(|x|^{k} d x\right)$ with $k \geq 0$ (not necessarily an integer) was obtained in [NhPo1].

To simplify the exposition, we have presented local well-posedness results in Sobolev spaces with integer indexes, i.e., $H^{s}\left(\mathbb{R}^{n}\right), s=0,1,2$. Concerning the local existence theory in fractional Sobolev spaces, $H^{s}\left(\mathbb{R}^{n}\right), s \geq 0$, we have the following result due to Cazenave and Weissler [CzW4].

Theorem 5.8. Let $1+4 / n \leq \alpha<\infty$ and $s>s_{\alpha}=n / 2-2 /(\alpha-1)$, with $[s]<\alpha-1$ if $\alpha-1$ is not an even integer. Given $v_{0} \in H^{s}\left(\mathbb{R}^{n}\right)$, there exist $T=T\left(\left\|v_{0}\right\|_{s, 2} ; s\right)>0$ and a unique strong solution $v(\cdot)$ of the IVP (5.1) satisfying

$$
\begin{equation*}
v \in C\left([-T, T]: H^{s}\left(\mathbb{R}^{n}\right)\right) \cap W_{s, n}^{T} \tag{5.65}
\end{equation*}
$$

Moreover, given $T^{\prime} \in(0, T)$ there exist a constant $r=r\left(\left\|v_{0}\right\|_{s, 2} ; s ; T^{\prime}\right)>0$ and a continuous, nondecreasing function $G(\cdot)=G\left(\left\|v_{0}\right\|_{s, 2}\right)$ with $G(0)=0$ such that

$$
\begin{equation*}
\sup _{\left[0, T^{\prime}\right]}\|(v-\widetilde{v})(t)\|_{s, 2} \leq G\left(\left\|v_{0}\right\|_{s, 2}\right)\left\|v_{0}-\widetilde{v}_{0}\right\|_{s, 2} \tag{5.66}
\end{equation*}
$$

for any $\widetilde{v}_{0} \in H^{s}\left(\mathbb{R}^{n}\right)$ with $\left\|v_{0}-\widetilde{v}_{0}\right\|_{s, 2}<r$, i.e., the map data-solution is locally Lipschitz.

The space $W_{s, n}^{T}$ in (5.65) is related to the Strichartz estimates, and its precise definition will not be needed in the discussion below. We recall that for $1<\alpha<$ $1+4 / n$ the problem is locally well-posed in $L^{2}\left(\mathbb{R}^{n}\right)$.

From the scaling argument, i.e., if $u(x, t)$ is a solution of the IVP (5.1), then

$$
\begin{equation*}
u_{\mu}(x, t)=\mu^{2 /(\alpha-1)} u\left(\mu x, \mu^{2} t\right), \quad \mu>0 \tag{5.67}
\end{equation*}
$$

is also a solution with data $u_{\mu}(x, 0)=\mu^{2 /(\alpha-1)} u_{0}(\mu x)$, for which one has that

$$
\left\|D_{x}^{s} u_{\mu}(\cdot, 0)\right\|_{2}=c \mu^{2 /(\alpha-1)} \mu^{s-n / 2}\left\|u_{0}\right\|_{2}
$$

To have results invariant by rescaling, one needs to consider data $u_{0} \in \dot{H}^{s}\left(\mathbb{R}^{n}\right)$ $\left(=(-\Delta)^{-s / 2} L^{2}\left(R^{n}\right)\right)$, with $s(\alpha)=s_{c}=n / 2-2 /(\alpha-1)$ which is called the critical case. The case $s>s_{c}=n / 2-2 /(\alpha-1)$ is called subcritical case. Notice that Theorem 5.8 above corresponds to the subcritical case and Theorem 5.3 to the critical case in $L^{2}\left(\mathbb{R}^{n}\right)(s=0)$.

So the following question arises. Are the results in Theorem 5.8 optimal? This seems to be the case. First, let us consider the "focusing case," i.e., for $\lambda>0$ in (5.1), the following result was obtained in [BKPSV].

Theorem 5.9. If $4 / n+1 \leq \alpha<\infty$, then the IVP (5.1) with $\lambda>0$ is ill-posed in $H^{s_{c}}\left(\mathbb{R}^{n}\right)$ with $s_{c}=n / 2-2 /(\alpha-1)$, in the sense that the time of existence $T$ and the continuous dependence cannot be expressed in terms of the size of the data in the $H^{s_{c}}$-norm. More precisely, there exists $c_{0}>0$ such that for any $\delta, t>0$ small there exist data $u_{1}, u_{2} \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ such that

$$
\left\|u_{1}\right\|_{s, 2}+\left\|u_{2}\right\|_{s, 2} \leq c_{0}, \quad\left\|u_{1}-u_{2}\right\|_{s, 2} \leq \delta, \quad\left\|u_{1}(t)-u_{2}(t)\right\|_{s, 2}>c_{0} / 2
$$

where $u_{j}(\cdot)$ denotes the solution of the IVP (5.1) with data $u_{j}, j=1,2$.

Proof. For simplicity, we shall only consider the case $0<s_{c}<1$ and fix $\lambda=1$. We consider the one-parameter family of ground states:

$$
v_{\mu}(x, t)=e^{i \mu t} \varphi_{\mu}(x)=e^{i \mu t} \mu^{1 /(\alpha-1)} \varphi(\sqrt{\mu} x)
$$

where the function $\varphi(\cdot)=\varphi_{1}(\cdot)$ solves the nonlinear elliptic eigenvalue problem (5.8) with $0<\alpha<4 /(n-2)$, if $n>2$. The idea is to estimate

$$
\left\|D_{x}^{s_{c}}\left(v_{\mu_{1}}-v_{\mu_{2}}\right)(t)\right\|_{2}^{2}
$$

and

$$
\left\|D_{x}^{s_{c}}\left(\mu_{1}^{1 /(\alpha-1)} \varphi_{1}\left(\sqrt{\mu}_{1} \cdot\right)-\mu_{2}^{1 /(\alpha-1)} \varphi_{1}\left(\sqrt{\mu}_{2} \cdot\right)\right)\right\|_{2}^{2}
$$

Choosing $\mu_{1}=(N+1)^{2}$ and $\mu_{2}=N^{2}$ so that $\mu_{1}-\mu_{2}>2 N$, we have that

$$
\begin{aligned}
& \left\|D_{x}^{s_{c}}\left(v_{\mu_{1}}-v_{\mu_{2}}\right)(t)\right\|_{2}^{2} \\
& =\left\|D_{x}^{s_{c}} v_{\mu_{1}}(t)\right\|_{2}^{2}+\left\|D_{x}^{s_{c}} v_{\mu_{2}}(t)\right\|_{2}^{2}-2 \mathcal{R} e\left\{e^{i t\left(\mu_{1}-\mu_{2}\right)}\left\langle v_{\mu_{1}}(t), v_{\mu_{2}}(t)\right\rangle_{s_{\alpha}}\right\} \\
& =\Psi\left(\mu_{1}, \mu_{2}\right)(t)
\end{aligned}
$$

Given any $T>0$ there exist $N>c(T)$ and $t \in(0, T)$ such that

$$
\mathcal{R} e\left\{e^{i t\left(\mu_{1}-\mu_{2}\right)}\left\langle v_{\mu_{1}}(t), v_{\mu_{2}}(t)\right\rangle_{s_{c}}\right\}=0,
$$

hence,

$$
\sup _{[0, T]} \Psi\left(\mu_{1}, \mu_{2}\right)(t)=2\left\|D_{x}^{s_{c}} \varphi_{1}\right\|_{2}^{2}
$$

On the other hand,

$$
\begin{aligned}
\lim _{N \rightarrow \infty}\left\|D_{x}^{s_{c}}\left(v_{\mu_{1}}-v_{\mu_{2}}\right)(0)\right\|_{2}^{2} & =\left\|D_{x}^{s_{c}} v_{\mu_{1}}(0)\right\|_{2}^{2}+\left\|D_{x}^{s_{c}} v_{\mu_{2}}(0)\right\|_{2}^{2} \\
& -2 \operatorname{Re}\left\{\left\langle v_{\mu_{1}}, v_{\mu_{2}}\right\rangle_{s_{c}}\right\}=0
\end{aligned}
$$

by using that $\mu_{1} / \mu_{2} \rightarrow 1$ as $N \rightarrow \infty$ and so

$$
\lim _{N \rightarrow \infty} \operatorname{Re}\left\{\left\langle v_{\mu_{1}}, v_{\mu_{2}}\right\rangle_{s_{c}}\right\}=\left\|D_{x}^{s_{c}} \varphi_{1}\right\|_{2}^{2}
$$

Therefore, for any $T>0$

$$
\lim _{N \rightarrow \infty} \sup _{[0, T]}\left\|D_{x}^{s_{c}}\left(v_{\mu_{1}}-v_{\mu_{2}}\right)(t)\right\|_{2}=\sqrt{2}\left\|D_{x}^{s_{c}} \varphi_{1}\right\|_{2}
$$

while

$$
\lim _{N \rightarrow \infty}\left\|D_{x}^{s_{c}}\left(\mu_{1}^{1 /(\alpha-1)} \varphi\left(\sqrt{\mu_{1}} \cdot\right)-\mu_{2}^{1 /(\alpha-1)} \varphi\left(\sqrt{\mu}_{2} \cdot\right)\right)\right\|_{2}=0
$$

which essentially proves the result.
Christ, Colliander and Tao [CrCT1] have shown that the results in Theorem 5.9 extend to the defocusing case $\lambda<0$. Moreover, the following stronger ill-posedness
result in norm inflation concerning the IVP (5.1) in both the focusing and defocusing cases was established in [CrCT3]:

Theorem 5.10. Given $s \in\left(0, s_{c}\right) \exists\left\{u_{0}^{m}: m \in \mathbb{Z}^{+}\right\} \subset \mathcal{S}\left(\mathbb{R}^{n}\right)$ and $\left\{t_{m}: t_{m}>0\right\}$ with $\left\|u_{0}^{m}\right\|_{s, 2} \rightarrow 0, t_{m} \rightarrow 0$ as $m \uparrow \infty$ such that the corresponding solution $u^{m}$ of the IVP (5.1) with $\lambda \neq 0$, and initial data $u^{m}(x, 0)=u_{0}^{m}(x)$ satisfies that

$$
\begin{equation*}
\left\|u_{m}\left(\cdot, t_{m}\right)\right\|_{s, 2} \rightarrow \infty, \quad \text { as } \quad m \uparrow \infty \tag{5.68}
\end{equation*}
$$

In the case $\alpha \geq 3$, this result has been strengthened in [ AlCa ] by showing:
Theorem 5.11. Given $\alpha \geq 3$ and $s \in\left(0, s_{c}\right)$ there exist $\left\{u_{0}^{m}: m \in \mathbb{Z}^{+}\right\} \subset$ $\mathcal{S}\left(\mathbb{R}^{n}\right)$ and $\left\{t_{m}: t_{m}>0\right\}$ with $\left\|u_{0}^{m}\right\|_{s, 2} \rightarrow 0, t_{m} \rightarrow 0$ as $m \uparrow \infty$ such that the corresponding solution $u^{m}$ of the IVP (5.1), in the defocusing case $\lambda<0$, with initial data $u^{m}(x, 0)=u_{0}^{m}(x)$, satisfies that

$$
\begin{equation*}
\left\|u_{m}\left(\cdot, t_{m}\right)\right\|_{l, 2} \rightarrow \infty, \quad \text { as } \quad m \uparrow \infty, \forall l \in\left(\frac{2 s}{2+(\alpha-1)\left(s_{c}-s\right)}, s\right) \tag{5.69}
\end{equation*}
$$

All the existence results for the IVP (5.1) discussed so far are restricted to Sobolev spaces with nonnegative index, i.e., in $H^{s}\left(\mathbb{R}^{n}\right), s \geq 0$, even in the cases when the scaling argument tells us that the critical value is negative, that is, $s(\alpha)=s_{c}=$ $n / 2-2 /(\alpha-1)<0$. Thus, for example, we can ask whether for the IVP for the cubic 1-D Schrödinger equation:

$$
\left\{\begin{array}{l}
i \partial_{t} v+\partial_{x}^{2} v+\lambda|v|^{2} v=0  \tag{5.70}\\
v(x, 0)=v_{0}(x)
\end{array}\right.
$$

$t \in \mathbb{R}, x \in \mathbb{R}, \lambda \in \mathbb{R}$, for which $s_{c}=1 / 2-2 /(\alpha-1)=-1 / 2$, one can obtain a local existence result in $H^{s}(\mathbb{R})$, with $s<0$ (we recall that Theorem 5.2 provides the result in $H^{s}(\mathbb{R})$, with $s \geq 0$ ). In this regard, we have the following result found in [KPV4].

Theorem 5.12. If $s \in(-1 / 2,0)$, then the mapping data-solution $u_{0} \mapsto u(t)$, where $u(t)$ solves the IVP (5.70) with $\lambda>0$ (focusing case), is not uniformly continuous.

In [VV] and [Gr3], Vargas and Vega, and Grünrock found spaces which scale is below the one from $L^{2}$ but above that of $\dot{H}^{-1 / 2}(\mathbb{R})$, i.e., spaces whose norm is invariant by $\lambda^{\theta} u_{0}(\lambda x)$ with $\theta \in(-1 / 2,0)$, for which the IVP (5.70) is locally and globally well-posed.

Remark 5.8. The result in Theorem 5.12 can be extended to higher dimensions. More precisely, it applies to the IVP

$$
\left\{\begin{array}{l}
i \partial_{t} u+\Delta u+|u|^{\rho-1} u=0  \tag{5.71}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

$t \in \mathbb{R}, x \in \mathbb{R}^{n}$, with $u_{0} \in H^{s}\left(\mathbb{R}^{n}\right), n<4 /(\rho-1)$, and $s \in(n / 2-2 /(\rho-1), 0)$.

For the IVP (5.70), on one hand, one has that the map data solution fails to be continuous, i.e., there exist data $u_{0} \in \mathcal{S}(\mathbb{R})$ with arbitrary small $H^{s}$-norm for $s \leq$ $-1 / 2$, whose corresponding solution $u(t)$ provided by Theorem 5.2 has arbitrary large $H^{s}$-norm at an arbitrary small time (see (5.68)). On the other hand, Theorem 5.12 for the focusing case and the results in [CrCT1] for the defocusing case, shows that the map data-solution is not uniformly continuous in $H^{s}$ for $s<0$.

In [KTa3], Koch and Tataru obtained the following a priori estimates for solutions of the IVP (5.70), improving a previous result found in [CrCT2] and [KTa2].
Theorem 5.13 ([KTa3]). Let $u \in C\left(\mathbb{R}^{+}: L^{2}(\mathbb{R})\right) \cap L^{4}(\mathbb{R} \times[0, T])$ for all $T>0$ be the global solution of the IVP (5.70) (see Theorem 5.2). Then for all $T>0$ there exists $\alpha(T)>0$ such that

$$
\sup _{t \in[0, T]}\|u(t)\|_{H_{\alpha(T)}^{-1 / 4}} \leq 1
$$

where

$$
\|f\|_{H_{\alpha(T)}^{-1 / 4}}^{2}=\int_{-\infty}^{\infty} \frac{|\widehat{f}(\xi)|^{2}}{\left(\alpha+\xi^{2}\right)^{1 / 4}} d \xi
$$

This a priori estimate allows one to establish the existence of an appropriate class of global weak solution of (5.70) (see [CrCT2] and [KTa3]).

Proof of Theorem 5.12 As in the previous proof, consider the one-parameter family of standing wave solutions (with $n=1$ in this case)

$$
v_{\omega}(x, t)=e^{i t \omega^{2}} \varphi_{\omega}(x)
$$

where $\varphi_{\omega}(x)=\omega \varphi(\omega x)$ and $\varphi(x)=\varphi_{1}(x)$ solves the nonlinear equation in (5.8) with $\omega=1$. Using the Galilean invariance (5.11), we obtain the two-parameter family of solutions:

$$
u_{N, \omega}(x, t)=e^{-i t N^{2}+i N x} v_{\omega}(x-2 t N, t)=e^{-i t\left(N^{2}-\omega^{2}\right)} e^{i N x} \varphi_{\omega}(x-2 t N)
$$

We fix $s$ such that $s \in(-1 / 2,0)$ and take $\omega=N^{-2 s}$ and $N_{1}, N_{2} \simeq N$.
First, we calculate

$$
\left\|u_{N_{1}, \omega}(0)-u_{N_{2}, \omega}(0)\right\|_{s, 2}^{2} .
$$

Observing that $\widehat{\varphi}_{\omega}(\xi)=\widehat{\varphi}(\xi / \omega)$ so that $\widehat{\varphi}_{\omega}(\cdot)$ concentrates in $B_{\omega}(0)=\{\xi \in \mathbb{R}:|\xi|$ $<\omega\}$. From the choice of $\omega$ and $s>-1 / 2$, if $\xi \in B_{\omega}( \pm N)$, then $|\xi| \simeq N$. Then, a straight calculation yields

$$
\begin{aligned}
\| u_{N_{1}, \omega}(0) & -u_{N_{2}, \omega}(0) \|_{s, 2}^{2} \\
& \leq c N^{2 s} \frac{\left|N_{1}-N_{2}\right|}{\omega^{2}}\left(\int_{\eta+N_{2}}^{\eta+N_{1}} d \xi\right) \int_{-\infty}^{\infty}\left|\widehat{\varphi}_{\omega}^{\prime}(\eta)\right|^{2} d \eta
\end{aligned}
$$

$$
\leq c N^{2 s}\left(N_{1}-N_{2}\right)^{2} \frac{1}{\omega^{2}} \omega=c\left(N^{2 s}\left(N_{1}-N_{2}\right)\right)^{2}
$$

and that

$$
\left\|u_{N_{j}, \omega}(0)\right\|_{s, 2}^{2} \simeq c N^{2 s} \omega=c, \quad j=1,2
$$

Now, we consider the solutions $u_{N_{1}, \omega}(t), u_{N_{2}, \omega}(t)$ at time $t=T$, and compute

$$
\left\|u_{N_{1}, \omega}(T)-u_{N_{2}, \omega}(T)\right\|_{s, 2} .
$$

Note first that

$$
\left\|u_{N_{j}, \omega}(T)\right\|_{s, 2}^{2} \simeq c, \quad j=1,2
$$

In fact,

$$
\left\|u_{N_{j}, \omega}(T)\right\|_{s, 2}^{2}=\left\|u_{N_{j}, \omega}(0)\right\|_{s, 2}^{2} \simeq c, \quad j=1,2
$$

Note that the frequencies of both $u_{N_{j}, \omega}(T), j=1,2$, are localized around $|\xi| \simeq N$, and hence,

$$
\begin{equation*}
\left\|u_{N_{1}, \omega}(T)-u_{N_{2}, \omega}(T)\right\|_{s, 2}^{2} \simeq N^{2 s}\left\|u_{N_{1}, \omega}(T)-u_{N_{2}, \omega}(T)\right\|_{2}^{2} . \tag{5.72}
\end{equation*}
$$

Next, we observe that

$$
u_{N_{j}, \omega}(x, T)=e^{-i\left(T N_{j}^{2}-N_{j} x-T \omega^{2}\right)} \omega \varphi\left(\omega\left(x-2 T N_{j}\right)\right), \quad j=1,2 .
$$

Thus, the support of $u_{N_{j}, \omega}(T)$ is concentrated in $B_{\omega^{-1}}\left(2 T N_{j}\right), j=1,2$. Therefore, if for $T$ fixed, $N_{1}, N_{2}$ are chosen such that

$$
T\left(N_{1}-N_{2}\right) \gg \omega^{-1}=N^{2 s},
$$

then there is not interaction and

$$
\left\|u_{N_{1}, \omega}(T)-u_{N_{2}, \omega}(T)\right\|_{2}^{2} \simeq\left\|u_{N_{1}, \omega}(T)\right\|_{2}^{2}+\left\|u_{N_{2}, \omega}(T)\right\|_{2}^{2} \simeq \omega .
$$

The above estimate combined with (5.72) yields

$$
\begin{equation*}
\left\|u_{N_{1}, \omega}(T)-u_{N_{2}, \omega}(T)\right\|_{s, 2}^{2} \geq c N^{2 s} \omega=c \tag{5.73}
\end{equation*}
$$

Take now

$$
N_{1}=N \quad \text { and } \quad N_{2}=N-\frac{\delta}{N^{2 s}},
$$

so that

$$
\left\{\begin{array}{l}
c\left(N^{2 s}\left(N_{1}-N_{2}\right)\right)^{2}=c \delta^{2},  \tag{5.74}\\
T\left(N_{1}-N_{2}\right)=T \frac{\delta}{N^{2 s}} \gg N^{2 s}, \quad \text { i.e., } T \gg \frac{N^{4 s}}{\delta} .
\end{array}\right.
$$

Since $s<0$, given $\delta, T>0$, we can choose $N$ so large that (5.74) is valid, and from this we see that (5.73) violates the uniform continuity.

Well-posedness for some particular cases of the IVP (5.71) has been studied in other spaces. In [PI], the problem was considered in Besov spaces, in [CVV] in $L^{p *}$ ( $L^{p}$-weak spaces) and in [Gr3] in the spaces $\widehat{H_{r}^{s}}\left(\mathbb{R}^{n}\right)$ defined as:

$$
\begin{equation*}
f \in \widehat{H_{r}^{s}}\left(\mathbb{R}^{n}\right) \quad \text { if } \quad\|f\|_{\widehat{H_{r}^{s}}}=\left\|\left(1+|\xi|^{2}\right)^{s / 2} \widehat{f}\right\|_{L_{\xi}^{r^{\prime}}}<\infty \tag{5.75}
\end{equation*}
$$

The idea was to find larger spaces than $H^{s}\left(\mathbb{R}^{n}\right)$ or other ones which scale closer to the critical homogeneity given by the equation.

In [KPV12], the study of the IVP:

$$
\left\{\begin{array}{l}
i \partial_{t} u \pm \Delta u+N_{k}(u, \bar{u})=0  \tag{5.76}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

$x \in \mathbb{R}^{n}, t \in \mathbb{R}$, where

$$
\begin{equation*}
N_{k}\left(z_{1}, z_{2}\right)=\sum_{a+b=k} C_{k} z_{1}^{a} z_{2}^{b}, \tag{5.77}
\end{equation*}
$$

was first considered. Even though it may not have a physical interpretation in general, the main purpose of this study was motivated to test new local estimates based on $X_{s, b}$ spaces (see Definition 7.1) and variant of them and their relation with the geometry of the nonlinearity $N_{k}$.

We summarize next some local results obtained for the IVP (5.76). First, we will consider the 1-D situation. For the nonlinearity $N_{2}(u, \bar{u})=u^{2}$, Bejenaru and Tao [BTo] obtained a sharp local well-posedness result in $H^{s}(\mathbb{R})$ for $s \geq-1$. In [Ki3], Kishimoto established a similar result for the quadratic nonlinearity $N_{2}(u, \bar{u})=(\bar{u})^{2}$. In [KiT], Kishimoto and Tsugawa showed the local well-posedness for the case $N_{2}(u, \bar{u})=u \bar{u}=|u|^{2}$ in $H^{s}(\mathbb{R})$ for $s>-1 / 2$. In each case, these results improve by one fourth the previous ones obtained in [KPV12]. Grünrock [Gr1] has shown that the IVP (5.76) is locally well-posed in $H^{s}(\mathbb{R})$ with $s>-5 / 12$ for $N_{3}(u, \bar{u})=(\bar{u})^{3}$ and $N_{3}(u, \bar{u})=u^{3}$ and with $s>-2 / 5$ for $N_{3}(u, \bar{u})=u(\bar{u})^{2}$. Notice that all these nonlinearities have the same homogeneity, but only $N_{3}(u, \bar{u})=|u|^{2} u$ is Galilean invariant. For higher powers in (5.77), the results known are due to Grünrock [Gr1]. He proved local well-posedness for the IVP (5.76) when the nonlinearity $N_{4}(u, \bar{u})$ has either of the following forms: $(\bar{u})^{4}, u^{4}, u^{3} \bar{u}$, and $\bar{u}^{3} u$ in $H^{s}(\mathbb{R}), s>-1 / 6$, and for $N_{4}(u, \bar{u})=|u|^{4}$ in $H^{s}(\mathbb{R}), s>-1 / 8$.

In dimension $n=2$, Bejenaru and De Silva [BeDS] showed local well-posedness for the IVP (5.76) in $H^{s}\left(\mathbb{R}^{2}\right), s>-1$ when $N_{2}(u, \bar{u})=u^{2}$ and a similar result was obtained by Kishimoto [Ki2] for $N_{2}(u, \bar{u})=(\bar{u})^{2}$. These results improved by one fourth the previous ones found in [CDKS]. In the later work, local well-posedness for the nonlinearity $N_{2}(u, \bar{u})=u \bar{u}$ was established in $H^{s}\left(\mathbb{R}^{2}\right), s>-1 / 4$. In the three-dimensional case, Tao [To3] proved that the IVP (5.76) is locally well-posed in $H^{s}\left(\mathbb{R}^{3}\right), s>-1 / 2$ for either $N_{2}(u, \bar{u})=u^{2}$ or $N_{2}(u, \bar{u})=\bar{u}^{2}$, and in $H^{s}\left(\mathbb{R}^{3}\right)$, $s>-1 / 4$ for the nonlinearity $N_{2}(u, \bar{u})=u \bar{u}$.

Next, we deal with the existence and uniqueness question for the IVP associated to the cubic Schrödinger equation with the delta function as initial datum:

$$
\left\{\begin{array}{l}
i \partial_{t} u+\partial_{x}^{2} u \pm|u|^{2} u=0  \tag{5.78}\\
u(x, 0)=\delta(x)
\end{array}\right.
$$

$t>0, x \in \mathbb{R}$.
Theorem 5.14 ([KPV5]). Either there is no weak solution u for the IVP (5.78) in the class

$$
\begin{equation*}
u,|u|^{2} u \in L^{\infty}\left([0, \infty): \mathcal{S}^{\prime}(\mathbb{R})\right) \quad \text { with } \quad \lim _{t \downarrow 0} u(\cdot, t)=\delta \tag{5.79}
\end{equation*}
$$

or there is more than one.
Consider now the local and global well-posedness of the periodic problem:

$$
\left\{\begin{array}{l}
i \partial_{t} u=-\Delta u \pm|u|^{\alpha-1} u  \tag{5.80}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

$x \in \mathbb{T}^{n}, t \in \mathbb{R}, \alpha>1$.
For $n=1$, Bourgain [Bo1] established local well-posedness for (5.80) in $H^{s}(\mathbb{T})$, $s \in[0,1 / 2)$ for $\alpha \in(1,1+4 /(1-2 s))$. This combined with the conservation law $\|u(t)\|_{L^{2}}=\left\|u_{0}\right\|_{L^{2}}$ yields the corresponding global well-posedness result.

In the defocussing cubic NLS case ( $(+$ ) in (5.80)) it was shown in [BGT2], [CrCT1] that the problem (5.80) is ill-posed (the map data-solution is not uniformly continuous) in $H^{s}(\mathbb{T}), s<0$.

For $n=3$, local well-posedness with $\alpha=3$ was proved in [Bo1] for $u_{0} \in$ $H^{s}\left(\mathbb{T}^{3}\right), s>1 / 2$. For $n \geq 2$, local well-posedness was established in [Bo1] for $\alpha \in[3,4 /(n-2 s))$ and $s>3 n / n+4$.

The problem (5.80) in an $n$-dimensional nonflat compact manifold $M^{n}$ has been studied by Burq, Gerard and Tzvetkov [BGT2], [BGT3]. Among other results, for the case of the two-dimensional sphere $\mathbb{S}^{2}$ they have shown that the IVP (5.80) in the cubic defocusing case (i.e., $\alpha=3$ and positive sign in front of the nonlinearity) is locally well-posed in $H^{s}\left(\mathbb{S}^{2}\right)$ for $s>1 / 4$ and ill-posed for $s<1 / 4$.

The IVP problem (5.76) can also be considered in the periodic setting. We list next some results regarding the local well-posedness for this IVP in this situation. In the 1-D case, Bourgain [Bo1] established local well-posedness in $L^{2}(\mathbb{T})$ for any nonlinearity in (5.76) such that $a+b=k \leq 4$. Kenig, Ponce and Vega [KPV12] established the local well-posedness theory in $H^{s}(\mathbb{T}), s>-1 / 2$, for $N_{2}(u, \bar{u})=u^{2}$, and for $N_{2}(u, \bar{u})=\bar{u}^{2}$. Also, in the 1-D case Grünrock [Gr1] proved local wellposedness for $N_{3}(u, \bar{u})=\bar{u}^{3}$ and $N_{4}(u, \bar{u})=\bar{u}^{4}$ in $H^{s}(\mathbb{T})$, with $s>-1 / 3$ and $s>-1 / 6$, respectively. In the two-dimensional case, Grünrock [Gr1] showed local well-posedness in $H^{s}\left(\mathbb{T}^{2}\right), s \geq-1 / 2$, for $N_{2}(u, \bar{u})=\bar{u}^{2}$, and in dimension three that the IVP (5.76) is locally well-posed in $H^{s}\left(\mathbb{T}^{3}\right), s \geq-3 / 10$, for $N_{2}(u, \bar{u})=\bar{u}^{2}$. For
further well-posedness results in the spaces

$$
\mathcal{H}_{s, p}(\mathbb{T})=\left(\sum_{n \in \mathbb{Z}}\left(1+n^{2}\right)^{p s / 2}|\widehat{f}(n)|^{p}\right)^{1 / p}
$$

we refer to $[\mathrm{Cr}]$ and $[\mathrm{Th}]$.

### 5.5 Exercises

5.1 (i) Prove that if $u=u(x, t)$ satisfies

$$
\begin{equation*}
i \partial_{t} u=-\Delta u+|u|^{4 / n} u \tag{5.81}
\end{equation*}
$$

( $u$ is the solution of the equation in (5.1) with $\lambda=1$ and the critical power $\alpha=4 / n+1$ in $L^{2}\left(\mathbb{R}^{n}\right)$ ) then:

$$
\begin{aligned}
u_{1}(x, t)= & e^{i \theta} u(x, t), \\
u_{2}(x, t)= & u\left(x-x_{0}, t-t_{0}\right), \text { with } x_{0} \in \mathbb{R}^{n}, t_{0} \in \mathbb{R} \text { fixed, } \\
u_{3}(x, t)= & u(A x, t), \text { with A any orthogonal matrix } n \times n, \\
u_{4}(x, t)= & u\left(x-2 x_{0} t, t\right) e^{i\left(x \cdot x_{0}-\left|x_{0}\right|^{2} t\right)}, \text { with } x_{0} \in \mathbb{R}^{n} \text { fixed, } \\
u_{5}(x, t)= & \mu^{n / 2} u\left(\mu x, \mu^{2} t\right), \mu \in \mathbb{R} \text { fixed, } \\
u_{6}(x, t)= & \frac{1}{(\alpha+\omega t)^{n / 2}} \exp \left[\frac{i \omega|x|^{2}}{4(\alpha+\omega t)}\right] u\left(\frac{x}{\alpha+\omega t}, \frac{\gamma+\theta t}{\alpha+\omega t}\right), \\
& \alpha \theta-\omega \gamma=1, \\
u_{7}(x, t)= & \frac{u(x,-t),}{}
\end{aligned}
$$

also satisfy equation (5.81).
(ii) Prove that $u_{1}, u_{2}, u_{3}, u_{4}, u_{5}$ (with different powers in $\mu$ ) and $u_{7}$ still satisfy the equation (5.81) for general nonlinearity $\pm|u|^{\alpha-1} u$ in (5.81).
5.2 Let $u \in H^{1}\left(\mathbb{R}^{n}\right)$ solve $-\Delta u+a u=b|u|^{\alpha} u$, where $a>0$ and $b \in \mathbb{R}$. Show that $u$ satisfies
(i)

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}|\nabla u|^{2} d x+a \int_{\mathbb{R}^{n}}|u|^{2} d x=b \int_{\mathbb{R}^{n}}|u|^{\alpha+2} d x . \tag{5.82}
\end{equation*}
$$

(ii) Pohozaev's identity:

$$
\begin{equation*}
(n-2) \int_{\mathbb{R}^{n}}|\nabla u|^{2} d x+n a \int_{\mathbb{R}^{n}}|u|^{2} d x=\frac{2 n b}{\alpha+2} \int_{\mathbb{R}^{n}}|u|^{\alpha+2} d x . \tag{5.83}
\end{equation*}
$$

5.3 Use Pohozaev's identity to show that a necessary condition to have solution in $H^{1}\left(\mathbb{R}^{n}\right)$ of problem (5.8) is that the nonlinearity satisfies $1<\alpha<$ $(n+2) /(n-2)(1<\alpha<\infty, \quad n=1,2)$.
5.4 (i) Show that a formal scaling argument yields the estimate:

$$
\begin{equation*}
T=T\left(\left\|u_{0}\right\|_{2}\right)=c\left\|u_{0}\right\|_{2}^{-\beta}, \quad \beta=\frac{4(\alpha-1)}{4-n(\alpha-1)} \tag{5.84}
\end{equation*}
$$

for the life span of the $L^{2}$-local solution as a function of the size of the data given in Theorem 5.2.
(ii) Review the proof of Theorem 5.2 to obtain the estimate (5.84).
5.5 Consider the IVP for the 1-D NLS equation

$$
\left\{\begin{array}{l}
\partial_{t} u=i \partial_{x}^{2} u \pm i \lambda|u|^{\alpha-1} u  \tag{5.85}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

$\lambda \in \mathbb{R}, \alpha>1$.
(i) Prove that if $\alpha \in(1,5)$ and $u_{0} \in L^{2}(\mathbb{R})$, then the solution $u(\cdot, t)$ of the IVP (5.85) provided by Theorem 5.2 satisfies that

$$
u(\cdot, t) \in C(\mathbb{R}) \quad \text { a.e. } \quad t \in[-T, T]
$$

(ii) Can the result in (i) be extended to the case $\alpha=5$ ?

Hint: Combine the idea of the proof of Exercise 4.9(ii) with Theorem 5.2, Corollary 5.1 and Theorem 5.3.
5.6 Let $f_{\mu}(x)=\mu f(\mu x)$. Show that $\left\|f_{\mu}\right\|_{X_{p}}$ is independent of $\mu$, where $\|\cdot\|_{X_{p}}$ was defined in (5.58).
5.7 Let

$$
u_{0 j}(x, y)=\chi_{\left[\left[0,1 / 2 j^{j} \times\left[0,2^{j}\right]\right]\right.}(x, y) \quad j \in \mathbb{Z}^{+}
$$

Prove that

$$
\left\|u_{0 j}\right\|_{X_{p}} \leq 2^{-j / 4}
$$

5.8 Show that

$$
u(x, t)=e^{i t}\left\{1-\frac{4(1+2 i t)}{1+2 x^{2}+4 t^{2}}\right\}
$$

solves the IVP associated to

$$
i \partial_{t} u+\partial_{x}^{2} u+|u|^{2} u=0
$$

with datum

$$
u(x, 0)=1-\frac{4}{1+2 x^{2}}
$$

5.9 (i) Prove that for any $\omega>0$ the function:

$$
\begin{equation*}
u_{\omega}(x, t)=e^{i t \omega} \omega^{1 /(\alpha-1)} \varphi(\sqrt{\omega} x)=e^{i t \omega} \varphi_{\omega}(x), \quad x \in \mathbb{R}^{n}, t \in \mathbb{R} \tag{5.86}
\end{equation*}
$$

where $\varphi(\cdot)$ is the unique positive, spherical symmetric solution of (5.8), satisfies the equation in (5.1) with $\lambda=1$ (focussing case).
(ii) Show that

$$
\frac{d}{d \omega}\left\|u_{\omega}\right\|_{2}=\frac{d}{d \omega}\left\|\varphi_{\omega}\right\|_{2} \begin{cases}>0, & \text { if } \frac{1}{\alpha-1}>\frac{n}{4} \\ =0, & \text { if } \\ \frac{1}{\alpha-1}=\frac{n}{4} \\ <0, & \text { if } \frac{1}{\alpha-1}<\frac{n}{4}\end{cases}
$$

5.10 [Generalized pseudo-conformal transformation] Let $u(x, t)$ be a solution of the equation

$$
\begin{equation*}
i \partial_{t} u+\mathfrak{L}_{j} u \pm|u|^{\alpha-1} u=0, \quad \alpha>1 \tag{5.87}
\end{equation*}
$$

with

$$
\mathfrak{L}_{j}=\partial_{x_{1}}^{2}+\cdots+\partial_{x_{j}}^{2}-\partial_{x_{j+1}}^{2}-\cdots-\partial_{x_{n}}^{2}, \quad j \in\{1, \ldots, n\} .
$$

Prove that for $\nu, \theta, \omega, \gamma \in \mathbb{R}$ such that $\nu \theta-\omega \gamma=1$,

$$
v(x, t)=\frac{e^{i \omega Q_{j}(x) / 4(v+\omega t)}}{(v+\omega t)^{n / 2}} u\left(\frac{x}{v+\omega t}, \frac{\gamma+\theta t}{v+\omega t}\right)
$$

with

$$
Q_{j}(x)=x_{1}^{2}+\cdots+x_{j}^{2}-x_{j+1}^{2}-\cdots-x_{n}^{2}
$$

verifies the equation:

$$
\begin{equation*}
i \partial_{t} v+\mathfrak{L}_{j} v \pm(v+\omega t)^{(\alpha-1) n / 2-2}|v|^{\alpha-1} v=0 \tag{5.88}
\end{equation*}
$$

In particular, if $\alpha-1=4 / n$ (critical $L^{2}$-case) (5.87) and (5.88) are equal, see [GV1].
5.11 Let $u \in C\left([0, T]: L^{2}(\mathbb{R})\right) \cap L^{4}\left([0, T]: L^{\infty}(\mathbb{R})\right)$ be the local solution of the IVP

$$
\left\{\begin{array}{l}
\partial_{t} u=i\left(\partial_{x}^{2} u \pm|u|^{2} u\right)  \tag{5.89}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

$x, t \in \mathbb{R}$, provided by Theorem 5.2.
(i) Prove that if $x u_{0}, x u(\cdot, T) \in L^{2}(\mathbb{R})$, then

$$
u \in C\left([0, T]: H^{1}(\mathbb{R}) \cap L^{2}\left(|x|^{2} d x\right)\right)=C\left([0, T]: \mathcal{F}_{2}^{1}\right)
$$

(ii) Extend the result in (i) for any $m \in \mathbb{Z}^{+}$, i.e. If $|x|^{m} u_{0},|x|^{m} u(\cdot, T) \in$ $L^{2}(\mathbb{R})$, then

$$
u \in C\left([0, T]: H^{m}(\mathbb{R}) \cap L^{2}\left(|x|^{2 m} d x\right)\right)=C\left([0, T]: \mathcal{F}_{2 m}^{m}\right)
$$

(iii) Prove that if $u_{0} \in H^{s}(\mathbb{R}) \cap L^{2}\left(|x|^{2 b} d x\right)=\mathcal{F}_{2 b}^{s}$ with $s \geq b \in \mathbb{Z}^{+}$, then $u \in C\left([0, T]: \mathcal{F}_{2 b}^{s}\right)$.

## Chapter 6 <br> Asymptotic Behavior of Solutions for the NLS Equation

In this chapter, we shall study the longtime behavior of the local solutions of the initial value problem (IVP)

$$
\left\{\begin{array}{l}
i \partial_{t} u+\Delta u+\lambda|u|^{\alpha-1} u=0  \tag{6.1}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

$t \in \mathbb{R}, x \in \mathbb{R}^{n}$, obtained in the previous chapter.
In the first section, we shall present results that under appropriate conditions involving the dimension $n$, the nonlinearity $\alpha$, the sign of $\lambda$ (focusing $\lambda>0$, defocusing $\lambda<0$ ), and the size of the data $u_{0}$ guarantee that these local solutions extend globally in time, i.e., to any time interval $[-T, T]$ for any $T>0$.

In the second section, we shall see that when these conditions are not satisfied, the local solution should blowup in finite time.

### 6.1 Global Results

We shall start with the $L^{2}$ case. Theorem 5.2 (subcritical case) tells us that the initial value problem (IVP) (6.1) is locally well-posed in $L^{2}\left(\mathbb{R}^{n}\right)$ for $\alpha \in(1,1+4 / n)$ in a time interval $[0, T]$ with $T=T\left(\left\|u_{0}\right\|_{2}\right)>0$. Multiplying the equation in (6.1) by $\bar{u}$, integrating the result in the space variables, and taking the imaginary part we get that the mass is conserved:

$$
\begin{equation*}
M(u)=\|u(t)\|_{2}^{2}=\left\|u_{0}\right\|_{2}^{2} \tag{6.2}
\end{equation*}
$$

(to justify this procedure one needs to use continuous dependence, approximate the data $u_{0}$ by a sequence in $H^{2}\left(\mathbb{R}^{n}\right)$, and take the limit). The conservation law (6.2) allows us to reapply Theorem 5.2 as many times as we wish, preserving the length of the time interval to get a global solution.

Theorem 6.1 (Global $\boldsymbol{L}^{\mathbf{2}}$-solution, subcritical case). If the nonlinearity power $\alpha \in(1,1+4 / n)$, then for any $u_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$ the local solution $u=u(x, t)$ of the
initial value problem (IVP) (6.1) extends globally with

$$
u \in C\left([0, \infty): L^{2}\left(\mathbb{R}^{n}\right)\right) \cap L_{\mathrm{loc}}^{q}\left([0, \infty): L^{p}\left(\mathbb{R}^{n}\right)\right)
$$

where ( $p, q$ ) satisfies the condition (4.18) in Theorem 4.2.
The situation for the $L^{2}$-critical case $\alpha=1+4 / n$,

$$
\begin{equation*}
i \partial_{t} u+\Delta u+\lambda|u|^{4 / n} u=0 \tag{6.3}
\end{equation*}
$$

with $u(x, 0)=u_{0}(x) \in L^{2}\left(\mathbb{R}^{n}\right)$, whose solutions are given by Theorem 5.3 , is quite different. In this case, the local result shows the existence of solution in a time interval depending on the data $u_{0}$ itself and not on its norm. So, the conservation law (6.2) does not guarantee the existence of a global solution. The problem of the longtime behavior of the $L^{2}$-solution of the equation (6.3) has received considerable attention.

The progress on this problem can be roughly described as follows:
(i) $\left\|u_{0}\right\|_{2}$ is small enough (Corollary 5.2); and
(ii) For the "defocusing" case, i.e., $\lambda<0$ in (6.1), with $u_{0} \in H^{s}\left(\mathbb{R}^{n}\right)$, $s>4 / 7$, [CKSTT2], and for $s \geq 1 / 2$ for $n=2$ [FGr] or under the decay assumption $|x|^{l} u_{0} \in L^{2}\left(\mathbb{R}^{n}\right), l>3 / 5$ [Bo4].
In this case, it was also proved [Bo2] that if the local $L^{2}$-solution provided by Theorem 6.1 cannot be extended beyond the time interval [ $0, T_{*}$ ), then at least in the two-dimensional case ( $n=2$ ), the following $L^{2}$-concentration phenomenon of the $L^{2}$ mass occurs: There exists $c>0$ such that

$$
\begin{equation*}
\limsup _{t \uparrow T_{*}} \sup _{Q \subset \mathbb{R}^{2}:|Q|=\left(T_{*}-t\right)^{1 / 2}} \int_{Q}|u(x, t)|^{2} d x \geq c \tag{6.4}
\end{equation*}
$$

where $Q$ denotes a square in $\mathbb{R}^{2}$ and $|Q|$ the size of its side. The result in (6.4) holds in both the defocusing case $\lambda<0$ and the focusing case $\lambda>0$ in which, as we see, blowup takes place but in the $H^{1}$-norm.
(iii) If the initial data $u_{0}(\cdot)$ are assumed to be radial, then

- In the defocusing case $(\lambda=-1)$, the global existence and scattering results were established in [TVZ] for dimension $n \geq 3$ and in [KTV] for dimension $n=2$.
- In the focusing case $(\lambda=1)$ for initial radially symmetric data $u_{0}$ satisfying

$$
\left\|u_{0}\right\|_{2}<\|\varphi\|_{2},
$$

where $\varphi$ is the positive solution of the elliptic equation (5.8) with $\alpha=1+4 / n$, it was proved in [KTV] and [KVZ] that the corresponding local solution extends globally and scattering results hold (this is sharp).
(iv) Finally, in [D1]-[D3] Dobson removed the radial assumptions on the result described in (iii). More precisely, in [D1]-[D3] global well-posedness and scattering results were established in the defocussing case for any data $u_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$ and the focussing case for any data $u_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$ with $\left\|u_{0}\right\|_{2}<\|\varphi\|_{2}$, with $\varphi$ being the positive solution of the elliptic equation (5.8) with $\alpha=1+4 / n$.

Definition 6.1. A global solution $u$ of the IVP (6.1) is said to scatter in the space $X$ to a free solution as $t \rightarrow \pm \infty$, if there exists $u_{ \pm} \in X$ such that

$$
\begin{equation*}
\lim _{t \rightarrow \pm \infty}\left\|e^{i t \Delta} u_{ \pm}-u(\cdot, t)\right\|_{X}=0 \tag{6.5}
\end{equation*}
$$

Notice that for the IVP associated to the $L^{2}$-critical equation (6.3) focusing case ( $\lambda=1$ ), scattering cannot occur for all $L^{2}$-data in the ball with center as the origin and radius $R, R>\|\varphi\|_{2}$ (with $\varphi$ as in (5.8)).

Let us consider now the extension problem of the $H^{1}$-local solution proved in Chapter 5. We first examine the subcritical case (Theorem 5.4), i.e., $\alpha \in(1,1+$ $4 /(n-2)$ ), $n \geq 3$, or $1<\alpha<\infty$, if $n=1,2$, where the time of existence $T$ depends on the size of the data, i.e., $T=T\left(\left\|u_{0}\right\|_{H^{1}}\right)$. In this case, if $u$ is a solution in the interval $[0, T]$, then multiplying the equation by $-\partial_{t} \bar{u}$, integrating the result in the space variables, taking its real part and using integration by parts, one gets that for $t \in[0, T]$

$$
\frac{d}{d t} E(u(t))=\frac{d}{d t} \int_{\mathbb{R}^{n}}\left(\left|\nabla_{x} u(x, t)\right|^{2}-\frac{2 \lambda}{\alpha+1}|u(x, t)|^{\alpha+1}\right) d x=0 .
$$

So, $E(u(t))$ is constant and $E(u(t))=E\left(u_{0}\right)$ or

$$
\begin{equation*}
E\left(u_{0}\right)=\int_{\mathbb{R}^{n}}\left(\left|\nabla_{x} u(x, t)\right|^{2}-\frac{2 \lambda}{\alpha+1}|u(x, t)|^{\alpha+1}\right) d x . \tag{6.6}
\end{equation*}
$$

Therefore, if $\lambda<0$ (defocusing case) it follows that

$$
\sup _{[0, T]} \int_{\mathbb{R}^{n}}|\nabla u(x, t)|^{2} d x \leq E\left(u_{0}\right),
$$

which combined with (6.2) gives

$$
\sup _{[0, T]}\|u(t)\|_{1,2}^{2} \leq E\left(u_{0}\right)+\left\|u_{0}\right\|_{2}^{2} .
$$

This allows us to reapply Theorem 5.4 to extend the local solution $u$ to any time interval.

In the focusing case $\lambda>0$, using the Gagliardo-Nirenberg inequality, see (3.14), we have that for $t \in[0, T]$

$$
\begin{equation*}
\|u(t)\|_{\alpha+1} \leq c\left\|\nabla_{x} u(t)\right\|_{2}^{\theta}\|u(t)\|_{2}^{1-\theta} \leq c\left\|\nabla_{x} u(t)\right\|_{2}^{\theta}\left\|u_{0}\right\|_{2}^{1-\theta}, \tag{6.7}
\end{equation*}
$$

with

$$
\frac{1}{\alpha+1}=\theta\left(\frac{1}{2}-\frac{1}{n}\right)+\frac{1-\theta}{2} \quad \text { or } \quad \theta=\frac{n(\alpha-1)}{2(\alpha+1)} .
$$

Then,

$$
\|u(t)\|_{\alpha+1}^{\alpha+1} \leq c\left\|u_{0}\right\|_{2}^{[(\alpha+1)-n(\alpha-1) / 2]}\left\|\nabla_{x} u(t)\right\|_{2}^{n(\alpha-1) / 2}
$$

This combined with (6.6) proves that if $E\left(u_{0}\right)<\infty$, then

$$
\begin{equation*}
\left\|\nabla_{x} u(t)\right\|_{2}^{2} \leq\left|E\left(u_{0}\right)\right|+c_{\alpha}|\lambda|\left\|u_{0}\right\|_{2}^{[(\alpha+1)-n(\alpha-1) / 2]}\left\|\nabla_{x} u(t)\right\|_{2}^{n(\alpha-1) / 2} . \tag{6.8}
\end{equation*}
$$

Assume first that $\alpha \in(1,1+4 / n)$, so $n(\alpha-1) / 2<2$. Then, from (6.8) and the notation $y=y(t)=\left\|\nabla_{x} u(t)\right\|_{2}$, one gets

$$
\begin{equation*}
y^{2} \leq E\left(u_{0}\right)+c\left\|u_{0}\right\|_{2}^{[(\alpha+1)-n(\alpha-1) / 2]} y^{2-\gamma} \tag{6.9}
\end{equation*}
$$

with $\gamma=2-n(\alpha-1) / 2 \in(0,2)$. Therefore, there exists $M=M\left(\left\|u_{0}\right\|_{1,2} ; n ; \alpha ; \lambda\right)>$ 0 independent of $T$ such that

$$
\sup _{[0, T]}\left\|\nabla_{x} u(t)\right\|_{2} \leq M .
$$

Thus, the same argument used above allow us to reapply Theorem 5.4 to extend the local solution $u$ to any time interval.

In the case $\alpha=1+4 / n$, the inequality (6.9) becomes

$$
\begin{equation*}
y^{2} \leq E\left(u_{0}\right)+c\left\|u_{0}\right\|_{2}^{4 / n} y^{2} . \tag{6.10}
\end{equation*}
$$

Hence, there exists $c_{0}>0$ such that if $\left\|u_{0}\right\|_{2}<c_{0}$, then the local solution $u$ provided by Theorem 5.4 extends to any time interval.

Finally, we consider the case $\alpha \in(1+4 / n,(n+2) /(n-2))$. In this case, using the notation $\delta=\left\|u_{0}\right\|_{2}$, the inequality (6.9) becomes

$$
\begin{equation*}
y^{2}(t) \leq E\left(u_{0}\right)+c \delta^{[(\alpha+1)-n(\alpha-1) / 2]} y^{2+v}(t) \tag{6.11}
\end{equation*}
$$

with $v=n(\alpha-1) / 2-2 \geq 0$. For $\left\|u_{0}\right\|_{1,2}=\left\|u_{0}\right\|_{2}+\left\|\nabla u_{0}\right\|_{2} \leq \rho$ sufficiently small, it follows from (6.11), evaluated at $t=0$, that $E\left(u_{0}\right)>0$. Also, from (6.11), one gets that there exists $M>0$ such that $y(t)=\left\|\nabla_{x} u(t)\right\|_{2} \leq M$, which combined with (6.2) allows us to extend the local solution to any interval of time as in the previous case.

Summarizing, we have the following result:
Theorem 6.2. Under any of the following set of hypotheses the local solution of the IVP (6.1) with $u_{0} \in H^{1}\left(\mathbb{R}^{n}\right)$ provided by Theorem 5.4 extends globally in time, if
(i) $\lambda<0$,
(ii) $\lambda>0$ and $1<\alpha<1+4 / n$,
(iii) $\lambda>0, \alpha=1+4 / n$, and $\left\|u_{0}\right\|_{2}<c_{0}$,
(iv) $\lambda>0, \alpha>1+4 / n$, and $\left\|u_{0}\right\|_{1,2} \simeq\left\|u_{0}\right\|_{2}+\left\|\nabla u_{0}\right\|_{2} \leq \rho$, for $\rho$ sufficiently small.

The size assumption on the data in (iii), i.e., $\alpha=1+4 / n$, can be made precise. In [W3], Weinstein showed that

$$
\begin{equation*}
J_{n}(f)=\inf _{f \in H^{1}} \frac{\|\nabla f\|_{2}^{2}\|f\|_{2}^{4 / n}}{\|f\|_{2+4 / n}^{2+4 / n}}=\frac{\|\varphi\|_{2}^{4 / n}}{1+2 / n} \tag{6.12}
\end{equation*}
$$

and the infimum is attained at $\varphi$, where $\varphi$ is the unique positive solution up to translation of the elliptic problem (5.8) (for details see Exercise 6.6). From (6.12),
it follows that $E(\varphi)=0$ and that if $u_{0} \in H^{1}\left(\mathbb{R}^{n}\right)$ with $\left\|u_{0}\right\|_{2}<\|\varphi\|_{2}$, then the corresponding solution of the IVP (6.1) with $\alpha=1+4 / n$ extends globally in time, i.e., $c_{0}=\|\varphi\|_{2}$ in part (iii) of Theorem 6.2. We shall return to this point after Theorem 6.4 .

Next, we consider the extension problem of the local solution of the IVP (6.1) with $u_{0} \in H^{1}\left(\mathbb{R}^{n}\right)$ in the critical case $\alpha=(n+2) /(n-2)$. As we shall see in the next section, in the focusing case $\lambda>0$, local solutions of this problem may blow up. So, we first consider the defocusing case $\lambda<0$. Under these assumptions, one may ask if the local solution provided by Theorem 5.5 extends to all time and there is scattering. For this problem, the first result known is due to Bourgain [Bo7], who gave a positive answer in the case of dimensions $n=3,4$ for radial data, i.e., $u_{0}(x)=\phi(|x|)$ (see also [Gl1]). In [To5], Tao extended Bourgain's result to any dimension. For any data, not necessarily radial in dimension $n=3$, Colliander, Keel, Staffilani, Takaoka and Tao [CKSTT7] established global well-posedness and scattering results. Ryckman and Visan [RVi] showed the corresponding result in dimension $n=4$ and Visan [Vs] obtained it for dimension $n \geq 5$.

A similar problem for the semilinear wave equation:

$$
\begin{equation*}
\partial_{t}^{2} w-\Delta w+|w|^{4 /(n-2)} w=0, x \in \mathbb{R}^{n}, t>0 \tag{6.13}
\end{equation*}
$$

with $\left(w(0), \partial_{t} w(0)\right)=(f, g) \in H^{1}\left(\mathbb{R}^{n}\right) \times L^{2}\left(\mathbb{R}^{n}\right)$ was previously solved by Struwe [Stw] in the radial case and $n=3$, and by Grillakis [Gl2], [G13] for general data in dimensions $n=3,4,5$ (see $[\mathrm{ShS}]$ for a simplified proof and an extension to the cases $n=6,7$ ).

In both cases, one reviews the local existence theory to deduce what happens if the local solution is assumed not to extend beyond the time interval $\left[0, T^{*}\right)$. In this case, a "concentration of energy" in small sets must occur as $t \uparrow T^{*}$. In the radial case, this should only take place at the origin. Roughly speaking, to exclude this possibility in the case of the wave equation one combines the Morawetz estimate and the finite propagation speed of the solution. The case of the Schrödinger equation is more involved. The corresponding local Morawetz estimate (appropriate truncated version) [LS] (see Exercise 6.3) is significantly more difficult to establish and even in the radial case requires an inductive argument in the accumulation of energy to disprove the possible concentration.

In [KM1], assuming that the $\dot{H}^{1 / 2}\left(\mathbb{R}^{3}\right)$-norm of the solution of the defocusing

$$
i \partial_{t} u+\Delta u-|u|^{2} u=0
$$

remains bounded, Kenig and Merle showed that the above global results apply.
Next, consider the $\dot{H}^{1}$ critical focusing case $(\lambda=1)$ :

$$
\begin{equation*}
i \partial_{t} u+\Delta u+|u|^{4 /(n-2)} u=0, \tag{6.14}
\end{equation*}
$$

assuming that the data $u_{0}$ are spherically symmetric and $3 \leq n \leq 5$, Kenig and Merle [KM2] established a sharp condition for the global existence and blow-up results. Let $\Phi$ be the solution of the elliptic problem:

$$
\begin{equation*}
\Delta \Phi+|\Phi|^{4 /(n-2)} \Phi=0 \tag{6.15}
\end{equation*}
$$

(so-called Aubin-Talenti solution), where

$$
\Phi(x)=\left(1+\frac{|x|^{2}}{n(n-2)}\right)^{-(n-2) / 2},
$$

i.e., the solution of the associated stationary problem to (6.15).

For $u_{0} \in H^{1}\left(\mathbb{R}^{n}\right)$, radial:
(i) If $E\left(u_{0}\right)<E(\Phi)$ and $\left\|\nabla u_{0}\right\|_{2}<\|\nabla \Phi\|_{2}$, then the local solution extends to a global one and scatters as $t \rightarrow \pm \infty$.
(ii) If $E\left(u_{0}\right)<E(\Phi)$ and $\left\|\nabla u_{0}\right\|_{2}>\|\nabla \Phi\|_{2}$, then the local solution blows up in finite time in both directions.

In [KV1], Killip and Visan extended the result in (i) to dimension $n \geq 5$ without the radial assumption on the data. They also extended the result in (ii) to all dimension $n \geq 6$ under the radial assumption on the data.

The case $E\left(u_{0}\right)=E(\Phi)$ for radial solutions for the equation (6.14) with $n=3,4,5$ was studied in [DM]. To describe these results, we need to introduce the following notation:

Given $u=u(x, t)$, a radial solution of the IVP associated to (6.14) define $\Omega_{u}^{\mathrm{rad}}$ the set of its radial symmetries:

$$
\Omega_{u}^{\mathrm{rad}}=\left\{e^{i \theta} \lambda^{\frac{n-2}{2}} u\left(\lambda x, \lambda^{2} t\right): \theta \in \mathbb{R}, \lambda>0\right\} .
$$

Then in [DM] it was shown that if $u_{0} \in H^{1}\left(\mathbb{R}^{n}\right)$, radial, with $E\left(u_{0}\right)=E(\Phi)$ the corresponding radial solutions $u=u(x, t)$ of (6.14) verify the next threshold:
(i) If $\left\|\nabla u_{0}\right\|_{2}<\|\nabla \Phi\|_{2}$, then the local solution extends to a global one in $\mathbb{R}$.
(ii) If $\left\|\nabla u_{0}\right\|_{2}=\|\nabla \Phi\|_{2}$, then $u \in \Omega_{\Phi}^{\text {rad }}$.
(iii) If $\left\|\nabla u_{0}\right\|_{2}>\|\nabla \Phi\|_{2}$, then either $u \in \Omega_{w^{+}}^{\text {rad }}$ (for some fixed radial solution $w^{+}$) or $u(t)$ blows up in both directions.

Above, we have considered the equation (6.3) critical in $L^{2}\left(\mathbb{R}^{n}\right)$ and (6.14) critical in $\dot{H}^{1}\left(\mathbb{R}^{n}\right)$. The critical problem in $\dot{H}^{s}\left(\mathbb{R}^{n}\right)$ with $s=s_{c} \in(0,1)$ was studied by Holmer and Roudenko in [HR1]. For the case $n=3, s_{c}=1 / 2$, i.e.,

$$
\left\{\begin{array}{l}
i \partial_{t} u+\Delta u+|u|^{2} u=0  \tag{6.16}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

(denoting by $\varphi(x)$ the solution of (5.8) with $\omega=1$ ) they proved:
Let $u_{0} \in H^{1}\left(\mathbb{R}^{3}\right)$ radial such that

$$
M\left(u_{0}\right) E\left(u_{0}\right)<M(\varphi) E(\varphi) .
$$

(i) If $\left\|u_{0}\right\|_{2}\left\|\nabla u_{0}\right\|_{2}<\|\varphi\|_{2}\|\nabla \varphi\|_{2}$, then for all $t, u(t)$ satisfies

$$
\left\|u_{0}\right\|_{2}\|\nabla u(t)\|_{2}<\|\varphi\|_{2}\|\nabla \varphi\|_{2}
$$

and is globally defined and scatters.
(ii) If $\left\|u_{0}\right\|_{2}\left\|\nabla u_{0}\right\|_{2}>\|\varphi\|_{2}\|\nabla \varphi\|_{2}$, then the local solution blows up in finite time.

The radial assumption in (i) was removed by Duyckaerts, Holmer and Roudenko in [DHR]. The method in [HR1] and [DHR] follows some of the ideas introduced in [KM1].

In [NSc], Nakanishi and Schlag obtained the following:
There exists $\epsilon>0$ such that for any $u_{0} \in X_{\epsilon}$ where
$X_{\epsilon}=\left\{f \in H^{1}\left(\mathbb{R}^{3}\right): f\right.$ radial, $M(f) E(f)<M(\varphi)\left(E(\varphi)+\epsilon^{2}\right)$ and $\left.\|f\|_{2}=\|\varphi\|_{2}\right\}$,
the corresponding local solution $u(t)$ of the IVP associated to the equation in (6.14) as $t \rightarrow+\infty$ (and $t \rightarrow-\infty)$ satisfies one of the next three possibilities:
(i) Scatters,
(ii) Finite time blowup,
(iii) After sometime it remains close in $H^{1}$ to $B=\left\{e^{i \theta} \varphi(\cdot): \theta \in \mathbb{R}\right\}$.

Considering $t \rightarrow \pm \infty$, this gives nine possibilities.
Moreover, the subset of $X_{\epsilon}$ having the behavior in (i) and (ii) (four possibilities) is open and $B$ describes "their boundaries."

The case $\left\|u_{0}\right\|_{2}\left\|\nabla u_{0}\right\|_{2}=\|\varphi\|_{2}\|\nabla \varphi\|_{2}$ for equation (6.16) was studied in [DRu], where they obtained results in the direction of $[\mathrm{DM}]$ for the $\dot{H}^{1}$ critical case (see above).

The extension of the results in [HR1] and [DHR] to the energy subcritical range $1+\frac{4}{n}<\alpha<1+\frac{4}{n-2}$, for $n \geq 3$, and $1+\frac{4}{n}<\alpha<\infty$, for $n=1,2$ was considered by Fang, Xie and Cazenave [FXC], and Guo [Gq].

The problem of the longtime behavior of the local solution for the supercritical $H^{1}$ - case, i.e., $\alpha>1+4 /(n-2), n \geq 3$, remains largely open. For some techniques and results in this direction, see [KM1] and [KV2].

### 6.2 Formation of Singularities

In this section, we prove that the global results in the previous section are optimal. We shall see that if (i)-(iii) in Theorem 6.2 do not hold, then there exists $u_{0} \in H^{1}\left(\mathbb{R}^{n}\right)$ and $T^{*}<\infty$ such that the corresponding solution $u$ of the IVP (6.1) satisfies

$$
\begin{equation*}
\lim _{t \uparrow T^{*}}\|\nabla u(t)\|_{2}=\infty . \tag{6.17}
\end{equation*}
$$

To simplify, the exposition we shall assume $\lambda=1$. In the proof of (6.17), we need the following identities.

Proposition 6.1. If $u(t)$ is a solution in $C\left([-T, T]: H^{1}\left(\mathbb{R}^{n}\right)\right)$ of the IVP (6.1) with $\lambda=1$ obtained in Theorems 5.4 and 5.5, then

$$
\begin{equation*}
\frac{d}{d t} \int_{\mathbb{R}^{n}}|x|^{2}|u(x, t)|^{2} d x=4 \mathcal{I} m \int_{\mathbb{R}^{n}} r \bar{u} \partial_{r} u d x, \tag{6.18}
\end{equation*}
$$

with $r=|x|$ and $\operatorname{Im}(\cdot)=$ imaginary part of $(\cdot)$, and

$$
\begin{equation*}
\frac{d}{d t} \mathcal{I} m \int_{\mathbb{R}^{n}} r \bar{u} \partial_{r} u d x=2 \int_{\mathbb{R}^{n}}|\nabla u(x, t)|^{2} d x+\left(\frac{2 n}{\alpha+1}-n\right) \int_{\mathbb{R}^{n}}|u(x, t)|^{\alpha+1} d x \tag{6.19}
\end{equation*}
$$

Proof. To obtain (6.18) we multiply the equation in (6.1) by $2 \bar{u}$ and take the imaginary part to get

$$
\operatorname{Im}\left(2 i \partial_{t} u \bar{u}\right)=\partial_{t}|u|^{2}=-\operatorname{Im}(2 \Delta u \bar{u})=-2 \operatorname{div}(\operatorname{Im}(\nabla u \bar{u})) .
$$

Multiplying this identity by $|x|^{2}$, integrating in $\mathbb{R}^{n}$, using integration by parts and that $r \partial_{r} u=x_{j} \partial_{x_{j}} u$ (with summation convention) it follows that

$$
\begin{aligned}
\frac{d}{d t} \int|x|^{2}|u|^{2} d x & =\int|x|^{2} \partial_{t}|u|^{2} d x=-2 \int \operatorname{div}(\operatorname{Im}(\bar{u} \nabla u))|x|^{2} d x \\
& =2 \int \operatorname{Im}\left(\bar{u} \partial_{x_{j}} u\right) 2 x_{j} d x=4 \int \operatorname{Im}\left(r \bar{u} \partial_{r} u\right) d x
\end{aligned}
$$

which proves (6.18).
For (6.19), we multiply the equation in (6.1) by $2 r \partial_{r} \bar{u}$, integrate in $\mathbb{R}^{n}$, and take the real part of this expression to get

$$
\begin{align*}
\mathcal{R e}\left(2 i \int r \partial_{r} \bar{u} \partial_{t} u d x\right) & =i \int r\left(\partial_{r} \bar{u} \partial_{t} u-\partial_{r} u \partial_{t} \bar{u}\right) d x \\
& =-2 \operatorname{Re} \int r \partial_{r} \bar{u} \Delta u d x-2 \operatorname{Re} \int r \partial_{r} \bar{u}|u|^{\alpha-1} u d x \tag{6.20}
\end{align*}
$$

By integration by parts and the equation in (6.1) it follows that

$$
\begin{align*}
& i \int r\left(\partial_{r} \bar{u} \partial_{t} u-\partial_{r} u \partial_{t} \bar{u}\right) d x=i \int x_{j}\left(\partial_{x_{j}} \bar{u} \partial_{t} u-\partial_{x_{j}} u \partial_{t} \bar{u}\right) d x \\
&=i \int x_{j}\left(\partial_{t}\left(\partial_{x_{j}} \bar{u} u\right)-\partial_{x_{j}}\left(u \partial_{t} \bar{u}\right)\right) d x \\
&=i \frac{d}{d t} \int r u \partial_{r} \bar{u} d x+n i \int u \partial_{t} \bar{u} d x  \tag{6.21}\\
&=\frac{d}{d t}\left(i \int r u \partial_{r} \bar{u} d x\right)+n\left(\int u\left(\Delta \bar{u}+|u|^{\alpha-1} \bar{u}\right) d x\right) \\
&=\frac{d}{d t}\left(i \int r u \partial_{r} \bar{u} d x\right)-n \int|\nabla u|^{2} d x+n \int|u|^{\alpha+1} d x
\end{align*}
$$

Similarly, we see that

$$
\begin{align*}
2 \mathcal{R} e\left(\int r \partial_{r} \bar{u} \Delta u d x\right)= & 2 \mathcal{R e}\left(\int x_{j} \partial_{x_{j}} \bar{u} \partial_{x_{k}}^{2} u d x\right) \\
= & 2 \mathcal{R e}\left(-\int|\nabla u|^{2} d x-\int x_{j} \partial_{x_{k}} u \partial_{x_{k}} \partial_{x_{j}} \bar{u} d x\right) \\
= & -2 \int|\nabla u|^{2} d x-\int x_{j} \partial_{x_{k}} u \partial_{x_{k}} \partial_{x_{j}} \bar{u} d x \\
& -\int x_{j} \partial_{x_{k}} \bar{u} \partial_{x_{k}} \partial_{x_{j}} u d x  \tag{6.22}\\
= & -2 \int|\nabla u|^{2} d x+n \int|\nabla u|^{2} d x \\
& +\int x_{j} \partial_{x_{k}} \partial_{x_{j}} u \partial_{x_{k}} \bar{u} d x-\int x_{j} \partial_{x_{k}} \partial_{x_{j}} u \partial_{x_{k}} \bar{u} d x \\
= & (n-2) \int|\nabla u|^{2} d x .
\end{align*}
$$

Also,

$$
\begin{align*}
2 \mathcal{R} e\left(\int|u|^{\alpha-1} r u \partial_{r} \bar{u} d x\right) & =2 \mathcal{R e}\left(\int|u|^{\alpha-1} u x_{j} \partial_{x_{j}} \bar{u} d x\right) \\
& =\int x_{j}\left(|u|^{2}\right)^{(\alpha-1) / 2}\left(\partial_{x_{j}} u \bar{u}+u \partial_{x_{j}} \bar{u}\right) d x  \tag{6.23}\\
& =\frac{2}{\alpha+1} \int x_{j} \partial_{x_{j}}\left[\left(|u|^{2}\right)^{(\alpha+1) / 2}\right] d x \\
& =-\frac{2 n}{\alpha+1} \int|u|^{\alpha+1} d x
\end{align*}
$$

Collecting the information in (6.21)-(6.23) we can rewrite (6.20) as:

$$
\frac{d}{d t} \mathcal{I} m\left(\int r \bar{u} \partial_{r} u d x\right)=2 \int|\nabla u|^{2} d x+\left(\frac{2 n}{\alpha+1}-n\right) \int|u|^{\alpha+1} d x
$$

which yields (6.19).
In the last proof, we used implicitly the following result commented on at the end of Chapter 4.

Proposition 6.2 ([HNT2]). If $u$ is a solution of the IVP (6.1) in $C([-T, T]$ : $H^{1}\left(\mathbb{R}^{n}\right)$ ) provided by Theorems 5.4 and 5.5 such that $x_{j} u_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$ for some $j=1, \ldots, n$, then

$$
x_{j} u(\cdot, t) \in C\left([-T, T]: L^{2}\left(\mathbb{R}^{n}\right)\right)
$$

Thus, if $u_{0} \in L^{2}\left(\mathbb{R}^{n},|x|^{2} d x\right)$, then

$$
u(\cdot, t) \in C\left([-T, T]: H^{1} \cap L^{2}\left(|x|^{2} d x\right)\right)
$$

Now, we shall prove one of the main results in this section.

### 6.2.1 Case $\boldsymbol{\alpha} \in(1+4 / n, 1+4 /(n-2))$

Theorem 6.3. Let u be a solution in $C\left([0, T]: H^{1}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(|x|^{2} d x\right)\right)$ of the IVP (6.1) with $\lambda=1$ provided by Theorems 5.4 and 5.5 and Proposition 6.2. Assume that the initial data $u_{0}$ and the nonlinearity $\alpha$ satisfy the following assumptions:

$$
\begin{aligned}
& \text { (i) } \int\left(\left|\nabla u_{0}\right|^{2}-\frac{2}{\alpha+1}\left|u_{0}\right|^{\alpha+1}\right) d x=E\left(u_{0}\right)=E_{0}<0 \\
& \text { (ii) } \alpha \in(1+4 / n, 1+4 /(n-2))
\end{aligned}
$$

then there exists $T^{*}>0$ such that

$$
\begin{equation*}
\lim _{t \uparrow T^{*}}\|\nabla u(t)\|_{2}=\infty \tag{6.24}
\end{equation*}
$$

We observe that condition (i) implies that $\left\|u_{0}\right\|_{1,2}$ is not arbitrarily small. In particular, for any $u_{0} \in H^{1}\left(\mathbb{R}^{n}\right)$ one has that $E_{0}\left(v u_{0}\right)<0$ for $v>0$ sufficiently large.

In the proof, we just need $\alpha>1+4 / n$, therefore, the theorem extends to solutions $u \in C\left([0, T]: H^{2}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(|x|^{2} d x\right)\right), \alpha<\infty$ for $n \leq 4$ and $\alpha \leq n /(n-4)$ for $n \geq 5$.
Proof. We first assume that $\operatorname{Im}\left(\int r \bar{u}_{0} \partial_{r} u_{0} d x\right)<0$. We define

$$
f(t)=-\mathcal{I} m \int r\left(\partial_{r} u \bar{u}\right)(x, t) d x
$$

By hypothesis, $f(0)>0$. Using identities (6.19) and (6.6) it follows that

$$
\begin{align*}
f^{\prime}(t) & =-2 \int|\nabla u(x, t)|^{2} d x-\left(\frac{2 n}{\alpha+1}-n\right) \int|u(x, t)|^{\alpha+1} d x \\
& =-2 \int|\nabla u(x, t)|^{2} d x+n\left(\frac{\alpha+1}{2}-1\right) \frac{2}{\alpha+1} \int|u(x, t)|^{\alpha+1} d x \\
& =-2 \int|\nabla u(x, t)|^{2} d x+n\left(\frac{\alpha+1}{2}-1\right)\left(\int|\nabla u(x, t)|^{2} d x-E_{0}\right)  \tag{6.25}\\
& =-\left[2-n\left(\frac{\alpha+1}{2}-1\right)\right] \int|\nabla u(x, t)|^{2} d x-n\left(\frac{\alpha+1}{2}-1\right) E_{0} \\
& \geq M\|\nabla u(t)\|_{2}^{2}
\end{align*}
$$

since by hypothesis $E_{0}<0, \alpha>1$ implies that $(\alpha+1) / 2-1>0$, and $\alpha>1+4 / n$ implies that $n((\alpha+1) / 2-1)-2=M>0$.

From (6.25), $f(t)$ is an increasing function, so $f(t) \geq f(0)>0$ for all $t>0$.

Now we use (6.18) to see that

$$
\frac{d}{d t} \int|x|^{2}|u(x, t)|^{2} d x=4 \mathcal{I} m \int r\left(\bar{u} \partial_{r} u\right)(x, t) d x=-4 f(t)<0
$$

Thus, $h(t)=\int|x|^{2}|u(x, t)|^{2} d x$ is a decreasing function with

$$
h(t) \leq \int|x|^{2}\left|u_{0}(x)\right|^{2} d x=h(0)
$$

The Cauchy-Schwarz inequality tells us that

$$
\begin{aligned}
|f(t)|=f(t) & =-\mathcal{I} m \int r\left(\bar{u} \partial_{r} u\right)(x, t) d x \\
& \leq\left(\int r^{2}|u|^{2}(x, t) d x\right)^{1 / 2}\left(\int\left|\partial_{r} u\right|^{2}(x, t) d x\right)^{1 / 2} \\
& \leq(h(0))^{1 / 2}\|\nabla u(t)\|_{2}
\end{aligned}
$$

which combined with (6.25) proves that $f(t)$ satisfies the differential inequality:

$$
\left\{\begin{array}{l}
f^{\prime}(t) \geq \frac{M}{h(0)}(f(t))^{2} \\
f(0)>0
\end{array}\right.
$$

Hence,

$$
\begin{equation*}
(h(0))^{1 / 2}\|\nabla u(t)\|_{2} \geq f(t) \geq \frac{h(0) f(0)}{h(0)-M f(0) t} \tag{6.26}
\end{equation*}
$$

Defining

$$
\begin{equation*}
T_{0}=\frac{h(0)}{M f(0)}>0 \tag{6.27}
\end{equation*}
$$

we obtain (6.24) with $T^{*}=T_{0}$.
Next, we consider the case $\mathcal{I} m\left(\int r \bar{u}_{0} \partial_{r} u_{0} d x\right) \geq 0$. From (6.25), it follows that

$$
\frac{d}{d t} \mathcal{I} m \int r \bar{u} \partial_{r} u(x, t) d x=2 E_{0}+\left(\frac{2(n+2)}{\alpha+1}-n\right) \int|u(x, t)|^{\alpha+1} d x \leq 2 E_{0}
$$

because $\alpha>1+4 / n$. Hence, since $E_{0}<0$ there exists $\hat{t}>0$ such that

$$
\mathcal{I} m \int r \bar{u} \partial_{r} u(x, \hat{t}) d x<0
$$

and we are in the case previously considered.
The antecedently result gives us an upper bound on the life span of the local solution in $H^{1}$ since we have shown that the existence of the interval of time [0, $T^{*}$ ) implies (6.24). This only tells us that the time of life span $T^{*}$ of the solution is less than or equal to $T_{0}$ as above. It is easy to see that the $L^{p}$-norm with $p \geq \alpha+1$ of the solution $u$, that is $\|u(t)\|_{p}$, also satisfies an estimate of the type described in (6.24).

### 6.2.2 Case $\alpha=1+4 / n$

In this case, $n(1-2 /(\alpha+1))=4 /(\alpha+1)$, (6.19) can be rewritten as:

$$
\frac{d}{d t} \mathcal{I} m \int r \bar{u} \partial_{r} u d x=2\left(\int|\nabla u(x, t)|^{2} d x-\frac{2}{\alpha+1} \int|u(x, t)|^{\alpha+1} d x\right)=2 E_{0} .
$$

Integrating this equality we see that

$$
\mathcal{I} m \int r \bar{u} \partial_{r} u d x=\mathcal{I} m \int r \bar{u}_{0} \partial_{r} u_{0} d x+2 t E_{0}
$$

which combined with (6.18) tells us that

$$
\frac{d}{d t} \int|x|^{2}|u(x, t)|^{2} d x=4 \operatorname{I} m \int r \bar{u}_{0} \partial_{r} u_{0} d x+8 t E_{0} .
$$

Integrating again, we obtain the identity:

$$
\begin{equation*}
\int|x|^{2}|u(x, t)|^{2} d x=\left\||x| u_{0}\right\|_{2}^{2}+4 t \operatorname{I} m \int r \bar{u}_{0} \partial_{r} u_{0} d x+4 t^{2} E_{0} \tag{6.28}
\end{equation*}
$$

Assume first that either (i) $E_{0}<0$ or (ii) $E_{0} \leq 0$ (with $E_{0}$ as in Theorem 6.3 (i)) and $\mathcal{I} m \int r \bar{u}_{0} \partial_{r} u_{0} d x<0$ or (iii) $E_{0}>0$ and $\operatorname{Im} \int r \bar{u}_{0} \partial_{r} u_{0} d x<-\sqrt{E_{0}}\left\||x| u_{0}\right\|_{2}$.

Suppose that the desired result (6.24) does not hold, i.e., the $H^{1}$-solution can be extended globally.

Our assumptions and (6.28) allow us to deduce that there exists $T^{*}$ such that

$$
\begin{equation*}
\lim _{t \uparrow T^{*}}\||x| u(\cdot, t)\|_{2}=0 \tag{6.29}
\end{equation*}
$$

Now, we recall Weyl-Heisenberg's inequality (see Exercise 3.14): For any $f \in$ $H^{1}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(|x|^{2} d x\right)$,

$$
\begin{equation*}
\|f\|_{2}^{2} \leq \frac{2}{n}\||x| f\|_{2}\|\nabla f\|_{2} . \tag{6.30}
\end{equation*}
$$

Notice that (6.22) still holds when one substitutes $x$ by $x-a$ for any fixed $a \in \mathbb{R}^{n}$.
Combining (6.2) and (6.30), it follows that

$$
0<\left\|u_{0}\right\|_{2}^{2}=\|u(t)\|_{2}^{2} \leq \frac{2}{n}\||x| u(\cdot, t)\|_{2}\|\nabla u(\cdot, t)\|_{2},
$$

which together with (6.29) leads to a contradiction. Therefore, it follows that

$$
\lim _{t \uparrow T^{*}}\|\nabla u(t)\|_{2}=\infty
$$

Thus, we have proved the following theorem.

Theorem 6.4. Let $u \in C\left([-T, T]: H^{1}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(|x|^{2} d x\right)\right)$ be the solution of the IVP (6.1) with $\alpha=1+4 / n$ obtained in Theorem 5.4 and Proposition 6.2 such that the initial data $u_{0} \in H^{1}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(|x|^{2}\right.$ dx) satisfy
(i) $E_{0}<0$,
(ii) $E_{0} \leq 0$ and $\mathcal{I} m \int r \bar{u}_{0} \partial_{r} u_{0} d x<0$,
or
(iii) $E_{0}>0$ and $\mathcal{I} m \int r \bar{u}_{0} \partial_{r} u_{0} d x \leq-\sqrt{E_{0}}\left\||x| u_{0}\right\|_{2}$,
where $E_{0}$ was defined in Theorem $6.3(i)$. Then there exists $T^{*}$ for which identity (6.24) holds.

It is important to notice that (6.29) has not been proved as part of Theorem 6.3, since the singularity in (6.24) could form before time $T^{*}$, i.e., $T_{0}<T^{*}, T_{0}$ being the time when the inequality (6.24) occurs since we assume the existence in the time interval $\left[0, T_{0}\right]$. However, when $T_{0}$ in (6.24) and $T^{*}$ in (6.29) coincide then (6.24), (6.2), and (6.29) ensure that

$$
\begin{equation*}
|u(\cdot, t)|^{2} \rightarrow c \delta(\cdot) \quad(\text { "concentration"), } \tag{6.31}
\end{equation*}
$$

when $t \uparrow T^{*}$ in the distribution sense.
In the critical case $\alpha=1+4 / n$, the pseudo-conformal invariance tells us that if $u=u(x, t)$ is a solution of the equation in (6.1) with $\alpha=1+4 / n$ and $\lambda= \pm 1$, then

$$
\begin{equation*}
v(x, t)=\frac{e^{i|x|^{2} / 4 t}}{|t|^{n / 2}} u\left(\frac{x}{t}, \frac{1}{t}\right) \tag{6.32}
\end{equation*}
$$

solves the same equation for $t \neq 0$, with $v(\cdot, t) \in H^{1}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(|x|^{2} d x\right)$. In particular, in the focusing case $\lambda=1$, if $u(x, t)=e^{i \omega t} \varphi(x)$ is the standing wave solution of the equation in (6.1) see Chapter 5 (5.7) and (5.8), to simplify the notation we fix $\omega=1$. Then,

$$
\begin{equation*}
z(x, t)=\frac{e^{i\left(|x|^{2}-4\right) / 4 t}}{|t|^{n / 2}} \varphi\left(\frac{x}{t}\right) \tag{6.33}
\end{equation*}
$$

is also a solution in $C\left(\mathbb{R}-\{0\}: H^{1}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(|x|^{2} d x\right)\right)$, which blows up at time $t=0$, i.e.,

$$
\lim _{t \uparrow 0}\|\nabla z(t)\|_{2}=\infty
$$

Moreover, $\|\nabla z(t)\|_{2} \sim c / t$.
The next result tells us that this is the "unique" minimal mass blow up solution. Observe that $\|z(t)\|_{2}=\|\varphi\|_{2}$ and as it was commented before, if $\left\|u_{0}\right\|_{2}<\|\varphi\|_{2}$, then the corresponding $H^{1}$-solution extends globally in time.

Theorem 6.5 ([Me3]). Let $u_{1}$ be a solution of the IVP(6.1) with $\lambda=1, \alpha=1+4 / n$, and data $u_{1,0} \in H^{1}\left(\mathbb{R}^{n}\right)$ with

$$
\left\|u_{1,0}\right\|_{2}=\|\varphi\|_{2},
$$

where $\varphi$ is the unique positive solution of the elliptic problem (5.8). Assume that $u_{1}$ blows up at time $T>0$, i.e.,

$$
\begin{equation*}
\lim _{t \uparrow T}\left\|\nabla u_{1}(t)\right\|_{2}=\infty \tag{6.34}
\end{equation*}
$$

Then,

$$
u_{1}(x, t)=\left(\frac{1}{T-t}\right)^{n / 2} e^{i\left(|x|^{2}-4\right) / 4(T-t)} \varphi\left(\frac{x}{T-t}\right)
$$

$u p$ to the invariance of the equation (see (5.10) and (5.11)).
Next, we consider the IVP (6.1) as in Theorem 6.5, i.e., $\lambda=1, \alpha=1+4 / n$, and $u_{0} \in H^{1}\left(\mathbb{R}^{n}\right), n=1,2$ (so that the nonlinearity is smooth). Assuming that for some $\delta>0$ sufficiently small

$$
\left\|u_{0}\right\|_{2}=\|\varphi\|_{2}+\delta
$$

and that (6.34) occurs, Bourgain and Wang [BoW] have shown that the corresponding solution $u$ can be written as:

$$
u(x, t)=u_{1}(x, t)+u_{2}(x, t),
$$

with $u_{1}$ as in Theorem 6.5 and where $u_{2}$ remains smooth after the blow-up time $T$, i.e., for some $\rho>0$,

$$
\partial_{t} u_{2}+\Delta u_{2}+\left|u_{2}\right|^{4 / n} u_{2}=0, \quad t \in(T-\rho, T+\rho),
$$

with $u_{2}(x, T)=\phi(x)$, where $\phi$ is smooth, with fast decay at infinity and vanishes at 0 to sufficiently high order.

In particular, this result tells us that at the blow-up time the solution does not need to absorb all the $L^{2}$-mass.

The following result is concerned with the concentration phenomenon in the blow up solutions.

Theorem 6.6 ([Me2]). Given $T>0$ and a set of points $\left\{x_{1}, \ldots, x_{k}\right\} \subset \mathbb{R}^{n}$, there exists an initial datum $u_{0}$ such that the corresponding solution of the IVP (6.1) with $\lambda=1$ and $\alpha=1+4 / n$ blows up exactly at time $T$ with the total $L^{2}$-mass concentrating at the points $\left\{x_{1}, \ldots, x_{k}\right\}$.

Next, we comment on the blow-up rates. As a consequence of the $H^{1}$-local existence theorem (Theorem 5.8), we have

Corollary 6.1 ([CzW4]). If the solution of the IVP (6.1) satisfies

$$
\begin{equation*}
\lim _{t \uparrow T^{*}}\|\nabla u(t)\|_{2}=\infty \tag{6.35}
\end{equation*}
$$

then

$$
\begin{equation*}
\|\nabla u(t)\|_{2} \geq c_{0}\left(T^{*}-t\right)^{-(1 /(\alpha-1)-(n-2) / 4)} \tag{6.36}
\end{equation*}
$$

We recall that (6.35) can only occur in the focusing case $\lambda=1$ with $\alpha \geq 1+4 / n$.
Proof. For $t_{0}<T^{*}$, we consider the IVP (6.1) for time $t>t_{0}$ with data $u\left(t_{0}\right)$. By hypothesis, the solution cannot be extended in $H^{1}$ beyond the interval [ $0, T^{*}$ ). From the proof of Theorem 5.4 (estimates (5.38) and (5.39)), it follows that if for some $M>c\left\|u\left(t_{0}\right)\right\|_{1,2}$ one has that

$$
\begin{equation*}
c\left\|u\left(t_{0}\right)\right\|_{1,2}+c\left(T-t_{0}\right)^{\delta} M^{\alpha} \leq M, \quad \delta=1-\frac{(n-2)(\alpha-1)}{4}, \tag{6.37}
\end{equation*}
$$

then $T<T^{*}$. Therefore, for all $M>c\left\|u\left(t_{0}\right)\right\|_{1,2}$,

$$
\begin{equation*}
c\left\|u\left(t_{0}\right)\right\|_{1,2}+c\left(T^{*}-t_{0}\right)^{\delta} M^{\alpha} \geq M . \tag{6.38}
\end{equation*}
$$

Choosing $M=2 c\left\|u\left(t_{0}\right)\right\|_{1,2}$, it follows that

$$
\begin{equation*}
\left(T^{*}-t_{0}\right)^{\delta}\left\|u\left(t_{0}\right)\right\|_{1,2}^{\alpha-1} \geq c_{0} \tag{6.39}
\end{equation*}
$$

Since $\|u(t)\|_{2}=\left\|u_{0}\right\|_{2}$, it follows that

$$
\left\|\nabla_{x} u\left(t_{0}\right)\right\|_{2} \geq c_{0}\left(T^{*}-t_{0}\right)^{-\delta /(\alpha-1)}=c_{0}\left(T^{*}-t_{0}\right)^{-(1 /(\alpha-1)-(n-2) / 4)} .
$$

Thus, on the one hand we have that, in the critical case $\alpha=1+4 / n$, Corollary 6.1 gives the following estimate for the lower bound for the blow-up rate:

$$
\left\|\nabla_{x} u(t)\right\|_{2} \geq c_{0}\left(T^{*}-t\right)^{-1 / 2}
$$

On the other hand, numerical simulations in [LPSS] suggested the existence of solutions with blow-up rates as:

$$
\begin{equation*}
\left\|\nabla_{x} u(t)\right\|_{2} \sim\left(\frac{\ln |\ln | T^{*}-t| |}{T^{*}-t}\right)^{1 / 2} \tag{6.40}
\end{equation*}
$$

The constructions of the two previous blow-up solutions imply the following: there are at least two blow-up dynamics for (6.1) with two different rates, one which is continuation of the explicit $z(x, t)$ blow-up dynamic with the $1 /(T-t)$ rate (6.36), and which is expected to be unstable; another one with the $\log -\log$ rate (6.40), which has been conjectured to be stable.

In the one-dimensional case ( $n=1$ ), Perelman [Pe1] established the existence of a solution blowing up at the rate described in (6.40).

In [MeRa1], [MeRa2], Merle and Raphael have obtained general upper bound results for the blow up rate. More precisely, they characterize a set of data, i.e.,

$$
\begin{equation*}
\mathcal{B}_{\alpha^{*}}=\left\{u_{0} \in H^{1}\left(\mathbb{R}^{n}\right): \int \varphi^{2} \leq \int\left|u_{0}\right|^{2} \leq \int \varphi^{2}+\alpha^{*}\right\}, \tag{6.41}
\end{equation*}
$$

where $\alpha^{*}$ is a small enough parameter and $\varphi$ is a ground state solution of (6.1), see (5.6)-(5.8), with $\alpha=1+4 / n$ and $\lambda=1$, satisfying

$$
\begin{equation*}
E_{G}(u)=E(u)-\frac{1}{2}\left(\frac{\mathcal{I} m\left(\int \nabla_{x} u \bar{u}\right)}{\|u\|_{L^{2}}}\right)^{2}<0 \tag{6.42}
\end{equation*}
$$

blow up with an upper rate of the form:

$$
\begin{equation*}
\left\|\nabla_{x} u(t)\right\|_{2} \lesssim\left(\frac{\ln |\ln | T^{*}-t| |}{T^{*}-t}\right)^{1 / 2} \tag{6.43}
\end{equation*}
$$

Regarding the dynamics of the blow up solutions Raphael [Ra1] established the following result:

Theorem 6.7 ([Ra1]). Let $n=1,2,3,4$. There exist universal constants $C^{*}, C_{1}^{*}$ $>0$ such that the following is satisfied:
(i) Rigidity of blow-up rate: Let $u_{0} \in \mathcal{B}_{\alpha^{*}}$ with

$$
E_{G}\left(u_{0}\right)>0,
$$

and assume the corresponding solution $u(t)$ to (6.1) blows up in finite time $T<\infty$; then, there holds for $t$ close to $T$ either

$$
\begin{equation*}
\left\|\nabla_{x} u(t)\right\|_{2} \leq C^{*}\left(\frac{\log |\log (T-t)|}{T-t}\right)^{1 / 2} \tag{6.44}
\end{equation*}
$$

or

$$
\left\|\nabla_{x} u(t)\right\|_{2} \geq \frac{C_{1}^{*}}{(T-t) \sqrt{E_{G}\left(u_{0}\right)}} .
$$

(ii) Stability of the log-log law: Moreover, the set of initial data $u_{0} \in \mathcal{B}_{\alpha^{*}}$ such that $u(t)$ blows up in finite time with upper bound (6.44) is open in $H^{1}$.

### 6.3 Comments

The results shown in Section 6.1 are due to Glassey [G2], based on previous ideas of Zakharov and Shabat [ZS]. Section 6.2 was built on the works of Tsutsumi [Ts] and of Nawa and Tsutsumi [NT]. Proposition 6.1, crucial in the proof of Theorem 6.2, is known as "the pseudoconformal invariant property" and was proved by Ginibre and Velo [GV1]. Observe that all these blow up results apply to local solution $u \in$ $C\left([0, T]: H^{1}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(|x|^{2} d x\right)\right)$. In $[\mathrm{OgT}]$, the one-dimensional case $n=1$, critical case $\alpha=5$, the weighted condition $x u_{0} \in L^{2}(\mathbb{R})$ was removed. The formation of singularities in solutions of the problem associated to the equation in (6.1) in the case of boundary and periodic values was studied in [Ka].

We recall that the existence of solutions in $L^{2}$ for the critical power $\alpha=1+4 / n$ was established in Theorem 5.2 (see [CzW2]). Using this result, we have that an extension is only possible when the $L^{2}-\lim _{t \uparrow T_{0}} u(t)$ exists. The identity (6.2) assures the existence of the limit in the weak topology of $L^{2}$. It was proved in [MT] that the strong limit does not exist and moreover that the same extension does not exist. This shows that if a solution that corresponds to radial data and dimension $n \geq 2$ develops singularities, then this solution satisfies (6.24) and (6.29).

In [Ra2], Raphael studied the dynamical structure of the blow up for the quintic nonlinear Schrödinger (NLS) in two dimensions, i.e., the equation in (6.1) with $\alpha=5, \lambda=1$, and $n=2$, which is supercritical in $L^{2}$. Among other results he showed the existence of $H^{1}$ radial initial data for which the associated solutions blow up in finite time on a sphere of strictly positive radius.

In this setting, one has the equation:

$$
i \partial_{t} u+\partial_{r}^{2} u+\frac{1}{r} \partial_{r} u+|u|^{4} u=0 .
$$

Removing the term $\partial_{r} u / r$ above, one gets the one-dimensional equation with the critical $L^{2}$-power $(\alpha=1+4 / n)$. Roughly proving that the contribution of the term $\partial_{r} u / r$ is negligible for the analysis and using Theorem 6.6, with one point $x=1$, one gets the idea of the form of the result in [Ra2].

This approach to get blow up results which concentrate in a surface of $\mathbb{R}^{n}$ has also been obtained and extended in [HR2], [HR3], [HPR], and [MRS].

Corollary 6.1 was taken from Cazenave and Weissler [CzW4]. There they also showed that the IVP (6.1) with data $u_{0} \in H^{s}\left(\mathbb{R}^{n}\right), s \in(0,1)$, and $\left\|(-\Delta)^{s / 2} u_{0}\right\|_{2}$ sufficiently small and nonlinearity $\alpha=1+4 /(n-2 s)$ has a unique global solution (notice that the cases $s=0, s=1$ were covered in Corollaries 5.2, 5.4, respectively). This result holds in both the focusing and defocusing case. In fact, it is just based on the homogeneity of the nonlinearity, so it applies to any nonlinear term of the form $f(u, \bar{u})$ with $f(\lambda u, \lambda \bar{u})=\lambda^{\alpha} f(u, \bar{u})$.

Based on a pioneering idea of Bourgain [Bo5], one can obtain a global solution below the "energy norm," which in this case is $H^{1}$. The argument in [Bo5] has been significantly refined in a sequence of works of Colliander, Keel, Staffilani, Takaoka and Tao [CKSTT1], [CKSTT2], [CKSTT3]. For the IVP (6.1), with $\lambda<$ 0 , they have shown that in the cases $(n, \alpha)=(1,5),(2,3),(3,3), u_{0} \in H^{s}\left(\mathbb{R}^{n}\right)$, $s>1 / 2,1 / 2,4 / 5$, respectively, suffice for the global existence. In the last case $(n, \alpha)=(3,3)$ with radial initial data the condition is lower: $s>5 / 7$. Notice that in the above cases, the IVP (6.1) is locally well-posed in $H^{s}\left(\mathbb{R}^{n}\right)$, with $s>0,0,1 / 2$. So, it is unclear whether these results are optimal.

Now, we regard the problem of the rate of growth of the higher Sobolev norm. Consider the IVP (6.1) defocusing case $\lambda<0$ with $\alpha \in(1+4 / n,(n+2) /(n-2))$. Theorem 5.4 provides the global solution for data $u_{0} \in H^{1}\left(\mathbb{R}^{n}\right)$ with

$$
\sup _{t \in \mathbb{R}}\|u(t)\|_{1,2}<\infty
$$

Assuming that $u_{0} \in H^{s}\left(\mathbb{R}^{n}\right), s>1$, and the nonlinearity is sufficiently smooth, one can ask what are the best possible bounds for $\|u(t)\|_{s, 2} \sim\left\|(-\Delta)^{s / 2} u(t)\right\|_{2}$.

Standard energy estimates give an exponential upper bound. In [Bo6], Bourgain showed that if $n=3$ and $\alpha<5$, then

$$
\|u(t)\|_{s, 2} \leq c|t|^{c(s-1)}
$$

for some constant $c$. In [Sta1], Staffilani refined the arguments seen in [Bo6] and among other results in the case $(n, \alpha)=(1,3)$, she showed that

$$
\|u(t)\|_{s, 2} \leq c|t|^{\mu} \quad \text { as } \quad t \rightarrow \infty
$$

with $\mu=2 / 3(s-1)^{+}$.
Concerning the asymptotic behavior of the $H^{1}$-global solution of the IVP (6.1) obtained in Theorem 6.2, one has the following $L^{p}$-norm decay result due to Ginibre and Velo [GV2].

Theorem 6.8. Assume

$$
\begin{equation*}
\lambda<0, \quad \alpha \in\left(1+\frac{4}{n}, 1+\frac{4}{n-2}\right), \quad \text { and } n \geq 3 . \tag{6.45}
\end{equation*}
$$

Then, for each $u_{0} \in H^{1}\left(\mathbb{R}^{n}\right)$ the corresponding global solution $u(t)$ of the IVP (6.1) provided by Theorem 6.2(i) satisfies

$$
\begin{equation*}
\lim _{t \rightarrow \pm \infty}\|u(t)\|_{p}=0 \quad \text { for } p \in\left(2, \frac{2 n}{n-2}\right) \tag{6.46}
\end{equation*}
$$

In addition, in [GV2] and [GV3], Ginibre and Velo proved the following theorems:
Theorem 6.9. Under assumption (6.45), for each $u_{0} \in H^{1}\left(\mathbb{R}^{n}\right)$ there exists a unique $u_{0}^{ \pm} \in H^{1}\left(\mathbb{R}^{n}\right)$ such that

$$
\begin{equation*}
\lim _{t \rightarrow \pm \infty}\left\|e^{i t \Delta} u_{0}^{ \pm}-u(t)\right\|_{1,2}=0 \tag{6.47}
\end{equation*}
$$

with

$$
\left\|u_{0}^{ \pm}\right\|_{2}=\left\|u_{0}\right\|_{2}, \text { and }\left\|\nabla u_{0}^{ \pm}\right\|_{2}^{2}=E\left(u_{0}\right)
$$

Theorem 6.10. Under assumption (6.45) for each $u_{0}^{ \pm} \in H^{1}\left(\mathbb{R}^{n}\right)$, there exists a unique $u_{0} \in H^{1}\left(\mathbb{R}^{n}\right)$ such that (6.47) holds.

Theorems 6.9 and 6.10 were used in [GV2] and [GV3] to define (continuous) maps $W^{ \pm}$(asymptotic states) and $\Omega^{ \pm}$(wave operators) in $H^{1}\left(\mathbb{R}^{n}\right)$, respectively, as $W^{ \pm}\left(u_{0}\right)=u_{0}^{ \pm}$and $\Omega^{ \pm}\left(u_{0}^{ \pm}\right)=u_{0}$. Hence, $W^{ \pm} \Omega^{ \pm}=I$ on $H^{1}\left(\mathbb{R}^{n}\right)$ and one has the scattering operator $S=W^{+} \Omega^{-}$, with $S\left(u_{0}^{-}\right)=u_{0}^{+}$. For extensions of these results, see [GV2], [GV3]; for results in the cases $n=1,2$, see [Na].

Regarding global well-posedness for the periodic problem:

$$
\left\{\begin{array}{l}
i \partial_{t} u=-\Delta u \pm|u|^{\alpha-1} u  \tag{6.48}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

$x \in \mathbb{T}^{n}, t \in \mathbb{R}, \alpha>1$, we have the following results:
For $n=2$, Bourgain [Bo1] showed that (6.48) with $\alpha \geq 3$ in the defocussing case $((-)$ sign $)$ is globally well-posed. A similar result holds for the focusing case
$((+)$ sign $)$ under the additional assumption of $\left\|u_{0}\right\|_{L^{2}}$ being small enough or for $\alpha>3$ assuming that $\left\|u_{0}\right\|_{1,2}$ is sufficiently small. In [BGT1], Burq, Gerard and Tzvetkov proved the existence of finite time $(T<\infty) H^{1}$ blow-up solutions, with data close to the ground state, i.e., $\lim _{t \uparrow T}\|u(t)\|_{1,2}=\infty$ for (6.48) with $\alpha=3$ in the focusing case. Moreover, they found the precise rate of the blowup showing that $(T-t)\|u(t)\|_{1,2} \sim c_{0}$.

Finally, we describe some results concerning the stability and instability of standing waves. Before doing that we introduce the following notation:

$$
\begin{equation*}
A=\left\{\phi \in H^{1}\left(\mathbb{R}^{n}\right) ; \phi \neq 0 \text { and }-\Delta \phi+\omega \phi=|\phi|^{\alpha-1} \phi\right\} \tag{6.49}
\end{equation*}
$$

and

$$
\begin{equation*}
G=\{\phi \in A ; S(\phi) \leq S(v) \text { for all } v \in A\}, \tag{6.50}
\end{equation*}
$$

where

$$
S(\phi)=\frac{1}{2} \int_{\mathbb{R}^{n}}|\nabla \phi|^{2} d x-\frac{1}{\alpha+2} \int_{\mathbb{R}^{n}}|\phi|^{\alpha+1} d x-\frac{\omega}{2} \int_{\mathbb{R}^{n}}|\phi|^{2} d x .
$$

The functions in the first set are called ground states and $u(x, t)=e^{i \omega t} \phi(x)$ bound states or standing waves or solitary waves.

If we require the following conditions be satisfied:

$$
\begin{equation*}
\alpha=1+4 / n, \omega>0 \text { and } \varphi \in A \text { or } \tag{i}
\end{equation*}
$$

(ii) $1+4 / n<\alpha<(n+2)(n-2),(1+4 / n<\alpha<\infty, n=1,2), \omega>0$ and $\varphi \in G$,
then $u(x, t)=e^{i \omega t} \varphi(x)$ is an unstable solution of (6.1), in the sense that there is a sequence $\left\{\varphi_{m}\right\}_{m \in \mathbb{N}} \subset H^{1}\left(\mathbb{R}^{n}\right)$ such that

$$
\varphi_{m} \rightarrow \varphi \quad \text { in } \quad H^{1}\left(\mathbb{R}^{n}\right)
$$

and such that the corresponding maximal solution $u_{m}$ of (6.1) blows up in a finite time for both $t>0$ and $t<0$.

The result in case (i) was established by Weinstein [W3] and case (ii) was proved by Berestycki and Cazenave [BC2]. The argument of proof involves variational methods.

On the other hand, if we let $1<\alpha<1+4 / n, \omega>0$, and $\varphi \in G$, then the solution $u(x, t)=e^{i \omega t} \varphi(x)$ is a stable solution of (6.1), in the sense that for every $\epsilon>0$ there exists $\delta(\epsilon)>0$ such that if $\psi \in H^{1}\left(\mathbb{R}^{n}\right)$ verifies $\|\varphi-\psi\|_{H^{1}}<\delta(\epsilon)$, then the corresponding maximal solution $v$ of (6.1) with data $\psi$ verifies

$$
\sup _{t \in \mathbb{R}} \inf _{\theta \in \mathbb{R}} \inf _{y \in \mathbb{R}^{n}}\left\|\nu(\cdot, t)-e^{i \theta} \varphi(\cdot-y)\right\|_{H^{1}} \leq \epsilon
$$

This result shows orbital stability in the subcritical case. It was established by Cazenave and Lions [CzL]. Extensions of this result to other dispersive equations can be found in [AL].

The interaction of solitary waves:

$$
\begin{equation*}
R(x, t)=e^{i\left(v \cdot x-|v|^{2} t+\omega t+\theta\right)} \varphi_{\omega}\left(x-2 v t-x_{0}\right) \tag{6.51}
\end{equation*}
$$

with $\nu, x_{0} \in \mathbb{R}^{n}, \omega, \theta \in \mathbb{R}, \omega>0$, and $\varphi_{\omega}$ a solution of (5.8), is not yet well understood. For example, the detailed description of solutions of the IVP (6.1) with $\lambda>0$ and data:

$$
\begin{equation*}
u_{0}(x, 0)=\sum_{j=1}^{N} R_{j}(x, 0)=\sum_{j=1}^{N} e^{i\left(v_{j} \cdot x+\theta_{j}\right)} \varphi_{\omega}\left(x-x_{0}\right), \quad N \geq 2 \tag{6.52}
\end{equation*}
$$

such that $\exists j, k \in\{1, \ldots, N\}, j \neq k$, and $\widehat{t}>0$ with

$$
\left|2\left(v_{j}-v_{k}\right) \widehat{t}-\left(x_{0_{j}}-x_{0_{k}}\right)\right| \ll 1
$$

(i.e., at $t=\widehat{t}$ the solitary waves $R_{j}(x, t)$ and $R_{k}(x, t)$ interact) is quite open. In the integrable case $n=1, \alpha=3$, the scattering theory [ZS] describes the solution $u(x, t)$ in terms of the data as a nearly perfect elastic interaction between solitary waves (see Section 8.3). In the nonintegrable case, numerical simulations predict a similar behavior which has not been rigorously established. However, some results are known: In [MM7], Martel and Merle for the $L^{2}$-subcritical case ( $1<\alpha<$ $1+4 / n)$ proved the existence of multisolitary waves. More precisely, for

$$
\begin{equation*}
R(x, t)=\sum_{j=1}^{N} e^{i\left(v_{j} \cdot x-\left|v_{j}\right|^{2} t+\omega_{j} t+\theta_{j}\right)} \varphi_{\omega}\left(x-2 v_{j} t-x_{0}\right) \tag{6.53}
\end{equation*}
$$

the sum of the $N$-traveling waves in (6.51) with $v_{j} \neq v_{k}$ if $j \neq k$, they showed that there exists $u \in C\left([0, \infty): H^{1}\left(\mathbb{R}^{n}\right)\right.$ ) solution of the equation in (6.1) with $\lambda>0$ such that for all $t>0$

$$
\begin{equation*}
\|R(\cdot, t)-u(\cdot, t)\|_{1,2} \leq c e^{-\alpha_{0} t} \text { for some } c, \alpha_{0}>0 \tag{6.54}
\end{equation*}
$$

Notice that in the $L^{2}$-subcritical case the solitary waves are stable (see [CzL]), (for other results in this direction see [Pe2].)

In the same vein as in [HoZ], [HMZ], and [DH], the time evolution of the solution of the IVP:

$$
\left\{\begin{array}{l}
i \partial_{t} u+\partial_{x}^{2} u-q \delta_{0}(x) u+|u|^{2} u=0  \tag{6.55}\\
u(x, 0)=e^{i v x} \operatorname{sech}\left(x-x_{0}\right), \quad x_{0} \ll-1
\end{array}\right.
$$

$q \in \mathbb{R}$, has been studied. Notice that if $q=0$, the solution of (6.55) is the soliton:

$$
\begin{equation*}
u(x, t)=e^{i v x} e^{-i \nu^{2} t} \operatorname{sech}\left(x-2 \nu t-x_{0}\right) \tag{6.56}
\end{equation*}
$$

and that for $q \neq 0$ the "soliton" should interact with the localized potential at time $t \sim\left|x_{0}\right| / v$. In [HoZ], it was shown that for $|q| \ll 1$ the "soliton solution" of
(6.55) remains "intact." In the repulsive case ( $q>0$ ), for high velocity ( $v \gg 1$ ), it was proven in [HMZ] that the incoming solution split into transmitted and reflected components (traveling with velocity $\nu$ to the right and to the left, respectively). The attractive case ( $q<0$ ) was studied in [DH].

In the one-dimensional $L^{2}$-supercritical case:

$$
i \partial_{t} u+\partial_{x}^{2} u+|u|^{\alpha-1} u=0, \quad \alpha>5
$$

it is known that the traveling wave solution in (5.14) is unstable. In [ KrS ], a kind of "finite dimensional version" of the stable manifold for the ordinary differential equation (ODE) system was constructed. For further developments in this direction see [ Scl 2 ] and [ Bc ].

The "soliton resolution conjecture" claims that any "reasonable" solution to a nonlinear dispersive equation eventually resolve into a radiation component that behaves as a linear solution plus a localized component that behaves as a finite sum of special solutions (traveling waves, standing waves, breathers, . . . ). This conjecture is largely open (see Section 8.3). In the case of the NLS (6.1) for the defocusing case ( $\lambda<0$ in (6.1)) (where no nontrivial special solutions exist) is known in some cases. In [To8], a weak form of this conjecture was established for energy-subcritical and mass-supercritical global $H^{1}\left(\mathbb{R}^{n}\right)$ radial solutions in higher dimension $n \geq 5$.

Finally, we return to the formula (4.7) (and the comment after it). This affirms that if $u_{0} \in C_{0}\left(\mathbb{R}^{n}\right)$, then for any $t \neq 0$ and $\epsilon>0, e^{i t \Delta} u_{0} \notin L^{1}\left(e^{\epsilon|x|} d x\right)$. So, one can ask if a similar result holds for solutions of the IVP (5.1). The following unique continuation principle established in [KPV15] answers this question:

Consider the equation:

$$
\begin{equation*}
\partial_{t} u=i\left(\Delta u+\lambda|u|^{\alpha-1}\right), \lambda \in \mathbb{R}-\{0\}, \tag{6.57}
\end{equation*}
$$

with $\alpha$ such that $[\alpha]>n / 2$ if $\alpha$ is not an odd integer.
Let $u_{1}, u_{2} \in C\left([-T, T]: H^{k}\left(\mathbb{R}^{n}\right)\right), k>n / 2, T>0$, be two solutions of the equation (6.57) such that

$$
\operatorname{supp}\left(u_{1}(\cdot, 0)-u_{2}(\cdot, 0)\right) \subset\left\{x \in \mathbb{R}^{n}: x_{1} \leq a_{1}\right\}, a_{1}<\infty
$$

If for some $t \in(-T, T)-\{0\}$ and for some $\epsilon>0$,

$$
u_{1}(\cdot, t)-u_{2}(\cdot, t) \in L^{2}\left(e^{\epsilon\left|x_{1}\right|} d x\right)
$$

then $u_{1} \equiv u_{2}$.
Notice that fixing $u_{2} \equiv 0$ one settles the above question. Moreover, by taking $u_{1}(x, 0)=\varphi(x)$ as in (5.8) and $u_{2}(x, 0)=\varphi(x)+\phi(x)$, with $\phi \in H^{s}\left(\mathbb{R}^{n}\right), s>n / 2$, with compact support, one can see that

$$
u_{2}(\cdot, t) \notin L^{2}\left(e^{\epsilon|x|} d x\right) \text { for any } \epsilon>0,
$$

for any $t \neq 0$ and $\alpha$ as in (6.57). This follows by combining Theorem 5.1 and the above unique continuation result. In other words, regardless of the stability of the standing wave a compact perturbation of it destroys its exponential decay.

### 6.4 Exercises

6.1 (i) Let $\alpha \in(1,1+4 / n]$. Prove that the local $L^{2}$-solution of the IVP (5.1) provided by Theorems 5.2 and 5.3 satisfies the identity (5.2).
(ii) Let $\alpha \in(1,1+4 /(n-2)]$. Show that the local $H^{1}$-solution of the IVP (5.1) provided by Theorems 5.4 and 5.5 satisfies the identities (5.2) and (5.3).
(iii) If in addition to the hypothesis in (ii), assuming that $|x| u_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$, prove (5.5).
(iv) Assume $\lambda<0$ (defocusing case) and $\alpha \geq 1+4 / n$ with the hypotheses in (iii), prove the decay estimate:

$$
\|u(t)\|_{\alpha+1} \leq c t^{-2 /(\alpha+1)}
$$

6.2 Consider the $\operatorname{IVP}(6.1)$ with $\alpha=1+4 / n$. Let $u(t)$ be its global $L^{2}$-solution corresponding to a datum $u_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$ with $\left\|u_{0}\right\|_{2}<\epsilon$ provided by Theorem 6.2 (iii).
(i) Prove that there exist $u_{0}^{ \pm} \in L^{2}\left(\mathbb{R}^{n}\right)$ such that

$$
\begin{equation*}
u(t)=e^{ \pm i t \Delta} u_{0}^{ \pm}+R_{ \pm}(t) \text { with } \lim _{t \rightarrow \pm \infty}\left\|R_{ \pm}(t)\right\|_{2}=0 \tag{6.58}
\end{equation*}
$$

(ii) Prove that (6.58) fails for arbitrary $u_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$.

Hint: (i) Using Theorem 4.2, inequality (4.16), and Corollary 5.2 prove that

$$
u_{0}^{ \pm}=u_{0}+\int_{0}^{ \pm \infty} e^{-i t^{\prime} \Delta}|u|^{4 / n} u\left(t^{\prime}\right) d t^{\prime} \in L^{2}\left(\mathbb{R}^{n}\right)
$$

(ii) Use the standing wave solutions in (5.8), (5.9), and (5.13) if $n=1$.
6.3 (Morawetz's estimate) Consider the IVP (6.1) in the defocusing case $\lambda=-1$, with $\alpha<1+4 /(n-2)$, and $n \geq 3$. Let $u \in C\left(\left[-T_{0}, T_{1}\right]: H^{1}\left(\mathbb{R}^{n}\right)\right)$ be the local solution of this problem provided by Theorem 5.4.
(i) Prove the following estimates:
(a) $\operatorname{Re} \int i \partial_{t} u\left(\partial_{r} \bar{u}+\frac{(n-1)}{2 r} \bar{u}\right) d x=\operatorname{Re} \frac{1}{2} \frac{d}{d t} \int i u \partial_{r} u d x$.
(b) $\operatorname{Re} \int \Delta u\left(\partial_{r} \bar{u}+\frac{(n-1)}{r} \bar{u}\right) d x \leq 0$.
(c) $\operatorname{Re} \int-|u|^{\alpha-1} u\left(\partial_{r} \bar{u}+\frac{(n-1)}{r} \bar{u}\right) d x=-\frac{\alpha-1}{2(\alpha+1)} \int \frac{(n-1)}{2 r}|u|^{\alpha+1} d x$
where $r=|x|$.
(ii) Using part (i) and the equation in (6.1) show that

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int i u \partial_{r} \bar{u} d x \geq \frac{(\alpha-1)(n-1)}{4(\alpha+1)} \int \frac{|u(x, t)|^{\alpha+1}}{|x|} d x \tag{6.59}
\end{equation*}
$$

(iii) Integrate (6.59) in the interval $\left(t_{1}, t_{2}\right) \subset\left[-T_{0}, T_{1}\right]$ to get

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \int_{\mathbb{R}^{n}} \frac{|u(x, t)|^{\alpha+1}}{|x|} \leq c\left(\left\|u\left(t_{1}\right)\right\|_{1,2}+\left\|u\left(t_{2}\right)\right\|_{1,2}\right) \tag{6.60}
\end{equation*}
$$

(iv) Use Theorem 6.2 to conclude that if in addition $\alpha<1+4 / n$, then the global solution $u \in C\left(\mathbb{R}: H^{1}\left(\mathbb{R}^{n}\right)\right)$ satisfies

$$
\begin{equation*}
\int_{-\infty}^{\infty} \int_{\mathbb{R}^{n}} \frac{|u(x, t)|^{\alpha+1}}{|x|} d x d t<\infty \tag{6.61}
\end{equation*}
$$

(Notice that $|x|^{-1}$ is not integrable around the origin, so (6.61) gives information over the movement in time of the solution around the origin.)
6.4 For the IVP (6.1) with $\lambda=1$ (focussing case), with the notation in Exercise 5.9, prove that

$$
\begin{align*}
E\left(u_{\omega}(x, t)\right) & =\int_{\mathbb{R}^{n}}\left(\left|\nabla_{x} u_{\omega}(x, t)\right|^{2}-\frac{2}{\alpha+1}\left|u_{\omega}(x, t)\right|^{\alpha+1}\right) d x \\
& =E\left(\varphi_{\omega}\right)=\int_{\mathbb{R}^{n}}\left(\left|\nabla_{x} \varphi_{\omega}(x)\right|^{2}-\frac{2}{\alpha+1}\left|\varphi_{\omega}(x)\right|^{\alpha+1}\right) d x  \tag{6.62}\\
& =\left(\frac{n(\alpha-1)-4}{2(\alpha+1)}\right) \int_{\mathbb{R}^{n}}\left|\varphi_{\omega}(x)\right|^{\alpha+1} d x .
\end{align*}
$$

Thus, $E\left(\varphi_{\omega}\right)>0$ if $\alpha-1>4 / n, E\left(\varphi_{\omega}\right)=0$ if $\alpha-1=4 / n$ and $E\left(\varphi_{\omega}\right)<0$ if $\alpha-1<4 / n$.
Hint: Combine the fact that $\varphi_{\omega}(x)=\omega^{1 /(\alpha-1)} \varphi(\sqrt{\omega} x)$ is the solution of (5.8), with the identity (5.83).
6.5 Prove that for any $\alpha>1$, there exist $u_{0}^{+}, u_{0}^{-}, u_{0}^{0} \in H^{1}\left(\mathbb{R}^{n}\right)$ such that if

$$
E\left(u_{0}\right)=\int_{\mathbb{R}^{n}}\left(\left|\nabla_{x} u_{0}(x)\right|^{2}-\frac{2}{\alpha+1}\left|u_{0}(x)\right|^{\alpha+1}\right) d x
$$

then $E\left(u_{0}^{+}\right)>0, E\left(u_{0}^{-}\right)<0$ and $E\left(u_{0}^{0}\right)=0$.
6.6 [W3] Consider the following case of the Gagliardo-Nirenberg inequality (3.14):

$$
\begin{gather*}
\|f\|_{\alpha+1} \leq c\|\nabla f\|_{2}^{\theta}\|f\|_{2}^{1-\theta}  \tag{6.63}\\
\theta=n\left(\frac{1}{2}-\frac{1}{\alpha+1}\right) \text { and } 2<\alpha+1<\frac{2 n}{n-2} .
\end{gather*}
$$

For $f \in H^{1}\left(\mathbb{R}^{n}\right)$, define

$$
\begin{equation*}
J_{\alpha, n}(f)=\frac{\|\nabla f\|_{2}^{\theta(\alpha+1)}\|f\|_{2}^{(1-\theta)(\alpha+1)}}{\|f\|_{\alpha+1}^{\alpha+1}} \tag{6.64}
\end{equation*}
$$

$c_{\alpha, n}^{*}$ and $\mu_{\alpha, n}$ as:

$$
c_{\alpha, n}^{*}-(\alpha+1)=\mu_{\alpha, n}=\inf _{\substack{f \in H^{1}\left(\mathbb{R}^{n}\right) \\ f \neq 0}} J_{\alpha, n}(f),
$$

i.e., $c_{\alpha, n}^{*}=\mu_{\alpha, n}^{-1 /(\alpha+1)}$ is the optimal constant in (6.63).
(i) Assuming that $\mu_{\alpha, n}$ is attained, i.e., there exists $f^{*} \in H^{1}\left(\mathbb{R}^{n}\right)$ such that $J_{\alpha, n}\left(f^{*}\right)=\mu_{\alpha, n}$, with $f^{*} \geq 0$, prove that for any $\lambda, \nu>0$

$$
\begin{equation*}
J_{\alpha, n}\left(\lambda f^{*}(\nu \cdot)\right)=\mu_{\alpha, n} \tag{6.65}
\end{equation*}
$$

(ii) Choosing $\lambda_{0}, v_{0}$ in (6.65) such that $g(x)=\lambda_{0} f^{*}\left(v_{0} x\right)$ satisfies $\|g\|_{2}=\|\nabla g\|_{2}=1$, i.e. $\mu_{\alpha, n}=\|g\|_{\alpha+1}^{-(\alpha+1)}$, and using that $D J_{\alpha, n}(g) \equiv 0$ (i.e., $\left.\frac{d}{d \epsilon} J_{\alpha, n}(g+\epsilon h)\right|_{\epsilon=0}=0, \quad \forall h \in H^{1}\left(\mathbb{R}^{n}\right)$ ) prove that

$$
-\theta \Delta g+(1-\theta) g-\mu_{\alpha, n} g^{\alpha} \equiv 0, \quad g \geq 0
$$

(iii) Prove that the function $g_{\beta, \rho}(x)=\beta g(\rho x), \beta, \rho>0$ satisfies

$$
\begin{equation*}
-\frac{\theta}{\rho^{2}} \Delta g_{\beta, \rho}+(1-\theta) g_{\beta, \rho}-\mu_{\alpha, n} \beta^{\alpha-1} g_{\beta, \rho} \equiv 0 \tag{6.66}
\end{equation*}
$$

(iv) Choose $\beta_{0}, \rho_{0}$ in (6.66) such that $g_{\beta_{0}, \rho_{0}}$ solves (5.8) with $\omega \equiv 1$, i.e.,

$$
-\Delta \varphi+\varphi-|\varphi|^{\alpha-1} \varphi=0, \quad \varphi \geq 0
$$

to prove that
$\mu_{\alpha, n}=\frac{(1-\theta)^{1+\frac{n}{4}(\alpha-1)}}{\theta^{\frac{n}{4}(\alpha-1)}} \frac{1}{\left\|g_{\beta_{0}, \rho_{0}}\right\|_{2}^{\alpha-1}}=\frac{(1-\theta)^{1+\frac{n}{4}(\alpha-1)}}{\theta^{\frac{n}{4}(\alpha-1)}} \frac{1}{\|\varphi\|_{2}^{\alpha-1}}$,
so,

$$
c_{\alpha, n}^{*}=\left(\mu_{\alpha, n}\right)^{-1 /(\alpha+1)}=\frac{\theta^{\frac{n(\alpha-1)}{4(\alpha+1)}}}{(1-\theta)^{\frac{4 n(\alpha-1)}{4(\alpha+1)}}}\|\varphi\|_{2}^{(\alpha-1) /(\alpha+1)}
$$

(v) Verify that $f^{*}$ is a "rescaling" of $\varphi(\cdot)$.
6.7 Consider the IVP (6.1) in the focussing case $(\lambda=1)$ and for the $L^{2}$-critical power $(\alpha=1+4 / n)$. Assume that the local $H^{1}$-solution provided by Theorem 5.4 blows up in finite time, i.e., there exists $T^{*}>0$ such that

$$
\begin{equation*}
\lim _{t \uparrow T^{*}}\|\nabla u(t)\|_{2}=\infty \tag{6.67}
\end{equation*}
$$

(i) Prove that for any $s \in(0,1]$ it follows that

$$
\liminf _{t \uparrow T^{*}}\left\|D^{s} u(t)\right\|_{2}=\infty
$$

(ii) Prove that for any $p \in(2, \infty]$ it follows that

$$
\liminf _{t \uparrow T^{*}}\|u(t)\|_{p}=\infty
$$

(iii) If instead of $\alpha=1+4 / n$ one considers a nonlinearity $\alpha \in(1+4 / n, 1+4 /(n-2))$ and assume that (6.67) holds, for which values of $s$ (i) holds, and for which values of $p$ (ii) holds.
6.8 [GHW] Consider the one-dimensional cubic focussing NLS with a $\delta$-potential:

$$
\begin{equation*}
i \partial_{t} v+\partial_{x}^{2} v+\mu \delta(\cdot) v+|v|^{2} v=0, \quad \mu \in \mathbb{R} \tag{6.68}
\end{equation*}
$$

(i) Prove that if $\mu=0$, the equation (6.68) has a one-parameter family of standing wave solutions of the form:

$$
v_{\omega}(x, t)=e^{i \omega t} \sqrt{\omega} \phi(\sqrt{\omega} x), \quad \omega>0
$$

with $\phi(x)=\operatorname{sech}(x)$ (positive, even, and radially decreasing) being the ground state.
(ii) Prove that for $\mu \neq 0$ formally

$$
v_{\omega, \mu}(x, t)=e^{i \omega t} \sqrt{\omega} \varphi_{\mu}(\sqrt{\omega} x)
$$

is a standing wave solution of (6.68), if

$$
\varphi(x)=\varphi_{\mu, \omega}(x)=\sqrt{\omega} \varphi_{\mu}(\sqrt{\omega} x)
$$

satisfies the elliptic equation

$$
\begin{equation*}
-\omega \varphi+\varphi^{\prime \prime}+|\varphi|^{2} \varphi+\mu \delta(\cdot) \varphi=0 \tag{6.69}
\end{equation*}
$$

with $\varphi \in H^{1}(\mathbb{R}) \cap H^{2}(\mathbb{R} \backslash\{0\})$.
(iii) Prove that if $\omega \leq \mu^{2} / 4$, then (6.69) has no even positive radially decreasing nonnull $L^{2}$-solution.
(iv) Prove that if $\omega>\mu^{2} / 4$ and $\mu>0$, then (6.69) has an even, positive, radially decreasing solution of the form:

$$
\begin{equation*}
\varphi_{\mu, \omega}(x)=\sqrt{\omega} \operatorname{sech}\left(\sqrt{\omega}|x|+\tanh ^{-1}\left(\frac{\mu}{2 \sqrt{\omega}}\right)\right) \tag{6.70}
\end{equation*}
$$

(v) Show that if the radially decreasing requirement is removed, then for $\omega>\mu^{2} / 4$ and $\mu<0$, the formula (6.70) describes another set of solutions of (6.69).
Hint: show that if $\varphi$ solves (6.69), then

$$
\begin{equation*}
\varphi^{\prime}\left(0^{+}\right)-\varphi^{\prime}\left(0^{-}\right)+\mu \varphi(0)=0 \tag{6.71}
\end{equation*}
$$

Use that for $x>0$, one should have

$$
\varphi(x)=\sqrt{\omega} \operatorname{sech}\left(\sqrt{\omega}\left(x+x_{0}\right)\right), \quad x_{0}>0
$$

and a similar argument for $x<0$. Combine this and (6.71) to obtain the equation:

$$
\mu=2 \sqrt{\omega} \tanh \left(\sqrt{\omega} x_{0}\right)
$$

which yields the desired result.

## Chapter 7 <br> Korteweg-de Vries Equation

In this chapter, we study the local well-posedness (LWP) for the initial value problem (IVP):

$$
\left\{\begin{array}{l}
\partial_{t} v+\partial_{x}^{3} v+v^{k} \partial_{x} v=0  \tag{7.1}\\
v(x, 0)=v_{0}(x)
\end{array}\right.
$$

$x, t \in \mathbb{R}, k \in \mathbb{Z}^{+}$. The family of equations above is called the $k$-generalized Korteweg-de Vries ( $k$-gKdV) equation. The case $k=1$ is known as the Korteweg-de Vries (KdV) equation and is the most famous of the family. It was first derived as a model for unidirectional propagation of nonlinear dispersive long waves [KdV] but it also has been considered in different contexts, namely in its relation with inverse scattering (see Chapter 9, Section 9.6 for a brief introduction to it), in plasma physics, and in algebraic geometry (see $[\mathrm{Mu}]$ and references therein). The case $k=2$ is called the modified Korteweg-de Vries ( $m K d V$ ) equation. Like the KdV equation, it models propagation of weak nonlinear dispersive waves and it also can be solved via inverse scattering, i.e., this is a completely integrable system. There is an important relationship between these two equations given by the Miura transformation [Mu1]. More precisely, if we assume $u$ to be a solution of the $m K d V$ equation, then

$$
\begin{equation*}
v=i \sqrt{6} \partial_{x} u+u^{2} \tag{7.2}
\end{equation*}
$$

is a solution for the KdV equation. This relation was first used to obtain the inverse scattering results for both equations. Below we return to this transformation when we discuss global and ill-posedness results.

The KdV and mKdV equations have an infinite number of conserved quantities (see [MGK]). For $k>2$, that is not the case. However, real solutions to the $\mathrm{k}-\mathrm{gKdV}$ equation have the following conserved quantities: total mass

$$
\begin{equation*}
I_{1}(v)=\int_{-\infty}^{\infty} v(x, t) d x=\int_{-\infty}^{\infty} v_{0}(x) d x \tag{7.3}
\end{equation*}
$$

the $L^{2}$-norm

$$
\begin{equation*}
I_{2}(v)=\int_{-\infty}^{\infty} v^{2}(x, t) d x=\int_{-\infty}^{\infty} v_{0}^{2}(x) d x \tag{7.4}
\end{equation*}
$$

and the energy

$$
\begin{equation*}
I_{3}(v)=\int_{-\infty}^{\infty}\left(\left(\partial_{x} v\right)^{2}-c_{k} v^{k+2}\right)(x, t) d x=\int_{-\infty}^{\infty}\left(\left(v_{0}^{\prime}\right)^{2}-c_{k} v_{0}^{k+2}\right)(x) d x \tag{7.5}
\end{equation*}
$$

where $c_{k}=2\{(k+1)(k+2)\}^{-1}$.
The k -gKdV equation admits solitary wave solutions having strong decay at infinity. These solutions are given by $v_{c, k}(x, t)=\phi_{c, k}(x-c t), c>0(c$ is the propagation speed) where

$$
\begin{equation*}
\phi_{c, k}(x)=\left\{\frac{(k+1)(k+2)}{2} c \operatorname{sech}^{2}\left(\frac{k}{2} \sqrt{c} x\right)\right\}^{1 / k} \tag{7.6}
\end{equation*}
$$

are the unique (up to translation) positive solutions decaying at infinity of

$$
\begin{equation*}
-c \varphi+\varphi^{\prime \prime}+\frac{1}{k+1} \varphi^{k+1}=0 \tag{7.7}
\end{equation*}
$$

To motivate the local results that we describe in this chapter, we first note that if $v$ solves (7.1), then, for $\lambda>0$, so does $v_{\lambda}(x, t)=\lambda^{2 / k} v\left(\lambda x, \lambda^{3} t\right)$, with data $v_{\lambda}(x, 0)=\lambda^{2 / k} v(\lambda x, 0)$.

Note that

$$
\begin{equation*}
\left\|v_{\lambda}(\cdot, 0)\right\|_{\dot{H}^{s}}=\left\|D_{x}^{s} v_{\lambda}(\cdot, 0)\right\|_{2}=\lambda^{2 / k+s-1 / 2}\|v(\cdot, 0)\|_{\dot{H}^{s}} \tag{7.8}
\end{equation*}
$$

This suggests that the optimal $s$, for the power $k$, is $s=s_{k}=1 / 2-2 / k$. Thus, $s_{k} \geq 0$ if and only if $k \geq 4$.

A simple computation shows that

$$
\begin{equation*}
\left\|\phi_{c, k}\right\|_{\dot{H}^{s_{k}}}=\left\|D^{s_{k}} \phi_{c, k}\right\|_{2}=a_{k}, \text { independent of } c \tag{7.9}
\end{equation*}
$$

and if $s \neq s_{k},\left\|D^{s} \phi_{c, k}\right\|_{2} \rightarrow 0$ as either $c \rightarrow 0$ or $+\infty$. Later on we illustrate the significance of this.

The best LWP results in Sobolev spaces $H^{s}(\mathbb{R})$ known for the k-gKdV equation can be summarized as follows:

| $k$ | Scaling | Result |
| :--- | :--- | :--- |
| 1 | $s=-\frac{3}{2}$ | $s \geq-\frac{3}{4}$ |
| 2 | $s=-\frac{1}{2}$ | $s \geq \frac{1}{4}$ |
| 3 | $s=-\frac{1}{6}$ | $s \geq-\frac{1}{6}$ |
| $k \geq 4$ | $s=\frac{1}{2}-\frac{2}{k}$ | $s \geq \frac{1}{2}-\frac{2}{k}$ |

In this chapter, the local results apply to both real and complex solutions. In Chapter 8, where we study global well-posedness for the $\mathrm{k}-\mathrm{gKdV}$, we will only consider real solutions since they satisfy the conservation laws (7.4) and (7.5).

Here we provide the proofs of the local results for the initial value problem (IVP) associated to the $\operatorname{KdV}(k=1), \mathrm{mKdV}(k=2)$, and the $L^{2}$-critical $\operatorname{gKdV}(k=4)$ equations.

The approach we follow for the last two equations is closely related to the previous one described for the nonlinear Schrödinger (NLS) equation. However, we shall remark that the situation faced here is more difficult to deal with due to the presence of derivatives on the nonlinearity that causes the so-called loss of derivatives. The idea is to analyze the special properties of solutions of the associated linear problem, such as smoothing effects like those of Strichartz (4.32) and Kato type (4.55), maximal function estimates combined with interpolated estimates. These along with some commutator estimates for fractional derivatives and the contraction mapping principle are the main ingredients in this method.

On the other hand, to establish LWP for the IVP associated to the KdV equation we use the function spaces $X_{s, b}$ introduced in the context of dispersive equations in [Bo1]. These functions spaces have a norm given in terms of the symbol of the associated linear operator (in this case $\partial_{t}+\partial_{x}^{3}$ ) and have been very useful in analysis of the interaction between the nonlinear and the dispersive effects. In this point, the so-called bilinear estimates play a main role to obtain sharp results.

In Section 7.3, we also list some results regarding the supercritical case $(k>4)$. There we use (7.6) and (7.9) mentioned above to illustrate ill-posedness results and thus the sharpness of the LWP results for the k-gKdV equation for $k \geq 4$.

### 7.1 Linear Properties

In this section, we establish a series of estimates for solutions of the linear initial value problem (IVP):

$$
\left\{\begin{array}{l}
\partial_{t} v+\partial_{x}^{3} v=0  \tag{7.10}\\
v(x, 0)=v_{0}(x)
\end{array}\right.
$$

$x, t \in \mathbb{R}$. These estimates are useful to show sharp LWP results for the IVP (7.1) for $k=2$ and $k \geq 4$.

We first recall that the solution of the IVP (7.10) is given by

$$
\begin{equation*}
v(x, t)=V(t) v_{0}(x)=S_{t} * v_{0}(x) \tag{7.11}
\end{equation*}
$$

where

$$
S_{t}(x)=\int_{-\infty}^{\infty} e^{2 \pi i x \xi} e^{8 \pi^{3} i t \xi^{3}} d \xi=\frac{1}{\sqrt[3]{t}} S_{1}\left(\frac{x}{\sqrt[3]{t}}\right)
$$

(see (1.30)).

Notice that $\{V(t)\}_{t=-\infty}^{\infty}$ defines a unitary group operator in $H^{s}(\mathbb{R})$ (see Proposition 4.2).

We begin by showing a sharpened version of the "local smoothing" effect found by Kato and Kruskov and Faminskii (see (4.55)) for solutions of the linear equation (7.10) and the inhomogeneous problem:

$$
\left\{\begin{array}{l}
\partial_{t} v+\partial_{x}^{3} v=f  \tag{7.12}\\
v(x, 0)=0
\end{array}\right.
$$

$x, t \in \mathbb{R}$.
Lemma 7.1. The group $\{V(t)\}_{t=-\infty}^{\infty}$ satisfies

$$
\begin{gather*}
\left\|\partial_{x} V(t) v_{0}\right\|_{L_{x}^{\infty} L_{t}^{2}} \leq c\left\|v_{0}\right\|_{2},  \tag{7.13}\\
\left\|\partial_{x}^{2} \int_{0}^{t} V\left(t-t^{\prime}\right) f\left(t^{\prime}\right) d t^{\prime}\right\|_{L_{x}^{\infty} L_{t}^{2}} \leq c\|f\|_{L_{x}^{1} L_{t}^{2}} . \tag{7.14}
\end{gather*}
$$

Remark 7.1. The proofs show that in (7.13) and (7.14), we can also have $D^{1+i \gamma}$, $D^{2+i \gamma}, \gamma$ real.
Remark 7.2. To simplify the exposition from now on we omit the $2 \pi$ factor in the Fourier transform. Thus, in particular we write

$$
V(t) v_{0}(x)=\int_{-\infty}^{\infty} e^{i\left(x \xi+t \xi^{3}\right)} \widehat{v}_{0}(\xi) d \xi
$$

Proof. We only give the proof of (7.13), and refer to the proof of Theorem 4.4 estimate (4.28) for an argument similar to that needed to obtain (7.14).

The change of variables $\xi^{3}=\eta$ shows that

$$
\partial_{x} V(t) v_{0}(x)=\frac{1}{3} \int_{-\infty}^{\infty} e^{i t \eta} e^{i x \eta^{1 / 3}} \eta^{-2 / 3+1 / 3} \widehat{v}_{0}\left(\eta^{1 / 3}\right) d \eta
$$

Using Plancherel's identity (1.11) in the $t$ variable, we get

$$
\begin{aligned}
\left\|\partial_{x} V(t) v_{0}\right\|_{L_{t}^{2}}^{2} & =\frac{1}{9} \int_{-\infty}^{\infty}\left|e^{i x \eta^{l / 3}} \eta^{-2 / 3+1 / 3} \widehat{v}_{0}\left(\eta^{1 / 3}\right)\right|^{2} d \eta \\
& =c \int_{-\infty}^{\infty}\left|\widehat{v}_{0}(\xi)\right|^{2} d \xi
\end{aligned}
$$

using $\eta^{1 / 3}=\xi$. This proves (7.13).

A consequence of (7.13) is

## Corollary 7.1.

$$
\begin{equation*}
\left\|\partial_{x} \int_{-\infty}^{\infty} V\left(t-t^{\prime}\right) g\left(\cdot, t^{\prime}\right) d t^{\prime}\right\|_{L^{2}} \leq c\|g\|_{L_{x}^{1} L_{t}^{2}} \tag{7.15}
\end{equation*}
$$

Remark 7.3. The result in (7.15) is equivalent to (7.13) by duality. Note that this corollary implies

$$
\begin{equation*}
\sup _{t \in[-T, T]}\left\|\partial_{x} \int_{0}^{t} V\left(t-t^{\prime}\right) g\left(\cdot, t^{\prime}\right) d t^{\prime}\right\|_{L^{2}} \leq c\|g\|_{L_{x}^{1} L_{t}^{2}} \tag{7.16}
\end{equation*}
$$

The next lemma is useful to obtain maximal function estimates.
Lemma 7.2. For any $x \in \mathbb{R}$,

$$
\begin{equation*}
\left|I^{t}(x)\right|=\left|\int_{-\infty}^{\infty} e^{i\left(x \xi+t \xi^{3}\right)} \frac{d \xi}{|\xi|^{1 / 2+i \gamma}}\right| \leq \frac{c(1+|\gamma|)}{|x|^{1 / 2}} \tag{7.17}
\end{equation*}
$$

for $\gamma$ real.
Proof. Since for $t=0$ the result is obvious (Exercise 1.14), we assume $t \neq 0$ and see that a dilation argument reduces the proof to show

$$
\left|I^{1}(x)\right| \leq \frac{c(1+|\gamma|)}{|x|^{1 / 2}}
$$

This can be done using a similar argument as the one in the proof of Proposition 1.6, taking into account the following sets:

$$
\begin{aligned}
& \Omega_{1}=\{\xi \in \mathbb{R}:|\xi| \leq 2\}, \\
& \Omega_{2}=\left\{\xi \notin \Omega_{1}:\left|3 \xi^{2}+x\right| \leq|x| / 2\right\}, \\
& \Omega_{3}=\mathbb{R}-\left(\Omega_{1} \cup \Omega_{2}\right) .
\end{aligned}
$$

Next, we have maximal function estimates for solutions of (7.10).

## Lemma 7.3.

$$
\begin{align*}
& \left\|\sup _{-\infty<t<\infty}\left|V(t) v_{0}\right|\right\|_{L_{x}^{4}}=\left\|V(t) v_{0}\right\|_{L_{x}^{4} L_{t}^{\infty}} \leq c\left\|D_{x}^{1 / 4} v_{0}\right\|_{2},  \tag{7.18}\\
& \left\|D_{x}^{-1 / 2+i \gamma} \int_{0}^{t} V\left(t-t^{\prime}\right) f\left(t^{\prime}\right) d t^{\prime}\right\|_{L_{x}^{4} L_{t}^{\infty}} \leq c_{\gamma}\|f\|_{L_{x}^{4 / 3} L_{t}^{1}}, \tag{7.19}
\end{align*}
$$

where $\gamma$ is real.

Remark 7.4. The estimate (7.18) due to $[K R]$ is sharp in the sense that for any $p \neq 4$ on the left-hand side require even in a finite time interval more than $1 / 4$ derivatives on the right-hand side of the inequality.

Proof. Showing estimate (7.18) is equivalent to proving

$$
\begin{equation*}
\left\|D_{x}^{-1 / 4+i \gamma} V(t) v_{0}\right\|_{L_{x}^{4} L_{t}^{\infty}} \leq c_{\gamma}\left\|v_{0}\right\|_{2} \tag{7.20}
\end{equation*}
$$

Hence, we do so for $\gamma=0$ and prove (7.20).
We see that a version of (7.19) implies (7.20) by a method that follows the proof of the Stein-Tomas $L^{2}$-restriction theorem for the Fourier transform. In fact, duality shows that (7.18) is equivalent to

$$
\left\|\int_{-\infty}^{\infty} D_{x}^{-1 / 4} V(t) g(\cdot, t) d t\right\|_{L^{2}} \leq c\|g\|_{L_{x}^{4 / 3} L_{t}^{1}} .
$$

Squaring the left-hand side of the inequality we obtain

$$
\left\|\int_{-\infty}^{\infty} D_{x}^{-1 / 4} V(t) g(\cdot, t) d t\right\|_{2}^{2}=\iint g(x, t) \int_{-\infty}^{\infty} D_{x}^{-1 / 2} V\left(t-t^{\prime}\right) \overline{g\left(\cdot, t^{\prime}\right)} d t^{\prime} d x d t
$$

so that (7.18) follows from

$$
\begin{equation*}
\left\|\int_{-\infty}^{\infty} D_{x}^{-1 / 2} V\left(t-t^{\prime}\right) g\left(\cdot, t^{\prime}\right) d t^{\prime}\right\|_{L_{x}^{4} L_{t}^{\infty}} \leq c\|g\|_{L_{x}^{4 / 3} L_{t}^{1}} \tag{7.21}
\end{equation*}
$$

Next, we observe that (7.17) shows that

$$
\left|\int_{-\infty}^{\infty} D_{x}^{-1 / 2} V\left(t-t^{\prime}\right) g\left(\cdot, t^{\prime}\right) d t^{\prime}\right| \leq \frac{c}{|x|^{1 / 2}} * \int_{-\infty}^{\infty}\left|g\left(\cdot, t^{\prime}\right)\right| d t^{\prime}
$$

Thus, inequality (7.21) can be deduced from the Hardy-Littlewood-Sobolev theorem (Theorem 2.6), since $\frac{c}{|x|^{1 / 2}} *: L^{4 / 3} \rightarrow L^{4}$. The estimate (7.19) follows by the same argument.

## Lemma 7.4.

1. If $v_{0} \in L^{2}(\mathbb{R})$, then

$$
\begin{equation*}
\left\|V(t) v_{0}\right\|_{L_{x}^{5} L_{t}^{10}} \leq c\left\|v_{0}\right\|_{2} \tag{7.22}
\end{equation*}
$$

2. If $g \in L_{x}^{5 / 4} L_{t}^{10 / 9}$, then

$$
\begin{equation*}
\left\|\int_{0}^{t} V\left(t-t^{\prime}\right) g\left(t^{\prime}\right) d t^{\prime}\right\|_{L_{x}^{5} L_{t}^{10}} \leq c\|g\|_{L_{x}^{5 / 4} L_{t}^{10 / 9}} \tag{7.23}
\end{equation*}
$$

Proof. To prove (7.22), we consider the analytic family of operators

$$
T_{z} v_{0}=D_{x}^{-z / 4} D_{x}^{(1-z)} V(t) v_{0}, \quad \text { with } z \in \mathbb{C}, 0 \leq \operatorname{Re} z \leq 1
$$

When $z=i \gamma$,

$$
T_{i \gamma} v_{0}=\frac{\partial}{\partial x} V(t) D_{x}^{-i 5 \gamma / 4} \mathrm{H} v_{0}
$$

where H denotes the Hilbert transform (see (1.18)). Hence, estimate (7.13) implies

$$
\left\|T_{i \gamma} v_{0}\right\|_{L_{x}^{\infty} L_{t}^{2}} \leq c\left\|v_{0}\right\|_{2}
$$

where we used that $\left\|D_{x}^{-i 5 \gamma / 4} \mathrm{H} v_{0}\right\|_{2}=\left\|v_{0}\right\|_{2}$.
On the other hand, setting $z=1+i \gamma$ we get

$$
T_{1+i \gamma} v_{0}=D_{x}^{-1 / 4} V(t) D_{x}^{-i v 5 / 4} v_{0} .
$$

Thus, estimate (7.18) yields

$$
\left\|T_{1+i \gamma} v_{0}\right\|_{L_{x}^{4} L_{t}^{\infty}} \leq c\left\|v_{0}\right\|_{2}
$$

Hence, from Stein's analytic interpolation (Theorem 2.7), the estimate (7.22) follows by choosing $z=4 / 5$.

The proof of part 2 uses a similar, but more delicate arguments (see Corollary 3.8 in [KPV4]).

Lemma 7.5. If $v_{0} \in L^{2}(\mathbb{R})$, then

$$
\begin{equation*}
\left\|D_{x} V(t) v_{0}\right\|_{L_{x}^{20} L_{t}^{5 / 2}} \leq\left\|D_{x}^{1 / 4} v_{0}\right\|_{2} . \tag{7.24}
\end{equation*}
$$

Proof. The result follows using the Stein interpolation theorem (see Theorem 2.7) and the estimates (7.13), i.e.,

$$
\left\|D_{x}^{5 / 4} D_{x}^{i \gamma} V(t) v_{0}\right\|_{L_{x}^{\infty} L_{t}^{2}} \leq c\left\|D_{x}^{1 / 4} v_{0}\right\|_{2}
$$

and (7.18), i.e.,

$$
\left\|D_{x}^{i \gamma} V(t) v_{0}\right\|_{L_{x}^{4} L_{t}^{\infty}} \leq c\left\|D_{x}^{1 / 4} v_{0}\right\|_{2}
$$

with $\theta=4 / 5$.

## Lemma 7.6 (Leibniz rule).

(i) Let $\alpha \in(0,1)$. Let $p \in(1, \infty), f=f(x), g=g(x)$, then

$$
\begin{equation*}
\left\|D^{\alpha}(f g)-f D^{\alpha} g\right\|_{p} \leq c\|g\|_{\infty}\left\|D^{\alpha} f\right\|_{p} \tag{7.25}
\end{equation*}
$$

(ii) Let $\alpha \in(0,1), \alpha_{1}, \alpha_{2} \in[0, \alpha]$ with $\alpha=\alpha_{1}+\alpha_{2}$. Let $p, q, p_{1}, p_{2}, q_{2} \in(1, \infty)$, $q_{1} \in(1, \infty]$ be such that

$$
\frac{1}{p}=\frac{1}{p_{1}}+\frac{1}{p_{2}} \quad \text { and } \quad \frac{1}{q}=\frac{1}{q_{1}}+\frac{1}{q_{2}}
$$

Let $f=f(x, t)$ and $g=g(x, t)$. Then,

$$
\begin{equation*}
\left\|D_{x}^{\alpha}(f g)-f D_{x}^{\alpha} g-g D_{x}^{\alpha} f\right\|_{L_{x}^{p} L_{T}^{q}} \leq c\left\|D_{x}^{\alpha_{1}} f\right\|_{L_{x}^{p_{1}} L_{T}^{q_{1}}\left\|D_{x}^{\alpha_{2}} g\right\|_{L_{x}^{p_{2}} L_{T}^{q_{2}}} . . . . ~} \tag{7.26}
\end{equation*}
$$

Moreover, for $\alpha_{1}=0$ the value $q_{1}=\infty$ is allowed.
Lemma 7.7 (Chain rule). Let $\alpha \in(0,1)$ and $p, q, p_{1}, p_{2}, q_{2} \in(1, \infty), q_{1} \in$ $(1, \infty]$ be such that

$$
\frac{1}{p}=\frac{1}{p_{1}}+\frac{1}{p_{2}} \quad \text { and } \quad \frac{1}{q}=\frac{1}{q_{1}}+\frac{1}{q_{2}}
$$

Then,

$$
\begin{equation*}
\left\|D_{x}^{\alpha} F(f)\right\|_{L_{x}^{p} L_{T}^{q}} \leq c\left\|F^{\prime}(f)\right\|_{L_{x}^{p_{1}} L_{T}^{q_{1}}}\left\|D_{x}^{\alpha} f\right\|_{L_{x}^{p_{2}} L_{T}^{q_{2}}} \tag{7.27}
\end{equation*}
$$

For the proof of Lemmas 7.6 and 7.7, we refer to [KPV4] (see also [CrW]).
The extra difficulty in obtaining these estimates comes from the fact that one needs to control derivatives in the space variable in a norm depending on the $t$ variable first.

## 7.2 mKdV Equation

In this section, we establish the LWP theory for the IVP associated to the modified Korteweg-de Vries (mKdV) equation,

$$
\left\{\begin{array}{l}
\partial_{t} v+\partial_{x}^{3} v+v^{2} \partial_{x} v=0  \tag{7.28}\\
v(x, 0)=v_{0}(x)
\end{array}\right.
$$

$x, t \in \mathbb{R}$. The idea of the proof is to use the linear estimates that we have obtained in the previous section plus a contraction mapping argument. As in the case of the nonlinear Schrödinger (NLS) equation, we employ the integral equation form of (7.28) for the same reason, i.e., it does not require differentiability of the solution.

Theorem 7.1. Let $s \geq 1 / 4$. Then, for any $v_{0} \in H^{s}(\mathbb{R})$ there exist $T=$ $T\left(\left\|D_{x}^{1 / 4} v_{0}\right\|_{2}\right)=c\left\|D_{x}^{1 / 4} v_{0}\right\|_{2}^{-4}$ and a unique strong solution $v(t)$ of the IVP (7.28) such that

$$
\begin{equation*}
v \in C\left([-T, T]: H^{s}(\mathbb{R})\right) \tag{7.29}
\end{equation*}
$$

$$
\begin{align*}
& \left\|D_{x}^{s} \partial_{x} v\right\|_{L_{x}^{\infty} L_{T}^{2}}=\sup _{-\infty<x<\infty}\left(\int_{-T}^{T}\left|D_{x}^{s} \partial_{x} v(x, t)\right|^{2} d t\right)^{1 / 2}<\infty  \tag{7.30}\\
& \left\|D_{x}^{s-1 / 4} \partial_{x} v\right\|_{L_{x}^{20} L_{T}^{5 / 2}}+\left\|D_{x}^{s} v\right\|_{L_{x}^{5} L_{T}^{10}}<\infty \tag{7.31}
\end{align*}
$$

and

$$
\begin{equation*}
\|v\|_{L_{x}^{4} L_{T}^{\infty}}<\infty \tag{7.32}
\end{equation*}
$$

Moreover, there exists a neighborhood $\mathcal{V}$ of $v_{0}$ in $H^{s}(\mathbb{R})$ such that the map $\widetilde{v}_{0} \mapsto \widetilde{v}(t)$ from $\mathcal{V}$ into the class defined by (7.29)-(7.32) is smooth.

Proof. We define

$$
\mathcal{X}_{T}=\left\{v \in C\left([-T, T]: H^{s}(\mathbb{R})\right):\|v\|_{T}<\infty\right\}
$$

and

$$
\mathcal{X}_{T}^{a}=\left\{v \in C\left([-T, T]: H^{s}(\mathbb{R})\right):\|v\|_{T} \leq a\right\}
$$

where
$\|v\|_{T}=\|v\|_{L_{T}^{\infty} H^{s}}+\left\|D_{x}^{s} \partial_{x} v\right\|_{L_{x}^{\infty} L_{T}^{2}}+\left\|D_{x}^{s-1 / 4} \partial_{x} v\right\|_{L_{x}^{20} L_{T}^{5 / 2}}+\left\|D_{x}^{s} v\right\|_{L_{x}^{5} L_{T}^{10}}+\|v\|_{L_{x}^{4} L_{T}^{\infty}}$.
We shall prove that for appropriate values of $a$ and $T$ the operator

$$
\begin{equation*}
\Psi_{v_{0}}(v)(t)=\Psi(v)(t)=V(t) v_{0}-\int_{0}^{t} V\left(t-t^{\prime}\right)\left(v^{2} \partial_{x} v\right)\left(t^{\prime}\right) d t^{\prime} \tag{7.33}
\end{equation*}
$$

defines a contraction map on $\mathcal{X}_{T}^{a}$.
We only consider the case $s=1 / 4$. As the higher derivatives derivatives appear linearly in the norms (7.29)-(7.31), argument below also provide the proof in the general case $s>1 / 4$.

Using the operator (7.33), group properties, and the Minkowsky and CauchySchwarz inequalities it follows that

$$
\begin{aligned}
\left\|D_{x}^{1 / 4} \Psi(v)(t)\right\|_{2} & \leq c\left\|D_{x}^{1 / 4} v_{0}\right\|_{2}+\int_{0}^{t}\left\|D_{x}^{1 / 4}\left(v^{2} \partial_{x} v\right)\right\|_{2} d t \\
& \leq c\left\|D_{x}^{1 / 4} v_{0}\right\|_{2}+c T^{1 / 2}\left\|D_{x}^{1 / 4}\left(v^{2} \partial_{x} v\right)\right\|_{L_{x}^{2} L_{T}^{2}} .
\end{aligned}
$$

To estimate the last term we make use of the Leibniz rule for fractional derivatives (7.26) and the chain rule (7.27). Thus,

$$
\left\|D_{x}^{1 / 4}\left(v^{2} \partial_{x} v\right)\right\|_{L_{x}^{2} L_{T}^{2}}
$$

$$
\begin{align*}
& \leq\left\|v^{2}\right\|_{L_{x}^{2} L_{T}^{\infty}}\left\|D_{x}^{1 / 4} \partial_{x} v\right\|_{L_{x}^{\infty} L_{T}^{2}}+\left\|D_{x}^{1 / 4}\left(v^{2}\right)\right\|_{L_{x}^{20 / 9} L_{T}^{10}}\left\|\partial_{x} v\right\|_{L_{x}^{20} L_{T}^{5 / 2}} \\
& \leq\|v\|_{L_{x}^{4} L_{T}^{\infty}}^{2}\left\|D_{x}^{1 / 4} \partial_{x} v\right\|_{L_{x}^{\infty} L_{T}^{2}}+\|v\|_{L_{x}^{4} L_{T}^{\infty}}\left\|D_{x}^{1 / 4} v\right\|_{L_{x}^{5} L_{T}^{10}}\left\|\partial_{x} v\right\|_{L_{x}^{20} L_{T}^{5 / 2}}  \tag{7.34}\\
& \leq c\|v\|_{T}^{3} .
\end{align*}
$$

Hence,

$$
\begin{equation*}
\left\|D_{x}^{1 / 4} \Psi(v)(t)\right\|_{2} \leq c\left\|D_{x}^{1 / 4} v_{0}\right\|_{2}+c T^{1 / 2}\|v\|_{T}^{3} . \tag{7.35}
\end{equation*}
$$

From Definition 7.33, Minkowski's inequality, group properties, the smoothing effect (7.13), and the Cauchy-Schwarz inequality it follows that

$$
\begin{align*}
& \left\|D_{x}^{1 / 4} \partial_{x} \Psi(v)(t)\right\|_{L_{x}^{\infty} L_{T}^{2}} \\
& \quad \leq c\left\|D_{x}^{1 / 4} v_{0}\right\|_{2}+\int_{0}^{t}\left\|\partial_{x}\left(V(t) V\left(-t^{\prime}\right) D_{x}^{1 / 4}\left(v^{2} \partial_{x} v\right)\right)\right\|_{L_{x}^{\infty} L_{T}^{2}} d t^{\prime}  \tag{7.36}\\
& \quad \leq c\left\|D_{x}^{1 / 4} v_{0}\right\|_{2}+c T^{1 / 2}\left\|D_{x}^{1 / 4}\left(v^{2} \partial_{x} v\right)\right\|_{L_{x}^{2} L_{T}^{2}} .
\end{align*}
$$

The maximal function norm of $\Psi$ can be estimated applying Minkowski's inequality, group properties, (7.18), and the Cauchy-Schwarz inequality:

$$
\begin{align*}
\|\Psi(v)(t)\|_{L_{x}^{4} L_{T}^{\infty}} & \leq c\left\|D_{x}^{1 / 4} v_{0}\right\|_{2}+\int_{0}^{t}\left\|V(t) V\left(-t^{\prime}\right)\left(v^{2} \partial_{x} v\right)\right\|_{L_{x}^{4} L_{T}^{\infty}} d t^{\prime}  \tag{7.37}\\
& \leq c\left\|D_{x}^{1 / 4} v_{0}\right\|_{2}+c T^{1 / 2}\left\|D_{x}^{1 / 4}\left(v^{2} \partial_{x} v\right)\right\|_{L_{x}^{2} L_{T}^{2}} .
\end{align*}
$$

A similar argument as the previous one, but using (7.24) instead of (7.18) yields

$$
\begin{align*}
\left\|\partial_{x} \Psi(v)(t)\right\|_{L_{x}^{20} L_{T}^{5 / 2}} & \leq c\left\|D_{x}^{1 / 4} v_{0}\right\|_{2}+\int_{0}^{t}\left\|\partial_{x} V(t) V\left(-t^{\prime}\right)\left(v^{2} \partial_{x} v\right)\right\|_{L_{x}^{20} L_{T}^{5 / 2}} d t^{\prime}  \tag{7.38}\\
& \leq c\left\|D_{x}^{1 / 4} v_{0}\right\|_{2}+c T^{1 / 2}\left\|D_{x}^{1 / 4}\left(v^{2} \partial_{x} v\right)\right\|_{L_{x}^{2} L_{T}^{2}} .
\end{align*}
$$

Finally, the estimate (7.22) and the above argument gives us

$$
\begin{align*}
\left\|D_{x}^{1 / 4} \Psi(v)(t)\right\|_{L_{x}^{5} L_{T}^{10}} & \leq c\left\|D_{x}^{1 / 4} v_{0}\right\|_{2}+\int_{0}^{t}\left\|V(t) V\left(-t^{\prime}\right) D_{x}^{1 / 4}\left(v^{2} \partial_{x} v\right)\right\|_{L_{x}^{5} L_{T}^{10}} d t^{\prime}  \tag{7.39}\\
& \leq c\left\|D_{x}^{1 / 4} v_{0}\right\|_{2}+c T^{1 / 2}\left\|D_{x}^{1 / 4}\left(v^{2} \partial_{x} v\right)\right\|_{L_{x}^{2} L_{T}^{2}} .
\end{align*}
$$

Hence, the argument in (7.34) applied in (7.36)-(7.39) yields

$$
\begin{equation*}
\|\Psi(v)(t)\|_{T} \leq c\left\|v_{0}\right\|_{1 / 4,2}+c T^{1 / 2}\|v\|_{T}^{3} \tag{7.40}
\end{equation*}
$$

Choosing $a=2 c\left\|v_{0}\right\|_{1 / 4,2}$ and $T$ such that

$$
\begin{equation*}
c a^{2} T^{1 / 2}<\frac{1}{2} \tag{7.41}
\end{equation*}
$$

we obtain that $\Psi_{v_{0}}: \mathcal{X}_{T}^{a} \rightarrow \mathcal{X}_{T}^{a}$.
A similar argument shows that

$$
\|\Psi(v)-\Psi(\tilde{v})\|_{T} \leq c T^{1 / 2}\left(\|v\|_{T}^{2}+\|\tilde{v}\|_{T}^{2}\right)\|v-\tilde{v}\|_{T} \leq 2 c T^{1 / 2} a^{2}\|v-\tilde{v}\|_{T} .
$$

Then, the choice of $a$ and $T$ in (7.41) implies that $\Psi$ is a contraction. Consequently, we have that there exists a unique $v \in \mathcal{X}_{T}^{a}$ with $\Psi_{v_{0}}(v) \equiv v$, i.e.,

$$
\begin{equation*}
v(t)=V(t) v_{0}-\int_{0}^{t} V\left(t-t^{\prime}\right)\left(v^{2} \partial_{x} v\right)\left(t^{\prime}\right) d t^{\prime} \tag{7.42}
\end{equation*}
$$

Using similar arguments as above, we also deduce that for $T_{1} \in(0, T)$

$$
\left\|\Psi_{v_{0}}(v)-\Psi_{\tilde{v}_{0}}(\tilde{v})\right\| \leq c\left\|v_{0}-\tilde{v}_{0}\right\|_{s, 2}+c T_{1}^{1 / 2}\left(\|v\|^{2}+\|\tilde{v}\|^{2}\right)\|v-\tilde{v}\| .
$$

This shows that for $T_{1} \in(0, T)$, the map $\tilde{v}_{0} \mapsto \tilde{v}$ on a neighborhood $\mathcal{W}$ of $v_{0}$ depending on $T_{1}$ to $\mathcal{X}_{T}^{a}$ is Lipschitz. We notice that an argument as the one used in Corollary 5.6 allows one to prove that this map actually is smooth.

Hence, the solution $v(\cdot) \in \mathcal{X}_{T}^{a}$ of the integral equation (7.42) is a strong solution of the IVP (7.28). In particular, $v$ satisfies the equation in (7.28) in the distribution sense.

Next, we extend the uniqueness result to the class $\mathcal{X}_{T}$. Suppose $w \in \mathcal{X}_{T_{1}}$ for small $T_{1} \in(0, T)$ is a strong solution of the IVP (7.28). The argument used in (7.40) shows that for some $T_{2} \in\left(0, T_{1}\right), w \in \mathcal{X}_{T_{2}}^{a}$. Thus, (7.41) implies $w \equiv v$ in $\mathbb{R} \times\left[-T_{2}, T_{2}\right]$. By reapplying this argument, the result can be extended to the whole interval $[-T, T]$. This yields the uniqueness result in $\mathcal{X}_{T}$.

### 7.3 Generalized KdV Equation

The local theory for the IVP (7.1) when $k \geq 4$ is discussed in this section. We will prove the local theory for the critical case $k=4$. For the case $k>4$, we give the statements of the LWP results without proofs and talk over the sharpness of these results.

We first consider the $L^{2}$-critical case (see 7.8), i.e.,

$$
\left\{\begin{array}{l}
\partial_{t} v+\partial_{x}^{3} v+v^{4} \partial_{x} v=0  \tag{7.43}\\
v(x, 0)=v_{0}(x)
\end{array}\right.
$$

To show the LWP for (7.43), we follow a similar approach to the one applied for the mKdV equation.

Theorem 7.2. There exists $\delta>0$ such that for any $v_{0} \in L^{2}(\mathbb{R})$ with

$$
\left\|v_{0}\right\|_{2}<\delta
$$

there exists a unique strong solution $v(\cdot)$ of the IVP (7.43) satisfying

$$
\begin{gather*}
v \in C\left(\mathbb{R}: L^{2}(\mathbb{R})\right) \cap L^{\infty}\left(\mathbb{R}: L^{2}(\mathbb{R})\right),  \tag{7.44}\\
\left\|\partial_{x} v\right\|_{L_{x}^{\infty} L_{t}^{2}}<\infty \tag{7.45}
\end{gather*}
$$

and

$$
\begin{equation*}
\|v\|_{L_{x}^{5} L_{t}^{10}}<\infty \tag{7.46}
\end{equation*}
$$

Moreover, the map $v_{0} \mapsto v(t)$ from $\left\{v_{0} \in L^{2}(\mathbb{R}):\left\|v_{0}\right\|_{2}<\delta\right\}$ into the class defined by (7.44)-(7.46) is smooth.
Remark 7.5. Observe that this global $L^{2}$ result is valid for real or complex solutions. This is due to the homogeneity of the equation (scaling argument) and not to the $L^{2}$ conserved quantity.
Remark 7.6. It is expected that $\delta$ in the theorem be equal to the size of the solitary wave solution in the $L^{2}$-norm (7.6) with $k=4$.

Proof of Theorem 7.2 We now define, for $v_{0} \in L^{2}(\mathbb{R}),\left\|v_{0}\right\|_{2}<\delta$,

$$
\begin{equation*}
\Psi(v)(t)=\Psi_{v_{0}}(v)(t)=V(t) v_{0}-\int_{0}^{t} V\left(t-t^{\prime}\right) v^{4} \partial_{x} v\left(t^{\prime}\right) d t^{\prime} \tag{7.47}
\end{equation*}
$$

We shall show that there is $\delta>0$ and $a>0$ such that if $\left\|v_{0}\right\|_{2}<\delta$, then

$$
\Psi: \mathcal{X}_{a} \rightarrow \mathcal{X}_{a}
$$

is a contraction map, where

$$
\mathcal{X}_{a}=\left\{w \in C\left(\mathbb{R}: L^{2}(\mathbb{R})\right):\|w\| \leq a\right\}
$$

and

$$
\|v\|=\left\|\partial_{x} v\right\|_{L_{x}^{\infty} L_{t}^{2}}+\|v\|_{L_{t}^{\infty} L_{x}^{2}}+\|v\|_{L_{x}^{5} L_{t}^{10}} .
$$

From (7.47) and (7.15), we have

$$
\begin{align*}
\|\Psi(v)(t)\|_{2} & \leq\left\|v_{0}\right\|_{2}+c\left\|\partial_{x} \int_{0}^{t} V\left(t-t^{\prime}\right) v^{5}\left(t^{\prime}\right) d t^{\prime}\right\|_{2} \leq\left\|v_{0}\right\|_{2}+c\left\|v^{5}\right\|_{L_{x}^{1} L_{t}^{2}}  \tag{7.48}\\
& \leq\left\|v_{0}\right\|_{2}+c\|v\|_{L_{x}^{5} L_{t}^{10}}^{5} \leq\left\|v_{0}\right\|_{2}+c\|v\|^{5} .
\end{align*}
$$

Similarly, (7.22) and (7.23) lead to

$$
\begin{align*}
\|\Psi(v)(t)\|_{L_{x}^{5} L_{t}^{10}} & \leq c\left\|v_{0}\right\|_{2}+c\left\|\int_{0}^{t} V\left(t-t^{\prime}\right) \partial_{x}\left(v^{5}\right)\left(t^{\prime}\right) d t^{\prime}\right\|_{L_{x}^{5} L_{t}^{10}} \\
& \leq c\left\|v_{0}\right\|_{2}+c\left\|v^{4} \partial_{x} v\right\|_{L_{x}^{5 / 4} L_{t}^{10 / 9}}  \tag{7.49}\\
& \leq c\left\|v_{0}\right\|_{2}+c\|v\|_{L_{x}^{5} L_{t}^{10}}^{4}\left\|\partial_{x} v\right\|_{L_{x}^{\infty} L_{t}^{2}} \\
& \leq c\left\|v_{0}\right\|_{2}+c\|v\|^{5} .
\end{align*}
$$

Finally, we use (7.13) and (7.14) to have

$$
\begin{align*}
\left\|\partial_{x} \Psi(v)(t)\right\|_{L_{x}^{\infty} L_{t}^{2}} & \leq c\left\|v_{0}\right\|_{2}+c\left\|\partial_{x}^{2} \int_{0}^{t} V\left(t-t^{\prime}\right)\left(v^{5}\right)\left(t^{\prime}\right) d t^{\prime}\right\|_{L_{x}^{\infty} L_{t}^{2}} \\
& \leq c\left\|v_{0}\right\|_{2}+c\left\|v^{5}\right\|_{L_{x}^{1} L_{t}^{2}}  \tag{7.50}\\
& \leq c\left\|v_{0}\right\|_{2}+c\|v\|^{5} .
\end{align*}
$$

Using Remark 7.3, it follows that $\Psi(v) \in C\left(\mathbb{R}: L^{2}(R)\right)$. Thus, from (7.48) to (7.50) we obtain that

$$
\|\Psi(v)\| \leq c\left\|v_{0}\right\|_{2}+c\|v\|^{5} .
$$

Now, choosing $\delta$ such that

$$
c(4 c \delta)^{4}<\frac{1}{2} \quad \text { and } \quad a \in(2 c \delta, 3 c \delta)
$$

we conclude that $\Psi: \mathcal{X}_{a} \rightarrow \mathcal{X}_{a}$.
A similar argument leads to

$$
\|\Psi(v)-\Psi(\tilde{v})\| \leq c\left(\|v\|^{4}+\|\tilde{v}\|^{4}\right)\|v-\tilde{v}\| \leq 2 c a^{4}\|v-\tilde{v}\| \leq \frac{1}{2}\|v-\tilde{v}\| .
$$

As the remainder of the proof follows the argument employed in Theorem 7.1, it is omitted.

As a corollary of this result, we have the LWP for the $L^{2}$-critical case.
Theorem 7.3 (Critical case). Let $k=4$. Given any $v_{0} \in L^{2}(\mathbb{R})$ there exist $T=$ $T\left(v_{0}\right)>0$ and a unique strong solution $v(\cdot)$ of the IVP (7.43) satisfying

$$
\begin{gather*}
v \in C\left([-T, T]: L^{2}(\mathbb{R})\right),  \tag{7.51}\\
\|v\|_{L_{x}^{5} L_{T}^{10}}<\infty \tag{7.52}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\|\partial_{x} v\right\|_{L_{x}^{\infty} L_{T}^{2}}<\infty . \tag{7.53}
\end{equation*}
$$

Given $T^{\prime} \in(0, T)$, there exists a neighborhood $\mathcal{W}$ of $v_{0}$ in $L^{2}(\mathbb{R})$ such that the map $\tilde{v}_{0} \mapsto \tilde{v}(t)$ from $\mathcal{W}$ into the class defined by (7.51)-(7.53), with $T^{\prime}$ instead of $T$ is smooth.

If $v_{0} \in H^{s}(\mathbb{R})$ with $s>0$, the previous result extends to the class

$$
v \in C\left([-T, T]: H^{s}(\mathbb{R})\right)
$$

and

$$
\left\|D_{x}^{s} \partial_{x} v\right\|_{L_{x}^{\infty} L_{T}^{2}}<\infty
$$

in the above time interval $[-T, T]$.
Remark 7.7. The norm we define to prove this result is as follows:

$$
\|v\|=\left\|v-V(t) v_{0}\right\|_{L_{T}^{\infty} L_{x}^{2}}+\left\|\partial_{x} v\right\|_{L_{x}^{\infty} L_{T}^{2}}+\|v\|_{L_{x}^{5} L_{T}^{10}}
$$

which is "similar" to the $L^{2}$-critical case for the semilinear Schrödinger equation (see Theorem 5.3). Notice that in Theorem 7.3 the time of existence of the local solution depends on $v_{0}$ itself and not on its norm.

Next, we have the subcritical local existence result.
Theorem 7.4. Let $s>0$. Then, for any $v_{0} \in H^{s}(\mathbb{R})$ there exist $T=T\left(\left\|v_{0}\right\|_{s, 2}\right)$ (with $T(\rho, s) \rightarrow \infty$ as $\rho \rightarrow 0$ ) and a unique strong solution $u(\cdot)$ of the IVP (7.43) satisfying

$$
\begin{align*}
& v \in C\left([-T, T]: H^{s}(\mathbb{R})\right)  \tag{7.54}\\
& \|v\|_{L_{x}^{5} L_{T}^{10}}+\left\|D_{x}^{s} v\right\|_{L_{x}^{5} L_{T}^{10}}+\left\|D_{t}^{s / 3} v\right\|_{L_{x}^{5} L_{T}^{10}}<\infty \tag{7.55}
\end{align*}
$$

and

$$
\begin{equation*}
\left\|\partial_{x} v\right\|_{L_{x}^{\infty} L_{T}^{2}}+\left\|D_{x}^{s} \partial_{x} v\right\|_{L_{x}^{\infty} L_{T}^{2}}+\left\|D_{t}^{s / 3} \partial_{x} v\right\|_{L_{x}^{\infty} L_{T}^{2}}<\infty \tag{7.56}
\end{equation*}
$$

Given $T^{\prime} \in(0, T)$, there exists a neighborhood $\mathcal{V}$ of $v_{0}$ in $H^{s}(\mathbb{R})$ such that the map $\tilde{v}_{0} \rightarrow \tilde{v}(t)$ from $\mathcal{V}$ into the class defined by (7.54), (7.55), and (7.56) with $T^{\prime}$ instead of $T$ is smooth.

Next, we consider the IVP (7.1) in the $L^{2}$-supercritical case, i.e., $k>4$. The results are listed without proof.

Theorem 7.5. Let $k>4$ and $s_{k}=(k-4) / 2 k$. Then, there exists $\delta_{k}>0$ such that for any $v_{0} \in \dot{H}^{s_{k}}(\mathbb{R})$ with

$$
\left\|D_{x}^{s_{k}} v_{0}\right\|_{2} \leq \delta_{k},
$$

there exists a unique strong solution $v(\cdot)$ of the IVP (7.1) satisfying

$$
\begin{equation*}
v \in C\left(\mathbb{R}: \dot{H}^{s_{k}}(\mathbb{R})\right) \cap L^{\infty}\left(\mathbb{R}: \dot{H}^{s_{k}}(\mathbb{R})\right) \tag{7.57}
\end{equation*}
$$

$$
\begin{array}{r}
\left\|D_{x}^{s_{k}} \partial_{x} v\right\|_{L_{x}^{\infty} L_{t}^{2}}<\infty, \\
\left\|D_{x}^{s_{k}} v\right\|_{L_{x}^{5} L_{t}^{10}}<\infty, \tag{7.59}
\end{array}
$$

and

$$
\begin{equation*}
\left\|D_{x}^{1 / 10-2 / 5 k} D_{t}^{3 / 10-6 / 5 k} v\right\|_{L_{x}^{p_{k}} L_{t}^{q_{k}}}<\infty \tag{7.60}
\end{equation*}
$$

where

$$
\frac{1}{p_{k}}=\frac{2}{5 k}+\frac{1}{10} \quad \text { and } \quad \frac{1}{q_{k}}=\frac{3}{10}-\frac{4}{5 k} .
$$

Moreover, the map $v_{0} \mapsto v(t)$ from

$$
\mathcal{V}=\left\{v_{0} \in \dot{H}^{s_{k}}(\mathbb{R}):\left\|D_{x}^{s_{k}} v_{0}\right\|_{2} \leq \delta_{k}\right\}
$$

into the class defined by (7.57)-(7.60) is smooth.
Next, we have the result corresponding to any size data.
Theorem 7.6. Let $k>4$ and $s_{k}=(k-4) / 2 k$. Given $v_{0} \in \dot{H}^{s_{k}}(\mathbb{R})$, there exist $T=T\left(v_{0}\right)>0$ and a unique strong solution $v(\cdot)$ of the IVP (7.1) satisfying

$$
\begin{gather*}
v \in C\left([-T, T]: \dot{H}^{s_{k}}(\mathbb{R})\right),  \tag{7.61}\\
\left\|D_{x}^{s_{k}} \partial_{x} v\right\|_{L_{x}^{\infty} L_{T}^{2}}<\infty,  \tag{7.62}\\
\left\|D_{x}^{s_{k}} v\right\|_{L_{x}^{5} L_{T}^{10}}<\infty, \tag{7.63}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\|D_{x}^{1 / 10-2 / 5 k} D_{t}^{3 / 10-6 / 5 k} v\right\|_{L_{x}^{p_{k}} L_{T}^{q_{k}}}<\infty \tag{7.64}
\end{equation*}
$$

with $p_{k}$ and $q_{k}$ as in (7.60).
Given $T^{\prime} \in(0, T)$, there exists a neighborhood $\mathcal{W}$ of $v_{0} \in \dot{H}^{s_{k}}(\mathbb{R})$ such that the map $\tilde{v}_{0} \rightarrow \tilde{v}(t)$ from $\mathcal{W}$ into the class defined by (7.61)-(7.64) is smooth.

If $v_{0} \in H^{s}(\mathbb{R})$ with $s \geq s_{k}$, the previous results extend to the class

$$
v \in C\left([-T, T]: H^{s}(\mathbb{R})\right)
$$

and

$$
\left\|D_{x}^{s} \partial_{x} v\right\|_{L_{x}^{\infty} L_{t}^{2}}<\infty
$$

in the above interval $[-T, T]$.
Corollary 7.2. Let $k>4$ and $s>s_{k}=(k-4) / 2 k$. Then, for any $v_{0} \in H^{s}(\mathbb{R})$ there exist $T=T\left(\left\|v_{0}\right\|_{s, 2}\right)>0(T(\rho ; s) \rightarrow \infty$ as $\rho \rightarrow 0)$ and a unique strong solution $v(\cdot)$ of the IVP (7.1) satisfying, in addition to (7.62)-(7.64):

$$
\begin{equation*}
v \in C\left([-T, T]: H^{s}(\mathbb{R})\right) \tag{7.65}
\end{equation*}
$$

$$
\begin{gather*}
\left\|D_{x}^{s} \partial_{x} v\right\|_{L_{x}^{\infty} L_{T}^{2}}+\left\|D_{t}^{s / 3} \partial_{x} v\right\|_{L_{x}^{\infty} L_{T}^{2}}<\infty  \tag{7.66}\\
\left\|D_{x}^{s} v\right\|_{L_{x}^{5} L_{T}^{10}}+\left\|D_{t}^{s / 3} v\right\|_{L_{x}^{5} L_{T}^{10}}<\infty \tag{7.67}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\|D_{x}^{s / 5} D_{t}^{3 s / 5} v\right\|_{L_{x}^{p_{k}} L_{T}^{q_{k}}}<\infty \tag{7.68}
\end{equation*}
$$

with $p_{k}$ and $q_{k}$ as in (7.60).
Given $T^{\prime} \in(0, T)$, there exists a neighborhood $\mathcal{W}$ of $v_{0} \in \dot{H}^{s_{k}}(\mathbb{R})$ such that the map $\tilde{v}_{0} \rightarrow \tilde{v}(t)$ from $\mathcal{W}$ into the class defined by (7.65)-(7.68) is smooth.

If $v_{0} \in H^{s^{\prime}}(\mathbb{R})$ with $s^{\prime}>s$, the previous results hold with $s^{\prime}$ instead of $s$ in the same time interval $[-T, T]$.

To conclude, we discuss the sharpness of the results described in this section.
In [BKPSV], it was proved that if the notion of well-posedness given in Chapter 5 is strengthened, then the IVP (7.1) is ill-posed for $k \geq 4$. More precisely, we have the following.

Theorem 7.7. The IVP (7.1) with $k \geq 4$ is ill-posed in $H^{s_{k}}(\mathbb{R})$ with $s_{k}=1 / 2-2 / k$ in the sense that the time of existence and the continuous dependence cannot be expressed in terms of the size of the data in the $H^{s_{k}}$-norm.

Proof. We only consider the case $k=4$. We prove that if we assume $T=$ $T\left(\left\|v_{0}\right\|_{L^{2}}\right)>0$, then the part in the theorem regarding the continuous dependence of the solution upon the data fails. The proof below also establishes the second part of the theorem.

Consider the solitary wave solutions $\phi_{c, 4}$ in (7.6) and $v_{c_{k}, 4}(x, t)$ the solution corresponding to initial data $v_{0}(x)=\phi_{c_{k}, 4}(x)$. We compare

$$
\left\|\phi_{c_{1}, 4}-\phi_{c_{2}, 4}\right\|_{2}^{2} \quad \text { and } \quad\left\|v_{c_{1}, 4}(\cdot, t)-v_{c_{2}, 4}(\cdot, t)\right\|_{2}^{2}
$$

for $t \neq 0$. We show that one can choose $c_{1}$ and $c_{2}$ so that the first expression tends to 0 while the second one does not. Thus, well-posedness cannot hold for these data.

Let $a_{4}^{2}=\int \phi_{c_{j}, 4}^{2}, j=1,2$, and note that

$$
\left\|\phi_{c_{1}, 4}-\phi_{c_{2}, 4}\right\|_{2}^{2}=\left\|\phi_{c_{1}, 4}\right\|_{2}^{2}+\left\|\phi_{c_{2}, 4}\right\|_{2}^{2}-2\left\langle\phi_{c_{1}, 4}, \phi_{c_{2}, 4}\right\rangle .
$$

Writing $\varphi_{4}(x)=3^{1 / 4}\left(\operatorname{sech}^{2}(2 x)\right)^{1 / 4}$, the inner product equals

$$
c_{1}^{1 / 4} c_{2}^{1 / 4} \int_{-\infty}^{\infty} \varphi_{4}\left(\sqrt{c_{1}} x\right) \varphi_{4}\left(\sqrt{c_{2}} x\right) d x
$$

If $\sqrt{c_{1}} x=y$, we get

$$
\left(\frac{c_{1}}{c_{2}}\right)^{1 / 4} \int_{-\infty}^{\infty} \varphi_{4}(y) \varphi_{4}\left(\sqrt{\frac{c_{1}}{c_{2}}} y\right) d y \rightarrow a_{4}^{2} \quad \text { if } \quad \frac{c_{1}}{c_{2}} \rightarrow 1
$$

Thus,

$$
\begin{equation*}
\left\|\phi_{c_{1}, 4}-\phi_{c_{2}, 4}\right\|_{2}^{2} \rightarrow 0 \tag{7.69}
\end{equation*}
$$

Analyzing $\left\|v_{c_{1}, 4}(\cdot, t)-v_{c_{2}, 4}(\cdot, t)\right\|_{2}^{2}$ similarly, we obtain

$$
\begin{aligned}
& a_{4}^{2}+a_{4}^{2}-\left(\frac{c_{1}}{c_{2}}\right)^{1 / 4} \int_{-\infty}^{\infty} \varphi_{4}\left(y-c_{1}^{3 / 2} t\right) \varphi_{4}\left(\sqrt{\frac{c_{1}}{c_{2}}} y-c_{2}^{3 / 2} t\right) d y \\
& =a_{4}^{2}+a_{4}^{2}-\left(\frac{c_{1}}{c_{2}}\right)^{1 / 4} \int_{-\infty}^{\infty} \varphi_{4}(z) \varphi_{4}\left(\sqrt{\frac{c_{1}}{c_{2}}} z-c_{2}^{1 / 2}\left(c_{1}-c_{2}\right) t\right) d z
\end{aligned}
$$

Choose now $c_{1} / c_{2} \rightarrow 1$, but $c_{2}^{1 / 2}\left(c_{1}-c_{2}\right) \rightarrow \infty$ (for instance, $c_{1}=N+1$, $c_{2}=N, N \in Z^{+}$). The rapid decay of $\varphi_{4}$ shows that the integral approaches 0 . Thus,

$$
\begin{equation*}
\sup _{[0, T]}\left\|v_{c_{1}, 4}(\cdot, t)-v_{c_{2}, 4}(\cdot, t)\right\|_{2}^{2} \rightarrow 2 a_{4}^{2} \quad \text { for any } T>0 \tag{7.70}
\end{equation*}
$$

as $c_{1} / c_{2} \rightarrow 1$.
Finally, (7.8), (7.69), and (7.70) yield the result.

### 7.4 KdV Equation

In this section, we establish the local theory of the IVP associated to the KdV equation, that is,

$$
\left\{\begin{array}{l}
\partial_{t} v+\partial_{x}^{3} v+v \partial_{x} v=0  \tag{7.71}\\
v(x, 0)=v_{0}(x)
\end{array}\right.
$$

$x, t \in \mathbb{R}$. The method used here is quite different from the one illustrated for the NLS equation in Chapter 5 and in the previous three sections of this chapter for the mKdV and generalized KdV ( gKdV ) equations.

We start out by defining the function spaces introduced in the context of dispersive equations by Bourgain in [Bo1]:
Definition 7.1. For $s, b \in \mathbb{R}$ and $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{2}\right)$, we say that $f \in X_{s, b}$, if

$$
\begin{equation*}
\|f\|_{X_{s, b}}=\left(\int_{\mathbb{R}^{2}}\left(1+\left|\tau-\xi^{3}\right|\right)^{2 b}(1+|\xi|)^{2 s}|\widehat{f}(\xi, \tau)|^{2} d \xi d \tau\right)^{1 / 2}<\infty \tag{7.72}
\end{equation*}
$$

where $\widehat{ }$ denotes the Fourier transform in $\mathbb{R}^{2}$.
We solve (a variant) of the integral equation, namely

$$
\begin{equation*}
v(t)=\theta(t) V(t) v_{0}+\theta(t) \int_{0}^{t} V\left(t-t^{\prime}\right) v \partial_{x} v\left(t^{\prime}\right) d t^{\prime} \tag{7.73}
\end{equation*}
$$

where $\theta \in C_{0}^{\infty}(\mathbb{R}), 0 \leq \theta \leq 1, \theta \equiv 1$ near $0, \operatorname{supp} \theta \subseteq[-1,1]$ with $v_{0} \in H^{s}(\mathbb{R})$ and $v \in X_{s, b}$.
Remark 7.8. Let $\widehat{J^{s} f}(\xi)=\left(1+|\xi|^{2}\right)^{s / 2} \widehat{f}(\xi)$, and $\widehat{\Lambda^{b} f}(\tau)=\left(1+|\tau|^{2}\right)^{b / 2} \widehat{f}(\tau)$, where $\widehat{ }$ denotes the Fourier transform in one variable. Then,

$$
\|f\|_{X_{s, b}}=\left\|\Lambda^{b} J^{s} V(-t) f\right\|_{L_{\xi}^{2} L_{\tau}^{2}}
$$

Corollary 7.3. If $b>1 / 2$,

$$
X_{s, b} \subset C\left((-\infty, \infty): H^{s}(\mathbb{R})\right)
$$

This is an easy consequence of Remark 7.8 and the usual Sobolev embedding theorem.

Let us set $\theta_{\rho}(t)=\theta\left(\rho^{-1} t\right), \rho \in(0,1]$, where $\theta$ is as above.
Lemma 7.8. For any $b>1 / 2$ and $s \in \mathbb{R}$,

$$
\begin{equation*}
\left\|\theta_{\rho} V(t) v_{0}\right\|_{X_{s, b}} \leq c \rho^{(1-2 b) / 2}\left\|v_{0}\right\|_{s, 2} \tag{7.74}
\end{equation*}
$$

## Proof.

$$
\theta_{\rho}(t) V(t) v_{0}=\theta\left(\rho^{-1} t\right) \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i x \xi} e^{i t \tau} \delta\left(\tau-\xi^{3}\right) \widehat{v}_{0} d \xi d \tau
$$

so that $\left(\theta\left(\rho^{-1} t\right) V(t) v_{0}\right)^{\wedge}(\xi, \tau)=\rho \widehat{\theta}\left(\rho\left(\tau-\xi^{3}\right)\right) \widehat{v}_{0}(\xi)$. Thus,

$$
\begin{aligned}
& \left\|\theta_{\rho}(t) V(t) v_{0}\right\|_{X_{s, b}}^{2} \\
& \quad=c \rho^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left|\widehat{\theta}\left(\rho\left(\tau-\xi^{3}\right)\right)\right|^{2}\left(1+\left|\tau-\xi^{3}\right|\right)^{2 b}(1+|\xi|)^{2 s}\left|\widehat{v}_{0}(\xi)\right|^{2} d \xi d \tau \\
& \quad=c \int_{-\infty}^{\infty}(1+|\xi|)^{2 s}\left|\widehat{v}_{0}(\xi)\right|^{2}\left(\rho^{2} \int_{-\infty}^{\infty}\left|\widehat{\theta}\left(\rho\left(\tau-\xi^{3}\right)\right)\right|^{2}\left(1+\left|\tau-\xi^{3}\right|\right)^{2 b} d \tau\right) d \xi
\end{aligned}
$$

Since $b>1 / 2$ and $\rho \in(0,1)$, the inner integral can be estimated as follows:

$$
\begin{aligned}
& \rho^{2} \int_{-\infty}^{\infty}\left|\widehat{\theta}\left(\rho\left(\tau-\xi^{3}\right)\right)\right|^{2}\left(1+\left|\tau-\xi^{3}\right|\right)^{2 b} d \tau \\
& \quad \leq c \rho^{2} \int_{-\infty}^{\infty}\left|\widehat{\theta}\left(\rho\left(\tau-\xi^{3}\right)\right)\right|^{2} d \tau+c \rho^{2} \int_{-\infty}^{\infty}\left|\widehat{\theta}\left(\rho\left(\tau-\xi^{3}\right)\right)\right|^{2}\left|\tau-\xi^{3}\right|^{2 b} d \tau \\
& \quad \leq c \rho+c \rho^{1-2 b} \leq c \rho^{1-2 b}
\end{aligned}
$$

This completes the proof of the lemma.

Lemma 7.9. For all $s \in \mathbb{R}$ and $1 / 2<b \leq 1$,

$$
\begin{equation*}
\left\|\theta_{\rho} v\right\|_{X_{s, b}} \leq c \rho^{(1-2 b) / 2}\|v\|_{X_{s, b}} . \tag{7.75}
\end{equation*}
$$

Proof. $\left(\theta_{\rho}(t) v(x, t)\right)^{\wedge}=\widehat{v} *_{\tau}(\rho \widehat{\theta}(\rho \cdot))$, so that by definition of the $X_{s, b}$-norm, the proof reduces to showing that, for $a \in \mathbb{R}$,

$$
\int_{-\infty}^{\infty}|(\rho \widehat{\theta}(\rho \cdot)) * \widehat{v}(\tau)|^{2}(1+|\tau-a|)^{2 b} d \tau \leq c \rho^{(1-2 b)} \int_{-\infty}^{\infty}|\widehat{v}(\tau)|^{2}(1+|\tau-a|)^{2 b} d \tau
$$

Since

$$
\int_{-\infty}^{\infty}|\rho \widehat{\theta}(\rho \tau)| d \tau<\infty
$$

it follows that

$$
\int_{-\infty}^{\infty}|(\rho \widehat{\theta}(\rho \cdot)) * \widehat{v}(\tau)|^{2} d \tau \leq c \int_{-\infty}^{\infty}|\widehat{v}(\tau)|^{2} d \tau
$$

We turn to

$$
\int_{-\infty}^{\infty}|(\rho \widehat{\theta}(\rho \cdot)) * \hat{v}(\tau)|^{2}|\tau-a|^{2 b} d \tau=\int_{-\infty}^{\infty}\left|D_{t}^{b}\left(e^{i a t} v(t) \theta\left(\rho^{-1} t\right)\right)\right|^{2} d t
$$

The Leibniz rule (7.25) yields

$$
\left\|D_{t}^{b}\left(e^{i a t} v \theta\left(\rho^{-1} \cdot\right)\right)-e^{i a t} v D_{t}^{b} \theta\left(\rho^{-1} \cdot\right)\right\|_{L_{t}^{2}} \leq c\left\|D_{t}^{b}\left(e^{i a t} v\right)\right\|_{L_{t}^{2}}\|\theta\|_{L_{t}^{\infty}} .
$$

Note that $\|\theta\|_{L_{t}^{\infty}} \leq c$, and

$$
\left\|D_{t}^{b}\left(e^{i a t} v\right)\right\|_{L_{t}^{2}}^{2}=\int_{-\infty}^{\infty}|\widehat{v}(\tau)|^{2}|\tau-a|^{2 b} d \tau
$$

Thus, we only have to bound the term:

$$
\int_{-\infty}^{\infty}\left|e^{i a t} v D_{t}^{b} \theta\left(\rho^{-1} t\right)\right|^{2} d t
$$

But the Sobolev embedding theorem and the fact that $b>1 / 2$ lead to

$$
\left(\int_{-\infty}^{\infty}\left|e^{i a t} v D_{t}^{b} \theta\left(\rho^{-1} \cdot\right)\right|^{2} d t\right)
$$

$$
\begin{aligned}
& \leq c\left(\int_{-\infty}^{\infty}\left|e^{i a t} v(t)\right|^{2} d t+\int_{-\infty}^{\infty}\left|D_{t}^{b}\left(e^{i a t} v\right)\right|^{2} d t\right)\left\|D_{t}^{b} \theta\left(\rho^{-1} \cdot\right)\right\|_{L_{t}^{2}}^{2} \\
& \leq c\left(\int_{-\infty}^{\infty}|\widehat{v}(\tau)|^{2} d \tau+\int_{-\infty}^{\infty}|\tau-a|^{2 b}|\widehat{v}(\tau)|^{2} d \tau\right)\left\|D_{t}^{b} \theta\left(\rho^{-1} \cdot\right)\right\|_{L_{t}^{2}}^{2} .
\end{aligned}
$$

By Plancherel's identity (1.11) and since $b>1 / 2$ we have

$$
\left\|D_{t}^{b} \theta\left(\rho^{-1} \cdot\right)\right\|_{L_{t}^{2}}^{2}=\int_{-\infty}^{\infty}|\tau|^{2 b} \rho^{2}|\widehat{\theta}(\rho \tau)|^{2} d \tau \leq c \rho^{(1-2 b)}\|\theta\|_{H_{t}^{1}}^{2}
$$

The proof of the lemma then follows.
Lemma 7.10. Let $w(x, t)=\int_{0}^{t} V\left(t-t^{\prime}\right) h\left(t^{\prime}\right) d t^{\prime}$. If $1 / 2<b \leq 1$; then

$$
\begin{equation*}
\left\|\theta_{\rho} w\right\|_{X_{s, b}} \leq c \rho^{(1-2 b) / 2}\|h\|_{X_{s, b-1}} \tag{7.76}
\end{equation*}
$$

Proof. We write

$$
\begin{align*}
\theta_{\rho}(t) & \int_{0}^{t} V\left(t-t^{\prime}\right) h\left(t^{\prime}\right) d t^{\prime} \\
= & \theta_{\rho}(t) \iint e^{i x \xi} \frac{e^{i t \tau}-e^{i t \xi^{3}}}{\tau-\xi^{3}} \widehat{h}(\xi, \tau) d \xi d \tau \\
= & \theta_{\rho}(t) \iint e^{i x \xi} \frac{e^{i t \tau}-e^{i t \xi^{3}}}{\tau-\xi^{3}} \theta\left(\tau-\xi^{3}\right) \widehat{h}(\xi, \tau) d \xi d \tau  \tag{7.77}\\
& +\theta_{\rho}(t) \iint e^{i x \xi} \frac{e^{i t \tau}-e^{i t \xi^{3}}}{\tau-\xi^{3}}(1-\theta)\left(\tau-\xi^{3}\right) \widehat{h}(\xi, \tau) d \xi d \tau \\
\equiv & I+I I
\end{align*}
$$

A Taylor expansion gives us

$$
\begin{equation*}
I=\sum_{k=1}^{\infty} \frac{i^{k}}{k!} t^{k} \theta_{\rho}(t) \int_{-\infty}^{\infty} e^{i x \xi} e^{i t \xi^{3}}\left(\int_{-\infty}^{\infty} \widehat{h}(\xi, \tau)\left(\tau-\xi^{3}\right)^{k-1} \theta\left(\tau-\xi^{3}\right) d \tau\right) d \xi \tag{7.78}
\end{equation*}
$$

Let $t^{k} \theta_{\rho}(t)=\rho^{k}(t / \rho)^{k} \theta\left(\rho^{-1} t\right)=\varphi_{k}(t)$. Then,

$$
\rho^{2} \int_{-\infty}^{\infty}\left|\widehat{\varphi}_{k}(\rho \tau)\right|^{2}(1+|\tau|)^{2 b} d \tau
$$

$$
\begin{aligned}
& \leq c \rho^{2}\left(\int\left|\widehat{\varphi}_{k}(\rho \tau)\right|^{2} d \tau+\int|\tau|^{2 b}\left|\widehat{\varphi}_{k}(\rho \tau)\right|^{2} d \tau\right) \\
& \leq c \rho^{(1-2 b)}\left(\left\|\varphi_{k}\right\|_{L_{t}^{2}}^{2}+\left\|D_{t}^{b} \varphi_{k}\right\|_{L_{t}^{2}}^{2}\right) \leq c \rho^{(1-2 b)}(1+k)^{2}
\end{aligned}
$$

Thus, by the proof of (7.74) and (7.78):

$$
\|I\|_{X_{s, b}} \leq \sum_{k=1}^{\infty} \frac{1+k^{2}}{k!} \rho^{k} \rho^{(1-2 b)}\left\|\left(\int_{-\infty}^{\infty} \hat{h}(\xi, \tau)\left(\tau-\xi^{3}\right)^{k-1} \theta\left(\tau-\xi^{3}\right) d \tau\right)^{\vee}\right\|_{s, 2}
$$

But

$$
\begin{aligned}
& \left\|\left(\int_{-\infty}^{\infty} \widehat{h}(\xi, \tau)\left(\tau-\xi^{3}\right)^{k-1} \theta\left(\tau-\xi^{3}\right) d \tau\right)^{\vee}\right\|_{s, 2}^{2} \\
& \quad \leq \int_{-\infty}^{\infty}(1+|\xi|)^{2 s}\left(\int_{-\infty}^{\infty}\left|\hat{h}(\xi, \tau)\left(\tau-\xi^{3}\right)^{k-1} \theta\left(\tau-\xi^{3}\right)\right| d \tau\right)^{2} d \xi \\
& \quad \leq \int_{-\infty}^{\infty}(1+|\xi|)^{2 s}\left(\int_{\left|\tau-\xi^{3}\right|<1}|\hat{h}(\xi, \tau)| d \tau\right)^{2} d \xi \\
& \quad \leq \int_{-\infty}^{\infty}(1+|\xi|)^{2 s}\left(\int_{-\infty}^{\infty} \frac{|\widehat{h}(\xi, \tau)|}{\left(1+\left|\tau-\xi^{3}\right|\right)^{(1-b)}} \frac{1}{\left(1+\left|\tau-\xi^{3}\right|\right)^{b}} d \tau\right)^{2} d \xi \\
& \quad \leq c\|h\|_{X_{s, b-1}}^{2}
\end{aligned}
$$

since $b>1 / 2$.
Next, we estimate $I I$ in (7.77). We rewrite it as $I I=I I_{1}+I I_{2}$, where

$$
\begin{aligned}
& I I_{1}=-\theta_{\rho}(t) \int_{-\infty}^{\infty} e^{i\left(x \xi+t \xi^{3}\right)}\left(\int_{-\infty}^{\infty} \frac{(1-\theta)\left(\tau-\xi^{3}\right)}{\tau-\xi^{3}} \widehat{h}(\xi, \tau) d \tau\right) d \xi \\
& I_{2}=\theta_{\rho}(t) \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i(x \xi+t \tau)} \frac{(1-\theta)\left(\tau-\xi^{3}\right)}{\tau-\xi^{3}} \widehat{h}(\xi, \tau) d \xi d \tau .
\end{aligned}
$$

Using Lemma 7.8, the Cauchy-Schwarz inequality, and $b>1 / 2$, we deduce

$$
\begin{aligned}
\left\|I I_{1}\right\|_{X_{s, b}} & \leq c \rho^{(1-2 b) / 2}\left\|\left(\int_{-\infty}^{\infty} \frac{(1-\theta)\left(\tau-\xi^{3}\right)}{\tau-\xi^{3}} \widehat{h}(\xi, \tau) d \tau\right)^{\vee}\right\|_{s, 2} \\
& \leq c \rho^{(1-2 b) / 2}\left[\int_{-\infty}^{\infty}(1+|\xi|)^{2 s}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.\times\left(\int_{\left|\tau-\xi^{3}\right| \geq 1 / 2} \frac{1}{1+\left|\tau-\xi^{3}\right|}|\hat{h}(\xi, \tau)| d \tau\right)^{2} d \xi\right]^{1 / 2} \\
\leq & c \rho^{(1-2 b) / 2}\left[\int_{-\infty}^{\infty}(1+|\xi|)^{2 s}\right. \\
& \left.\times\left(\int_{\left|\tau-\xi^{3}\right| \geq 1 / 2} \frac{|\hat{h}(\xi, \tau)|}{\left(1+\left|\tau-\xi^{3}\right|\right)^{(1-b)}} \frac{1}{\left(1+\left|\tau-\xi^{3}\right|\right)^{b}} d \tau\right)^{2} d \xi\right]^{1 / 2} \\
\leq & c \rho^{(1-2 b) / 2}\|h\|_{X_{s, b-1}} .
\end{aligned}
$$

Finally, by (7.75) and the definition of $X_{s, b-1}$,

$$
\begin{aligned}
\left\|I I_{2}\right\|_{X_{s, b}} & \leq c \rho^{(1-2 b) / 2}\left\|\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i(x \xi+t \tau)} \frac{(1-\theta)\left(\tau-\xi^{3}\right)}{\tau-\xi^{3}} \widehat{h}(\xi, \tau) d \xi d \tau\right\|_{X_{s, b}} \\
& \leq c \rho^{(1-2 b) / 2}\|h\|_{X_{s, b-1}} .
\end{aligned}
$$

This completes the proof of the lemma.

## Lemma 7.11.

$$
\begin{equation*}
\left\|\theta_{\rho}(t) \int_{0}^{t} V\left(t-t^{\prime}\right) h\left(t^{\prime}\right) d t^{\prime}\right\|_{s, 2} \leq c \rho^{(1-2 b) / 2}\|h\|_{X_{s, b-1}} \tag{7.79}
\end{equation*}
$$

Proof. A similar argument as the one used to show Lemma 7.10 yields (7.79). Thus, we omit it.

Lemma 7.12. Let $s \in \mathbb{R}, b^{\prime}, b \in(1 / 2,7 / 8)$ with $b<b^{\prime}$ and $\rho \in(0,1)$, then for $v \in X_{s, b^{\prime}-1}$, we have

$$
\begin{equation*}
\left\|\theta_{\rho} v\right\|_{X_{s, b-1}} \leq c \rho^{\left(b^{\prime}-b\right) / 8(1-b)}\|v\|_{X_{s, b^{\prime}-1}} . \tag{7.80}
\end{equation*}
$$

Proof. To prove (7.80), we use duality and prove the estimate

$$
\begin{equation*}
\left\|\theta_{\rho} v\right\|_{X_{-s, 1-b^{\prime}}} \leq c \rho^{\left(b^{\prime}-b\right) / 8(1-b)}\|v\|_{X_{-s, 1-b}} \tag{7.81}
\end{equation*}
$$

This result follows by interpolation. To do so, we need to establish the next inequalities:

$$
\begin{equation*}
\left\|\theta_{\rho} v\right\|_{X_{-s, 0}} \leq c \rho^{1 / 8}\|v\|_{X_{-s, 1-b}} \tag{7.82}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\theta_{\rho} v\right\|_{X_{-s, 1-b}} \leq c\|v\|_{X_{-s, 1-b}} \tag{7.83}
\end{equation*}
$$

Combining Remark 7.8, the Hölder inequality, and the Sobolev inequality (Theorem 3.3), we have

$$
\begin{aligned}
\left\|\theta_{\rho} v\right\|_{X_{-s, 0}} & =\left\|J^{-s} V(t)\left(\theta\left(\rho^{-1} \cdot\right) v\right)\right\|_{L_{t}^{2} L_{x}^{2}}=\left\|V(t) \theta\left(\rho^{-1} \cdot\right) J^{-s} v\right\|_{L_{t}^{2} L_{x}^{2}} \\
& =\left\|\theta\left(\rho^{-1} \cdot\right) V(t) J^{-s} v\right\|_{L_{t}^{2} L_{x}^{2}} \leq c \rho^{1 / 8}\left\|V(t) J^{-s} v\right\|_{L_{x}^{2} L_{t}^{8 / 3}} \\
& \leq c \rho^{1 / 8}\left\|V(t) J^{-s} v\right\|_{L_{x}^{2} H_{t}^{1 / 8}}=c \rho^{1 / 8}\|v\|_{X_{-s, 1 / 8}} \\
& \leq c \rho^{1 / 8}\|v\|_{X_{-s, 1-b}},
\end{aligned}
$$

where we use that $1-b>1 / 8$. This shows (7.82).
On the other hand, to prove (7.83) we use a similar argument to the one applied in the proof of Lemma 7.9. Since $\left(\theta_{\rho}(t) v(x, t)\right)^{\wedge}=\widehat{\theta}_{\rho} *_{\tau} \widehat{v}$, by the definition of the $X_{s, b}$-space, the proof reduces to showing that, for $a \in \mathbb{R}$,

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|\widehat{\theta}_{\rho} *_{t} \widehat{v}\right|^{2}(1+|\tau-a|)^{2(1-b)} d \tau \leq c \int_{-\infty}^{\infty}|\widehat{v}|^{2}(1+|\tau-a|)^{2(1-b)} d \tau \tag{7.84}
\end{equation*}
$$

Since $\|\rho \widehat{\theta}(\rho \cdot)\|_{L_{\tau}^{1}}<\infty$, we have that

$$
\int_{-\infty}^{\infty}\left|\widehat{\theta}_{\rho} *_{t} \widehat{v}\right|^{2} d \tau \leq c \int_{-\infty}^{\infty}|\widehat{v}|^{2} d \tau
$$

Next, we estimate

$$
\int_{-\infty}^{\infty}\left|\widehat{\theta}_{\rho} *_{t} \widehat{v}\right|^{2}|\tau-a|^{2(1-b)} d \tau=\int_{-\infty}^{\infty}\left|D_{t}^{1-b}\left(e^{i a t} v(t) \theta\left(\rho^{-1} t\right)\right)\right|^{2} d t
$$

Using the Leibniz rule (7.25) we have that

$$
\begin{equation*}
\left\|D_{t}^{1-b}\left(e^{i a t} v \theta_{\rho}\right)-e^{i a t} v D_{t}^{1-b} \theta_{\rho}\right\|_{L_{t}^{2}} \leq c\left\|D_{t}^{1-b}\left(e^{i a t} v\right)\right\|_{L_{t}^{2}}\left\|\theta_{\rho}\right\|_{L_{t}^{\infty}} . \tag{7.85}
\end{equation*}
$$

The first term on the right-hand side of (7.85) can be estimated as follows. We first notice that $\left\|\theta_{\rho}\right\|_{L^{\infty}}<\infty$. Thus, Plancherel identity (1.11) gives us

$$
\begin{equation*}
\left\|D_{t}^{1-b}\left(e^{i a t} v\right)\right\|_{L_{t}^{2}}=\left(\int_{-\infty}^{\infty}|\widehat{v}(\tau)|^{2}|\tau-a|^{2(1-b)} d \tau\right)^{1 / 2} \tag{7.86}
\end{equation*}
$$

To bound $\left\|e^{i a t} v D_{t}^{1-b} \theta_{\rho}\right\|_{L_{t}^{2}}$, we use the Hölder inequality to obtain

$$
\left\|e^{i a t} v D_{t}^{1-b} \theta_{\rho}\right\|_{L_{t}^{2}} \leq\left\|e^{i a t} v\right\|_{L_{t}^{2 p}}\left\|D_{t}^{1-b} \theta_{\rho}\right\|_{L_{t}^{2 q}}
$$

with $1 / p+1 / q=1$. Then, we choose $p$ such that $1 / 2-1 / 2 p=1-b$. Using the Sobolev inequality (Theorem 3.3), we have

$$
\begin{equation*}
\left\|e^{i a t} v\right\|_{L_{t}^{2 p}} \leq\left\|e^{i a t} v\right\|_{H_{t}^{1-b}}=c\left(\int_{-\infty}^{\infty}(1+|\tau-a|)^{2(1-b)}|\widehat{v}(\tau)|^{2} d \tau\right)^{1 / 2} \tag{7.87}
\end{equation*}
$$

Since the inverse Fourier transform is bounded from $L^{\frac{2 q}{2 q-1)}}(\mathbb{R})$ into $L^{2 q}(\mathbb{R})$, we have

$$
\begin{align*}
\left\|D_{t}^{1-b} \theta_{\rho}\right\|_{L_{t}^{2 q}} & \leq\left(\left.\left.\int_{-\infty}^{\infty}| | \tau\right|^{1-b} \rho \widehat{\theta}(\rho \tau)\right|^{\frac{2 q}{2 q-1}} d \tau\right)^{\frac{2 q-1}{2 q}} \\
& \left.=\left(\left.\int_{-\infty}^{\infty}| | \tau\right|^{1-b} \widehat{\theta}(\tau)\right)^{\frac{2 q}{2 q-1}} d \tau\right)^{\frac{2 q-1}{2 q}}<\infty \tag{7.88}
\end{align*}
$$

Combining (7.87) and (7.88), we have

$$
\begin{equation*}
\left\|e^{i a t} v D_{t}^{1-b} \theta_{\rho}\right\|_{L_{t}^{2}} \leq c \int_{-\infty}^{\infty}(1+|\tau-a|)^{2(1-b)}|\widehat{v}(\tau)|^{2} d \tau \tag{7.89}
\end{equation*}
$$

Thus, (7.86) and (7.89) yield (7.84).
The estimates (7.82) and (7.83) and interpolation yield the inequality (7.81). Thus, the lemma follows.

The next estimate is the key argument to obtain the local result for the IVP (7.71). Notice that when we estimate the $X_{s, b}$-norm of the integral part in Lemma 7.10, we end up in the space $X_{s, b-1}$, we have lost "one derivative," so to apply a contraction mapping argument we need to have an estimate that takes the nonlinear part back to the space $X_{s, b}$.

## Lemma 7.13.

1. If $v \in X_{s, b}, s>-3 / 4$, there exists $b>1 / 2$ such that $v \partial_{x} v \in X_{s, b-1}$ and

$$
\left\|\partial_{x}\left(v^{2}\right)\right\|_{X_{s, b-1}} \leq c\|v\|_{X_{s, b}}^{2}
$$

2. Given $s \leq-3 / 4$ the estimate above fails for any $b$.

We restate Lemma 7.13 in an equivalent form:
For $v \in X_{s, b}$, let $f(\xi, \tau)=\hat{v}(\xi, \tau)(1+|\xi|)^{s}\left(1+\left|\tau-\xi^{3}\right|\right)^{b}$, so that $\|v\|_{X_{s, b}}=\|f\|_{2}$. In terms of $f$ we can express $v \partial_{x} v$ in the following way:

$$
\begin{aligned}
& \widehat{\partial_{x}\left(v^{2}\right)}(\xi, \tau)=i \xi \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f\left(\xi_{1}, \tau_{1}\right) f\left(\xi-\xi_{1}, \tau-\tau_{1}\right) \\
& \quad \times \frac{d \xi_{1} d \tau_{1}}{\left(1+\left|\xi_{1}\right|\right)^{s}\left(1+\left|\tau_{1}-\xi_{1}^{3}\right|\right)^{b}\left(1+\left|\xi-\xi_{1}\right|\right)^{s}\left(1+\left|\left(\tau-\tau_{1}\right)-\left(\xi-\xi_{1}\right)^{3}\right|\right)^{b}}
\end{aligned}
$$

Thus, if we let

$$
\begin{align*}
B(f, f, s, b)= & \frac{(1+|\xi|)^{s}}{\left(1+\left|\tau-\xi^{3}\right|^{1-b}\right.}|\xi| \\
& \times \int_{\mathbb{R}^{2}} K\left(\xi, \xi_{1}, \tau, \tau_{1}\right) f\left(\xi_{1}, \tau_{1}\right) f\left(\xi-\xi_{1}, \tau-\tau_{1}\right) d \xi_{1} d \tau_{1} \tag{7.90}
\end{align*}
$$

where

$$
K\left(\xi, \xi_{1}, \tau, \tau_{1}\right)=\frac{\left(1+\left|\xi_{1}\right|\right)^{-s}\left(1+\left|\xi-\xi_{1}\right|\right)^{-s}}{\left(1+\left|\tau_{1}-\xi_{1}^{3}\right|\right)^{b}\left(1+\left|\left(\tau-\tau_{1}\right)-\left(\xi-\xi_{1}\right)^{3}\right|\right)^{b}},
$$

Lemma 7.13 is equivalent to proving the next result for the bilinear operator $B(\cdot, \cdot)$ defined in (7.90).

## Lemma 7.14.

1. If $s>-3 / 4$, then

$$
\begin{equation*}
\|B(f, f, s, b)\|_{2} \leq c\|f\|_{2}^{2} . \tag{7.91}
\end{equation*}
$$

2. If $s \leq-3 / 4$, the above estimate fails for each $b$.

We prove (7.91) in detail for $s=0$. For this purpose, we need some lemmas. The first one is regarding some elementary inequalities.

Lemma 7.15. If $b>1 / 2$, there exists $c>0$ such that

$$
\begin{align*}
\int_{-\infty}^{\infty} \frac{d x}{(1+|x-\alpha|)^{2 b}(1+|x-\beta|)^{2 b}} & \leq \frac{c}{(1+|\alpha-\beta|)^{2 b}}  \tag{7.92}\\
\int_{-\infty}^{\infty} \frac{d x}{(1+|x|)^{2 b} \sqrt{|a-x|}} & \leq \frac{c}{(1+|a|)^{1 / 2}} \tag{7.93}
\end{align*}
$$

Lemma 7.16. Let

$$
\begin{align*}
G(\xi, \tau)= & \frac{|\xi|}{\left(1+\left|\tau-\xi^{3}\right|\right)^{1-b}} \\
& \times\left(\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{d \xi_{1} d \tau_{1}}{\left(1+\left|\tau_{1}-\xi_{1}^{3}\right|\right)^{2 b}\left(1+\left|\tau-\tau_{1}-\left(\xi-\xi_{1}\right)^{3}\right|\right)^{2 b}}\right)^{1 / 2} . \tag{7.94}
\end{align*}
$$

If $1 / 2<b \leq 3 / 4$, then

$$
|G(\xi, \tau)| \leq c .
$$

Proof. Let us set $\alpha=\xi_{1}^{3}$ and $\beta=\tau-\left(\xi-\xi_{1}\right)^{3}$ in (7.94). Then by (7.92), we have

$$
\begin{aligned}
& \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{d \xi_{1} d \tau_{1}}{\left(1+\left|\tau_{1}-\xi_{1}^{3}\right|\right)^{2 b}\left(1+\left|\tau-\tau_{1}-\left(\xi-\xi_{1}\right)^{3}\right|\right)^{2 b}} \\
& \quad \leq \int_{-\infty}^{\infty} \frac{d \xi_{1}}{\left(1+\left|\tau-\left(\xi-\xi_{1}\right)^{3}-\xi_{1}^{3}\right|\right)^{2 b}}
\end{aligned}
$$

Next, we use the change of variable

$$
\mu=\tau-\left(\xi-\xi_{1}\right)^{3}-\xi_{1}^{3}=\tau-\xi^{3}+3 \xi \xi_{1}\left(\xi-\xi_{1}\right), \quad d \mu=3 \xi\left(\xi-2 \xi_{1}\right) d \xi_{1}
$$

and

$$
\xi_{1}=\frac{1}{2}\left\{\xi \pm \sqrt{\frac{4 \tau-\xi^{3}-4 \mu}{3 \xi}}\right\}
$$

Thus,

$$
\left|\xi\left(\xi-2 \xi_{1}\right)\right| \simeq \sqrt{|\xi|} \sqrt{4 \tau-\xi^{3}-4 \mu}
$$

and

$$
d \xi_{1} \simeq \frac{d \mu}{\sqrt{|\xi| \sqrt{4 \tau-\xi^{3}-4 \mu}}}
$$

Substituting this on the right-hand side of the previous inequality and using (7.93), we obtain

$$
\frac{1}{\sqrt{|\xi|}} \int_{-\infty}^{\infty} \frac{d \mu}{(1+|\mu|)^{2 b} \sqrt{4 \tau-\xi^{3}-4 \mu}} \leq \frac{1}{\sqrt{|\xi|}} \frac{c}{\left(1+\left|4 \tau-\xi^{3}\right|\right)^{1 / 2}}
$$

Hence, using the hypotheses we conclude that

$$
\begin{aligned}
|G(\xi, \tau)| & \leq \frac{|\xi|}{\left(1+\left|\tau-\xi^{3}\right|\right)^{1-b}} \frac{1}{|\xi|^{1 / 4}} \frac{c}{\left(1+\left|4 \tau-\xi^{3}\right|\right)^{1 / 4}} \\
& \leq \frac{c|\xi|^{3 / 4}}{\left(1+\left|\tau-\xi^{3}\right|\right)^{1-b}\left(1+\left|4 \tau-\xi^{3}\right|\right)^{1 / 4}} \leq c
\end{aligned}
$$

Thus, the lemma follows.
Proof of Lemma 7.14 We will prove 1. in the case $s=0$. Definition (7.90), the Cauchy-Schwarz inequality, Lemma 7.16, Fubinni's theorem, and Young's inequality yield

$$
\begin{aligned}
\| B(f, f, 0, b) & \left\|_{L_{\tau}^{2} L_{\xi}^{2}}=\right\| \frac{|\xi|}{1+\left|\tau-\xi^{3}\right|^{1-b}} \\
& \times \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{f\left(\xi_{1}, \tau_{1}\right) f\left(\xi-\xi_{1}, \tau-\tau_{1}\right) d \xi_{1} d \tau_{1}}{\left(1+\left|\tau_{1}-\xi_{1}^{3}\right|\right)^{b}\left(1+\left|\left(\tau-\tau_{1}\right)-\left(\xi-\xi_{1}\right)^{3}\right|\right)^{b}} \|_{L_{\tau}^{2} L_{\xi}^{2}} \\
\leq & \| \frac{|\xi|}{\left(1+\left|\tau-\xi^{3}\right|\right)^{1-b}} \\
& \times\left(\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{d \xi_{1} d \tau_{1}}{\left(1+\left|\tau_{1}-\xi_{1}^{3}\right|\right)^{2 b}\left(1+\left|\left(\tau-\tau_{1}\right)-\left(\xi-\xi_{1}\right)^{3}\right|\right)^{2 b}}\right)^{1 / 2} \|_{L_{\tau}^{\infty} L_{\xi}^{\infty}} \\
& \times\left\|\left(\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left|f\left(\xi_{1}, \tau_{1}\right)\right|^{2}\left|f\left(\xi-\xi_{1}, \tau-\tau_{1}\right)\right|^{2} d \xi_{1} d \tau_{1}\right)^{1 / 2}\right\|_{L_{\tau}^{2} L_{\xi}^{2}}
\end{aligned}
$$

$$
\leq c\|f\|_{L_{\tau}^{2} L_{\xi}^{2}}^{2}
$$

This proves the lemma.
As a corollary, we have the next result.
Corollary 7.4. For $s>-3 / 4$ and $b \in(1 / 2,3 / 4]$ and $b^{\prime} \in(1 / 2, b]$ we have that

$$
\begin{equation*}
\|B(f, f)\|_{X_{s, b-1}} \leq c\|f\|_{X_{s, b^{\prime}}}^{2} \tag{7.95}
\end{equation*}
$$

Now, we are in position to establish the LWP result for the IVP (7.71). More precisely, we have the following.

Theorem 7.8. Let $s \in(-3 / 4,0]$. Then, there exists $b \in(1 / 2,1)$ such that for any $v_{0} \in H^{s}(\mathbb{R})$ there exist $T=T\left(\left\|v_{0}\right\|_{s, 2}\right)$ with $(T(\rho) \rightarrow \infty$ as $\rho \rightarrow 0)$ and a unique solution $v(t)$ of the IVP (7.71) in the time interval $[-T, T]$ satisfying

$$
\begin{gather*}
v \in C\left([-T, T]: H^{s}(\mathbb{R})\right)  \tag{7.96}\\
v \in X_{s, b} \subset L_{x, \mathrm{loc}}^{p}\left(\mathbb{R}: L_{t}^{2}(\mathbb{R})\right) \text { for } 1 \leq p \leq \infty  \tag{7.97}\\
\partial_{x}\left(v^{2}\right) \in X_{s, b-1} \tag{7.98}
\end{gather*}
$$

and

$$
\begin{equation*}
\partial_{t} v \in X_{s-3, b-1} \tag{7.99}
\end{equation*}
$$

Moreover, for any $T^{\prime} \in(0, T)$ there exists $R=R\left(T^{\prime}\right)>0$ such that the map $\tilde{v}_{0} \mapsto$ $\tilde{v}(t)$ from $\left\{\tilde{v}_{0} \in H^{s}(\mathbb{R}):\left\|v_{0}-\tilde{v}_{0}\right\|_{s, 2}<R\right\}$ into the class defined by (7.96)-(7.99) with $T^{\prime}$ instead of $T$ is smooth.

In addition, if $v_{0} \in H^{s^{\prime}}(\mathbb{R})$ with $s^{\prime}>s$, the previous results hold with $s^{\prime}$ instead of $s$ in the same time interval $[-T, T]$.

Proof. We define

$$
\begin{equation*}
\mathcal{X}_{a}=\left\{v \in X_{s, b}:\|v\|_{X_{s, b}}<a\right\} \tag{7.100}
\end{equation*}
$$

For $v_{0} \in H^{s}(\mathbb{R}), s>-3 / 4$, we define the operator:

$$
\begin{equation*}
\Psi_{v_{0}}(v)=\Psi(v)=\theta_{1}(t) V(t) v_{0}-\frac{\theta_{1}(t)}{2} \int_{0}^{t} V\left(t-t^{\prime}\right) \theta_{\rho}\left(t^{\prime}\right) \partial_{x}\left(v^{2}\left(t^{\prime}\right)\right) d t^{\prime} \tag{7.101}
\end{equation*}
$$

We see that $\Psi(\cdot)$ defines a contraction on $\mathcal{X}_{a}$.
Let $\beta=\left(b-b^{\prime}\right) / 8\left(1-b^{\prime}\right)$. By using (7.74), (7.75), (7.76), and (7.91) in Lemma 7.13 we deduce that

$$
\begin{aligned}
\|\Psi(v)\|_{X_{s, b}} & \left.\leq c\left\|v_{0}\right\|_{s, 2}+c \| \theta_{\rho}(t) \partial_{x} v^{2}(\cdot, t)\right) \|_{X_{s, b-1}} \\
& \left.\leq c\left\|v_{0}\right\|_{s, 2}+c \rho^{\beta} \| \partial_{x} v^{2}(\cdot, t)\right) \|_{X_{s, b^{\prime}-1}}
\end{aligned}
$$

$$
\begin{align*}
& \leq c\left\|v_{0}\right\|_{s, 2}+c \rho^{\beta}\|v\|_{X_{s, b}}^{2} \\
& \leq c\left\|v_{0}\right\|_{s, 2}+c \rho^{\beta} a^{2} . \tag{7.102}
\end{align*}
$$

Setting $a=2 c\left\|v_{0}\right\|_{H^{s}}$ and $\rho$ such that

$$
c \rho^{\beta} a<\frac{1}{2}
$$

we have

$$
\|\Psi(v)\|_{X_{s, b}} \leq a
$$

A similar argument shows that for $v, \tilde{v} \in \mathcal{X}_{a}$

$$
\begin{aligned}
\|\Psi(v)-\Psi(\tilde{v})\|_{X_{s, b}} & =\frac{1}{2}\left\|\theta_{1}(t) \int_{0}^{t} V\left(t-t^{\prime}\right) \theta_{\rho}\left(t^{\prime}\right) \partial_{x}\left(v^{2}-\tilde{v}^{2}\right)\left(t^{\prime}\right) d t^{\prime}\right\|_{X_{s, b}} \\
& \leq c \rho^{\beta}\|v+\tilde{v}\|_{X_{s, b}}\|v-\tilde{v}\|_{X_{s, b}} \\
& \leq 2 c \rho^{\beta} a\|v-\tilde{v}\|_{X_{s, b}} \\
& \leq \frac{1}{2}\|v-\tilde{v}\|_{X_{s, b}}
\end{aligned}
$$

Therefore, $\Psi(\cdot)$ is a contraction from $\mathcal{X}_{a}$ into itself and we obtain a unique fixed point that solves the equation for $T<\rho$, i.e.,

$$
\begin{equation*}
v(t)=\theta_{1}(t) V(t) v_{0}-\frac{\theta_{1}(t)}{2} \int_{0}^{t} V\left(t-t^{\prime}\right) \theta_{\rho}\left(t^{\prime}\right) \partial_{x}\left(v^{2}\left(t^{\prime}\right)\right) d t^{\prime} \tag{7.103}
\end{equation*}
$$

The additional regularity

$$
v \in C\left([0, T]: H^{s}(\mathbb{R})\right)
$$

is proved as follows:
Using the integral equation (7.103), Lemmas 7.11, and 7.12, for $0 \leq \tilde{t}<t \leq 1$ and $t-\tilde{t} \leq \Delta t$ it follows that

$$
\begin{align*}
\|v(t)-v(\tilde{t})\|_{s, 2} \leq & \|V(t-\tilde{t}) v(\tilde{t})-v(\tilde{t})\|_{s, 2} \\
& +c\left\|\int_{\tilde{t}}^{t} V\left(t-t^{\prime}\right) \theta^{2}\left(\frac{t^{\prime}-\tilde{t}}{\Delta t}\right) \partial_{x}\left(v^{2}\left(t^{\prime}\right)\right) d t^{\prime}\right\|_{s, 2} \\
\leq & \|V(t-\tilde{t}) v(\tilde{t})-v(\tilde{t})\|_{s, 2}+c\left\|\theta\left(\frac{-\tilde{t}}{\Delta t}\right) \partial_{x} v^{2}\right\|_{X_{s, b-1}}  \tag{7.104}\\
\leq & \|V(t-\tilde{t}) v(\tilde{t})-v(\tilde{t})\|_{s, 2}+c(\Delta t)^{\frac{\left(b-b^{\prime}\right)}{8\left(1-b^{\prime}\right)}}\left\|\partial_{x} v^{2}\right\|_{X_{s, b^{\prime}-1}} \\
\leq & \|V(t-\tilde{t}) v(\tilde{t})-v(\tilde{t})\|_{s, 2}+c(\Delta t)^{\frac{\left(b-b^{\prime}\right)}{8\left(1-b^{\prime}\right)}}\|v\|_{X_{s, b^{\prime}}^{2}}=o(1)
\end{align*}
$$

as $\Delta t \rightarrow 0$. This yields the persistence property.

### 7.5 Comments

The well-posedness of the $\mathrm{k}-\mathrm{gKdV}$ equation has been studied extensively for many years. Improving results in [BS], [BSc], [ST], it was shown in [K5] that the IVP (7.10) is locally well-posed in $H^{s}(\mathbb{R}), s>3 / 2$. However, as Kato remarked in [K2], "In fact, local well-posedness has almost nothing to do with the special structure of the KdV equation." In other words, the local result in $H^{s}(\mathbb{R}), s>3 / 2$, does not distinguish the powers $k$ and works for any skew-symmetric operator (instead of $\partial_{x}^{3}$ ) or omitting it (hyperbolic case).

For the study of the stability of solitary wave solutions of the $\mathrm{k}-\mathrm{gKdV}$ equation, it was important to have LWP in Sobolev spaces $H^{s}(\mathbb{R})$ with $s \leq 1$, specially for the case $k=3$.

For the KdV equation the $L^{2}$ LWP was established by Bourgain [Bo1]. The proof given here was taken from [KPV6], where LWP was obtained for data in $H^{s}(\mathbb{R})$, $s>-3 / 4$ (Lemmas 7.14 and 7.15 were proved in [KPV6] and by Nakanishi, Takaoka and Tsutsumi [NTT1] in the case $s=-3 / 4$ ).

Extensions of the bilinear estimates (Lemma 7.14 (1)) were first obtained by Colliander, Staffilani and Takaoka [CST], motivated by the study of global wellposedness below the $L^{2}$-norm for the KdV equation. A further extension was given by Tao [To3].

The well-posedness in the limiting case $s=-\frac{3}{4}$ was established in [Ki1] [Gu] using a Besov-like generalization of the $X_{s, b}$ spaces with $(s, b)=(-3 / 4,1 / 2)$ in the low frequency (see also [BTo]).

It is interesting to compare this LWP result for the KdV with those for the viscous Burgers' equation:

$$
\left\{\begin{array}{l}
\partial_{t} u=\partial_{x}^{2} u+u \partial_{x} u,  \tag{7.105}\\
u(x, 0)=u_{0}(x) \in H^{s}(\mathbb{R}) .
\end{array}\right.
$$

In [Dx], Dix showed that (7.105) is locally well-posed in $H^{s}(\mathbb{R}), s \geq-1 / 2$ (scaling $s=-1 / 2$ ) and uniqueness fails for $s<-1 / 2$ (a construction based in the Cole-Hopf transformation (see Exercise 9.18). Therefore, from the LWP point of view the KdV equation is better than the viscous Burgers' equation.

The proof of the LWP result for the mKdV was taken from [KPV4]. The estimate (7.13) is the sharp version of the Kato smoothing effect. It was already commented on at the end of Chapter 4 (see (4.54)-(4.67)) which was used to obtain weak $L^{2}$ solutions for the KdV equation.

The estimate (7.18) regarding the continuity of the maximal function associated to the group $V(t)$, i.e., $\sup _{t \in[0, T]}\left|V(t) v_{0}\right|$, is due to Kenig and Ruiz $[\mathrm{KR}]$ and was obtained in their study of the problem mentioned in Chapter 4 (see (4.57)).

It was shown in [KPV5] that the result $s \geq 1 / 4$ is optimal, i.e., the map datasolution $v_{0} \mapsto v(t)$ cannot be uniformly continuous in $H^{s}(\mathbb{R})$ for $s<1 / 4$. The proof of this assertion follows a close argument to the one provided in Chapter 5 for the cubic (focusing) NLS equation in one dimension. There it was constructed
a two-parameter family of solutions for the cubic (focusing) NLS by combining the Galilean and the scaling invariance of the solutions. However, the mKdV equation is not Galilean invariant. So to overcome this, one first considers the complex version of the mKdV equation, namely,

$$
\begin{equation*}
\partial_{t} w+\partial_{x}^{3} w+|w|^{2} \partial_{x} w=0 \tag{7.106}
\end{equation*}
$$

(see [GO], [KSC]), which has a set of solutions that is Galilean invariant. In fact, we have the two-parameter family

$$
\begin{equation*}
w_{N, \omega}(x, t)=\sqrt{3} e^{-i t\left(3 N \omega^{2}-N^{3}\right)} e^{i x N} \varphi_{\omega}\left(x-t \omega^{2}+3 t N^{2}\right) \tag{7.107}
\end{equation*}
$$

where $\varphi$ solves (5.8) (i.e., $-\varphi+\varphi^{\prime \prime}+\varphi^{3}=0$ so $\varphi(x)=\sqrt{2} \operatorname{sech}(x)$ ); and $\varphi_{\omega}(x)=$ $\omega \varphi(\omega x)$ (notice that $\sqrt{3} \varphi_{\omega}\left(x-t \omega^{2}\right)$ solves 7.106). With the two-parameter family, we follow an argument similar to the one employed in Theorem 5.12 to obtain the result for equation (7.106). To pass to the mKdV equation, one uses a special solution called a "breather," see [Wa],

$$
\begin{align*}
v_{N, \omega}(x, t)= & -2 \sqrt{6} \omega \operatorname{sech}(\omega x+\gamma t) \\
& \times\left(\frac{\cos (N x+\delta t)-(\omega / N) \sin (N x+\delta t) \tanh (\omega x+\gamma t)}{1+(\omega / N)^{2} \sin ^{2}(N x+\delta t) \operatorname{sech}(\omega x+\gamma t)}\right) \tag{7.108}
\end{align*}
$$

with $\delta=N\left(N^{2}-3 \omega^{2}\right)$ and $\gamma=\omega\left(3 N^{2}-\omega^{2}\right)$ and observe that for $\omega / N \ll 1$,

$$
\begin{aligned}
v_{N, \omega}(x, t) \approx & -2 \sqrt{6} \cos \left(N x+N\left(N^{2}-3 \omega^{2}\right) t\right) \\
& \times \omega \operatorname{sech}\left(\omega x+\omega\left(3 N^{2}-\omega^{2}\right) t\right),
\end{aligned}
$$

which is basically a multiple of the real part of (7.107).
As it was remarked above, Bourgain introduced the spaces $X_{s, b}$ in the context of dispersive equations. Previously they were used by Rauch and Reed [RuR] and Beals [Bs] in their respective studies of propagation of singularities for solutions of semilinear wave equation.

In the same spirit that [ KTa 2 ], [CrCT2] and [CrHoT] a priori estimates were established for solutions of the modified KdV below the Sobolev index $1 / 4$ which guarantees the well-posedness. More precisely, it was shown in [CrHoT] that solutions of the IVP associated to the mKdV satisfies for $s \in(-1 / 4,-1 / 8)$,

$$
\sup _{[0, T]}\|u(t)\|_{s, 2} \leq c\left(T ;\left\|u_{0}\right\|_{s, 2}\right)
$$

This result does not give control on the difference of two solutions (uniqueness).
In a similar regard, in $[\mathrm{BuKo}]$ an a priori estimate in $H^{-1}(\mathbb{R})$ for smooth solutions of the KdV equation was obtained. More precisely, in [BuKo] the following result was established: if $v \in C\left([0, \infty): H^{s}(\mathbb{R})\right)$, with $s \geq-3 / 4$, is a solution of the IVP with $k=1$, then

$$
\|v(\cdot, t)\|_{-1,2} \leq c\left(\left\|v_{0}\right\|_{-1,2}+\left\|v_{0}\right\|_{-1,2}^{3}\right), \quad \text { for any } t \geq 0
$$

This allows to construct global $H^{-1}$-weak solutions of the associated IVP. In [Mo2], it was shown that the map data-solution associated to the IVP for the KdV equation cannot be continuously extended in $H^{s}(\mathbb{R})$ for $s<-1$.

In [FaPa], modified proofs of Theorems 7.4, 7.5, and 7.6 and Corollary 7.2 were obtained which simplify the argument by not using norm involving time derivatives $D_{t}$ of the unknown function.

The LWP result for the case $k=3$ for data in $H^{s}(\mathbb{R}), s>-1 / 6$, was obtained by Grünrock [Gr2]. The key tool to prove that result was the following bilinear estimate for solutions of the linear problem. More precisely,

$$
\left\|D_{x}(V(t) f \cdot V(t) g)\right\|_{L_{x}^{2} L_{t}^{2}} \leq c\|f\|_{2}\|g\|_{2} .
$$

Tao [To6] extended Grünrock's result to the critical case by showing LWP for data in $\dot{H}^{-1 / 6}(\mathbb{R})$. From this result, it follows readily the global one for small data due to the criticality of the space. Thus, the case $k=3$ exhibits similar properties to the case $k \geq 4$; see Theorems 7.2 and 7.3 and the Remarks 7.15 and 7.16.

The results for $k \geq 4$ were taken from [KPV4] (Theorems 7.2-7.6). Their sharpness was established in [BKPSV] (Theorem 7.7).

In [GrV], LWP was established in the spaces $\widehat{\widehat{H}_{r}^{s}}(\mathbb{R})$ (see (5.75)) for the parameters $r \in(1,2)$ and $s \geq 1 / 2-1 / 2 r$.

Results concerning the smoothing effects of solutions of (7.10) due to special decay of the data were first given by Cohen [Co1] and Cohen and Kappeler [CoK] for the KdV equation for step data using the inverse scattering theory.

In [K2], Kato studied the IVP (7.1) in weighted Sobolev spaces and showed that if

$$
\begin{equation*}
v_{0} \in \mathcal{F}_{2 k}^{s}=H^{s}(\mathbb{R}) \cap L^{2}\left(|x|^{2 k} d x\right), \quad k \in \mathbb{Z}^{+}, \quad s \geq 2 k, \tag{7.109}
\end{equation*}
$$

then the local solution describes a continuous curve on $\mathcal{F}_{2 k}^{s}$ as far as it exists. In particular, the solution flow preserves the Schwartz class $\mathcal{S}(\mathbb{R})$. Roughly, this is due to the fact that the operators $L=\partial_{t}+\partial_{x}^{3}$ and $\Gamma=x-3 t \partial_{x}^{2}$ commute. The extension of this result to solutions of (7.1) with data:

$$
\begin{equation*}
v_{0} \in \mathcal{F}_{2 l}^{s} \text { with } s \geq \max \left\{2 l ; s_{k}\right\}, l>0, \tag{7.110}
\end{equation*}
$$

$s_{k}=-3 / 4$ if $k=1, s_{k}=1 / 2$ if $k=2$, and $s_{k}=1 / 2-2 / k$ was established in [Nh] and [FLP4]. In [ILP1], it was shown that this persistence result in $\mathcal{F}_{l}^{s}$ with $s \geq l>0$ is optimal. More precisely, if $u \in C\left([-T, T]: H^{s}(\mathbb{R})\right) \cap \ldots$, with $s \geq \max \left\{s_{k} ; 0\right\}$, is a solution of the IVP (7.1) and there exist $t_{1}, t_{2} \in[-T, T]$, $t_{1} \neq t_{2}$ such that $|x|^{\alpha} u\left(\cdot, t_{j}\right) \in L^{2}(\mathbb{R})$ for $2 \alpha>s$, then $u \in C\left([-T, T]: H^{2 \alpha}(\mathbb{R})\right)$. In other words, persistence in $L^{2}\left(|x|^{2 \alpha} d x\right)$ (decay) can only hold for solutions in $C\left([-T, T]: H^{2 \alpha}(\mathbb{R})\right)$.

Also in [K2], Kato proved the following result for the KdV equation (which also holds for solutions of (7.1) with $k \in \mathbb{Z}^{+}$): if $v \in C\left([0, T]: H^{2}(\mathbb{R})\right) \cap \ldots$ is a solution of (7.1) with $v_{0} \in H^{2}(\mathbb{R}) \cap L^{2}\left(e^{2 \beta x} d x\right), \beta>0$, then

$$
\begin{equation*}
e^{\beta x} v \in C\left([0, T]: L^{2}(\mathbb{R})\right) \cap C\left((0, T): H^{\infty}(\mathbb{R})\right) \tag{7.111}
\end{equation*}
$$

Formally, one has that the semigroup $\left\{V(t)=e^{-t \partial_{x}^{3}}: t \geq 0\right\}$ in $L^{2}\left(e^{\beta x} d x\right)$ is equivalent to $\left\{e^{-t\left(\partial_{x}-\beta\right)^{3}}: t \geq 0\right\}$ in $L^{2}(\mathbb{R})$, i.e., if

$$
\partial_{t} u+\partial_{x}^{3} u=0,
$$

then $v(x, t)=e^{\beta x} u(x, t)$ satisfies

$$
\begin{equation*}
\partial_{t} v+\left(\partial_{x}-\beta\right)^{3} v=\partial_{t} v+\partial_{x}^{3} v-3 \beta \partial_{x}^{2} v+3 \beta^{2} \partial_{x} v-\beta^{3} v=0, \tag{7.112}
\end{equation*}
$$

which explain this "parabolic effect." In [KF], Kruskov and Faminskii obtained another version of this result by considering weights of the form $x_{+}^{\alpha}=x^{\alpha} \chi_{(0, \infty)}(x)$.

Tarama [Ta2] showed that solutions of the KdV equation with real-valued initial data $v_{0}(x) \in L^{2}(\mathbb{R})$ satisfying the condition:

$$
\int_{-\infty}^{\infty} e^{\delta|x|^{1 / 2}}\left|v_{0}(x)\right|^{2} d x<\infty
$$

with some positive constant $\delta$, become analytic with respect to the variable $x$ for all $t>0$. The proof of this theorem is based on the inverse scattering method (see Section 9.6), which transforms the KdV equation into a linear dispersive equation for which the analyticity smoothing effect can be established through the analytic properties of the fundamental solutions. However, for higher powers a similar result is unknown even for the integrable case $k=2$, i.e., for the mKdV .

In [GT], Ginibre and Tsutsumi proved for the $m K d V$ that if $v_{0} \in L^{2}(\mathbb{R})$ and $x_{+}^{1 / 8} v_{0} \in L^{2}(\mathbb{R})$, then the uniqueness holds (observe that decay corresponds to $1 / 4$ derivatives via the operator $\Gamma$ above which is the sharp LWP). In the KdV case, this result improves by a factor of 2 the one obtained in [KF].

In (7.111), we have seen that persistence property holds in $L^{2}(w(x) d x), w(x)=$ $e^{\beta x}, \beta>0$ for $t>0$. The following unique continuation result found in [EKPV3] gives an upper bound on the weight $w(x)$ for which this property remains: there exists $c_{k}>0$ such that if

$$
v_{1}, v_{2} \in C\left([0,1]: H^{3}(\mathbb{R}) \cap L^{2}\left(|x|^{2} d x\right)\right)
$$

such that

$$
\begin{equation*}
\left(v_{1}-v_{2}\right)(\cdot, 0),\left(v_{1}-v_{2}\right)(\cdot, 1) \in L^{2}\left(e^{c_{k} x_{+}^{3 / 2}} d x\right), \quad x_{+}=\max \{x ; 0\} \tag{7.113}
\end{equation*}
$$

Then,

$$
v_{1} \equiv v_{2} \text { on } \mathbb{R} \times[0,1]
$$

Notice that taking $v_{2} \equiv 0$ it follows that persistence in $L^{2}(w(x) d x)$ with $w(x)=$ $e^{c_{k} x_{+}^{3 / 2}}, c_{k}$ arbitrarily large cannot hold in the interval $[0,1]$ for a nonnull solution.

In [ILP1], it was shown that (7.113) is optimal. More precisely:

If $v_{0} \in H^{1}(\mathbb{R}) \cap L^{2}\left(e^{a_{0} x_{+}^{3 / 2}} d x\right), a_{0}>0$, then $v=v(x, t)$ the solution of the IVP (7.1) defined in the time interval $[0, T]$ satisfies

$$
\begin{equation*}
\sup _{0 \leq t \leq T} \int_{-\infty}^{\infty} e^{a(t) x_{+}^{3 / 2}}|v(x, t)|^{2} d x \leq c=c\left(a_{0} ;\left\|v_{0}\right\|_{1,2} ;\left\|e^{\frac{a_{0}}{2} x_{+}^{3 / 2}} v_{0}\right\|_{2} ; T\right) \tag{7.114}
\end{equation*}
$$

with

$$
\begin{equation*}
a(t)=\frac{a_{0}}{\left(1+27 a_{0}^{2} t^{\prime} 4\right)^{1 / 2}} . \tag{7.115}
\end{equation*}
$$

In other words, the initial decay of $v_{0} \in L^{2}\left(e^{a_{0} x_{+}^{3 / 2}} d x\right)$ remains in time but with a constant $a(t)$ decreasing in $t$ as in (7.115).

Concerning the propagation of asymmetric regularity in solutions of the IVP (7.1), one has the following result established in [ILP2]: Let $v \in C([-T, T]$ : $\left.H^{3 / 4^{+}}(\mathbb{R})\right) \cap \ldots$ be a solution of the IVP (7.1). If for some $l \geq 1$

$$
\begin{equation*}
\int_{0}^{\infty}\left|\partial_{x}^{l} v_{0}(x)\right|^{2} d x<\infty \tag{7.116}
\end{equation*}
$$

then for any $\varepsilon>0$ and any $b>0$

$$
\begin{equation*}
\sup _{0<t<T} \int_{x>\varepsilon-b t}\left|\partial_{x}^{l} v(x, t)\right|^{2} d x<\infty \tag{7.117}
\end{equation*}
$$

Roughly speaking, this tells us that the regularity in the right-hand side of the data $v_{0}$ propagates with infinite speed to its left as time evolves.

Next, we consider the LWP for the periodic boundary value problem associated to the $\mathrm{k}-\mathrm{gKdV}$.

For the case $k=1$, the KdV equation, local well-posedness was proven in $H^{s}(\mathbb{T})$, $s \geq-1 / 2$ by Kenig, Ponce and Vega [KPV6] (improving an earlier result of Bourgain [Bo1] for $s \geq 0$ ). The proofs are based on the modified version of the $X_{s, b}$ spaces, i.e., the spaces $Y_{s, b}$, which are the completion under the norm:

$$
\begin{equation*}
\|f\|_{Y_{s, b}}=\left(\sum_{m \neq 0} \int_{-\infty}^{\infty}\left(1+\left|\tau-m^{3}\right|\right)^{2 b}|m|^{2 s}|\widehat{f}(m, \tau)|^{2} d \tau\right)^{1 / 2} \tag{7.118}
\end{equation*}
$$

of the space $\mathcal{Y}$ defined as the function space of all $f$ such that
(i) $f: \mathbb{T} \times \mathbb{R} \rightarrow \mathbb{C}$,
(ii) $f(x, \cdot) \in \mathcal{S}$ for each $x \in \mathbb{T}$,
(iii) $\quad x \mapsto f(x, \cdot)$ is $C^{\infty}$,
(iv) $\widehat{f}(0, \tau)=0$ for all $\tau \in \mathbb{R}$.

Bourgain [Bo8] also showed that below $-1 / 2$ (for $s<-1 / 2$ ) the smoothness of the map data-solution fails. We recall that the smoothness of this map is a by-product of the contraction principle. So this type of result in particular shows that the iteration process by itself does not provide a result in $H^{s}(\mathbb{T}), s<-1 / 2$. In this regard, using the inverse scattering method Kappeler and Topalov [ KpTo ] showed that the solution flow of the KdV extends continuously to $H^{-1}(\mathbb{T})$.

For the mKdV equation $(k=2)$, LWP was established in [KPV6] in $H^{s}(\mathbb{T})$, $s \geq 1 / 2$. This was proven to be sharp in [CrCT1]. By requiring the dependence of solutions on the initial data be just continuous and considering real solutions, Takaoka and Tsutsumi [TTs] were able to lower the Sobolev index $s>1 / 2$ to $s>3 / 8$. One of the main new ideas in their approach was the modification of the Bourgain norm (7.118) by

$$
\|f\|_{Z_{s, b}}=\left(\sum_{m \neq 0} \int_{-\infty}^{\infty}\left(1+\left.\left|\tau-m^{3}-m\right| \widehat{u}_{0}(m)\right|^{2} \mid\right)^{2 b}|m|^{2 s}|\widehat{f}(m, \tau)|^{2} d \tau\right)^{1 / 2}
$$

where $u_{0}$ is the considered initial data. Notice that the definition of the norm $\|\cdot\|_{Z_{s, b}}$ depends on the initial data. In [NTT2], Nakanishi, Takaoka and Tsutsumi extended this LWP result for the mKdV to $H^{s}(\mathbb{T})$, for $s>1 / 3$ (and under some additional hypotheses on the data to $\left.H^{s}(\mathbb{T}), s>1 / 4\right)$.

For $k \geq 3$, the best LWP result is in $H^{s}(\mathbb{T}), s \geq 1 / 2$ (see [CKSTT4]).

### 7.6 Exercises

7.1 ([BSa2]) Let $A_{i}(x)$ be defined as in (1.32):
(i) Prove that

$$
A_{i}^{\prime \prime}(z)-z A_{i}(z)=0
$$

(ii) Defining

$$
v(x, t)=\frac{1}{\sqrt[6]{t}} A_{i}^{2}\left(\frac{1}{2^{2 / 3}} \frac{x}{\sqrt[3]{3 t}}\right)
$$

prove that

$$
\partial_{t} v+\partial_{x}^{3} v=0, \quad x \in \mathbb{R}, t>0
$$

(iii) Using (1.37), show that for any $t>0$,

$$
\|v(\cdot, t)\|_{p}<\infty \text { if and only if } p>2
$$

(iv) Show that for any $p>2$,

$$
\lim _{t \downarrow 0}\|v(\cdot, t)\|_{p}=+\infty
$$

7.2 Denote by $(k, \pm 1)$ the equation:

$$
\partial_{t} v+\partial_{x}^{3} v \pm v^{k} \partial_{x} v=0, \quad x, t \in \mathbb{R}, \quad k \in \mathbb{Z}^{+},
$$

(the cases $(k,-1)$ correspond to the generalized defocusing KdV equation).
(i) Prove that if $v(x, t)$ is a solution of $(k, \pm)$, then
(a) $v(-x,-t)$ also solves $(k, \pm)$
(b) $-v(x, t)$ solves $\left(k,(-1)^{k}\right)$
(c) $\lambda^{2 / k} v\left(\lambda x, \lambda^{3} t\right)$ solves $(k, \pm)$ for $\lambda>0$
(ii) Prove that for $\lambda>0$

$$
v_{\lambda}(x, t)=\lambda \sqrt{6} \tanh \left(\lambda\left(x+2 \lambda^{2} t\right)\right)(\text { kink solution })
$$

is a solution of $(2,-1)$.
(iii) Prove that if $v(\cdot, \cdot)$ is a solution of $(1, \pm 1)$, then for $h \in \mathbb{R}, v(x \pm h t, t) \pm h$ also solves $(1, \pm 1)$ (Galilean invariance).
(iv) Let $v$ be a solution of $(2,-1)$. Show that the function (Miura transformation) $w=\sqrt{6} \partial_{x} v+v^{2}$ solves $(1,-1)$.
(v) Let $v$ be a solution of $(2,1)$. Show that $w=i \sqrt{6} \partial_{x} v+v^{2}$ solves $(1,1)$.
7.3 Consider the IVP associated to the KdV equation (7.71):
(i) Prove that $v(x, t)=\frac{x}{1+t}$ is solution of (7.71) with $v(x, 0)=x$ for any time $t>0$.
(ii) Prove that $v(x, t)=\frac{-x}{1-t}$ solves (7.71) with $v(x, 0)=-x$, but it blows up in finite time.
(iii) Prove that parts (i) and (ii) also hold for the inviscid and viscous Burgers' equation ((3.46) and (7.105), respectively) and for the Benjamin-Ono equation (9.9).
7.4 (Soliton) Let $u(x, t)=\phi_{c, k}(x-c t)=\phi(x-c t)$ be solution of

$$
\partial_{t} u+\partial_{x}^{3} u+u^{k} \partial_{x} u=0
$$

with strong decay at infinity.
(i) Show that
(a) $-c \phi^{\prime}+\phi^{\prime \prime \prime}+\phi^{k} \phi^{\prime}=0$.
(b) $-c \phi+\phi^{\prime \prime}+\frac{\phi^{k+1}}{k+1}=0$.
(c) $-c \frac{\phi^{2}}{2}+\frac{\left(\phi^{\prime}\right)^{2}}{2}+\frac{\phi^{k+2}}{(k+1)(k+2)}=0$, (integrating this equation one gets the explicit solution (7.6)).
(ii) Starting in (b) define $x=\phi$ and $y=\phi^{\prime}$.
(a) Show that the second order ODE can be written as the Hamiltonian system:

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=\partial_{y} H \\
\frac{d y}{d t}=-\partial_{x} H
\end{array}\right.
$$

where

$$
H=\frac{y^{2}}{2}-c \frac{x^{2}}{2}+\frac{x^{k+2}}{(k+1)(k+2)}
$$

(b) Using the decay condition at infinity prove that the level set $\{H(x, y)=0\}$ represents the traveling wave.
(c) Prove that $\phi>0$, symmetric and $\|\phi\|_{\infty}=\left[\frac{c}{2}(k+1)(k+2)\right]^{1 / k}$.
7.5 ([Za]) Show that $v(x, t)=\frac{1}{\sqrt{6}}\left(c-\frac{4 c}{4 c^{2}\left(x-6 c^{2} t\right)^{2}+1}\right)$ solves the mKdV equation (7.28).
7.6 (Critical KdV) Show that if $u_{0} \in \dot{H}^{-3 / 2}(\mathbb{R}) \cap \mathcal{S}(\mathbb{R})$, then the solution of the $\operatorname{KdV}$ equation (7.71) $u(\cdot, t) \notin \dot{H}^{-3 / 2}(\mathbb{R})$ for all $t \neq 0$.
7.7 Using a formal scaling argument, obtain the estimate of the life span of the local solutions as a function of the size of the initial data given in Theorem 7.1, i.e., $T\left(\left\|D_{x}^{1 / 4} v_{0}\right\|_{2}\right)=c\left\|D^{1 / 4} v_{0}\right\|_{2}^{-4}$.
7.8 (Two-soliton solution of the KdV ) Given the solution of the KdV :

$$
v(x, t)=72 \frac{3+4 \cosh (2(x-4 t))+\cosh (4(x-16 t))}{[3 \cosh (x-28 t)+\cosh (3(x-12 t))]^{2}}
$$

show that for $\xi_{1}=x-16 t$ fixed

$$
v(x, t) \sim 48 \operatorname{sech}^{2}\left(2 \xi_{1} \mp \frac{\log 3}{2}\right) \quad \text { as } t \rightarrow \pm \infty
$$

show that for $\xi_{2}=x-4 t$ fixed

$$
v(x, t) \sim 12 \operatorname{sech}^{2}\left(2 \xi_{2} \pm \frac{\log 3}{2}\right) \quad \text { as } t \rightarrow \pm \infty
$$

Conclude that
$v(x, t) \sim 48 \operatorname{sech}^{2}\left(2 \xi_{1} \mp \frac{\log 3}{2}\right)+12 \operatorname{sech}^{2}\left(2 \xi_{2} \pm \frac{\log 3}{2}\right) \quad$ as $t \rightarrow \pm \infty$.

## 7.9 ([KPV6])

(i) Assuming that the following inequality holds for $s \in(-3 / 4,-1 / 2)$ and $b=b(s) \in(1 / 2,1)$

$$
\left\lvert\, \iiint \int \frac{|\xi| h(\xi, \tau)}{\left(1+\left|\tau-\xi^{3}\right|\right)^{1-b}(1+|\xi|)^{-s}} \frac{\left(1+\left|\xi_{1}\right|\right)^{-s} f\left(\xi_{1}, \tau_{1}\right)}{\left(1+\left|\tau_{1}-\xi_{1}^{3}\right|\right)^{b}}\right.
$$

$$
\begin{align*}
& \left.\frac{\left(1+\left|\xi-\xi_{1}\right|\right)^{-s} g\left(\xi-\xi_{1}, \tau-\tau_{1}\right)}{\left(1+\left|\tau-\tau_{1}-\left(\xi-\xi_{1}\right)^{3}\right|\right)^{b}} d \tau_{1} d \xi_{1} d \tau d \xi \right\rvert\,  \tag{7.119}\\
\leq & c\|h\|_{L_{\xi}^{2} L_{\tau}^{2}}\|f\|_{L_{\xi}^{2} L_{\tau}^{2}}\|g\|_{L_{\xi}^{2} L_{\tau}^{2}},
\end{align*}
$$

prove Corollary 7.4 with $b^{\prime}=b$. Sketch the LWP result for the IVP associated to the KdV equation (7.71) in $H^{s}(\mathbb{R}), s \in(-3 / 4,-1 / 2)$.
(ii) Prove that if either $\left|\xi_{1}\right| \leq 1$ or $\left|\xi-\xi_{1}\right| \leq 1$, then

$$
\left(1+\left|\xi_{1}\right|\right)^{-s}\left(1+\left|\xi-\xi_{1}\right|\right)^{-s} \leq c(1+|\xi|)^{-s},
$$

so the proof of (7.119) in this domain reduces to the estimate (7.94).
(iii) Show by symmetry that to prove (7.119) it suffices to consider

$$
\left|\tau-\tau_{1}-\left(\xi-\xi_{1}\right)^{3}\right| \leq\left|\tau-\xi_{1}^{3}\right| .
$$

(iv) Combine (ii) and (iii) to show that in order to obtain Corollary 7.4 with $b^{\prime}=b$ it suffices to establish the following inequalities:

$$
\begin{align*}
& \sup _{\xi, \tau} \frac{|\xi|}{\left(1+\left|\tau-\xi^{3}\right|\right)^{1-b}(1+|\xi|)^{-s}} \\
& \times\left(\iint_{A} \frac{\left|\xi_{1}\left(\xi-\xi_{1}\right)\right|^{-2 s} d \tau_{1} d \xi_{1}}{\left(1+\left|\tau_{1}-\xi_{1}^{3}\right|\right)^{2 b}\left(1+\left|\tau-\tau_{1}-\left(\xi-\xi_{1}\right)^{3}\right|\right)^{2 b}}\right)^{1 / 2}<c, \tag{7.120}
\end{align*}
$$

with $A=A(\xi, \tau)$ as:

$$
\begin{aligned}
A=\left\{\left(\xi_{1}, \tau_{1}\right) \in \mathbb{R}^{2}:\left|\xi_{1}\right|,\left|\xi-\xi_{1}\right|\right. & \geq 1,\left|\tau-\tau_{1}-\left(\xi-\xi_{1}\right)^{3}\right| \\
& \left.\leq\left|\tau_{1}-\xi_{1}^{3}\right| \leq\left|\tau-\xi^{3}\right|\right\}
\end{aligned}
$$

and

$$
\begin{align*}
& \sup _{\xi_{1}, \tau_{1}} \frac{1}{\left(1+\left|\tau_{1}-\xi_{1}^{3}\right|\right)^{b}} \\
& \times\left(\iint_{B} \frac{|\xi|^{2(1+s)}\left|\xi \xi_{1}\left(\xi-\xi_{1}\right)\right|^{-2 s}(1+|\xi|)^{2 s} d \tau d \xi}{\left(1+\left|\tau-\xi^{3}\right|\right)^{2(1-b)}\left(1+\left|\tau-\tau_{1}-\left(\xi-\xi_{1}\right)^{3}\right|\right)^{2 b}}\right)^{1 / 2}<c, \tag{7.121}
\end{align*}
$$

with $B=B(\xi, \tau)$ as:

$$
B=\left\{\begin{aligned}
\left(\xi_{1}, \tau_{1}\right) \in \mathbb{R}^{2}:\left|\xi_{1}\right|,\left|\xi-\xi_{1}\right| & \geq 1,\left|\tau-\tau_{1}-\left(\xi-\xi_{1}\right)^{3}\right| \\
& \leq\left|\tau_{1}-\xi_{1}^{3}\right|,\left|\tau-\xi^{3}\right| \leq\left|\tau_{1}-\xi_{1}^{3}\right| .
\end{aligned}\right\} .
$$

(v) Following the argument given in Lemma 7.16 prove the inequality (7.120) (for the proof of (7.121) we refer the reader to [KPV6]).
7.10 Assuming $b>1 / 2$ prove the following inequalities:
(i)

$$
\|g\|_{L^{8}\left(\mathbb{R}^{2}\right)} \leq c\|g\|_{X_{0, b}},
$$

$$
\begin{equation*}
\left\|D_{x}^{1 / 6} g\right\|_{L^{6}\left(\mathbb{R}^{2}\right)} \leq c\|g\|_{X_{0, b}}, \tag{ii}
\end{equation*}
$$

(iii)

$$
\left\|\partial_{x} g\right\|_{L_{t}^{\infty} L_{x}^{2}} \leq c\|g\|_{X_{0, b}}
$$

(iv)

$$
\|g\|_{L_{x}^{\infty} L_{t}^{2}} \leq c\|g\|_{X_{0, b}} .
$$

7.11 Let $w$ be a solution of the IVP:

$$
\left\{\begin{array}{l}
\left(\partial_{t}+a \partial_{x}^{3}+i b \partial_{x}^{2}\right) w=F  \tag{7.122}\\
w(x, 0)=w_{0}(x)
\end{array}\right.
$$

Show that

$$
z(x, t)=e^{i \frac{b^{3}}{27 a^{2}} t} e^{i \frac{b}{3 a} x} w\left(x+\frac{b^{2}}{3 a} t, t\right)
$$

solves the IVP

$$
\left\{\begin{array}{l}
\partial_{t} z+a \partial_{x}^{3} z=\widetilde{F}  \tag{7.123}\\
z(x, 0)=z_{0}(x)
\end{array}\right.
$$

where

$$
\begin{equation*}
z_{0}(x)=e^{i \frac{b}{3 a} x} w_{0}(x) \quad \text { and } \quad \widetilde{F}(x, t)=e^{i \frac{b^{3}}{27 a^{2}} t} e^{i \frac{b}{3 a} x} F\left(x+\frac{b^{2}}{3 a} t, t\right) . \tag{7.124}
\end{equation*}
$$

7.12 ([ILP2]) Consider the linear IVP (7.10) with $v_{0} \in L^{2}(\mathbb{R})$. Prove that if for some $k \in \mathbb{Z}^{+}$,

$$
\left.v_{0}\right|_{(0, \infty)} \in H^{k}((0, \infty))
$$

then the corresponding solution $v(x, t)$ satisfies that for any $b>0$,

$$
\left.v(\cdot, t)\right|_{(-b, \infty)} \in H^{k}((-b, \infty)), \quad \text { for each } t>0
$$

and

$$
\left.v(\cdot, t)\right|_{(-\infty, b)} \in H^{k}((-\infty, b)) \quad \text { for each } t<0
$$

Hint: Let $\eta \in C^{\infty}(\mathbb{R}), \eta^{\prime} \geq 0, \eta(x)=0$ for $x \leq 0$ and $\eta(x)=1$ for $x \geq 1$. Following Kato's argument in [K2] one easily gets the (formal) identity

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} \int v^{2}(x, t) & \eta(x) d x+\frac{3}{2} \int\left(\partial_{x} v\right)^{2}(x, t) \eta^{\prime}(x) d x \\
& -\frac{1}{2} \int v^{2}(x, t) \eta^{(3)}(x) d x=0 \tag{7.125}
\end{align*}
$$

Modify $\eta(\cdot)$ in each step $j=1,2, \ldots, k\left(\eta_{j}(\cdot)\right)$ and consider $\eta_{j}(x+c t)$ with $c>0$ (for $t>0$ ) to obtain the appropriate version of (7.125).
7.13 ([ILP2]) Consider the linear IVP (7.10) with $v_{0} \in L^{2}(\mathbb{R})$. Prove that if for some $m \in \mathbb{Z}^{+}$,

$$
x_{+}^{m / 2} v_{0} \in L^{2}(\mathbb{R})
$$

then for any $t>0$,

$$
x_{+}^{m / 2} v(\cdot, t) \in L^{2}(\mathbb{R})
$$

and for any $b>0$ and $t>0$

$$
\int_{b}^{\infty}\left(\partial_{x}^{m} u(x, t)\right)^{2} d x<\infty
$$

Hint: Modify the argument in the hint of Exercise 7.12.
7.14 ([ILP2]) Consider the linear IVP (7.10) with $v_{0} \in L^{2}(\mathbb{R})$. Prove that if for some $m \in \mathbb{Z}^{+}$and $t_{1}, t_{2} \in \mathbb{R}$ with $t_{1}<t_{2}$ the corresponding solution $v(x, t)$ satisfies

$$
x_{+}^{m / 2} v\left(\cdot, t_{1}\right), x_{-}^{m / 2} v\left(\cdot, t_{2}\right) \in L^{2}(\mathbb{R})
$$

then $v_{0} \in H^{m}(\mathbb{R})$.
Hint: Use Exercise 7.13.
7.15 (i) Consider the IVP for the 1-D heat equation

$$
\left\{\begin{array}{l}
\partial_{t} u-\partial_{x}^{2} u=0  \tag{7.126}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

$x \in \mathbb{R}, t>0$. Prove that if $u_{0} \in L^{2}(\mathbb{R})$, then for each $t$ positive the solution $u(\cdot, t)=e^{t \partial_{x}^{2}} u_{0}$ of (7.126) has an analytic extension to $\mathbb{C}$. Moreover, if $z=x+i y$, then

$$
|u(z, t)| \leq \frac{e^{y^{2} / 4 t}}{(4 \pi t)^{1 / 4}}\left\|u_{0}\right\|_{2} .
$$

(ii) Consider the linear IVP (7.10). Prove that if $v_{0} \in L^{2}(\mathbb{R}) \cap L^{2}\left(e^{\beta x} d x\right)$, $\beta>0$, then for each $t$ positive the solution $v(\cdot, t)$ has an analytic extension to $\mathbb{C}$.
Hint: Combine the result in part (i) and the formula (7.112).

# Chapter 8 <br> Asymptotic Behavior of Solutions for the k-gKdV Equations 

This chapter is concerned with the longtime behavior of solutions to the initial value problem (IVP) associated to the k-generalized Korteweg-de Vries equations,

$$
\left\{\begin{array}{l}
\partial_{t} v+\partial_{x}^{3} v+v^{k} \partial_{x} v=0  \tag{8.1}\\
v(x, 0)=v_{0}(x)
\end{array}\right.
$$

$x, t \in \mathbb{R}, k \in \mathbb{Z}^{+}$.
We shall restrict ourselves to consider only real solutions of (8.1). In this case, the following quantities are preserved by the solution flow:

$$
\begin{align*}
I_{1} & =\int_{-\infty}^{\infty} v(x, t) d x  \tag{8.2}\\
I_{2} & =\int_{-\infty}^{\infty} v^{2}(x, t) d x  \tag{8.3}\\
E\left(v_{0}\right)=I_{3} & =\int_{-\infty}^{\infty}\left(\left(\partial_{x} v\right)^{2}-\frac{2}{(k+1)(k+2)} v^{k+2}\right)(x, t) d x \tag{8.4}
\end{align*}
$$

Combining them with the local existence theory in Chapter 7, we shall see that for $k=1,3$ the $\operatorname{IVP}(8.1)$ with $v_{0} \in L^{2}(\mathbb{R})$ has a unique globally bounded solution. For the case $k=2$, the same holds in $H^{1}(\mathbb{R})$.

In fact, we shall see in Section 8.1 that a quite stronger set of results has been established in the case $k=1,2,3$.

In Section 8.2 , we treat the $L^{2}$-critical case $k=4$. A major set of results due to Martel and Merle as well as extensions and further analysis due to Martel, Merle, and Raphael is discussed. In particular, they have settled a long-standing open problem by proving the finite time blowup of some local $H^{1}$-solutions. Similar results for $k \geq 5$ remain as open problems.

In Section 8.3, we add some further comments.

### 8.1 Cases $k=1,2,3$

We observe that if $v(t)$ is a local real $H^{1}$-solution of (8.1), combining GagliardoNirenberg (3.14) and (8.3)-(8.4) gives

$$
\begin{align*}
E\left(v_{0}\right) & =\int_{-\infty}^{\infty}\left[\left(\partial_{x} v\right)^{2}-\frac{2}{(k+1)(k+2)} v^{k+2}\right](x, t) d x \\
& \geq\left\|\partial_{x} v(t)\right\|_{2}^{2}-\frac{2}{(k+1)(k+2)}\|v(t)\|_{k+2}^{k+2} \\
& \geq\left\|\partial_{x} v(t)\right\|_{2}^{2}-c_{k}\left\|\partial_{x} v(t)\right\|_{2}^{k / 2}\|v(t)\|_{2}^{2+k / 2}  \tag{8.5}\\
& \geq\left\|\partial_{x} v(t)\right\|_{2}^{2}-c_{k}\left\|\partial_{x} v(t)\right\|_{2}^{k / 2}\left\|v_{0}\right\|_{2}^{2+k / 2}
\end{align*}
$$

Hence, using the notation $\eta=\eta(t)=\left\|\partial_{x} v(t)\right\|_{2}$ it follows that

$$
\begin{equation*}
E\left(v_{0}\right) \geq \eta^{2}-c_{k}\left\|v_{0}\right\|_{2}^{2+k / 2} \eta^{k / 2} \tag{8.6}
\end{equation*}
$$

So for $k<4$, one obtains the a priori estimate:

$$
\begin{equation*}
\eta(t) \leq M\left(\left\|v_{0}\right\|_{2} ; k\right) . \tag{8.7}
\end{equation*}
$$

In this sense as well as in the scaling argument for the $L^{2}$-norm (see (7.8)), the case $k=4$ is critical.

Thus for $k=2$, (8.7) allows us to reapply the local existence theory (local well-posedness in $H^{s}(\mathbb{R}), s \geq 1 / 4$ ) for data $v_{0} \in H^{1}(\mathbb{R})$.

Theorem 8.1. For $v_{0} \in H^{1}(\mathbb{R})$ real valued the corresponding local solution of the initial value problem (IVP) (8.1) with $k=2$ given by Theorem 7.1 extends in the same class to any time interval with

$$
\begin{equation*}
v \in C\left(\mathbb{R}: H^{1}(\mathbb{R})\right) \cap L^{\infty}\left(\mathbb{R}: H^{1}(\mathbb{R})\right) . \tag{8.8}
\end{equation*}
$$

Moreover, if $v_{0} \in H^{s}(\mathbb{R}), s>1$, then

$$
\begin{equation*}
v \in C\left(\mathbb{R}: H^{s}(\mathbb{R})\right) . \tag{8.9}
\end{equation*}
$$

In the cases $k=1,3$, the local well-posedness was established in $H^{s}(\mathbb{R})$ for $s \geq-3 / 4$ and $s>-1 / 6$, respectively (see Theorem 7.8 and [Gr2]). These cases are subcritical, so the interval of existence in each case $[0, T]$ satisfies that $T=$ $T\left(\left\|u_{0}\right\|_{s, 2}\right)>0$. Therefore, if $v_{0} \in L^{2}(\mathbb{R})$ by $I_{2}$ (see (8.3)), we can reapply this local theory to obtain the following global result.

Theorem 8.2. For $v_{0} \in L^{2}(\mathbb{R})$ real the corresponding local solution of the IVP (8.1) with $k=1$ or 3 extends in the same class to any time interval with

$$
\begin{equation*}
v \in C\left(\mathbb{R}: L^{2}(\mathbb{R})\right) \cap L^{\infty}\left(\mathbb{R}: L^{2}(\mathbb{R})\right) . \tag{8.10}
\end{equation*}
$$

Moreover, if $v_{0} \in H^{s}(\mathbb{R}), s>0$, then

$$
\begin{equation*}
v \in C\left(\mathbb{R}: H^{s}(\mathbb{R})\right) . \tag{8.11}
\end{equation*}
$$

In the cases $k=1,2$, due to the form of the infinite conservation laws, one can replace (8.9) and (8.11) by $v \in C\left(\mathbb{R}: H^{s}(\mathbb{R})\right) \cap L^{\infty}\left(\mathbb{R}: H^{s}(\mathbb{R})\right)$ if $s \in \mathbb{Z}^{+}$.

These local and global results present the following questions:
Question 1. What happens with the longtime behavior of the solution corresponding to data $v_{0} \in H^{s}(\mathbb{R})$ with $s \in[-3 / 4,0),[1 / 4,1)$, and $(-1 / 6,0)$ in the cases $k=1,2$, and 3 , respectively?

The first result in this direction was given by Bourgain [Bo5] in his study of the critical two-dimensional nonlinear Schrödinger (NLS) equation. He set up a general argument to obtain global solutions corresponding to data whose regularity is below that required if one is using the conservation law.

To illustrate his approach, we take the mKdV equation, $k=2$ in (8.1), with $v_{0} \in H^{s}(\mathbb{R}), s \in[1 / 4,1)$ (see [FLP2]).

First, one splits the data according to the frequency (low-high). For $N$ large to be determined one considers

$$
\begin{equation*}
v_{0}=\left(\chi_{\{|\xi| \leq N\}} \widehat{v}_{0}\right)^{\vee}+\left(\chi_{\{|\xi|>N\}} \widehat{v}_{0}\right)^{\vee}=v_{1,0}+v_{2,0} . \tag{8.12}
\end{equation*}
$$

Thus, $v_{1,0} \in H^{\infty}(\mathbb{R})$, with $E\left(v_{1,0}\right)+\left\|v_{1,0}\right\|_{1,2} \leq c N^{1-s}$ and $\left\|v_{2,0}\right\|_{r, 2} \leq c N^{r-s}$ for $r \in[1 / 4, s)$.

One solves the mKdV with data $v_{1,0}$ as in Theorem 7.1, so the corresponding solution $v_{1}(t)$ satisfies

$$
\begin{equation*}
\left\|v_{1}(t)\right\|_{1,2} \leq c N^{1-s}, \quad t \in[0, \Delta T], \quad \Delta T \simeq\left\|D_{x}^{1 / 4} v_{1,0}\right\|_{2}^{-4} \tag{8.13}
\end{equation*}
$$

and $v_{2}(t)$ satisfies the error equation (using that $v=v_{1}+v_{2}$ ):

$$
\begin{equation*}
\partial_{t} v_{2}+\partial_{x}^{3} v_{2}+v^{2} \partial_{x} v-v_{1}^{2} \partial_{x} v_{1}=0, \quad t \in[0, \Delta T] \tag{8.14}
\end{equation*}
$$

with data $v_{2,0}$ (small) in $H^{r}(\mathbb{R})$ for $r \in[0, s)$. The interval $[0, \Delta T]$ is given by the local well-posedness theory. Using that

$$
\begin{aligned}
v_{2}(t) & =V(t) v_{2,0}+\int_{0}^{t} V\left(t-t^{\prime}\right)\left[\left(v_{1}+v_{2}\right)^{2} \partial_{x}\left(v_{1}+v_{2}\right)-v_{1}^{2} \partial_{x} v_{1}\right]\left(t^{\prime}\right) d t^{\prime} \\
& =V(t) v_{2,0}+z(t)
\end{aligned}
$$

one observes that $z(t)$ is smoother than $V(t) v_{2,0}$ (see Exercise 8.1 and comments there). Indeed, it belongs to $H^{1}(\mathbb{R})$ with a "good" estimate for its norm. Define

$$
\left\{\begin{array}{l}
v_{1,0}(\Delta T)=v_{1}(\Delta T)+z(\Delta T) \\
v_{2,0}(\Delta T)=V(\Delta T) v_{2,0}
\end{array}\right.
$$

and repeat the argument in $[\Delta T, 2 \Delta T]$.

Briefly, to reach the time $T^{*}$ we apply it $T^{*} / \Delta T$ times. If one proves that

$$
\begin{equation*}
E\left(v_{0,1}+\sum_{j=1}^{T^{*} / \Delta T} z(j \Delta T)\right)+\sum_{j=1}^{T^{*} / \Delta T}\|z(j \Delta T)\|_{1,2} \leq c N^{1-s}, \tag{8.15}
\end{equation*}
$$

then all the previous estimates are uniform and one can extend the solution to $\left[0, T^{*}\right]$. It is in (8.15) where the restriction on $s$ appears.

By introducing the I-method (see [KT2]) in this context Colliander, Keel, Staffilani, Takaoka and Tao [CKSTT4], [CKSTT5], [CKSTT6] have improved most of the results obtained by the above argument. By defining

$$
\begin{equation*}
I f(x)=I_{N, s} f(x)=(m(\xi) \widehat{f})^{\vee} \tag{8.16}
\end{equation*}
$$

where $m(\xi)$ is a smooth and monotone function given by

$$
m(\xi)=\left\{\begin{array}{cl}
1, & |\xi| \leq N  \tag{8.17}\\
N^{-s}|\xi|^{s}, & |\xi|>2 N
\end{array}\right.
$$

with $N$ to be determined and $s<0$, they obtain a series of "almost conserved quantities."

By using the "cancellations" in the multilinear form working directly with the equation, in this case the KdV , they show that

$$
\begin{equation*}
\sup _{t \in[0, T]}\|I v(t)\|_{2} \leq\|I v(0)\|_{2}+c N^{-\beta}\|I v(0)\|_{2}^{3} \tag{8.18}
\end{equation*}
$$

for some small $\beta>0$. So if $N$ is large, the increment in $\|\operatorname{Iv}(t)\|_{2}$ is controlled. In particular for the IVP (8.1) they have shown the following.

## Theorem 8.3 ([CKSTT5]).

1. The local real solutions of the IVP (8.1) with $k=1$ corresponding to data $v_{0} \in H^{s}(\mathbb{R}), s>-3 / 4$, extend to any time interval $\left[0, T^{*}\right]$.
2. The local real solutions of the IVP (8.1) with $k=2$ corresponding to data $v_{0} \in H^{s}(\mathbb{R}), s>1 / 4$, extend to any time interval $\left[0, T^{*}\right]$.

In [Gu], Guo and [Ki1] Kishimoto have extended these global results to the limiting cases $s=-3 / 4$ and $s=1 / 4$ for the KdV and the mKdV equations, respectively.

For the sake of completeness, we explain how the first step of this method works for the IVP associated to the KdV equation (8.1) $(k=1)$.

The material described below was essentially taken from the lecture notes given by Staffilani at IMPC (see [Sta3]).

One first notices that the operator defined in (8.16) is the identity operator on low frequencies $\{\xi:|\xi|<N\}$ and simply an integral operator in high frequencies. In general, it commutes with differential operators and maps $H^{s}(\mathbb{R})$ to $L^{2}(\mathbb{R})$.

As we mentioned before, the goal is to establish an estimate as the one in (8.18). To do so, we first use the fundamental theorem of calculus, the equation and integration by parts to get

$$
\begin{align*}
\|I v(t)\|_{2}^{2} & =\|I v(0)\|_{2}^{2}+\int_{0}^{t} \frac{d}{d s}(I v(s), I v(s)) d s \\
& =\|I v(0)\|_{2}^{2}+2 \int_{0}^{t}\left(\frac{d}{d s} I v(s), I v(s)\right) d s \\
& =\|I v(0)\|_{2}^{2}+2 \int_{0}^{t}\left(I\left(-v_{x x x}-v v_{x}\right), I v(s)\right) d s  \tag{8.19}\\
& =\|I v(0)\|_{2}^{2}+2 \int_{0}^{t}\left(I\left(-v v_{x}\right), I v(s)\right) d s \\
& =\|I v(0)\|_{2}^{2}+R(t)
\end{align*}
$$

where

$$
\begin{equation*}
R(t)=\int_{0}^{t} \int_{\mathbb{R}} \partial_{x}\left(-I v^{2}\right) I v d x d s \tag{8.20}
\end{equation*}
$$

is an error term. Hence,

$$
\begin{equation*}
\|I v(t)\|_{2}^{2}=\left\|I v_{0}\right\|_{2}^{2}+R(t) \tag{8.21}
\end{equation*}
$$

We shall show then that locally in time $R(t)$ is small. This can be achieved using local well-posedness estimates. Since one introduces the operator $I$ in this analysis, a well-posedness result involving it has to be proved. A similar argument as the one given in the proof of Theorem 7.8 and the bilinear estimates (7.91) obtained by Kenig, Ponce and Vega [KPV6] provide us the local well-posedness result. More precisely:
Theorem 8.4. For any $v_{0} \in H^{s}(\mathbb{R})$, $s>-3 / 4$, the IVP (8.1), $k=1$, is locally well-posed in the Banach space $I^{-1} L^{2}=\left\{\phi \in H^{s}(\mathbb{R})\right\}$ furnished with the norm $\|I \phi\|_{L^{2}}$, with time existence satisfying

$$
\begin{equation*}
T \gtrsim\left(\left\|I v_{0}\right\|_{2}\right)^{-\alpha}, \quad \alpha>0 . \tag{8.22}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\|\theta(\cdot / T) I v\|_{X_{0, b}} \leq C\left\|I v_{0}\right\|_{2}, \tag{8.23}
\end{equation*}
$$

where $\theta$ was defined in (7.73).

The proof of this theorem follows by using the same procedure to establish Theorem 7.8 once one has the bilinear estimate:

$$
\begin{equation*}
\left\|\partial_{x} I(u v)\right\|_{X_{0,-\frac{1}{2}+}} \leq c\|I u\|_{X_{0, \frac{1}{2}+}}\|I v\|_{X_{0, \frac{1}{2}+}} . \tag{8.24}
\end{equation*}
$$

To prove the bilinear estimate (8.24), one applies the usual bilinear estimate (7.91) due to Kenig, Ponce and Vega [KPV6] combined with the following extra smoothing bilinear estimate whose proof is given in [CKSTT5].

Proposition 8.1. The bilinear estimate:

$$
\begin{equation*}
\left\|\partial_{x}\{I u I v-I(u v)\}\right\|_{X_{0,-\frac{1}{2}-}} \leq c N^{-\frac{3}{4}+}\|I u\|_{X_{0, \frac{1}{2}+}}\|I v\|_{X_{0, \frac{1}{2}+}} \tag{8.25}
\end{equation*}
$$

holds.
Proof. Just to give a flavor of the proof we consider the case when $u$ is localized in a very small frequency $(|\xi| \ll 1)$ and $v$ localized in a very large one $(|\xi| \gg N)$. One notices that in this situation

$$
\mid\left(I(u v \widehat{v)-I} u I v)(\xi)\left|=\int_{\xi=\xi_{1}+\xi_{2}}\right| m(\xi)-m\left(\xi_{2}\right)| | \widehat{u}\left(\xi_{1}\right)| | \widehat{v}\left(\xi_{2}\right) \mid\right.
$$

Since $m$ is smooth, the mean value theorem yields

$$
\mid\left(I(u v \widehat{v)-I} u I v)(\xi)\left|\leq \int_{\xi=\xi_{1}+\xi_{2}}\right| m^{\prime}\left(\bar{\xi}_{2}\right)| | \widehat{u}\left(\xi_{1}\right)| | \widehat{v}\left(\xi_{2}\right) \mid,\right.
$$

where $\left|\bar{\xi}_{2}\right| \sim\left|\xi_{2}\right| \gg N$. Moreover, it is easy to check that $m^{\prime}\left(\bar{\xi}_{2}\right) \lesssim N^{-1} m\left(\xi_{2}\right)$. Thus,

$$
\begin{equation*}
\left\|\partial_{x}(I(u v)-I u I v)\right\|_{X_{0,-1 / 2+}} \leq N^{-1}\left\|\partial_{x}(I(u) I(v))\right\|_{X_{0,-1 / 2+}} . \tag{8.26}
\end{equation*}
$$

In this point, one uses the bilinear estimate (8.24) to get (8.25). For the estimates involving intermediate size frequencies the best gain that one can obtain is $N^{-3 / 4}$.

Next we will obtain the so-called almost conserved quantity from (8.21). Note that the cancellation property

$$
\begin{equation*}
\int_{0}^{t} \int_{-\infty}^{\infty} \partial_{x}(I u)^{2} I u d x d t=0 \tag{8.27}
\end{equation*}
$$

holds. In what follows this identity play an important role.
Using (8.27) one can write $R(t)$ as:

$$
\begin{equation*}
R(t)=\int_{0}^{t} \int_{-\infty}^{\infty} \partial_{x}\left\{(I v)^{2}-I\left(v^{2}\right)\right\} I v d x d s \tag{8.28}
\end{equation*}
$$

The Plancherel identity and the Cauchy-Schwarz inequality yield

$$
\begin{equation*}
|R(t)| \leq c\left\|\partial_{x}\left\{(I v)^{2}-I\left(v^{2}\right)\right\}\right\|_{X_{0,-\frac{1}{2}-}}\|I v\|_{X_{0, \frac{1}{2}+}} \tag{8.29}
\end{equation*}
$$

Now, using (8.29) and Proposition 8.1 the identity (8.21) gives the almost conservation law,

$$
\begin{equation*}
\|I v(t)\|_{2}^{2} \leq\|I v(0)\|_{2}^{2}+c N^{-\frac{3}{4}+}\|I v\|_{X_{0, \frac{1}{2}+}}^{3} . \tag{8.30}
\end{equation*}
$$

From (8.30), it is clear that the contribution of the error term $R(t)$ is very small for large $N$ and therefore one can use (8.30) in the iteration process to extend the local solution.

Now, we are in position to prove the following global well-posedness result.
Theorem 8.5. The IVP (8.1), $k=1$, is globally well-posed in $H^{s}(\mathbb{R})$ for all $s>$ $-3 / 10$.

Proof. It is enough to show that the IVP (8.1) can be extended to [0, $T$ ] for arbitrary $T>0$. To make the analysis easy, one uses the scaling (7.8) mentioned in Chapter 7. More precisely, if $v$ solves the IVP (8.1), $k=1$, with initial data $v_{0}$, then for $1>$ $\lambda>0$ so does $v_{\lambda}$, where $v_{\lambda}(x, t)=\lambda^{2} v\left(\lambda x, \lambda^{3} t\right)$, with initial data $v_{0}^{\lambda}(x)=\lambda^{2} v_{0}(\lambda x)$. Observe that $v$ exists in $[0, T]$ if and only if $v_{\lambda}$ exists in $\left[0, \lambda^{-3} T\right]$. So we are interested to extend $v_{\lambda}$ in $\left[0, \lambda^{-3} T\right]$.

An easy calculation shows that

$$
\begin{equation*}
\left\|I v_{0}^{\lambda}\right\|_{2} \leq c \lambda^{\frac{3}{2}+s} N^{-s}\left\|v_{0}\right\|_{s, 2}, \tag{8.31}
\end{equation*}
$$

where $N=N(T)$ is chosen later, but now we pick $\lambda=\lambda(N)$ by demanding

$$
\begin{equation*}
c \lambda^{\frac{3}{2}+s} N^{-s}\left\|v_{0}\right\|_{s, 2}=\sqrt{\frac{\varepsilon_{0}}{2}} \ll 1 \tag{8.32}
\end{equation*}
$$

From (8.32) one deduces that $\lambda \sim N^{\frac{2 s}{3+2 s}}$ and using (8.32) in (8.31) one gets

$$
\begin{equation*}
\left\|I v_{0}^{\lambda}\right\|_{2}^{2} \leq \frac{\varepsilon_{0}}{2} \ll 1 \tag{8.33}
\end{equation*}
$$

Therefore, if we choose $\varepsilon_{0}$ arbitrarily small, then from Theorem 8.4 we see that IVP (8.1), $k=1$, is well-posed for all $t \in[0,1]$.

Now, using the almost-conserved quantity (8.30), the identity (8.33), and Theorem 8.4, one gets

$$
\begin{equation*}
\left\|I v_{\lambda}(1)\right\|_{2}^{2} \leq \frac{\varepsilon_{0}}{2}+c N^{-\frac{3}{4}+}\left[3 \frac{\varepsilon_{0}}{2}\left(\frac{\varepsilon_{0}}{2}\right)^{1 / 2}\right] \leq \varepsilon_{0}+c N^{-\frac{3}{4}+} \varepsilon_{0} . \tag{8.34}
\end{equation*}
$$

So, one can iterate this process $c^{-1} N^{\frac{3}{4}-}$ times before doubling $\left\|I v_{\lambda}(t)\right\|_{2}^{2}$. Hence, one can extend the solution in the time interval $\left[0, c^{-1} N^{\frac{3}{4}-}\right.$ ] by taking $c^{-1} N^{\frac{3}{4}-}$
times steps of size $O(1)$. As one is interested to define the solution in the time interval $\left[0, \lambda^{-3} T\right]$, one chooses $N=N(T)$ such that $c^{-1} N^{\frac{3}{4}-} \geq \lambda^{-3} T$. That is,

$$
N^{\frac{3}{4}-} \geq c \frac{T}{\lambda^{3}} \sim T N^{\frac{-6 s}{3+2 s}}
$$

Therefore, for large $N$, the existence interval is arbitrarily large if we choose $s$ such that $s>-3 / 10$. This completes the proof of the theorem.

Question 2. For these global solutions whose regularity is below or between those given by the conservation law, one can ask for upper and lower bounds for the growth of the $H^{s}$-norm.

Theorem 8.1 provides some upper bound. In the case $k=2$, where infinitely many conservation laws are available, one has the upper bound

$$
\begin{equation*}
\sup _{t \in[0, T]}\|v(t)\|_{s, 2} \leq c T^{\theta(s)}, \quad \theta(s)=\min \{s-[s],[s+1]-s\} \tag{8.35}
\end{equation*}
$$

(see [Fo], [Sta1]). A similar result for the case $k=1$ is unknown as well as any lower bound estimate of the growth of the $H^{s}$-norm of the solutions.

For the case $k=3$, the best-known global result for large $H^{s}$-data is due to [GPS] for $s>-1 / 42$. We recall that $s_{3}=-1 / 6$ and the results in [To6] included global well-posedness for small data in $\dot{H}^{-1 / 6}(\mathbb{R})$.

### 8.2 Case $k=4$

In this section, we shall first attempt to describe some of the main results in a series of works by Martel and Merle. Among other conclusions, they proved that blowup in finite time occurs in some $H^{1}$ local solutions of the IVP (8.1) with $k=4$. Later, we shall add some further analysis with a more precise description of the dynamics of this blow-up result given by Martel, Merle, and Raphael.

For convenience sake we shall follow their notation, so we rewrite the equation in (8.1) with $k=4$ in divergence form to get

$$
\left\{\begin{array}{l}
\partial_{t} u+\partial_{x}\left(\partial_{x}^{2} u+u^{5}\right)=0  \tag{8.36}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

i.e., $v(x, t)=\sqrt[4]{5} u(x, t)$. In this setting, the conservation law $E$ (or $I_{3}$ ) becomes

$$
\begin{equation*}
E\left(u_{0}\right)=\int_{-\infty}^{\infty}\left[\left(\partial_{x} u\right)^{2}-\frac{2}{6} u^{6}\right](x, t) d x \tag{8.37}
\end{equation*}
$$

We shall recall that the "traveling wave" $\varphi(x)=3^{\frac{1}{4}} \operatorname{sech}^{\frac{1}{2}}(2 x)$ satisfies

$$
\begin{equation*}
\varphi^{\prime \prime}+\varphi^{5}=\varphi \tag{8.38}
\end{equation*}
$$

and $E(\varphi)=0$.
In [W3], Weinstein (see Exercise 6.6) obtained the following sharp version of a Gagliardo-Nirenberg inequality,

$$
\begin{equation*}
\text { for all } w \in H^{1}(\mathbb{R}), \quad \frac{1}{6} \int w^{6} d x \leq \frac{1}{2}\left(\frac{\int w^{2}}{\int \varphi^{2}}\right)^{2} \int\left(\partial_{x} w\right)^{2} d x \tag{8.39}
\end{equation*}
$$

Thus, if $u_{0} \in H^{1}(\mathbb{R})$ with $\left\|u_{0}\right\|_{2}<\|\varphi\|_{2}$, one has

$$
\begin{equation*}
\frac{1}{2}\left(1-\frac{\int u_{0}^{2}}{\int \varphi^{2}}\right)^{2} \int\left(\partial_{x} u\right)^{2}(x, t) d x \leq E\left(u_{0}\right) \quad \text { for all } \quad t \in \mathbb{R} \tag{8.40}
\end{equation*}
$$

This a priori estimate together with $I_{2}\left(\|u(t)\|_{2}=\left\|u_{0}\right\|_{2}\right)$ allows one to extend the local solution of (8.36) globally in time.

Notice that based on homogeneity, Theorem 7.2 guarantees the existence of global solutions for $u_{0} \in L^{2}(\mathbb{R})$ with $\left\|u_{0}\right\|_{2}<\delta$ sufficiently small. From these results, it is reasonable to conjecture that $\delta=\|\varphi\|_{2}$ (see the comments at the end of this chapter).

Also from the proof of Theorem 7.4 with $u_{0} \in H^{s}(\mathbb{R}), s \in(0,1]$, and using an idea in $[\mathrm{CzW} 4]$ one has that if there exists $T^{*} \in(0, \infty)$ such that

$$
\begin{equation*}
\lim _{t \uparrow T^{*}}\|u(t)\|_{s, 2}=\infty \quad \text { for } s \in[0,1) \tag{8.41}
\end{equation*}
$$

then

$$
\begin{equation*}
\|u(t)\|_{s, 2} \geq c\left(T^{*}-t\right)^{-s / 3} \tag{8.42}
\end{equation*}
$$

and by [W], [Me5] there exist $c_{0}, R_{0}>0$ both depending on $\left\|u_{0}\right\|_{2}$ such that

$$
\begin{equation*}
\lim _{t \uparrow T^{*}} \inf \int_{|x-x(t)| \leq R_{0}\left(T^{*}-t\right)^{1 / 3}}|u(x, t)|^{2} d x \geq c_{0} \tag{8.43}
\end{equation*}
$$

for some function $x(t)$.
The next result by Martel and Merle [MM3] tells us that any global $H^{1}$ solution of (8.36) that at $t=0$ is close to a traveling wave and does not disperse has to be precisely the traveling wave.
Theorem 8.6 ([MM3] of Liouville's type). Let $u_{0} \in H^{1}(\mathbb{R})$ and let

$$
\begin{equation*}
\left\|u_{0}-\varphi\right\|_{1,2}=\alpha \tag{8.44}
\end{equation*}
$$

Suppose that the corresponding $H^{1}$ solution $u=u(x, t)$ of (8.36) satisfies:
(i) There exist $c_{1}, c_{2}>0$ such that

$$
\begin{equation*}
c_{1} \leq\|u(t)\|_{1,2} \leq c_{2} \quad \text { for all } t \in \mathbb{R} . \tag{8.45}
\end{equation*}
$$

(ii) There exists $x(t)$ such that for every $\varepsilon>0$ there exists $R_{0}>0$ so that

$$
\begin{equation*}
\inf _{x(t) \in \mathbb{R}} \int_{|x-x(t)|>R_{0}} u^{2}(x, t) d x \leq \varepsilon \quad \text { for all } t \in \mathbb{R} . \tag{8.46}
\end{equation*}
$$

Then, there exists $\alpha_{0}>0$ such that for $\alpha \in\left(0, \alpha_{0}\right)$ in (8.44) one has

$$
\begin{equation*}
u(x, t)=\lambda_{0}^{1 / 2} \varphi\left(\lambda_{0}\left(x-x_{0}\right)-\lambda_{0}^{3} t\right) \tag{8.47}
\end{equation*}
$$

for some $\lambda_{0} \in \mathbb{R}^{+}$and $x_{0} \in \mathbb{R}$.
The proof of this theorem is quite interesting.
First, the problem is renormalized by properly fixing the "center of mass" $x(t)$ and the "scaling" $\lambda(t)$, which is possible due to the invariance up to translations and dilations of the equation. Next, the authors establish a uniform-in-time exponential decay in the $x$-variable by using (8.46). Once this exponential decay is available they reduce the problem in studying which solutions of the associated linearized equation have such decay. They show that the solutions should have nontrivial projection on the singular spectrum of the linearized problem. But this possibility is withdrawn by using the choice of the parameters $x(t), \lambda(t)$. So the solution of the linearized problem has to be the trivial one.

The next theorem complements the result in Theorem 8.6.
Theorem 8.7 ([MM5]). Under the hypotheses (8.44) and (8.45) in Theorem 8.6 there exists $\alpha_{1}$ such that if $\alpha \in\left(0, \alpha_{1}\right)$, then there exist $\lambda(t), x(t)$ such that

$$
\begin{equation*}
\lambda^{1 / 2}(t) u(\lambda(t)(x-x(t)), t)=\varphi(x)+u_{R}(x, t) \tag{8.48}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{R}(t) \underset{\text { (weakly) }}{\stackrel{\rightharpoonup}{l n}} 0 \quad \text { in } H^{1} \text { as } t \uparrow \infty \tag{8.49}
\end{equation*}
$$

In fact, one has that

$$
\begin{equation*}
\lambda(t) \in\left(\lambda_{1}, \lambda_{2}\right) \text { for all } t \text { and } \quad x(t) \uparrow \infty \text { as } t \uparrow \infty \tag{8.50}
\end{equation*}
$$

In [MM1], Martel and Merle studied the stability of the traveling wave solution of the IVP (8.1) with $k=4$.

We recall that it was shown in [Be1] and [BSS] that for the IVP (8.1) with $k=$ $1,2,3$, the corresponding traveling waves were stable and in [BSS] that for $k \geq 5$ they were unstable. Also, we recall that for the IVP (8.36), we have that $\varphi$ satisfies

$$
E(\varphi)=\int\left(\left(\varphi^{\prime}\right)^{2}-\frac{2}{6} \varphi^{6}\right) d x=0
$$

and using (8.38) that

$$
D E(\varphi) \phi=\left.\frac{d}{d \eta} E(\varphi+\eta \phi)\right|_{\eta=0}=2 \int\left(\varphi^{\prime} \phi^{\prime}-\varphi^{5} \phi\right) d x
$$

$$
=-2 \int\left(\varphi^{\prime \prime}+\varphi^{5}\right) \phi d x=-2 \int \varphi \phi d x=\langle-2 \varphi, \phi\rangle
$$

So,

$$
D E(\varphi)=-2 \varphi
$$

Let $\varepsilon \in H^{1}(\mathbb{R})$ with $\|\varepsilon\|_{1,2} \ll 1$; thus, $E(\varphi+\varepsilon) \sim\langle-2 \varphi, \varepsilon\rangle$.
The next result establishes the instability of the traveling wave in this critical case $k=4$ in (8.1) (see also (8.36)).

Theorem 8.8 ([MM1]). There exist $\alpha_{0}, a_{0}, b_{0}, c_{0}>0$ such that if $u_{0}=\varphi+\varepsilon$ with

$$
\begin{align*}
\varepsilon \in H^{1}(\mathbb{R}), & \|\varepsilon\|_{1,2}<a_{0},  \tag{8.51}\\
|\varepsilon(x)|<b_{0}(1+x)^{-2}, & \text { for all } x>0 \tag{8.52}
\end{align*}
$$

and

$$
\begin{equation*}
0<\int \varepsilon \varphi d x<c_{0} \int \varphi^{2} d x \tag{8.53}
\end{equation*}
$$

then there exists $t_{0}=t_{0}\left(u_{0}\right)$ such that

$$
\begin{equation*}
\inf _{y \in \mathbb{R}}\left\|u\left(\cdot, t_{0}\right)-\varphi(\cdot-y)\right\|_{1,2} \geq \alpha_{0} . \tag{8.54}
\end{equation*}
$$

In fact, they show that (8.54) holds in $L^{2}(\mathbb{R})$. Observe that taking $\varepsilon_{n}=n^{-1} \varphi$ for $n$ large enough, $\varepsilon_{n}$ satisfies the hypotheses (8.51)-(8.53). Similarly, if $\varepsilon=a \varphi+\varepsilon_{0}$ with $x \varepsilon^{2} \in L^{1},(1+x)^{2}\left|\varepsilon_{0}(x)\right| \leq c_{0}$ for all $x \geq 0$ with $\left\|\varepsilon_{0}\right\|_{1,2} \leq b_{0} \sqrt{a_{0}}$, then $\varepsilon$ also satisfies (8.51)-(8.53).

In [Me4], Merle proved the existence of blow-up solutions of (8.36) in finite or infinite time.

Theorem 8.9 ([Me4]). There exists $\alpha_{0}>0$ such that if $u_{0} \in H^{1}(\mathbb{R})$ with

$$
\begin{equation*}
E\left(u_{0}\right)<0 \quad \text { and } \quad \int \varphi^{2}<\int u^{2}<\int \varphi^{2}+\alpha_{0} \tag{8.55}
\end{equation*}
$$

then the corresponding solution $u(t)$ of (8.36) blows up in the $H^{1}$-norm in finite or infinite time.

Observe that since $E(\varphi)=0$ and $D E(\varphi)=-2 \varphi$ there is a large class of data $u_{0}$ satisfying (8.55) whose corresponding solution blows up.

In [MM5], the authors showed that any blowup solution close to the traveling wave $\varphi$ behaves asymptotically like it up to rescaling and translation, i.e., for some $C^{1}$ functions $x(t), \lambda(t)$,

$$
\pm \lambda^{1 / 2}(t) u(\lambda(t) x+x(t), t) \rightharpoonup \varphi \quad \text { in } H^{1}(\mathbb{R}) \text { as } t \uparrow T, \quad T \leq \infty
$$

(See [ABLS] for a related result.)

As a consequence they established that the blowup at finite time must occur at a rate that in particular excludes the possibility of blowup at the self-similar rate:

$$
u(x, t) \sim \frac{1}{(T-t)^{1 / 6}} h\left[\frac{x-x(t)}{(T-t)^{1 / 3}}\right]
$$

since they establish that in this case (finite blow up time $T$ )

$$
\lim _{t \uparrow T}(T-t)^{1 / 3}\left\|\partial_{x} u(\cdot, t)\right\|_{2}=\infty
$$

Based on these works, Martel and Merle were able to show the blowup in finite time [MM4] for solutions corresponding to data $u_{0}$ with negative energy ( $E\left(u_{0}\right)<0$ ), $L^{2}$-norm close to that of the solitary wave, see (8.55), and with sufficient decay at the right, i.e., there exists $\theta>0$ such that for all $x_{0}>0$

$$
\begin{equation*}
\int_{x \geq x_{0}} u_{0}^{2}(x) d x \leq \frac{\theta}{x_{0}^{6}} . \tag{8.56}
\end{equation*}
$$

Theorem 8.10 ([MM4]). Under the hypotheses (8.55) and (8.56) the corresponding solutions of the IVP (8.36) blowup in finite time $T<\infty$, i.e.,

$$
\begin{equation*}
\lim _{t \uparrow T}\left\|\partial_{x} u(t)\right\|_{2}=\infty \tag{8.57}
\end{equation*}
$$

Moreover, let $t_{n} \uparrow T$ be the sequence defined as:

$$
\begin{equation*}
\left\|\partial_{x} u\left(\cdot, t_{n}\right)\right\|_{2}=2^{n}\left\|\partial_{x} \varphi\right\|_{2} \tag{8.58}
\end{equation*}
$$

with

$$
\left\|\partial_{x} u(\cdot, t)\right\|_{2}>2^{n}\left\|\partial_{x} \varphi\right\|_{2}, \quad t \in\left(t_{n}, T\right) .
$$

Then there exists $n_{0}=n\left(u_{0}\right)$ such that for all $n \geq n_{0}$,

$$
\begin{equation*}
\left\|\partial_{x} u\left(\cdot, t_{n}\right)\right\|_{2} \leq \frac{c_{0}}{\left|E\left(u_{0}\right)\right|\left(T-t_{n}\right)}, \tag{8.59}
\end{equation*}
$$

where $c_{0}=4\left(\int \varphi\right)^{2}\left\|\partial_{x} \varphi\right\|_{2}$.
The proof of this theorem used the results in the previous ones together with some elliptic and oscillatory integral-type estimates.

Finally, we have their following result regarding the nonexistence of minimal mass blow up solutions.

Theorem 8.11 ([MM6]). Let $u_{0} \in H^{1}(\mathbb{R})$ be such that

$$
\left\|u_{0}\right\|_{2}=\|\varphi\|_{2} .
$$

Assume that for some $c>0$ and $\theta>3$

$$
\int_{x>x_{0}} u_{0}^{2}(x) d x \leq \frac{c}{x_{0}^{\theta}} \quad \text { for all } x_{0}>0
$$

Then the corresponding solution $u(t)$ of the IVP (8.36) does not blowup in $H^{1}(\mathbb{R})$ either in finite or in infinite time.

We recall that for $u_{0} \in H^{1}(\mathbb{R})$ with $\left\|u_{0}\right\|_{2}<\|\varphi\|_{2}$ global existence is known (see 8.40). Also that for the NLS with critical power there exists a unique (up to the invariants of the equation) blow-up solution with minimal mass, i.e., a blow-up solution for

$$
\left\{\begin{array}{l}
i \partial_{t} u+\Delta u+|u|^{4 / n} u=0 \\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

$\alpha=1+4 / n$, and $\left\|u_{0}\right\|_{2}=\|\varphi\|_{2}$, where $\varphi$ is a solution of (7.10) (see [Me3]).
The blow-up problem for the local solutions of the IVP (8.36) has been revised in the sequence of works [MMR1], [MMR2], [MMR3]. In these papers, a more concise description of the results in Theorems 8.9, 8.10, and 8.11 was established.

By defining the $L^{2}$-tubular neighborhood of the soliton manifold:

$$
\mathcal{V}_{\alpha^{*}}=\left\{u \in H^{1}(\mathbb{R}): \operatorname{Inf}_{\lambda_{0}>0, x_{0} \in \mathbb{R}}\left\|u-\frac{1}{\lambda_{0}} \varphi\left(\left(\cdot-x_{0}\right) / \lambda_{0}\right)\right\|_{2}<\alpha^{*}\right\},
$$

and the set of data:

$$
\mathcal{A}_{\alpha_{0}}=\left\{u_{0}=\varphi+\varepsilon_{0}:\left\|\varepsilon_{0}\right\|_{2}<\alpha_{0}, \int_{y>0} y^{10} \varepsilon_{0}(y) d y<1\right\}
$$

with $0<\alpha_{0} \ll \alpha^{*}<1$ and $\varphi$ the soliton (8.38), it was obtained in [MMR1] the following blow-up scenario near the soliton in $\mathcal{A}_{\alpha_{0}}$.

Theorem 8.12 ([MMR1]). There exist universal constants $\alpha_{0}$, $\alpha^{*}$ with $0<\alpha_{0} \ll$ $\alpha^{*}<1$ such that if $u_{0} \in \mathcal{A}_{\alpha_{0}}$, with $E\left(u_{0}\right) \leq 0$ and $u_{0} \neq \varphi$, then the corresponding solution $u(t)$ blows up in finite time $T$ and for $t \in[0, T) u(t) \in \mathcal{V}_{\alpha^{*}}$. Moreover, there exists $l_{0}=l_{0}\left(u_{0}\right)>0$ such that

$$
\left\|\partial_{x} u(t)\right\|_{2} \sim \frac{\left\|\varphi^{\prime}\right\|_{2}}{l_{0}(T-t)}, \text { as } t \uparrow T
$$

and $\exists \lambda(t), x(t), u^{*} \in H^{1}, u^{*} \neq 0$ such that

$$
u(x, t)-\frac{1}{\lambda^{1 / 2}(t)} \varphi\left(\left(x-x_{0}\right) / \lambda(t)\right) \rightarrow u^{*} \text { in } L^{2} \text { as } t \uparrow T
$$

with

$$
\lambda(t) \sim l_{0}(T-t) \quad \text { and } \quad x(t) \sim \frac{1}{l_{0}^{2}(T-t)}
$$

Also, there exists $\rho_{0}=\rho_{0}\left(u_{0}\right)>0$ such that if $v_{0} \in \mathcal{A}_{\alpha_{0}}$ with $\left\|u_{0}-v_{0}\right\|_{1,2}<\rho_{0}$, then the corresponding solution $v(t)$ blows up in finite time $T\left(v_{0}\right)$ in the manner described above.

Notice that $x(t) \rightarrow \infty$ as $t \uparrow T$. The next result found in [MMR1] gives a picture of the dynamic of the solution flow in $\mathcal{A}_{\alpha_{0}}$.

Theorem 8.13 ([MMR1]). There exist universal constants $\alpha_{0}, \alpha^{*}$ with $0<$ $\alpha_{0} \ll \alpha^{*}<1$ such that if $u_{0} \in \mathcal{A}_{\alpha_{0}}$, then one of the following three possibilities occurs:
(i) $\exists t^{*} \in[0, T)$ such that $u\left(t^{*}\right) \notin \mathcal{V}_{\alpha^{*}}$.
(ii) The solution $u(t)$ blows up in finite time in the regime of the previous theorem.
(iii) The solution is global, for all $t, u(t) \in \mathcal{V}_{\alpha^{*}}$ and there exist $\lambda_{\infty}>0, x(t)$ such that

$$
\begin{gathered}
\lambda_{\infty}^{1 / 2} u\left(\lambda_{\infty}(\cdot+x(t)), t\right) \rightarrow \varphi \text { in } H_{l o c}^{1} \quad \text { as } \quad t \uparrow \infty \\
x(t) \sim \frac{t}{\lambda_{\infty}} \quad \text { and } \quad\left|\lambda_{\infty}-1\right|=o(1) \quad \text { as } \quad \alpha_{0} \downarrow 0 .
\end{gathered}
$$

Thus, the set of data found in (i) and (ii) are open. Also, results in [MMR3] delineates the exit scenario (i) in Theorem 8.13 and the existence and uniqueness of the minimal mass blowup element.

The following result shows that the decay assumption in the definition of $\mathcal{A}_{\alpha_{0}}$ is essential in the above theorems. More precisely, $H^{1}$-data with slower right decay may produce "exotic" blow-up rates.

## Theorem 8.14 ([MMR3]).

(i) $\forall \gamma>11 / 13 \exists u \in C\left([0, T): H^{1}(\mathbb{R})\right)$ solution of the IVP (8.36) which blows up at $t=T$ with

$$
\left\|\partial_{x} u(t)\right\|_{2} \sim \frac{1}{(T-t)^{\gamma}}
$$

(ii) $\exists u \in C\left([0, \infty): H^{1}(\mathbb{R})\right)$ solution of the IVP (8.36) such that

$$
\left\|\partial_{x} u(t)\right\|_{2} \sim e^{t}
$$

(iii) $\forall \gamma>0 \exists u \in C\left([0, \infty): H^{1}(\mathbb{R})\right)$ solution of the IVP (8.36) such that

$$
\left\|\partial_{x} u(t)\right\|_{2} \sim t^{\gamma}
$$

The possibility of continua blow up rates were first observed in [KST] for solutions of the $H^{1}\left(\mathbb{R}^{3}\right)$-critical semilinear wave equations.

### 8.3 Comments

The global solution for the IVP (8.1) with $k \geq 5$ with small data $v_{0} \in H^{1}(\mathbb{R})$ follows by the argument used in (8.5). This tells us that

$$
\begin{equation*}
E\left(v_{0}\right) \geq\left\|\partial_{x} v(t)\right\|_{2}^{2}-c_{k}\left\|\partial_{x} v(t)\right\|_{2}^{k / 2}\left\|v_{0}\right\|_{2}^{2+2 / k} \tag{8.60}
\end{equation*}
$$

Since at $t=0$ we have

$$
E\left(v_{0}\right) \geq\left\|\partial_{x} v_{0}\right\|_{2}^{2}-c_{k}\left\|\partial_{x} v_{0}\right\|_{2}^{k / 2}\left\|v_{0}\right\|_{2}^{2+2 / k}
$$

then for $\left\|v_{0}\right\|_{2}+\left\|\partial_{x} v_{0}\right\|_{2} \ll 1$ one has $E\left(v_{0}\right)>0$, which inserted into (8.60) provides an a priori estimate for $\left\|\partial_{x} v(t)\right\|_{2}$ through an argument similar to the one in (6.11). This combined with $I_{2}$ gives an a priori estimate for $\|v(t)\|_{1,2}$.

More precisely, in [FaLP] Farah, Linares and Pastor following some arguments in [HR1] proved

Theorem 8.15. Let $u_{0} \in H^{1}(\mathbb{R})$. Let $k>4$ and $s_{k}=(k-4) / 2 k$. Suppose that

$$
\begin{equation*}
E\left(u_{0}\right)^{s_{k}} I_{2}\left(u_{0}\right)^{1-s_{k}}<E(Q)^{s_{k}} I_{2}(Q)^{1-s_{k}}, \quad E\left(u_{0}\right) \geq 0 . \tag{8.61}
\end{equation*}
$$

If

$$
\begin{equation*}
\left\|\partial_{x} u_{0}\right\|_{2}^{s_{k}}\left\|u_{0}\right\|_{2}^{1-s_{k}}<\left\|\partial_{x} Q\right\|_{2}^{s_{k}}\|Q\|_{2}^{1-s_{k}} \tag{8.62}
\end{equation*}
$$

then for any $t$ as long as the solution exists,

$$
\begin{equation*}
\left\|\partial_{x} u(t)\right\|_{2}^{s_{k}}\left\|u_{0}\right\|_{2}^{1-s_{k}}=\left\|\partial_{x} u(t)\right\|_{2}^{s_{k}}\|u(t)\|_{2}^{1-s_{k}}<\left\|\partial_{x} Q\right\|_{2}^{s_{k}}\|Q\|_{2}^{1-s_{k}}, \tag{8.63}
\end{equation*}
$$

where $Q(x)=(k+1)^{1 / k} \phi_{1, k}(x)$ and $\phi_{1, k}$ is unique positive even solution of the equation (7.7).

This in turn implies that $H^{1}$ solutions exist globally in time.
We also recall that in the case $k \geq 5$ global well-posedness based on the homogeneity (scaling argument) was established in Theorem 7.5 for small data in $\dot{H}^{s_{k}}(\mathbb{R})$, $s_{k}=1 / 2-2 / k$.

The problem of describing the long time behavior of solutions to the generalized KdV equation corresponding to "small" data was studied by Hayashi and Naumkin [HN1], [HN2].

In [HN1], they answered the following question: what is the smallest power $\rho$ which guarantees that "small" solutions of the generalized KdV equation:

$$
\begin{equation*}
\partial_{t} u+\partial_{x}^{3} u+|u|^{\rho-1} \partial_{x} u=0, \quad \rho>1, \tag{8.64}
\end{equation*}
$$

behave as the solutions of the associated linear problem (7.21) and scatter? They showed that if $\rho>3$ and the data $u_{0}$ satisfies that

$$
\begin{equation*}
\left\|\left(1+x^{2}\right)^{1 / 2} \Lambda u_{0}\right\|_{2} \leq \varepsilon \quad(\text { for some } \varepsilon \text { fixed } \ll 1) \tag{8.65}
\end{equation*}
$$

then the corresponding solution $u(\cdot, t)$ of (8.64) satisfies that for any $t>0$,

$$
\begin{equation*}
\|u(\cdot, t)\|_{p} \leq c(1+t)^{-1 / 3 p^{\prime}}, \quad p \in(4, \infty], \frac{1}{p}+\frac{1}{p^{\prime}}=1 \tag{8.66}
\end{equation*}
$$

Moreover, there exists $u_{+} \in L^{2}(\mathbb{R})$ such that for $t>0$

$$
\begin{equation*}
\left\|u(\cdot, t)-V(t) u_{+}\right\|_{2} \leq c t^{-(\rho-3) / 3} \tag{8.67}
\end{equation*}
$$

(see the notations in (3.1) and (7.22)).
In [HN2], they proved that the above result is optimal by establishing that "small" solutions of the mKdV ( $\rho=3$ in (8.64)), although satisfy (8.65), they do not hold (8.66). (The description of their asymptotic behavior involves the self-similar solutions $\left(=\frac{1}{\sqrt[3]{t}} \omega\left(\frac{x}{\sqrt[3]{t}}\right)\right)$ of the mKdV$)$.

Consider the periodic boundary value problem:

$$
\left\{\begin{array}{l}
\partial_{t} v+\partial_{x}^{3} v+v^{k} \partial_{x} v=0  \tag{8.68}\\
v(x, 0)=v_{0}(x) \in H^{s}(\mathbb{T})
\end{array}\right.
$$

$t \in \mathbb{R}, x \in \mathbb{T}, k \in Z^{+}$. Global well-posedness for (8.68) with $k=1,2,3$ has been established in $H^{s}(\mathbb{T})$ with $s \geq-1 / 2, s \geq 1 / 2, s>5 / 6$, respectively, by Colliander, Keel, Staffilani, Takaoka and Tao [CKSTT4], [CKSTT5].

For $k \geq 4$ the best results are due to Staffilani [Sta2] ( $s \geq 1$ with a smallness condition on the $\left\|v_{0}\right\|_{2}$ norm).

In the same regard for the IVP (8.36), global well-posedness was obtained in $H^{s}(\mathbb{R})$ with $s>6 / 13$ (see [MSWX]) for data satisfying $\left\|u_{0}\right\|_{2}<\|\varphi\|_{2}$ (improving previous results in [FLP1] $(s>3 / 4)$ and in [Fa] $(s>3 / 5))$. As it was mentioned this result should hold in $L^{2}$, i.e., if $u_{0} \in L^{2}(\mathbb{R})$ and $\left\|u_{0}\right\|_{2}<\|\varphi\|_{2}$, then the local solution extends globally or $\delta=\|\varphi\|_{2}$ in Theorem 7.2 with $\varphi$ as in (8.38).

Next, we shall briefly comment on stability for the solitary wave solutions (7.6) for the k-generalized Korteweg-de Vries (k-gKdV) equation. In [Be1] and [Bn2], the stability of the solitary wave solution for the KdV equation was established. The stability is understood in the following sense: Given $\varepsilon>0$, there exists $\delta>0$ such that if $\left\|v_{0}-\phi_{c, 1}\right\|_{1,2}<\delta$, then for all $t \in \mathbb{R}$, there is $x(t)$ such that

$$
\begin{equation*}
\left\|v(\cdot+x(t), t)-\phi_{c, 1}(\cdot)\right\|_{1,2}<\varepsilon \tag{8.69}
\end{equation*}
$$

this is known as orbital stability.
For the $\mathrm{k}-\mathrm{gKdV}$, it was proved in [BSS] that for $k<4$ (subcritical case) the solitary waves are stable, and for $k>4$ they are unstable (see also [GSS]). Martel and Merle [MM1] have shown the instability of the solitary waves in the critical case $k=4$. Regarding asymptotic stability of the solitary waves $\phi_{c, k}$, Pego and Weinstein [PW] obtained results for the cases $k=1$ and $k=2$ for data decaying exponentially as $x \rightarrow \infty$. In [MM2], the following assertion was proved: Given $c_{0}$ there exists a $\delta_{0, c_{0}}$ such that for $\left\|v_{0}-\phi_{c_{0}, k}\right\|_{1,2} \leq \delta_{0, c_{0}}$ there exist $c_{\infty}$ a constant and $x(t)$ a real function so that

$$
v(x+x(t), t) \rightharpoonup \phi_{c_{\infty}, k} \quad \text { in } \quad H^{1} \quad \text { as } t \rightarrow \infty
$$

for $k=1,2,3$, i.e., the subcritical case.
The results listed above were obtained in the $H^{1}$-norm. Merle and Vega [MV] have shown the stability and asymptotic stability for the solitary wave solutions of the KdV equation in the $L^{2}$-norm. More precisely, in [MV] the following result was
proved (see also [MiT]): Let $c_{0}>\sigma>0$. Then, there exist $\hat{c}, \delta>0$ such that if $u(x, t)$ is a solution of the IVP (8.1) with $k=1(\mathrm{KdV})$ such that

$$
u(x, 0)=\phi_{c_{0}, 1}(x)+v_{0}(x), \quad \text { with } \quad\left\|v_{0}\right\|_{2}<\delta,
$$

then there exist $c_{+}>0$ and $x:[0, \infty) \mapsto \mathbb{R}$ a $C^{1}$ function such that

$$
\begin{gathered}
\sup _{t>0}\left\|u(\cdot, t)-\phi_{c_{0}, 1}(\cdot-x(t))\right\|_{2} \leq \hat{c}\left\|v_{0}\right\|_{2}^{1 / 2} \\
c_{+}=\lim _{t \rightarrow \infty} x(t) \\
\left|c_{+}-c_{0}\right|+\sup _{t \geq 0}\left|\dot{x}(t)-c_{0}\right| \leq c\left\|v_{0}\right\|_{2}
\end{gathered}
$$

and

$$
\lim _{t \rightarrow \infty} \int_{x>\sigma t}\left|u(x, t)-\phi_{c_{+}, 1}(x-x(t))\right|^{2} d x=0 .
$$

In [KM], the stability of the traveling wave solution for the quartic KdV , i.e., $k=3$ in (8.1), was studied in the critical space $\dot{H}^{-1 / 6}(\mathbb{R})$.

In [W4], Weinstein deduced the following variational characterization of the traveling wave $\phi_{c, k}$ in (7.6):

If $u(x, t)$ is a solution of (8.1) with $k=1,2,3,4$ such that

$$
\begin{equation*}
I_{3}(u(t))=I_{3}\left(\phi_{c, k}\right) \quad \text { and } \quad I_{2}(u(t))=I_{2}\left(\phi_{c, k}\right) \quad \text { for some } \quad c>0 . \tag{8.70}
\end{equation*}
$$

Then, $u(x, t)=\phi_{c, k}\left(x-x_{0}-c t\right)$ for some $x_{0} \in \mathbb{R}$.
In particular, this implies (see Exercise 8.4) that if $u=u(x, t)$ is a solution of (8.1) with $k=1,2,3,4$ such that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \operatorname{Inf}_{y \in \mathbb{R}}\left\|u(\cdot, t)-\phi_{c, k}(\cdot-y)\right\|_{1,2}=0 \tag{8.71}
\end{equation*}
$$

then $u(x, t)=\phi_{c, k}\left(x-x_{0}-c t\right)$ for some $x_{0} \in \mathbb{R}$.
Based on the previous works [DM], [DRu], concerning related results for the NLS in [Cb] it was shown that (8.71) fails for $n \geq 5$. More precisely, it was proved the existence of a one parameter family of special solutions of (8.1) with $k \geq 5$ $\left\{U^{A}(x, t)\right\}_{A \in \mathbb{R}}$ such that

$$
\lim _{t \rightarrow \infty} \operatorname{Inf}_{y \in \mathbb{R}}\left\|U^{A}(\cdot, t)-\phi_{c, k}(\cdot-y)\right\|_{1,2}=0
$$

Moreover, if $u=u(x, t)$ is a global solution of (8.1) with $k \geq 5$ such that

$$
\lim _{t \rightarrow \infty} \operatorname{Inf}_{y \in \mathbb{R}}\left\|u(\cdot, t)-\phi_{c, k}(\cdot-y)\right\|_{1,2}=0
$$

then

$$
u(x, t)=U^{A}\left(x-x_{0}, t\right), \quad t \geq t_{0}, \quad \text { for some } \quad A, t_{0}, x_{0} \in \mathbb{R}
$$

In [AlMn1], it was established that the breather solutions of the mKdV equation (7.108) are orbitally stable in the $H^{1}$ topology.

In the introduction to this chapter we mentioned the fact that the KdV and mKdV equations can be solved via the inverse scattering method. Now, we would like to describe some interesting applications deduced from this method. The first one regards the construction of explicit solutions called $N$-solitons. These solutions generalize the solitary wave solutions or "solitons" (7.6) $(k=1,2)$ (see [Lb], [Hi1], [Sc]). In particular, they describe the interaction between several solitons with different speeds. In addition, the $N$-soliton solutions decompose exactly as a sum of $N$ solitons as $t \rightarrow+\infty$. In other words, for any given $0<c_{1}<c_{2}<\cdots<c_{N}$, $x_{1}, \ldots, x_{N}$, there exists an explicit $N$-soliton solution $v(t)$ such that

$$
\begin{equation*}
\left\|v(t)-\sum_{j=1}^{N} \phi_{c_{j}, k}\left(\cdot-x_{j}-c_{j} t\right)\right\|_{1,2} \rightarrow 0 \text { as } t \rightarrow+\infty . \tag{8.72}
\end{equation*}
$$

Another interesting result obtained in [ES] for the case $k=1$ is the following: Any sufficiently smooth and decaying solution $v$ of (7.1) splits into two parts as $t \rightarrow \infty$, i.e.,

$$
v(x, t)=v_{d}(x, t)+v_{c}(x, t),
$$

where $v_{d}$ is an $N$-soliton solution and $v_{c}(x, t) \rightarrow 0$ uniformly for $x>0$ as $t \rightarrow+\infty$. (see also [Sc]).

Concerning the stability of $N$-solitons in the sense given in (8.69) for the solitary waves, Martel, Merle and Tsai [MMT] obtained for powers $k=1,2$ (integrable cases) and $k=3$ (nonintegrable) the following result:

Theorem 8.16. Let $0<c_{1}<\cdots<c_{N}$ and $k=1,2,3$. There exists $\gamma_{0}, A, L_{0}$, $\alpha_{0}>0$ such that the following is satisfied. Assume that there exist $L>L_{0}, \alpha<\alpha_{0}$, and $x_{1}^{0}<\cdots<x_{N}^{0}$ such that

$$
\left\|v(0)-\sum_{j=1}^{N} \phi_{c_{j}, k}\left(\cdot-x_{j}^{0}\right)\right\|_{1,2} \leq \alpha, \quad \text { with } \quad x_{j}^{0}>x_{j-1}^{0}+L
$$

for all $j=2, \ldots, N$. Then there exist $x_{1}(t), \ldots, x_{N}(t) \in \mathbb{R}$ such that for all $t \geq 0$,

$$
\left\|v(t)-\sum_{j=1}^{N} \phi_{c_{j}, k}\left(x-x_{j}(t)\right)\right\|_{1,2} \leq A\left(\alpha+e^{-\gamma_{0} L}\right)
$$

The above result tells us that if $v(0)$ is close in the $H^{1}$-norm to the sum of $N$ solitons whose speeds are ordered (so they do not interact for $t>0$ ) and whose centers are far apart, then the corresponding solution $v(t)$ remains close in $H^{1}$-norm to a translated sum of $N$-solitons for all $t>0$.

Using the ideas in [MV] and [MMT], Alejo, Muñoz and Vega [AlMnVe] were able to establish the $L^{2}$-stability of the $N$-solitons solutions.

In [Ma], the following existence and uniqueness result of an asymptotic $N$-solitonlike solution was established for the subcritical $k=1,2,3$ and critical case $k=4$ in (8.1).

Theorem 8.17. Let $N \in \mathbb{Z}^{+}, 0<c_{1}<c_{2}<\cdots<c_{N}, x_{1}, \ldots, x_{N} \in \mathbb{R}$. There exists a unique $v \in C\left(\left[T_{0}, \infty\right): H^{1}(\mathbb{R})\right)$ for some $T_{0}>0$ solution of the equation in (8.1) with $k=1,2,3$, or 4 such that (8.72) holds. Moreover, there exist $A, \gamma>0$ such that

$$
\left\|v(t)-\sum_{j=1}^{N} \phi_{c_{j}, k}\left(-x_{j}-c_{j} t\right)\right\|_{1,2} \leq A e^{-\gamma t}
$$

Notice that Theorem 8.17 extends the estimate (8.72) to the nonintegrable cases $k=3,4$.

In [FePaUl], Fermi, Pasta and Ulam and latter in [ZaKr] Zabusky and Kruskal presented numerical evidences describing the remarkable phenomena of the soliton collision. They illustrated the elastic character of the collision of two solitons (elastic: the collision preserves the shape of the solitons). So the unique consequence of the collision is a shift translation on each soliton.

For the equation:

$$
\partial_{t} u+\partial_{x}^{3} u+\partial_{x}(f(u))=0
$$

it was established in $[\mathrm{Mu}]$ that the collision between two solitons is not elastic in general, except for the KdV equation, for the mKdV equation and for the Gardner equation $\left(f(u)=u^{2}-\mu u^{3}\right)$ all completely integrable systems. This work was preceded by [MM8], where for the case $f(u)=u^{4}$ with two solitons of different masses it was shown that the collision is inelastic by proving the nonexistence of a pure two-soliton solution. More precisely, if the solution $u(x, t)$ satisfies that

$$
u(x, t)=\phi_{c_{1}, 3}\left(x-c_{1} t\right)+\phi_{c_{2}, 3}\left(x-c_{2} t\right)+\eta(x, t), \text { as } t \downarrow-\infty
$$

(see 7.6) with

$$
\|\eta(t)\|_{1,2} \ll\left\|\phi_{c_{2}, 3}\right\|_{1,2} \ll\left\|\phi_{c_{1}, 3}\right\|_{1,2}
$$

then for $t \gg 1$

$$
u(x, t)=\phi_{c_{1}(t), 3}\left(x-y_{1}(t)\right)+\phi_{c_{2}(t), 3}\left(x-y_{2}(t)\right)+\eta(x, t)
$$

with

$$
\|\eta(t)\|_{1,2} \ll\left\|\phi_{c_{2}(t), 3}\right\|_{1,2}
$$

and

$$
c_{1}(t) \rightarrow c_{1}^{+}, \quad c_{2}(t) \rightarrow c_{2}^{+} \quad \text { as } \quad t \uparrow \infty
$$

In the case where $u(x, t)$ is a pure two-soliton as $t \downarrow-\infty$, one has that

$$
c_{1}^{+}>c_{1}, \quad c_{2}^{+}<c_{2}, \quad \lim _{t \rightarrow \infty}\|\eta(t)\|_{1,2}>0
$$

In the case of the modified KdV equation and the Gardner equation, it is an interesting problem to characterize the initial data which precede to the formation of these special solution solitons or "breathers" (see 7.108). Using the inverse scattering method (IST) this question was studied in [SaYa].

Also, it is interesting to describe the interaction between these solutions traveling in opposite directions. In this regard, one has the results concerning the generalized Gardner equation found in [CGD]:

$$
\begin{equation*}
\partial_{t} u+\alpha u \partial_{x} u+\beta u^{2} \partial_{x} u+\delta \partial_{x}^{3} u=0, \quad \alpha, \beta, \delta \in \mathbb{R} . \tag{8.73}
\end{equation*}
$$

It has been proved that this equation is integrable and also arises in the study of wave propagation (see [GKM]). Notice that in (8.73) the interaction between the dispersion and the nonlinearity cubic and quadratic should be considered. It was shown in [CGD] that (8.73) possesses breather solutions and solitons traveling in both directions when $\beta, \delta>0$. Also based on the Hirota method of constructing multisoliton solution to integrable models (see [Hi2]) explicit expressions describing the interaction of these solutions were deduced. It was proved that these solutions retain their shape after the interaction, except for a phase shift, and numerical simulations were presented to confirm this fact.

In the same regard, one has the special solutions of the modified KdV equation:

$$
\partial_{t} v+\partial_{x}^{3} v+v^{2} \partial_{x} v=0
$$

given by solitons (described in 7.6) traveling to the right and the breathers (see (7.108)), which travel to the left if $3 N^{2}>\omega^{2}$. The description of the interaction of these solutions is largely open.

Regarding the "soliton resolution conjecture": any "reasonable" solution of the $\mathrm{k}-\mathrm{gKdV}$ (7.1) will eventually resolve into a radiation-dispersive wave moving to the right plus a finite number of traveling waves moving to the left. Notice that the breather solution of the mKdV equation (7.108) contradicts this statement. In [ES], Eckhaus and Schuur were able to prove this conjecture for the KdV equation ( $k=1$ in (7.1)). Their proof uses the inverse scattering theory and is based on the relation between properties of the datum $u_{0}=q$ and the reflected coefficient $b(k)$ (see (9.59)(9.64)). More precisely, they proved that if $u_{0}$ and its derivatives up to order fourth have an appropriate algebraic decay as $|x| \rightarrow \infty$, then $b(k)=b \in C^{r}(\mathbb{R})$ and

$$
\partial^{m} b(k)=O\left(|k|^{-5}\right) \quad \text { as } \quad|k| \rightarrow \infty,
$$

for $m=0,1, \ldots, r$. We recall that in the cases when $b(k) \equiv 0$ the solution is the sum of $N$ solitons with $N$ being the number of discrete eigenvalues in (9.62).

### 8.4 Exercises

8.1 Consider the IVP (8.36) with a real-valued datum $u_{0} \in H^{1}(\mathbb{R})$ such that $\left\|u_{0}\right\|_{2}<$ $\|\varphi\|_{2}$ with $\varphi$ as in (8.38). As it was shown in this case, $u \in C\left(\mathbb{R}: H^{1}(\mathbb{R})\right)$ is the global solution of the problem.
(i) Prove that for any time interval $\left(t_{0}, t_{0}+\Delta T\right)$ with $\Delta T>0$,

$$
\begin{equation*}
\sum_{j=0}^{1}\left(\left\|\partial_{x}^{j} u\right\|_{L_{x}^{5} L_{t}^{10}\left(\left(t_{0}, t_{0}+\Delta T\right)\right)}+\left\|\partial_{x}^{j+1} u\right\|_{L_{x}^{\infty} L_{t}^{2}\left(\left(t_{0}, t_{0}+\Delta T\right)\right)}\right) \leq c\left(\left\|u_{0}\right\|_{1,2} ; \Delta T\right) \tag{8.74}
\end{equation*}
$$

Hint: Use Theorem 7.4, and the conservation laws $I_{2}$ and $I_{3}$ in (7.4) and (7.5). Notice that in this case $s=1$ one can take $\partial_{x}$ instead of $D_{x}$ in (7.55) and (8.38).
(ii) Prove that for any time interval $\left(t_{0}, t_{0}+\Delta T\right)$

$$
\begin{equation*}
\|u\|_{L_{x}^{4} L_{t}^{\infty}\left(\left(t_{0}, t_{0}+\Delta T\right)\right)} \leq c\left(\left\|u_{0}\right\|_{1,2} ; \Delta T\right) . \tag{8.75}
\end{equation*}
$$

Hint: Use Lemma 7.3 and the integral equation:

$$
\begin{equation*}
u(t)=V(t) u_{0}-\int_{0}^{t} V\left(t-t^{\prime}\right) \partial_{x}\left(u^{5}\right)\left(t^{\prime}\right) d t^{\prime}=V(t) u_{0}+z(t) \tag{8.76}
\end{equation*}
$$

(iii) Prove that $z(\cdot)$ in (8.76) satisfies

$$
\begin{equation*}
z \in C\left(\mathbb{R}: H^{2}(\mathbb{R})\right) \tag{8.77}
\end{equation*}
$$

Hint: First observe that to obtain (8.77) it suffices to show that $\partial_{x}^{2} z \in C(\mathbb{R}$ : $\left.L^{2}(\mathbb{R})\right)$. Use (7.16) to reduce the problem to bound $\left\|\partial_{x}^{2}\left(u^{5}\right)\right\|_{L_{x}^{1} L_{t}^{2}\left(\left(t_{0}, t_{0}+\Delta T\right)\right)}$ with $\Delta T \ll 1$. Now combine parts (i) and (ii) to get the desired result.

Remark 8.1. Roughly speaking, Exercise 8.1 illustrates a general principle, i.e., if $v \in C\left([0, T]: H^{\hat{s}}(\mathbb{R})\right)$ is a solution of the k -gKdV (7.10) with $\hat{s}>s_{0, k}$, where $s_{0, k}$ is the smallest Sobolev exponent, where local well-posedness can be established (i.e., $\left.s_{0,1}=-3 / 4, s_{0,2}=1 / 4, \ldots\right)$, then the integral term in $z_{k}(t)$,

$$
v(t)=V(t) v_{0}-\int_{0}^{t} V\left(t-t^{\prime}\right) v^{k} \partial_{x} v\left(t^{\prime}\right) d t^{\prime}=V(t) v_{0}+z_{k}(t)
$$

is more regular in the $H^{s}(\mathbb{R})$ scale than both $v(t)$ and the linear part $V(t) v_{0}$.
8.2 Consider the linear IVP (7.10). Prove:
(i) If $v_{0} \in L^{2}(\mathbb{R}) \cap L^{2}\left(|x|^{2} d x\right)$, then $V(t) v_{0} \in C^{1}(\mathbb{R})$ for $t \neq 0$.

Hint: Use the commutative property of the operators $\Gamma=x+3 t \partial_{x}^{2}$ and $L=\partial_{t}+\partial_{x}^{3}$.
(ii) Given $\varepsilon>0$ and the set:

$$
A_{N}=\left\{\left(x_{j}, t_{j}\right): j=1, \ldots, N\right\} \subset \mathbb{R}^{2}
$$

there exists $v_{0} \in H^{1}(\mathbb{R})$ (real valued) with $\left\|v_{0}\right\|_{2}<\varepsilon$ such that
(a) If $t \notin\left\{t_{1}, \ldots, t_{N}\right\}$, then $V(t) v_{0} \in C^{1}(\mathbb{R})$.
(b) If $t=t_{j}$, then $V\left(t_{j}\right) v_{0} \in C^{1}(\mathbb{R})-\left\{x_{k}:\left(x_{k}, t_{k}\right) \in A_{n}\right\}$, and $\partial_{x} V\left(t_{j}\right) v_{0}\left(x_{k}\right)$ does not exist if $\left(x_{k}, t_{j}\right) \in A_{N}$.
(iii) If $u=u(x, t)$ is the solution of the $\operatorname{IVP}(8.36)$ with data $u(x, 0)=v_{0}(x)$ as in part (ii) with $\varepsilon=\|\varphi\|_{2}$, then (a) and (b) hold for $u(x, t)$.
Hint: Use Exercise 8.1
Remark 8.2. This is a particular case of the so-called dispersive blow up, studied by Bona and Saut [BSa1], [BSa2].
8.3 Let $v \in C\left(\mathbb{R}: H^{2}(\mathbb{R})\right)$ be a solution of the KdV equation.
(i) Prove that for $t \in \mathbb{R}$,

$$
\begin{align*}
I_{4}(v)(t) & =\int_{-\infty}^{\infty}\left[\frac{9}{5}\left(\partial_{x}^{2} v\right)^{2}-3 u\left(\partial_{x} v\right)^{2}+\frac{1}{4} v^{4}\right](x, t) d x \\
& =I_{4}(v)(0)=I_{4}\left(v_{0}\right) . \tag{8.78}
\end{align*}
$$

(ii) Prove that there exists $c>0$ such that

$$
\sup _{t \in \mathbb{R}}\|v(t)\|_{2,2} \leq c\left\|v_{0}\right\|_{2,2} .
$$

Hint: Combine (8.78) and $I_{2}, I_{3}$ in (7.4) and (7.5).
(iii) If $\tilde{v} \in C\left(\mathbb{R}: H^{1}(\mathbb{R})\right)$ is solution of the IVP associated to the KdV equation and $\tilde{v}_{0} \in H^{1+\delta}(\mathbb{R})$, prove that $\tilde{v} \in C\left(\mathbb{R}: H^{1+\delta}(\mathbb{R})\right)$ and deduce an upper bound for

$$
\Phi(T)=\sup _{0 \leq t \leq T}\|\tilde{v}(t)\|_{1+\delta, 2}
$$

in terms of $T$ and $\left\|\tilde{v}_{0}\right\|_{1+\delta, 2}$ (for the case of the mKdV , see (8.35)).
8.4 (i) Using the notation in (7.6), prove that

$$
\frac{d}{d c}\left\|\phi_{c, k}\right\|_{2}\left\{\begin{array}{lll}
>0, & \text { if } & k=1,2,3, \\
=0, & \text { if } & k=4, \\
<0, & \text { if } & k=5, \ldots
\end{array}\right.
$$

(ii) Using the notation in (7.6)-(7.6), prove that

$$
I_{3}\left(\phi_{c, k}\right)=\frac{k-4}{2(k+1)(k+2)} \int_{-\infty}^{\infty} \phi_{c, k}^{k+2}(x) d x
$$

Thus,

$$
I_{3}\left(\phi_{c, k}\right)\left\{\begin{array}{lll}
<0, & \text { if } & k=1,2,3, \\
=0, & \text { if } & k=4, \\
>0, & \text { if } & k=5, \ldots
\end{array}\right.
$$

Hint: Combine the equation (7.7) and the identity (5.83).
8.5 [W2] Defining the functional $B: H^{1}(\mathbb{R}) \mapsto \mathbb{R}$ as:

$$
\begin{equation*}
B(v)=I_{3}(v)+c I_{2}(v) \tag{8.79}
\end{equation*}
$$

(i) Prove that $B$ is differentiable, and

$$
D B(v) w=\left.\frac{d}{d \varepsilon} B(v+\varepsilon w)\right|_{\varepsilon=0}=2 \int_{-\infty}^{\infty}\left(-\partial_{x}^{2} v+c v-\frac{v^{k+1}}{k+1}\right) w d x
$$

if $v \in H^{2}(\mathbb{R})$ and $w \in H^{1}(\mathbb{R})$.
(ii) Prove that $\phi_{c, k}$ is a critical point of $B$, i.e. $D B\left(\phi_{c, k}\right) \equiv 0$.
(iii) Prove that $D B(\cdot)$ is differentiable, and

$$
D^{2} B(v)(h, w)=\left.\frac{d}{d \varepsilon} D B(v+\varepsilon h) w\right|_{\varepsilon=0}=2 \int_{-\infty}^{\infty}\left(-\partial_{x}^{2} h-v^{k} h+c h\right) w d x
$$

if $v \in H^{1}(\mathbb{R})$ and $h, w \in H^{2}(\mathbb{R})$.
(iv) Using the notation:

$$
\mathcal{L}_{\phi_{c, k}} f(x)=-\frac{d^{2}}{d x^{2}} f(x)-\phi_{c, k}^{k}(x) f(x)+c f(x)
$$

show that
(a) $D^{2} B\left(\phi_{c, k}\right)(h, w)=2 \int_{-\infty}^{\infty} \mathcal{L}_{\phi_{c, k}} h w d x=2 \int_{-\infty}^{\infty} h \mathcal{L}_{\phi_{c, k}} w d x$.
(b) $\mathcal{L}_{\phi_{c, k}} \phi_{c, k}^{\frac{k+2}{2}}=-c^{\frac{k(k+4)}{4}} \phi_{c, k}^{\frac{k+2}{2}}$.
(c) $\mathcal{L}_{\phi_{c, k}} \phi_{c, k}^{\prime}=0$.
(d) $\mathcal{L}_{\phi_{c, k}}\left(-\frac{d}{d c} \phi_{c, k}\right)=\phi_{c, k}$.
8.6 Using the notation in (7.6) prove that $h:(0, \infty) \mapsto \mathbb{R}$ defined as:

$$
h(c)=I_{3}\left(\phi_{c, k}\right)+c I_{2}\left(\phi_{c, k}\right)
$$

is strictly convex if and only if $k=1,2,3$.
Hint: Use Exercises 8.4(i) and 8.5(ii).
8.7 Assuming the characterization of the traveling wave described in (8.70) for $k=$ $1,2,3,4$ prove property (8.71).
8.8 Let $u \in C\left([0, T]: H^{4}(\mathbb{R}) \cap L^{2}\left(|x|^{2} d x\right)\right)$ be a real solution of the k-gKdV equation (8.1).
(i) Prove the identity:

$$
\frac{d}{d t} \int x u^{2}(x, t) d x=-3\left[I_{3}\left(u_{0}\right)+\frac{4-2 k}{3(k+1)(k+2)} \int u^{k+2} d x\right] .
$$

(ii) Prove that if $k=2(\mathrm{mKdV})$ and $a_{0} \in \mathbb{R}$ such that

$$
\int\left(x-a_{0}\right) u_{0}^{2}(x) d x=0
$$

then

$$
\int(x-a(t)) u_{0}^{2}(x) d x=0
$$

with $a(t)=a_{0}+t \frac{3 I_{3}\left(u_{0}\right)}{I_{2}\left(u_{0}\right)}$.
8.9 Let $u \in C\left([0, T]: H^{1}(\mathbb{R})\right)$ be a solution of the k-gKdV equation (8.1). Prove that if $|x| u(0),|x| u(1) \in L^{2}(\mathbb{R})$, then $u \in C\left([0, T]: H^{2}(\mathbb{R})\right)$.
8.10 Consider the equation (8.73) with the parameters $\alpha=\delta=1, \beta=-\gamma$, i.e.,

$$
\begin{equation*}
\partial_{t} u+u \partial_{x} u-\gamma u^{2} \partial_{x} u+\partial_{x}^{3} u=0, \quad \gamma \in \mathbb{R} \tag{8.80}
\end{equation*}
$$

(i) Prove that for $\gamma>0$ the equation (8.80) has traveling wave solutions of the form $q_{c, \gamma}(x-c t)$ with

$$
\begin{equation*}
q_{c, \gamma}(x)=\frac{6 c}{1+\rho \cosh (\sqrt{c} x)}, \quad \rho=(1-6 c \gamma)^{1 / 2}, \quad c \in(0,1 / 6 \gamma) . \tag{8.81}
\end{equation*}
$$

(ii) Prove that if $u \in C\left([0, T]: H^{4}(\mathbb{R})\right)$ is a solution of the equation (8.80), then

$$
v=v(x, t)=u-\sqrt{6 \gamma} \partial_{x} u-\gamma u^{2} \in C\left([0, T]: H^{3}(\mathbb{R})\right)
$$

satisfies the KdV equation.
(iii) Prove that if $\gamma \downarrow 0$, then

$$
q_{c, \gamma}(x) \rightarrow \phi_{c, 1}(x)=3 c \operatorname{sech}^{2}\left(\frac{\sqrt{c} x}{2}\right)
$$

the soliton solution of the KdV equation (7.6).
8.11 Let $u \in C\left(\left[0, T^{*}\right): H^{1}(\mathbb{R})\right) \cap \ldots$ be a local solution of the IVP (8.1) with $k=4$ ( $L^{2}$-critical case). Assume that

$$
\lim _{t \uparrow T^{*}}\left\|\partial_{x} u(t)\right\|_{2}=\infty
$$

(i) Prove that for any $s \in(0,1]$,

$$
\liminf _{t \uparrow T^{*}}\left\|D_{x}^{s} u(t)\right\|_{2}=\infty
$$

(ii) Prove that for any $p \in(2, \infty]$,

$$
\liminf _{t \uparrow T^{*}}\|u(t)\|_{p}=\infty
$$

## Chapter 9 <br> Other Nonlinear Dispersive Models

In this chapter, we will discuss local and global well-posedness for some nonlinear dispersive models arising in different physical situations. Our goal is to present some relevant results associated to the equations to be contemplated here and it is by no means an exhaustive study of each of them. In Section 9.1 we will treat the Davey-Stewartson systems. The Ishimori equations will be considered in Section 9.2. The Kadomtsev-Petviashvili (KP) equations will be discussed in Section 9.3. The Benjamin-Ono equation will be studied in Section 9.4 and in Section 9.5 we will be examine the Zakharov systems. Finally, in Section 9.6 we will briefly review the inverse scattering method for the KdV equation and well-posedness results regarding higher order KdV equations.

### 9.1 Davey-Stewartson Systems

The cubic nonlinear Schrödinger equation

$$
i \partial_{t} u+\partial_{x}^{2} u= \pm|u|^{2} u, \quad x, t \in \mathbb{R}
$$

among other phenomena models the propagation of wave packets in the theory of water waves. It is also a complete integrable system. The corresponding bi-dimensional model is called the Davey-Stewartson system, which is given by the nonlinear system of partial differential equations,

$$
\left\{\begin{array}{l}
i \partial_{t} u+c_{0} \partial_{x}^{2} u+\partial_{y}^{2} u=c_{1}|u|^{2} u+c_{2} u \partial_{x} \varphi,  \tag{9.1}\\
\partial_{x}^{2} \varphi+c_{3} \partial_{y}^{2} \varphi=\partial_{x}\left(|u|^{2}\right),
\end{array}\right.
$$

$x, y \in \mathbb{R}, t>0$, where $u=u(x, y, t)$ is a complex-valued function, $\varphi=\varphi(x, y, t)$ is a real-valued function, and $c_{0}, c_{3}$ are real parameters and $c_{1}, c_{2}$ are complex parameters. It was first derived by Davey and Stewartson in [DS] in the case $c_{3}>0$. When capillary effects are important, Djordjevic and Redekopp [DR] showed that $c_{3}$ can be negative (see also Benney and Roskes [BnR]). Independently, Ablowitz and Haberman [AH] obtained a particular form of (9.1) as an example of a completely integrable model generalizing the two-dimensional nonlinear Schrödinger
equation. In the context of inverse scattering theory the system above with parameters $\left(c_{0}, c_{1}, c_{2}, c_{3}\right)=(1,-1,-2,-1),(-1,-2,1,1)$, and $(-1,2,-1,1)$ are known as DSI, DSII defocusing, and DSII focusing, respectively. For these particular cases several results regarding the existence of solitons and the Cauchy problem have been established by inverse scattering techniques (see [AnF], [BC1], [FS1], [Su1]). For instance, in [FS1] Fokas and Sung proved that for initial data in the Schwartz class $\mathcal{S}\left(\mathbb{R}^{2}\right)$ and boundary data $\partial_{x} \varphi_{1}(x, t)$ and $\partial_{y} \varphi_{2}(y, t)$ in the Schwartz class in the spatial variable and continuous in $t$, (9.1) has a unique global solution in time $t$ which, for each $t$ belongs to the Schwartz class in the spatial variable. The same result was obtained in [ BC 1$]$ for the DSII defocusing.

Ghigladia and Saut [GS] classified the system as elliptic-elliptic, hyperbolicelliptic, elliptic-hyperbolic, and hyperbolic-hyperbolic according to the signs of the parameters $\left(c_{0}, c_{3}\right)$, i.e., $(+,+),(-,+),(+,-)$, and $(-,-)$, respectively.

Solutions of (9.1) satisfy the following two conservation laws:

$$
\begin{aligned}
M\left(u_{0}\right) & =\int_{\mathbb{R}^{2}}|u(x, y, t)|^{2} d x d y \\
E\left(u_{0}\right) & =\int_{\mathbb{R}^{2}}\left(c_{0}\left|\partial_{x} u(x, y, t)\right|^{2}+\left|\partial_{y} u(x, y, t)\right|^{2}\right) d x d y \\
& +\frac{1}{2} \int_{\mathbb{R}^{2}}\left(c_{1}|u(x, y, t)|^{4}+c_{2}\left(\partial_{x} \varphi\right)^{2}(x, y, t)+c_{3}\left(\partial_{y} \varphi\right)^{2}(x, y, t)\right) d x d y .
\end{aligned}
$$

The elliptic-elliptic and hyperbolic-elliptic cases were considered by Ghigladia and Saut [GS]. In these cases they reduced the system (9.1) to the nonlinear cubic Schrödinger equation with a nonlocal nonlinear term, i.e.,

$$
i \partial_{t} u+c_{0} \partial_{x}^{2} u+\partial_{y}^{2} u=c_{1}|u|^{2} u+A(u)
$$

where $A(u)=\left(\Delta^{-1} \partial_{x}^{2}|u|^{2}\right) u$. They showed local well-posedness for data in $L^{2}\left(\mathbb{R}^{2}\right)$, $H^{1}\left(\mathbb{R}^{2}\right)$, and $H^{2}\left(\mathbb{R}^{2}\right)$ using Strichartz estimates (see 4.23) and the continuity properties of the operator $\Delta^{-1} \partial_{x}^{2}$. They also established global well-posedness and blow up results for the elliptic-elliptic case (see also [SG]). Ozawa in [Oz] found exact blow up solutions in the hyperbolic-elliptic case (see Exercise 9.6).

For the elliptic-hyperbolic and hyperbolic-hyperbolic cases the Strichartz estimates by itself does not provide the desired result. To explain this we will consider without loss of generality $c_{0}= \pm 1$ and $c_{3}=-1$. So using a rotation in the $x y$-plane and assuming that $\varphi$ satisfies the radiation condition

$$
\lim _{y \rightarrow \infty} \varphi(x, y, t)=\varphi_{1}(x, t) \quad \text { and } \quad \lim _{x \rightarrow \infty} \varphi(x, y, t)=\varphi_{2}(y, t)
$$

for some given functions $\varphi_{1}, \varphi_{2}$, then the system (9.1) can be written as

$$
\left\{\begin{array}{l}
i \partial_{t} u+H u=d_{1}|u|^{2} u+d_{2} u \int_{y}^{\infty} \partial_{x}\left(\left|u\left(x, y^{\prime}, t\right)\right|^{2}\right) d y^{\prime}  \tag{9.2}\\
\quad+d_{3} u \int_{x}^{\infty} \partial_{y}\left(\left|u\left(x^{\prime}, y, t\right)\right|^{2}\right) d x^{\prime}+d_{4} u \partial_{x} \varphi_{1}+d_{5} u \partial_{y} \varphi_{2}, \\
u(x, y, 0)=u_{0}(x, y),
\end{array}\right.
$$

where $H=\Delta$ in the elliptic-hyperbolic case and $H=2 \partial_{x} \partial_{y}$ in the hyperbolichyperbolic case. The difficulty of these problems comes from the fact that the nonlinear terms contain derivatives of the unknown function and that the terms

$$
\int_{y}^{\infty} \partial_{x}\left(\left|u\left(x, y^{\prime}, t\right)\right|^{2}\right) d y^{\prime} \quad \text { and } \quad \int_{x}^{\infty} \partial_{y}\left(\left|u\left(x^{\prime}, y, t\right)\right|^{2}\right) d x^{\prime}
$$

do not decay as $|x| \rightarrow \infty,|y| \rightarrow \infty$, respectively.
To describe the results in these two cases we introduce the weighted Sobolev spaces $\mathcal{F}_{l}^{m}$ defined as follows:

$$
\mathcal{F}_{l}^{m}=H^{m}\left(\mathbb{R}^{2}\right) \cap L^{2}\left(|x|^{l} d x\right) .
$$

First we look at the elliptic-hyperbolic case. In [LiPo] Linares and Ponce proved local well-posedness for the IVP (9.2) for sufficiently small data in $\mathcal{F}_{12}^{m}, m \geq 12$, $\varphi_{1}=\varphi_{2} \equiv 0$. They use the smoothing effect of Kato's type associated to the group $\left\{e^{i H t}\right\}$. Chihara [Ch1], using pseudo differential operators, obtained a local result for data in $u_{0} \in H^{m}\left(\mathbb{R}^{2}\right)$ satisfying $\left\|u_{0}\right\|_{2} \leq 1 /\left(2 \sqrt{\max \left\{d_{1}, d_{2}\right\}}\right), \varphi_{1}=\varphi_{2} \equiv 0$, with $m$ sufficiently large. Hayashi in [H2] showed local well-posedness for small data in $\mathcal{F}_{2 l}^{m}, m, l>1$. The main tool for accomplishing this was the use of smoothing effects. In [HH2] Hayashi and Hirata proved that one can have local result in the usual Sobolev space $H^{5 / 2}\left(\mathbb{R}^{2}\right)$ for data with $L^{2}$-norm small. The latest updated result is due to Hayashi [H3], where he got local well-posedness for the IVP (9.2) for data of any size in $H^{s}\left(\mathbb{R}^{2}\right), s \geq 2$. Global results were obtained by Hayashi and Hirota in [HH1] for small data in $\mathcal{F}_{6}^{3}$; see also [Ch1]. For analytic function spaces a global result for small data was established by Hayashi and Saut in [HS].

For the hyperbolic-hyperbolic case, using Kato's smoothing effect Linares and Ponce proved local well-posedness for small data in $\mathcal{F}_{4}^{6}, \varphi_{1}=\varphi_{2}=0$ in [ LiPo ]. Hayashi [H2] showed local well-posedness for small data in $\mathcal{F}_{2 \delta}^{\delta}, \delta>1$. No local well-posedness results are known without restriction on the size of the data.

### 9.2 Ishimori Equation

In this section we comment on local and global well-posedness results for a two dimensional generalization of the Hesinberg equation, called the Ishimori equation which reads

$$
\left\{\begin{array}{l}
\partial_{t} S=S \wedge\left(\partial_{x}^{2} S \pm \partial_{y}^{2} S\right)+b\left(\partial_{x} \phi \partial_{y} S+\partial_{y} \phi \partial_{x} S\right)  \tag{9.3}\\
\partial_{x}^{2} \phi \mp \partial_{y}^{2} \phi=\mp 2 S \cdot\left(\partial_{x} S \wedge \partial_{y} S\right)
\end{array}\right.
$$

$x, y, t \in \mathbb{R}$, where $S(\cdot, t): \mathbb{R}^{2} \rightarrow \mathbb{R}^{3}$ with $\|S\|=1, \quad S \rightarrow(0,0,1)$ as $\|(x, y)\| \rightarrow \infty$, and $\wedge$ denotes the wedge product in $\mathbb{R}^{3}$.

This model was proposed by Ishimori in [Is1] as a two-dimensional generalization of the Heisenberg equation in ferromagnetism, which corresponds to the case $b=0$ and signs $(-,+,+)$ in (9.3) and it was studied in [SSB].

For $b=1$ the system (9.3) is completely integrable by inverse scattering (see [ AH$],[\mathrm{BC} 1],[\mathrm{KMa}],[\mathrm{Su} 2],[\mathrm{ZK}]$, and references therein).

Using the stereographic variable $u: \mathbb{R}^{2} \mapsto \mathbb{C}$ one can get rid of the constraint $\|S\|=1$. Thus, for

$$
\begin{align*}
& u=\frac{S_{1}+i S_{2}}{1+S_{3}} \\
& S=\left(S_{1}, S_{2}, S_{3}\right)=\frac{1}{1+|u|^{2}}\left(u+\bar{u},-i(u-\bar{u}), 1-|u|^{2}\right) \tag{9.4}
\end{align*}
$$

the IVP for (9.3) can be written as

$$
\left\{\begin{array}{l}
i \partial_{t} u+\partial_{x}^{2} u+a \partial_{y}^{2} u=2 u \frac{\left(\partial_{x} u^{2}-\partial_{y} u^{2}\right)}{\left(1+|u|^{2}\right)}-i b\left(\partial_{x} \phi \partial_{y} u-\partial_{y} \phi \partial_{x} u\right)  \tag{9.5}\\
\partial_{x}^{2} \phi+a^{\prime} \partial_{y}^{2} \phi=8 \operatorname{Im} \frac{\left(\partial_{x} u \partial_{y} u\right)}{\left(1+|u|^{2}\right)^{2}} \\
u(x, y, 0)=u_{0}(x, y)
\end{array}\right.
$$

with the condition $u(x, y, t) \rightarrow 0$ as $\|(x, y)\| \rightarrow \infty$, where $a, a^{\prime} \in \mathbb{R} \backslash\{0\}$.
To discuss the local and global results we will distinguish two cases: case $(-,+)$, i.e., $a<0$ in the first equation, and $a^{\prime}>0$ in the second equation in (9.5) and case $(+,-)$ with similar connotation.

The case $(-,+)$ was studied by Soyeur [Sy]. He obtained local well-posedness for the IVP (9.5) for small data in $H^{m}\left(\mathbb{R}^{2}\right), m \geq 4$. Assuming additional regularity on the data he extended the local solution globally in $H^{m}\left(\mathbb{R}^{2}\right), m \geq 6$. The argument used here does not extend to the case $(+,-)$.

The case (,+- ) was first studied by Hayashi and Saut [HS]. They considered the problem in a class of analytic functions obtaining local and global existence results for small analytic data. This approach allows them to overcome the loss of derivatives introduced by the nonlinearity.

Hayashi in [H4] removed the analyticity hypotheses used in [HS]. He established local well-posedness for the IVP (9.5) for small data in the weighted Sobolev $\mathcal{F}_{8}^{4}$.

In [KPV9] Kenig, Ponce and Vega established a local well-posedness result for data of arbitrary size in the space $\mathcal{F}_{2 m}^{s}=H^{s}\left(\mathbb{R}^{2}\right) \cap L^{2}\left(|x|^{2 m} d x\right), s>m$. The method of proof follows closely the method explained in detail in the next chapter.

### 9.3 KP Equations

Here we shall discuss some well-posedness results for the Kadomtsev-Petviashvili (KP) equations. The KP equations are two-dimensional versions of the KdV equation. They arise in many physical contexts as models for the propagation of weakly nonlinear dispersive long waves, which are essentially one-directional, with weak transverse effects. For instance, in the plasma physics context these models were derived by Kadomtsev and Petviashvili [KP]. Meanwhile, in surface water wave theory, they were deduced by Ablowitz and Segur in [AS1]. It is also one of the classical prototype problems in the field of exactly solvable equations (see [AC] for a complete set of references on this subject).

The equation reads as follows.

$$
\left\{\begin{array}{l}
\partial_{x}\left(\partial_{t} u+\partial_{x}^{3} u+u \partial_{x} u\right) \mp \partial_{y}^{2} u=0  \tag{9.6}\\
u(x, y, 0)=u_{0}(x, y)
\end{array}\right.
$$

$x, y \in \mathbb{R}, t>0$. Under some conditions on the initial data, (9.6) can be written as

$$
\left\{\begin{array}{l}
\partial_{t} u+\partial_{x}^{3} u+u \partial_{x} u \mp \partial_{x}^{-1} \partial_{y}^{2} u=0  \tag{9.7}\\
u(x, y, 0)=u_{0}(x, y)
\end{array}\right.
$$

$x, y \in \mathbb{R}, t>0$. When the sign in front of $\partial_{x}^{-1} \partial_{y}^{2}$ in (9.7) is minus we refer to this equation as the KPI equation; otherwise we called it the KPII equation.

The results concerning well-posedness for KPI and KPII equations are quite different. We will first list the results regarding the KPII equation.

Bourgain [Bo10] showed local and global well-posedness for data in $H^{s}\left(\mathbb{R}^{2}\right)$, $s \geq 0$. The local result was obtained by the Fourier transform restriction method introduced by him to study nonlinear dispersive equations. In [Tz1] Tzvetkov obtained local results in anisotropic Sobolev spaces $H^{s_{1}, s_{2}}\left(\mathbb{R}^{2}\right)$ defined as

$$
\begin{aligned}
& H^{s_{1}, s_{2}}\left(\mathbb{R}^{2}\right)=\left\{f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{2}\right):\right. \\
& \left.\qquad\|f\|_{H^{s_{1}, s_{2}}}^{2}=\int_{\mathbb{R}^{2}}\left(1+\left|\xi_{1}\right|\right)^{2 s_{1}}\left(1+\left|\xi_{2}\right|\right)^{2 s_{2}}\left|\widehat{f}\left(\xi_{1}, \xi_{2}\right)\right|^{2} d \xi_{1} d \xi_{2}<\infty\right\},
\end{aligned}
$$

with $s_{1}>-1 / 4, s_{2} \geq 0$. He combined the ideas in [Bo1] with bilinear estimates in [KPV6] and Strichartz estimates. Improvements of these results were obtained in [Tz2], [Tk2]. Independently, Isaza and Mejia [IM1] and Takaoka and Tzvetkov [TT] established local well-posedness for data in $H^{s_{1}, s_{2}}\left(\mathbb{R}^{2}\right)$ for $s_{1}>-1 / 3$ and $s_{2} \geq 0$. Global results are also obtained in [IM1], [Tk2] using Bourgain's method in [Bo5]. In [IM2] Isaza and Mejia using the I-method introduced by [CKSTT6] showed global well-posedness for data in $H^{s_{1}, s_{2}}\left(\mathbb{R}^{2}\right)$ for $s_{1}>-1 / 14$ and $s_{2} \geq 0$. In [HaHK] Hadac, Herr and Koch obtained local well-posedness in the critical space $\dot{H}^{-1 / 2,0}\left(\mathbb{R}^{2}\right)$ (see Exercise 9.14(i)). These solutions corresponding to small data are
global and scattered. They also showed local well-posedness in the inhomogeneous case $H^{1 / 2,0}\left(\mathbb{R}^{2}\right)$ for arbitrary data.

The problem for the KPI equation is completely different. The techniques used in Bourgain [Bo1] do not work here due to the lack of symmetry of the symbol associated to the equation. In [IN] Iorio and Nunes proved local existence result using the Kato quasilinear theory for data in $H^{s}\left(\mathbb{R}^{2}\right), s>2$. Molinet, Saut and Tzvetkov [MST1] showed that the difficulty with respect to the symmetry of the symbol was not at all technical, by proving that a Picard's scheme cannot be applied to study local in well-posedness for that equation in standard Sobolev spaces. However, they obtained [MST2] using the conservation laws for the solution flow of the KPI equation and a compactness argument the global existence of solutions for (9.7).

In [Ke] Kenig showed local well-posedness in

$$
\begin{equation*}
Y_{s}=\left\{u \in L^{2}\left(\mathbb{R}^{2}\right):\|u\|_{2}+\left\|J_{x}^{s} u\right\|_{2}+\left\|\partial_{x}^{-1} \partial_{y} u\right\|_{2}<\infty\right\} \tag{9.8}
\end{equation*}
$$

for the KPI equation, $s>3 / 2$. Combining this local result with the results in [MST2] he established global well-posedness in the space

$$
Z_{0}=\left\{u \in L^{2}\left(\mathbb{R}^{2}\right):\|u\|_{2}+\left\|\partial_{x}^{-1} \partial_{y} u\right\|_{2}+\left\|\partial_{x}^{2} u\right\|_{2}+\left\|\partial_{x}^{-2} \partial_{y}^{2} u\right\|_{2}<\infty\right\} .
$$

In [CIKS] Colliander, Ionescu, Kenig and Staffilani obtained local well-posedness in the space $Y_{1} \cap L^{2}(|y| d x d y)$.

In [IKT] Ionescu, Kenig and Tataru proved global well-posedness in the energy space $Y_{1}$, i.e. $u_{0}, \partial_{x} u_{0}, \partial_{y} \partial_{x}^{-1} u_{0} \in L^{2}\left(\mathbb{R}^{2}\right)$.

Regarding the periodic setting there are some results by Bourgain [Bo10], Iorio and Nunes [IN], and Isaza, Mejía and Stallbohm [IMS].

### 9.4 BO Equation

$$
\left\{\begin{array}{l}
\partial_{t} u+\mathrm{H} \partial_{x}^{2} u+u \partial_{x} u=0,  \tag{9.9}\\
u(x, 0)=u_{0}(x),
\end{array}\right.
$$

$x \in \mathbb{R}, t>0$, where H denotes the Hilbert transform (see Definition 1.7).
This integro-differential equation serves as a generic model for the study of weakly nonlinear long waves incorporating the lowest-order effects of nonlinearity and nonlocal dispersion. In particular, the propagation of internal waves in stratified fluids of great depth is described by the BO equation (see $[\mathrm{Be} 2]$, [On]) and turns out to be important in other physical situations as well (see [DaR], [Is2], [MK]). Among noticeable properties of this equation we can mention that it defines a Hamiltonian system, can be solved by an analogue of the inverse scattering method (see [AF]), admits (multi)soliton solutions (see [Ca]), and satisfies infinitely many conserved quantities (see [Ca]).

Regarding the IVP associated to the BO equation, local and global results have been obtained by various authors. Iorio [Io1] showed local well-posedness for data in $H^{s}(\mathbb{R}), s>3 / 2$, and making use of the conserved quantities he extended globally the result in $H^{s}(\mathbb{R}), s \geq 2$. He also studied the problem in weighted Sobolev spaces. In $[\mathrm{Po}]$, Ponce extended the local result for data in $H^{3 / 2}(\mathbb{R})$ and the global result for any solution in $H^{s}(\mathbb{R}), s \geq 3 / 2$. The argument of proof combines parabolic regularization, smoothing properties, and energy estimates. In [MST3], Molinet, Saut and Tzvetkov showed that the Picard iteration process cannot be carry out to prove local results for the BO equation in $H^{s}(\mathbb{R})$ for any $s \in \mathbb{R}$. Koch and Tzvetkov [KTz] established a local result for data in $H^{s}(\mathbb{R}), s>5 / 4$, improving the one given in [Po]. In [KeKo] Kenig and Köenig refined the argument in [KTz] to obtain $s>9 / 8$. The main idea is the use of the Strichartz estimates to control one derivative of the solution. More precisely, through energy estimates and Kato-Ponce commutator estimates (3.16) a smooth solution of the BO equation satisfies

$$
\begin{equation*}
\left\|D^{s} u\right\|_{L_{T}^{\infty} L_{x}^{2}} \leq\|u(0)\|_{s, 2} \exp \left(c \int_{0}^{T}\left\|\partial_{x} u(t)\right\|_{L^{\infty}} d t\right) \tag{9.10}
\end{equation*}
$$

Then the Strichartz estimates allow them to establish the existence of a constant $c$ such that

$$
\begin{equation*}
\int_{0}^{1}\left\|\partial_{x} u(t)\right\|_{L^{\infty}} d t \leq c \tag{9.11}
\end{equation*}
$$

whenever $u_{0} \in H^{s}(\mathbb{R}), s>5 / 4$. Thus, a combination of (9.10) and (9.11) and a standard compactness argument yields the result.

Tao in [To4] showed that the IVP associated to the BO equation is globally well-posed in $H^{1}(\mathbb{R})$. The new tool introduced by him was the following gauge transformation

$$
\begin{equation*}
w=P_{+}\left(e^{-i F} u\right), \quad F=F(u)=\int_{-\infty}^{x} u(y, t) d y \tag{9.12}
\end{equation*}
$$

where $\widehat{P_{+} f}(\xi)=\chi_{[0, \infty)}(\xi) \widehat{f}(\xi)$. This is a variant of the Cole-Hopf transformation for viscous Burgers' equation (see Exercise 9.18), which in this setting allows one to remove most of the worst terms involving the derivative.

Tao's gauge transformation idea was further developed by Burq and Planchon [ BuPl ] to carry the local well-posedness to $H^{s}(\mathbb{R})$, for $s>1 / 4$ and by Ionescu and Kenig [IK1] to extend it to $H^{s}(\mathbb{R}), s \geq 0$. We refer to [MoPi] for further discussion of the latter results.

In the periodic setting, Molinet [Mo1] has shown global well-posedness for data in $L^{2}(\mathbb{T})$.

In the previous chapters we discussed some decay and smoothness properties for solutions of the NLS and $\mathrm{k}-\mathrm{gKdV}$ equations and their relationship. In particular, for
initial data in the Schwartz class $\mathcal{S}$, the corresponding solutions (for smooth nonlinearity) also belong to this class in their life span. The decay of the data is reflected in the decay of the corresponding solutions of the associated IVP (persistence). Solutions of the BO equation do not share this property, not even mild persistence properties regarding the decay hold. To illustrate this unusual character of solutions of the BO equation we shall recall the following spaces:

$$
\mathcal{F}_{r}^{s}=H^{s}(\mathbb{R}) \cap L^{2}\left(|x|^{r} d x\right),
$$

and

$$
\dot{\mathcal{F}}_{r}^{s}=\left\{f \in \mathcal{F}_{r}^{s}: \int f(x) d x=\widehat{f}(0)=0\right\} .
$$

The following result is due to Iório [Io2].
Theorem 9.1. Let $u \in C\left([0, T]: H^{2}(\mathbb{R})\right), T>0$, be the solution of the IVP (9.9).
(i) If $u_{0} \in \mathcal{F}_{2 j}^{2}, j=1,2$. Then

$$
u \in C\left([0, T]: \mathcal{F}_{2 j}^{2}\right), \quad j=1,2
$$

(ii) If $u_{0} \in \mathcal{F}_{6}^{3}$ and $\int u_{0}(x) d x=0$. Then

$$
u \in C\left([0, T]: \dot{\mathcal{F}}_{6}^{3}\right) .
$$

(iii) If $u \in C\left([0, T]: \dot{\mathcal{F}}_{8}^{4}\right)$. Then $u \equiv 0$.

In [Io3] Iorio strengthened the result in Theorem 9.1(iii) by proving that if at three different times a solution of the BO equation satisfies $u\left(\cdot, t_{j}\right) \in \mathcal{F}_{8}^{4}, j=1,2,3$, then $u \equiv 0$. In [FoPo] Iorio's result was extended to non-integer values. In particular it was shown that if $u\left(\cdot, t_{j}\right) \in \mathcal{F}_{7}^{7 / 2}, j=1,2,3$, then $u \equiv 0$, and that for every $\epsilon>0$ if $u_{0} \in \dot{\mathcal{F}}_{7-\epsilon}^{7 / 2}$, then the corresponding solution satisfies $u \in C\left([0, T]: \dot{\mathcal{F}}_{7-\epsilon}^{7 / 2}\right)$. In [FLP3] it was shown that the uniqueness result of Iorio mentioned above involving a condition a three different times is necessary. More precisely, it was proved that there exist non zero solutions of the BO equation $u \in C\left([0, T]: \dot{\mathcal{F}}_{6}^{3}\right)$ such that $u\left(\cdot, t_{j}\right) \in \mathcal{F}_{8}^{4}, j=1,2$.

Notice that the above results are mainly a consequence of the lack of smoothness of the symbol $\sigma(\xi)=\xi|\xi|$ modeling the dispersion.

For the sake of completeness we shall explain the parabolic regularization method or artificial viscosity method for the case of the BO equation. This method which is quite general will be used in the next chapter.

The goal is to establish the following local well posedness result for the IVP (9.9) associated to the BO equation.

Theorem 9.2. Let $s>3 / 2$. Given any $u_{0} \in H^{s}(\mathbb{R})$ there exist $T\left(\left\|u_{0}\right\|_{s, 2}\right)>0$ and a unique solution $u$ of the IVP (9.9) such that

$$
\begin{equation*}
u \in C\left([0, T]: H^{s}(\mathbb{R})\right) \cap C^{1}\left((0, T): H^{s-2}(\mathbb{R})\right) \tag{9.13}
\end{equation*}
$$

Moreover, the map data $\rightarrow$ solution from $H^{s}(\mathbb{R})$ to $C\left([0, T]: H^{s}(\mathbb{R})\right)$ is locally well defined and continuous.

In addition, if $u_{0} \in H^{s^{\prime}}(\mathbb{R})$ with $s^{\prime}>s$, then

$$
u \in C\left([0, T]: H^{s^{\prime}}(\mathbb{R})\right) \cap C^{1}\left((0, T): H^{s^{\prime}-2}(\mathbb{R})\right)
$$

To simplify the exposition we shall sketch the details in the case $s=2$. It will be clear from our proof below and the calculus of inequalities in Chapter 3 how to obtain the general result $s>3 / 2$.

We consider the IVP associated to the viscous BO equation

$$
\left\{\begin{array}{l}
\partial_{t} u+\mathrm{H} \partial_{x}^{2} u+u \partial_{x} u=\gamma \partial_{x}^{2} u  \tag{9.14}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

$t>0, x \in \mathbb{R}, \gamma \in(0,1)$.
Step 1 A priori estimate for solutions (9.14)
Assume that $u^{\gamma} \in C\left(\left[0, T^{*}\right]: H^{2}(\mathbb{R})\right) \cap C^{\infty}\left(\left(0, T^{*}\right): H^{\infty}(\mathbb{R})\right)$ is a solution of the IVP (9.14), then the standard energy estimate (see 3.12 and 3.13) show that

$$
\begin{equation*}
\frac{d}{d t}\left\|u^{\gamma}(t)\right\|_{2,2}^{2}+\gamma\left\|\partial_{x}^{3} u^{\gamma}(t)\right\|_{2}^{2} \leq c\left\|\partial_{x} u^{\gamma}(t)\right\|_{\infty}\left\|u^{\gamma}(t)\right\|_{2,2}^{2} \tag{9.15}
\end{equation*}
$$

Thus, from Sobolev Embedding (Theorem 3.2)

$$
\begin{equation*}
\frac{d}{d t}\left\|u^{\gamma}(t)\right\|_{2,2} \leq c\left\|u^{\gamma}(t)\right\|_{2,2}^{2} \tag{9.16}
\end{equation*}
$$

where $c$ here and below will denote a constant whose value may change from line to line but it is independent of the data and the parameters in (9.9) and (9.14) (and later in (9.32)). From (9.16) one has that

$$
\begin{equation*}
\left\|u^{\gamma}(t)\right\|_{2,2} \leq \frac{\left\|u_{0}\right\|_{2,2}}{1-c t\left\|u_{0}\right\|_{2,2}} \tag{9.17}
\end{equation*}
$$

therefore taking $T$ such that

$$
\begin{equation*}
c T\left\|u_{0}\right\|_{2,2}=1 / 2 \tag{9.18}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
\sup \left\|u^{\gamma}(t)\right\|_{2,2} \leq 2\left\|u_{0}\right\|_{2,2}, \quad \forall \gamma \in(0,1) . \tag{9.19}
\end{equation*}
$$

Now integrating in the $t$ variable in (9.15), using Sobolev embedding and (9.18)(9.19) one gets that

$$
\begin{equation*}
\gamma \int_{0}^{T}\left\|\partial_{x}^{3} u^{\gamma}(t)\right\|_{2}^{2} d t \leq\left\|u_{0}\right\|_{2,2}^{2}+c \int_{0}^{T}\left(2\left\|u_{0}\right\|_{2,2}\right)^{3} d t \tag{9.20}
\end{equation*}
$$

$$
\leq\left\|u_{0}\right\|_{2,2}^{2}+8 c T\left\|u_{0}\right\|_{2,2}^{3} \leq c\left\|u_{0}\right\|_{2,2}^{2}
$$

To complete this step we observe that if $u_{0} \in H^{s^{\prime}}(\mathbb{R})$ with $s^{\prime}>2$, then as in (9.15) it follows that

$$
\frac{d}{d t}\left\|u^{\gamma}(t)\right\|_{s^{\prime}, 2} \leq c\left\|u^{\gamma}(t)\right\|_{2,2}\left\|u^{\gamma}(t)\right\|_{s^{\prime}, 2}
$$

Hence,

$$
\sup _{[0, T]}\left\|u^{\gamma}(t)\right\|_{s^{\prime}, 2} \leq\left\|u_{0}\right\|_{s^{\prime}, 2} e^{c T\left\|u_{0}\right\|_{2,2}}=K\left\|u_{0}\right\|_{s^{\prime}, 2}, \quad K=K\left(\left\|u_{0}\right\|_{2,2}\right)
$$

i.e. higher derivatives of the solution are also bounded by the data in the same time interval $[0, T]$.

Step 2 Existence of solutions to the IVP (9.14).
We consider the semigroup $\left\{U^{\gamma}(t): t \geq 0\right\}$ defined as

$$
U^{\gamma}(t) f(x)=\left(e^{4 \pi^{2} i|\xi| \xi t} e^{-\gamma 4 \pi^{2} \xi^{2} t} \widehat{f}\right)^{\vee}(x)
$$

It is easy to see that for any $t \geq 0$

$$
\begin{align*}
& \text { (a) }\left\|U^{\gamma}(t) f\right\|_{2} \leq\|f\|_{2}, \\
& \text { (b) }\left\|\partial_{x} U^{\gamma}(t) f\right\|_{2} \leq \frac{c}{(\gamma t)^{1 / 2}}\|f\|_{2} . \tag{9.21}
\end{align*}
$$

The solution of the IVP (9.14) is a fixed point of the operator $\Psi=\Psi_{\gamma, u_{0}}$ with

$$
\begin{equation*}
\Psi(v)(t)=U^{\gamma}(t) u_{0}-\int_{0}^{t} U^{\gamma}\left(t-t^{\prime}\right) v \partial_{x} v\left(t^{\prime}\right) d t^{\prime} \tag{9.22}
\end{equation*}
$$

defined on

$$
\begin{equation*}
\Omega_{\widehat{T}, r}=\left\{v: \mathbb{R} \times[0, \widehat{T}] \rightarrow \mathbb{R}: v \in C\left([0, \widehat{T}]: H^{2}(\mathbb{R})\right), \sup _{[0, \widehat{T}]}\|v(t)\|_{2,2} \leq r\right\} \tag{9.23}
\end{equation*}
$$

with $\widehat{T}$ and $r>0$ to be chosen. From (9.21) it follows that

$$
\sup _{\left[0, T_{\gamma}\right]}\|\Psi(v)(t)\|_{2,2} \leq c\left\|u_{0}\right\|_{2,2}+\frac{c T_{\gamma}^{1 / 2}}{\gamma^{1 / 2}} \sup _{\left[0, T_{\gamma}\right]}\|v(t)\|_{2,2}^{2}
$$

and

$$
\begin{aligned}
& \sup _{\left[0, T_{\gamma}\right]}\|(\Psi(v)-\Psi(\tilde{v}))(t)\|_{2,2} \\
& \quad \leq \frac{c T_{\gamma}^{1 / 2}}{\gamma^{1 / 2}} \sup _{\left[0, T_{\gamma}\right]}\left(\|v(t)\|_{2,2}+\|\tilde{v}(t)\|_{2,2}\right) \sup _{\left[0, T_{\gamma}\right]}\|(v-\tilde{v})(t)\|_{2,2} .
\end{aligned}
$$

Hence, choosing $r$ and $T_{\gamma}$ as

$$
\begin{equation*}
r=2 c\left\|u_{0}\right\|_{2,2} \quad \text { and } \quad \frac{c T_{\gamma}^{1 / 2} r}{\gamma^{1 / 2}}=\frac{2 c^{2} T_{\gamma}^{1 / 2}\left\|u_{0}\right\|_{2,2}}{\gamma^{1 / 2}}=\frac{1}{4} \tag{9.24}
\end{equation*}
$$

it follows that the operator $\Psi$ defines a contraction in $\Omega_{T_{\gamma}, r}$, and so for any $\gamma>0$ the IVP (9.14) has a unique solution

$$
\begin{equation*}
u^{\gamma} \in C\left(\left[0, T_{\gamma}\right]: H^{2}(\mathbb{R})\right) \cap C^{\infty}\left(\mathbb{R} \times\left(0, T_{\gamma}\right)\right), \quad \text { with } \quad T_{\gamma} \sim \gamma \tag{9.25}
\end{equation*}
$$

Now using the a priori estimate (step-1) we can reapply the above local existence argument (which only depends on the size of the initial data, see 9.24) to extend for each $\gamma \in(0,1)$ the solution $u^{\gamma}$ in the class (9.25) to the whole time interval [0,T] with $T$ as in (9.18). Moreover, we have that

$$
\begin{equation*}
\sup _{\gamma>0}\left(\sup _{[0, T]}\left\|u^{\gamma}(t)\right\|_{2,2}^{2}+\gamma \int_{0}^{T}\left\|\partial_{x}^{3} u^{\gamma}(t)\right\|_{2}^{2} d t\right) \leq c\left\|u_{0}\right\|_{2,2}^{2} . \tag{9.26}
\end{equation*}
$$

Step 3 Convergence of the $u^{\gamma}$ 's as $\gamma \downarrow 0$.
For $1>\gamma>\gamma^{\prime}>0$ we define

$$
\begin{equation*}
\omega(t)=\omega^{\gamma, \gamma^{\prime}}(t)=u^{\gamma}(t)-u^{\gamma^{\prime}}(t), \tag{9.27}
\end{equation*}
$$

which satisfies the equation

$$
\begin{equation*}
\partial_{t} \omega+\mathrm{H} \partial_{x}^{2} \omega+\omega \partial_{x} u^{\gamma}+u^{\gamma^{\prime}} \partial_{x} \omega=\gamma^{\prime} \partial_{x}^{2} \omega+\left(\gamma-\gamma^{\prime}\right) \partial_{x}^{2} u^{\gamma}, \quad t \in[0, T], \tag{9.28}
\end{equation*}
$$

with data $\omega(x, 0)=0$. Using energy estimates it follows that

$$
\frac{d}{d t}\|\omega(t)\|_{2} \leq c\left(\left\|\partial_{x} u^{\gamma}(t)\right\|_{\infty}+\left\|\partial_{x} u^{\gamma^{\prime}}(t)\right\|_{\infty}\right)\|\omega(t)\|_{2}+\left(\gamma-\gamma^{\prime}\right)\left\|\partial_{x}^{2} u^{\gamma}(t)\right\|_{2}
$$

Hence, from (9.26) one has that

$$
\begin{align*}
& \sup _{[0, T]}\left\|\left(u^{\gamma}-u^{\gamma^{\prime}}\right)(t)\right\|_{2}=\sup _{[0, T]}\|\omega(t)\|_{2} \\
& \quad \leq\left(\gamma-\gamma^{\prime}\right) \int_{0}^{T}\left\|\partial_{x}^{2} u^{\gamma}(t)\right\|_{2} d t \exp \left\{\int_{0}^{T}\left(\left\|\partial_{x} u^{\gamma}\right\|_{\infty}+\left\|\partial_{x} u^{\gamma^{\prime}}\right\|_{\infty}\right) d t\right\}  \tag{9.29}\\
& \quad \leq 2\left(\gamma-\gamma^{\prime}\right) T\left\|u_{0}\right\|_{2,2} \cdot e^{4 c T\left\|u_{0}\right\|_{2,2}} \leq\left(\gamma-\gamma^{\prime}\right) K,
\end{align*}
$$

$K=K\left(\left\|u_{0}\right\|_{2,2}\right)$ which shows that the $u^{\gamma}$ s converge as $\gamma \downarrow 0$ in $C\left([0, T]: L^{2}(\mathbb{R})\right)$. Moreover, combining (9.26) and interpolation the $u^{\gamma}$ 's converge in $C([0, T]$ : $H^{2-\mu}(\mathbb{R})$ ) for any $\mu>0$ to a limit function $\widetilde{u}(x, t)$

$$
\begin{equation*}
\tilde{u} \in C\left([0, T]: H^{2-\mu}(\mathbb{R})\right) \cap L^{\infty}\left([0, T]: H^{2}(\mathbb{R})\right), \quad \forall \mu>0 \tag{9.30}
\end{equation*}
$$

(using a weak compactness argument) satisfying that

$$
\begin{equation*}
\sup _{[0, T]}\|\widetilde{u}(t)\|_{2,2} \leq c\left\|u_{0}\right\|_{2,2} . \tag{9.31}
\end{equation*}
$$

To complete this step we observe that if $u_{0} \in H^{s^{\prime}}(\mathbb{R})$ with $s^{\prime}>2$, then the $u^{\gamma}$ 's converge as $\gamma \downarrow 0$ in $C\left([0, T]: H^{s^{\prime}-\mu}(\mathbb{R})\right), \mu>0$ and by taking limit with $s^{\prime}-\mu \geq 2$ one has that

$$
\tilde{u} \in C\left([0, T]: H^{s^{\prime}-\mu}(\mathbb{R})\right) \cap L^{\infty}\left([0, T]: H^{s^{\prime}}(\mathbb{R})\right) \quad \forall \mu>0
$$

is a solution of the IVP (9.9).
Step 4 Persistence property: $u \in C\left([0, T]: H^{s}(\mathbb{R})\right)$.
We need some preliminary estimates. Let $\rho \in C_{0}^{\infty}(\mathbb{R})$ be such that

$$
\begin{equation*}
\rho(x) \geq 0 \quad \forall x \in \mathbb{R}, \quad \int \rho(x) d x=1, \quad \int x^{k} \rho(x) d x=0, \quad k=1, \ldots, m \tag{9.32}
\end{equation*}
$$

for some $m \in \mathbb{Z}^{+}$. Denote

$$
\rho_{\epsilon}(x)=\frac{1}{\epsilon} \rho\left(\frac{x}{\epsilon}\right), \quad \epsilon>0 .
$$

Proposition 9.1. Let $r>0$ and $f \in H^{r}(\mathbb{R})$. Then

$$
\begin{array}{ll}
\text { (a) }\left\|\rho_{\epsilon} * f\right\|_{r+\alpha, 2} \leq c \epsilon^{-\alpha}\|f\|_{r, 2}, & \forall \alpha>0, \\
\text { (b) }\left\|f-\rho_{\epsilon} * f\right\|_{r-\beta, 2} \leq c \epsilon^{\beta}\|f\|_{r, 2}, & \forall \beta \in[0, r] . \tag{9.33}
\end{array}
$$

Moreover,
(a) $\left\|\rho_{\epsilon} * f\right\|_{r+\alpha, 2}=O\left(\epsilon^{-\alpha}\right) \quad$ as $\quad \epsilon \downarrow 0 \quad \forall \alpha>0$,
(b) $\left\|f-\rho_{\epsilon} * f\right\|_{r-\beta, 2}=o\left(\epsilon^{\beta}\right) \quad$ as $\quad \epsilon \downarrow 0 \quad \forall \beta \in[0, r]$.

Proof. The proof of part (a) in (9.33) and (9.34) is immediate so we only consider part (b). We shall restrict ourselves to prove the case $r=1$ and $\beta=1$. The proof for the case where $r, \beta \in \mathbb{Z}^{+}$is similar to the argument below. The general case follows by interpolation between the previous cases.

By hypothesis on $\rho(\cdot)$ one has

$$
\begin{aligned}
& f(x)-\rho_{\epsilon} * f(x)=\int \rho_{\epsilon}(y)(f(x)-f(x-y)) d y \\
& =\int \rho_{\epsilon}(y)\left(-\int_{0}^{1} \frac{d}{d t} f(x-t y) d t\right) d y=\int_{0}^{1} \int \rho_{\epsilon}(y) f^{\prime}(x-t y) y d y d t \\
& =\int_{0}^{1} \int \rho_{\epsilon}(y)\left(f^{\prime}(x-t y)-f^{\prime}(x)\right) y d y d t
\end{aligned}
$$

Hence,

$$
\left\|f-\rho_{\epsilon} * f\right\|_{2} \leq \epsilon \int_{0}^{1} \int \frac{|y|}{\epsilon} \rho_{\epsilon}(y)\left\|f^{\prime}(\cdot-t y)-f^{\prime}(\cdot)\right\|_{2} d y d t
$$

Since $f \in H^{1}(\mathbb{R})$ a density argument shows that

$$
\lim _{\delta \downarrow 0} \sup _{|y| \leq \delta,|t| \leq 1}\left\|f^{\prime}(\cdot-t y)-f^{\prime}(\cdot)\right\|_{2}=0 .
$$

This together with the fact that for any $\delta>0$ fixed

$$
\lim _{\epsilon \downarrow 0} \int_{|y| \geq \delta} \frac{|y|}{\epsilon} \rho_{\epsilon}(y) d y=\lim _{\epsilon \downarrow 0} \int_{|x| \geq \delta / \epsilon}|x| \rho(x) d x=0
$$

yields the desired result.
Next, we turn to the proof of step 3. We consider the IVP

$$
\left\{\begin{array}{l}
\partial_{t} u+\mathrm{H} \partial_{x}^{2} u+u \partial_{x} u=0  \tag{9.35}\\
u(x, 0)=u_{0}^{\epsilon}(x)=\rho_{\epsilon} * u_{0}(x)
\end{array}\right.
$$

$t>0, x \in \mathbb{R}$.
Since the data in (9.35) $u_{0}^{\epsilon} \in H^{\infty}(\mathbb{R})$ the argument in steps 1 and 2 shows for any $\epsilon>0$ the IVP (9.32) has a solution

$$
u^{\epsilon} \in C\left([0, T]: H^{\infty}(\mathbb{R})\right),
$$

with $T$ as in (9.18), i.e.

$$
c T\left\|u_{0}^{\epsilon}\right\|_{2,2}=c T\left\|u_{0}\right\|_{2,2}=1 / 2
$$

satisfying that

$$
\begin{equation*}
\sup \sup \left\|u^{\epsilon}(t)\right\|_{2,2} \leq c\left\|u_{0}\right\|_{2,2} \tag{9.36}
\end{equation*}
$$

with $c$ independent of $\varepsilon$. Also by (9.33) one has that

$$
\begin{equation*}
\sup _{[0, T]}\left\|u^{\epsilon}(t)\right\|_{l, 2}=O\left(\epsilon^{-l+2}\right) \quad \text { as } \quad \epsilon \downarrow 0, \quad \forall l>2 . \tag{9.37}
\end{equation*}
$$

Next, for $\epsilon>\epsilon^{\prime}>0$ we define

$$
v(t)=v^{\epsilon, \epsilon^{\prime}}(t)=\left(u^{\epsilon}-u^{\epsilon^{\prime}}\right)(t),
$$

which solves the IVP

$$
\left\{\begin{array}{l}
\partial_{t} v+\mathrm{H} \partial_{x}^{2} v+v \partial_{x} u^{\epsilon}+u^{\epsilon^{\prime}} \partial_{x} v=0,  \tag{9.38}\\
v(x, 0)=u_{0}^{\epsilon}(x)-u_{0}^{\epsilon^{\prime}}(x)=\left(\rho_{\epsilon} * u_{0}-\rho_{\epsilon^{\prime}} * u_{0}\right)(x)=v_{0}(x),
\end{array}\right.
$$

$t \in[0, T]$. Using energy estimates it follows that

$$
\begin{equation*}
\frac{d}{d t}\|v(t)\|_{2} \leq c\left(\left\|\partial_{x} u^{\epsilon}(t)\right\|_{\infty}+\left\|\partial_{x} u^{\epsilon^{\prime}}(t)\right\|_{\infty}\right)\|v(t)\|_{2} \tag{9.39}
\end{equation*}
$$

which combined with (9.36) and Proposition 9.1 lead to

$$
\begin{equation*}
\sup _{[0, T]}\|v(t)\|_{2} \leq c\left\|v_{0}\right\|_{2} e^{2 c T\left\|u_{0}\right\|_{2,2}} \leq c \epsilon^{2} K, \quad K=K\left(\left\|u_{0}\right\|_{2,2}\right) . \tag{9.40}
\end{equation*}
$$

In the same manner one has

$$
\begin{align*}
\frac{d}{d t}\left\|\partial_{x}^{2} v(t)\right\|_{2} & \leq c\left(\left\|\partial_{x} u^{\epsilon}(t)\right\|_{\infty}+\left\|\partial_{x} u^{\epsilon^{\prime}}(t)\right\|_{\infty}\right)\left\|\partial_{x}^{2} v(t)\right\|_{2} \\
& +c\left(\left\|\partial_{x}^{2} u^{\epsilon}(t)\right\|_{2}+\left\|\partial_{x}^{2} u^{\epsilon^{\prime}}(t)\right\|_{2}\right)\left\|\partial_{x} v(t)\right\|_{\infty} \\
& +\left\|\partial_{x}^{3} u^{\epsilon}\right\|_{2}\|v(t)\|_{\infty} \\
& \equiv E_{1}(t)+E_{2}(t)+E_{3}(t) . \tag{9.41}
\end{align*}
$$

Gronwall's inequality will be applied to (9.41) after estimating $E_{j}, j=1,2,3$. The estimate for $E_{1}$ follows from (9.36) and Sobolev Embedding Theorem. Using the Gagliardo-Nirenberg inequality (see (3.13)), (9.36) and (9.40) the contribution of $E_{2}$ can be bounded as

$$
\sup _{[0, T]} E_{2}(t) \leq c\left\|u_{0}\right\|_{2,2} \sup _{[0, T]}\left(\|v(t)\|_{2}^{1 / 4}\left\|\partial_{x}^{2} v(t)\right\|_{2}^{3 / 4}\right) \leq c \epsilon^{1 / 2} K, \quad K=K\left(\left\|u_{0}\right\|_{2,2}\right) .
$$

Similarly, using (9.37) and (9.40) one controls the contribution of the term $E_{3}$ in (9.41)

$$
\begin{aligned}
\sup _{[0, T]} E_{3}(t) & \leq \sup _{[0, T]}\left(\left\|\partial_{x}^{3} u^{\epsilon}\right\|_{2}\|v(t)\|_{2}^{3 / 4}\left\|\partial_{x}^{2} v(t)\right\|_{2}^{1 / 4}\right) \\
& \leq c \epsilon^{-1} \epsilon^{3 / 2} K=c \epsilon^{1 / 2} K, \quad K=K\left(\left\|u_{0}\right\|_{2,2}\right) .
\end{aligned}
$$

Hence, collecting the above information, using Gronwall's inequality and (9.41), and adding the result to (9.40) we conclude that

$$
\begin{equation*}
\sup _{[0, T]}\|v(t)\|_{2,2}=\sup _{[0, T]}\left\|\left(u^{\epsilon}-u^{\epsilon^{\prime}}\right)(t)\right\|_{2,2}=o(1) \quad \text { as } \quad \epsilon \downarrow 0 . \tag{9.42}
\end{equation*}
$$

Thus,

$$
u^{\epsilon} \rightarrow u \quad \text { in } \quad C\left([0, T]: H^{2}(\mathbb{R})\right), \quad \text { as } \quad \epsilon \downarrow 0,
$$

with $u(\cdot)$ solving the $\operatorname{IVP}(9.9)$ where the equation holds in $C\left([0, T]: L^{2}(\mathbb{R})\right)$. The uniqueness of the solution $u=u(x, t)$ in the class $C\left([0, T]: H^{2}(\mathbb{R})\right)$ follows by using the argument in (9.39) and (9.40). One can show that our solution $u$ agrees with the function $\widetilde{u}$ found in the step 3 , see (9.30).

Step 5 (from [BS]) Proof of the continuous dependence of the solution $u$ upon the data $u_{0}$.

We shall show that

$$
\begin{equation*}
\forall \lambda>0 \exists \delta>0\left[\left\|u_{0}-z_{0}\right\|_{2,2}<\delta \Rightarrow \sup _{[0, T / 2]}\|(u-z)(t)\|_{2,2}<\lambda\right], \tag{9.43}
\end{equation*}
$$

where $u, z$ represent the solutions of the IVP (9.9) with data $u_{0}, z_{0} \in H^{2}(\mathbb{R})$ ) respectively. Without loss of generality we assume $u_{0} \neq 0$.

In (9.43) we take the time interval $[0, T / 2]$ with $T$ as in (9.18) to guarantee that if $\left\|u_{0}-z_{0}\right\|_{2,2}<\delta$, then the solution $z(t)$ is defined in the time interval $[0, T / 2]$.

For $1>\epsilon>\epsilon^{\prime}>0$ we define

$$
\begin{equation*}
w(t)=w^{\epsilon, \epsilon^{\prime}}(t)=\left(u^{\epsilon}-z^{\epsilon^{\prime}}\right)(t), \tag{9.44}
\end{equation*}
$$

where $u^{\epsilon}, z^{\epsilon^{\prime}}$ are the solutions of the IVP (9.35) with data $u_{0}^{\epsilon}=\rho_{\epsilon} * u_{0}, z_{0}^{\epsilon^{\prime}}=\rho_{\epsilon^{\prime}} * z_{0}$ respectively. Thus, taking $\delta_{1}=\left\|u_{0}\right\|_{2,2} / 2$ from the above results one has that

$$
\begin{equation*}
\sup _{[0, T / 2]}\left\|u^{\epsilon}(t)\right\|_{2,2}+\sup _{[0, T / 2]}\left\|z^{\epsilon^{\prime}}(t)\right\|_{2,2} \leq c\left\|u_{0}\right\|_{2,2}+2 c\left\|u_{0}\right\|_{2,2} . \tag{9.45}
\end{equation*}
$$

Since $w(t)$ satisfies the IVP

$$
\left\{\begin{array}{l}
\partial_{t} w+\mathrm{H} \partial_{x}^{2} w+w \partial_{x} u^{\epsilon}+z^{\epsilon^{\prime}} \partial_{x} w=0,  \tag{9.46}\\
w(x, 0)=u_{0}^{\epsilon}(x)-z_{0}^{\epsilon^{\prime}}(x)=\left(\rho_{\epsilon} * u_{0}-\rho_{\epsilon^{\prime}} * z_{0}\right)(x)=v_{0}(x),
\end{array}\right.
$$

$t \in[0, T / 2]$, one has (combining (9.45) and a familiar argument) that

$$
\begin{align*}
\sup _{[0, T / 2]}\|w(t)\|_{2} & \leq\left\|u_{0}^{\epsilon}-z_{0}^{\epsilon^{\prime}}\right\|_{2} K \\
& \leq K\left(\left\|u_{0}-u_{0}^{\epsilon}\right\|_{2}+\left\|z-z_{0}^{\epsilon^{\prime}}\right\|_{2}+\delta\right) \leq K\left(\epsilon^{2}+\delta\right), \tag{9.47}
\end{align*}
$$

$K=K\left(\left\|u_{0}\right\|_{2,2}\right)$ and

$$
\begin{align*}
\frac{d}{d t}\left\|\partial_{x}^{2} w(t)\right\|_{2} & \leq c\left(\left\|\partial_{x} u^{\epsilon}(t)\right\|_{\infty}+\left\|\partial_{x} z^{\epsilon^{\prime}}(t)\right\|_{\infty}\right)\left\|\partial_{x}^{2} w(t)\right\|_{2} \\
& +c\left(\left\|\partial_{x}^{2} u^{\epsilon}(t)\right\|_{2}+\left\|\partial_{x}^{2} z^{\epsilon^{\prime}}(t)\right\|_{2}\right)\left\|\partial_{x} w(t)\right\|_{\infty} \\
& +\left\|\partial_{x}^{3} u^{\epsilon}\right\|_{2}\|w(t)\|_{\infty} \\
& \equiv G_{1}(t)+G_{2}(t)+G_{3}(t) . \tag{9.48}
\end{align*}
$$

First using (9.45) and Sobolev embedding one gets that

$$
G_{1}(t) \leq c\left\|u_{0}\right\|_{2,2}\left\|\partial_{x}^{2} w(t)\right\|_{2}, \quad \forall t \in[0, T / 2] .
$$

Next, combining (9.45) and (9.47) one gets the bound

$$
\begin{aligned}
\sup _{[0, T / 2]} G_{2}(t) & \leq c\left\|u_{0}\right\|_{2,2} \sup _{[0, T / 2]}\left(\|w(t)\|_{2}^{1 / 4}\left\|\partial_{x}^{2} w(t)\right\|_{2}^{3 / 4}\right) \\
& \leq c\left\|u_{0}\right\|_{2,2}^{7 / 4} K\left(\epsilon^{2}+\delta\right)^{1 / 4} \leq K\left(\epsilon^{2}+\delta\right)^{1 / 4} \leq c K\left(\epsilon^{1 / 2}+\delta^{1 / 4}\right)
\end{aligned}
$$

$K=K\left(\left\|u_{0}\right\|_{2,2}\right)$. Finally, from (9.36), (9.37), and (9.47) the term $G_{3}$ in (9.48) can bounded as

$$
\begin{aligned}
\sup _{[0, T / 2]} G_{3}(t) & =\sup _{[0, T / 2]}\left(\left\|\partial_{x}^{3} u^{\epsilon}(t)\right\|_{2}\|w(t)\|_{\infty}\right) \\
& \leq c K \epsilon^{-1} \sup _{[0, T / 2]}\left(\|w(t)\|_{2}^{3 / 4}\left\|\partial_{x}^{2} w(t)\right\|_{2}^{1 / 4}\right) \\
& \leq c K \epsilon^{-1}\left(\epsilon^{2}+\delta\right)^{3 / 4} \leq c K^{\prime}\left(\epsilon^{1 / 2}+\epsilon^{-1} \delta^{3 / 4}\right) .
\end{aligned}
$$

Combining the estimates for $G_{j}, j=1,2,3$, Proposition 9.1, and Gronwall's inequality and adding the result to (9.47) it follows that

$$
\begin{align*}
\sup _{[0, T / 2]}\|w(t)\|_{2,2} & =\sup _{[0, T / 2]}\left\|\left(u^{\epsilon}-z^{\epsilon}\right)(t)\right\|_{2,2} \\
& \leq K\left(\left\|u_{0}^{\epsilon}-z_{0}^{\epsilon}\right\|_{2,2}+T\left(\epsilon^{1 / 2}+\delta^{1 / 4}+\epsilon^{-1} \delta^{3 / 4}\right)\right)  \tag{9.49}\\
& \leq K\left(\left\|u_{0}^{\epsilon}-u_{0}\right\|_{2,2}+\left\|z_{0}^{\epsilon^{\prime}}-z_{0}\right\|_{2,2}+\delta^{1 / 4}+\epsilon^{1 / 2}+\epsilon^{-1} \delta^{3 / 4}\right)
\end{align*}
$$

assuming $\delta<1$. Therefore collecting these results one concludes that

$$
\begin{aligned}
\sup _{[0, T / 2]}\|(u-z)(t)\|_{2,2} & \leq \sup _{[0, T / 2]}\left(\left\|u-u^{\epsilon}\right\|_{2,2}+\left\|z-z^{\epsilon^{\prime}}\right\|_{2,2}+\left\|u^{\epsilon}-z^{\epsilon^{\prime}}\right\|_{2,2}\right) \\
& \leq o(1)_{\epsilon}+o(1)_{\epsilon^{\prime}} \\
& +K\left(\left\|u_{0}^{\epsilon}-u_{0}\right\|_{2,2}+\left\|z_{0}^{\epsilon^{\prime}}-z_{0}\right\|_{2,2}+\delta^{1 / 4}+\epsilon^{1 / 2}+\epsilon^{-1} \delta^{3 / 4}\right) \\
& \leq o(1)_{\epsilon}+o(1)_{\epsilon^{\prime}}+K\left(\delta^{1 / 4}+\epsilon^{-1} \delta^{3 / 4}\right) .
\end{aligned}
$$

So we fixed $\varepsilon$ small enough such that

$$
o(1)_{\epsilon} \leq \lambda / 3,
$$

then we take $\delta<\min \left\{1 ;\|u\|_{2,2} / 2\right\}$ such that

$$
K\left(\delta^{1 / 4}+\epsilon^{-1} \delta^{3 / 4}\right)<\lambda / 3,
$$

and finally for each $z_{0} \in H^{2}(\mathbb{R})$ such that $\left\|z_{0}-u_{0}\right\|_{2,2}<\delta$ we take $\epsilon^{\prime}=\epsilon^{\prime}\left(z_{0}\right)>$ $0, \epsilon^{\prime} \in(0, \epsilon)$ such that

$$
o(1)_{\epsilon^{\prime}} \leq \lambda / 3,
$$

to conclude the proof of Theorem 9.2.
We observe that the only fact used on the operator $\mathrm{H} \partial_{x}^{2}$ describing the dispersive relation in the BO equation was that it is skew-symmetric.

Next, consider the IVP associated to the generalized BO equation, that is,

$$
\left\{\begin{array}{l}
\partial_{t} u+\mathrm{H} \partial_{x}^{2} u+u^{k} \partial_{x} u=0  \tag{9.50}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

$x \in \mathbb{R}, t>0, k \in \mathbb{Z}^{+}, k \geq 2$.
In addition to preserve the $L^{2}$-norm, solutions of the IVP (9.50) leave invariant the quantity

$$
\begin{equation*}
E(u)(t)=\int_{-\infty}^{\infty}\left(\left|D_{x}^{1 / 2} u(x, t)\right|^{2}-\frac{1}{(k+1)(k+2)} u(x, t)^{k+2}\right) d x \tag{9.51}
\end{equation*}
$$

These quantities will be useful for extending possible local results globally in the corresponding Sobolev spaces dictated for them.

We also notice that the scaling argument for the equation in (9.50) suggests wellposedness for the IVP in $H^{s}(\mathbb{R})$ for

$$
\begin{equation*}
s>s_{k}=\frac{1}{2}-\frac{1}{k} \tag{9.52}
\end{equation*}
$$

Using the oscillatory integral techniques described in Chapters 4 and 7 in [KPV11] local well-posedness for small data was established in Sobolev indices lower than the $3 / 2$ given by the energy method.

In [MR1] and [MR2] Molinet and Riboud improved the results in [KPV11]. In particular, they showed local well-posedness for small data in $H^{s}(\mathbb{R}), s>1 / 3$ for $k=3$, and $s>s_{k}$ for $k \geq 4$, and for data in $H^{s}(\mathbb{R})$ of arbitrary size, $s \geq 3 / 4$ for $k=3, s>1 / 2$ for $k=4$, and $s \geq 1 / 2$ for $k \geq 5$. These results can be extended globally using the conserved quantities (9.51) whenever the local well-posedness is realized in $H^{1 / 2}(\mathbb{R})$. Kenig and Takaoka [KT] has obtained global well-posedness for (9.50) with $k=2$ for $s \geq 1 / 2$. One of the main new tool used by these authors was a gauge transformation reminiscent of that introduced by Tao (see (9.12)). In [Ve] Vento established local well-posedness in the critical space $\dot{H}^{s_{k}}(\mathbb{R}), s_{k}=\frac{1}{2}-\frac{1}{k}$, (and its inhomogeneous version) for $k \geq 4$. It was also proved that for $k=3$ local well-posedness holds in $H^{s}(\mathbb{R})$ for $s>1 / 3$.

From the ill-posedness results obtained by Biagioni and Linares [BiL] the results in [Ve] for $k \geq 4$ should be optimal.

### 9.5 Zakharov System

In this section we will give a brief account of some results concerning local and global well-posedness for the Zakharov system,

$$
\left\{\begin{array}{l}
i \partial_{t} u+\Delta u=u v  \tag{9.53}\\
\lambda^{-2} \partial_{t}^{2} v-\Delta v=\Delta\left(|u|^{2}\right) \\
u(x, 0)=u_{0}(x), v(x, 0)=v_{0}(x), \partial_{t} v(x, 0)=v_{1}(x)
\end{array}\right.
$$

$x \in \mathbb{R}^{n}, t>0$, where $u: \mathbb{R}^{n} \times[0, \infty) \mapsto \mathbb{C}^{n}$ and $v: \mathbb{R}^{n} \mapsto \mathbb{R}$.
This model was introduced by Zakharov [Zk] to describe the long wave Langmuir turbulence in a plasma. The function $u=u(x, t)$ represents the slowly varying
envelope of the highly oscillatory electric field; $v=v(x, t)$ is the deviation of the ion density from the equilibrium; and $\lambda$ is proportional to the ionic speed of sound. In the limit when $\lambda \rightarrow \infty$ the system (9.53) reduces formally to the cubic (focusing) nonlinear Schrödinger equation,

$$
\begin{equation*}
i \partial_{t} u_{\infty}+\Delta u_{\infty}=-\left|u_{\infty}\right|^{2} u_{\infty} \tag{9.54}
\end{equation*}
$$

Solutions of this system satisfy the following conservation laws:

$$
\begin{align*}
M\left(u_{0}\right) & =\int_{\mathbb{R}^{2}}|u(x, t)|^{2} d x, \\
E\left(u_{0}, v_{0}, v_{1}\right) & =\int_{\mathbb{R}^{2}}\left(|\nabla u|^{2}+v|u|^{2}+\frac{v^{2}}{2}+\lambda^{-2}\left((-\Delta)^{-1 / 2} \partial_{t} v\right)^{2}\right)(x, t) d x . \tag{9.55}
\end{align*}
$$

The Zakharov system has been studied by several authors. Sulem and Sulem [SS1] showed that for data

$$
\begin{equation*}
\left(u_{0}, v_{0}, v_{1}\right) \in H^{s}\left(\mathbb{R}^{n}\right) \times H^{s-1}\left(\mathbb{R}^{n}\right) \times\left(H^{s-2}\left(\mathbb{R}^{n}\right) \cap \dot{H}^{-1}\left(\mathbb{R}^{n}\right)\right) \tag{9.56}
\end{equation*}
$$

with $s \geq 3$ and $1 \leq n \leq 3$, the $\operatorname{IVP}(9.53)$ has unique local solution

$$
(u, v) \in L^{\infty}\left([0, T]: H^{s}\left(\mathbb{R}^{n}\right)\right) \times L^{\infty}\left([0, T]: H^{s-1}\left(\mathbb{R}^{n}\right)\right)
$$

They also proved that in the case $n=1$ these solutions can be extended globally in time. Later on in [AA2] Added and Added established the global existence for the solutions given in [SS1] in the case $n=2$ corresponding to data $u_{0}$ with $\left\|u_{0}\right\|_{2}$ sufficiently small. Schochet and Weinstein [SWe] obtained a local existence and uniqueness results for data in (9.56) with time interval [0,T] independent of the parameter $\lambda$. This allowed them to show that solutions ( $u^{\lambda}, v^{\lambda}$ ) of (9.53) converge to a solution of (9.54) as $\lambda \rightarrow \infty$. For small amplitude solutions rates of this convergence were obtained in [AA1]. Latter Ozawa and Tsutsumi [OT3] found optimal rates of convergence of solutions of (9.53) to solutions of (9.54).

In [OT2] Ozawa and Tsutsumi obtained, for a fixed $\lambda$, unique local results for the IVP (9.53) for data $\left(u_{0}, v_{0}, v_{1}\right) \in H^{2}\left(\mathbb{R}^{n}\right) \times H^{1}\left(\mathbb{R}^{n}\right) \times L^{2}\left(\mathbb{R}^{n}\right)$ with $1 \leq n \leq 3$, removing the hypothesis $v_{1} \in \dot{H}^{-1}$ in previous works (see (9.55)). Ozawa and Tsutsumi approach relies on the $L^{p}-L^{q}$ estimates of Strichartz type.

Kenig, Ponce and Vega [KPV8] proved that an iteration scheme can be used directly to obtain small amplitude solutions. They showed that for $n \geq 1$, there exist $s>0, m \in \mathbb{Z}^{+}$, and $\delta>0$ such that for any data

$$
\begin{equation*}
\left(u_{0}, v_{0}, v_{1}\right) \in \mathcal{X}^{s, m}=H^{s}\left(\mathbb{R}^{n}\right) \cap H^{s_{0}}\left(|x|^{m} d x\right) \times H^{s-1 / 2}\left(\mathbb{R}^{n}\right) \times H^{s-3 / 2}\left(\mathbb{R}^{n}\right), \tag{9.57}
\end{equation*}
$$

$s_{0}=[(s+3) / 2]$ (where $[r]$ denotes the largest integer $\left.\leq r\right)$ with $\left\|\left(u_{0}, v_{0}, v_{1}\right)\right\|_{\mathcal{X}^{s, m}} \leq$ $\delta$, there exists a unique solution $\left(u^{\lambda}, v^{\lambda}\right)$ in an interval of time $[0, T]$ independent of $\lambda \geq 1$. They also showed that under some additional hypotheses on $v_{0}$ and $v_{1}$,

$$
\sup _{[0, T]}\left\|\left(u^{\lambda}-u_{\infty}\right)(t)\right\|_{H^{s_{0}}}=O\left(\lambda^{-1}\right) \quad \text { as } \lambda \rightarrow \infty .
$$

The main idea used in [KPV8] was to exploit the inhomogeneous $n$-dimensional version of Kato's smoothing effect (4.30) to overcome the loss of derivatives. This was complemented with maximal function estimates for the group $\left\{e^{i t \Delta}\right\}$.

In [BoC] Bourgain and Colliander showed local well-posedness of IVP (9.53) in the energy space $\left(u_{0}, v_{0}, v_{1}\right) \in H^{1}\left(\mathbb{R}^{n}\right) \times L^{2}\left(\mathbb{R}^{n}\right) \times H^{-1}\left(\mathbb{R}^{n}\right), n=2,3$, by extending the method developed in [Bo1]. Global well-posedness for small data was also established by combining local well-posedness and conservation laws, (see (9.55)).

Ginibre, Tsutsumi and Velo [GTV], using the Fourier restriction method introduced by Bourgain [Bo1], obtained a more complete set of results concerning local well-posedness. Their results are roughly as follows:

For data $\left(u_{0}, v_{0}, v_{1}\right) \in H^{k}\left(\mathbb{R}^{n}\right) \times H^{l}\left(\mathbb{R}^{n}\right) \times H^{l-1}\left(\mathbb{R}^{n}\right)$ the IVP is locally well-posed provided

| $(k, l)$ | Dimension |
| :--- | :--- |
| $-\frac{1}{2}<k-l \leq 1, \quad 2 k \geq l+\frac{1}{2}$ | $n=1$ |
| $l \geq 0, \quad 2 k-(l+1) \geq 0$ | $n=2,3$ |
| $l>\frac{n}{2}-2, \quad 2 k-(l+1)>\frac{n}{2}-2$ | $n \geq 4$ |

The solutions satisfy

$$
\left(u, v, \partial_{t} v\right) \in C\left([0, T]: H^{k}\left(\mathbb{R}^{n}\right) \times H^{l}\left(\mathbb{R}^{n}\right) \times H^{l-1}\left(\mathbb{R}^{n}\right)\right)
$$

In [BHHT] for the two-dimensional case, Bejenaru, Herr, Holmer and Tataru obtained local well-posedness in the space $L^{2}\left(\mathbb{R}^{2}\right) \times H^{-1 / 2}\left(\mathbb{R}^{2}\right) \times H^{-3 / 2}\left(\mathbb{R}^{2}\right)$ and showed that this result should be optimal.

Regarding blow up results we shall mention the following. In the two-dimensional case Glangetas and Merle [GM] proved the existence of blow up solutions with radial symmetry and self-similar form:

$$
\begin{aligned}
& u(x, t)=\frac{\omega}{(T-t)} e^{i \Phi(x, t)} P\left(\frac{\omega|x|}{T-t}\right), \\
& v(x, t)=\left(\frac{\omega}{T-t}\right)^{2} N\left(\frac{\omega|x|}{T-t}\right)
\end{aligned}
$$

where $\omega \in \mathbb{R}$ and

$$
\Phi(x, t)=\frac{\omega^{2}}{(T-t)}-\frac{|x|^{2}}{4(T-t)} .
$$

They also showed that concentration happens in $L^{2}$ (see (6.4)). In [Me5] Merle found rates for the blow up. In [Me6] he also obtained some extensions of the blow up results.

In the one-dimensional case a global result below the energy space has been proved by Pecher [P2].

The corresponding IVP (9.53) in the periodic setting was treated by Bourgain in [Bo9] and Takaoka in [Tk1].

To end this section we comment on the results obtained by Colin and Métivier [CM] and Linares, Ponce and Saut [LPS] regarding the local theory concerning a system deduced by Zakharov where the Schrödinger linear part has a degenerate Laplacian. In [CM] it was established that the periodic boundary value problem is ill-posed. However, the use of some smoothing properties in [LPS] allow the authors to prove local well-posedness in spaces defined via those regularizing properties. This example illustrates the difference between the nonperiodic and periodic setting.

### 9.6 Higher Order KdV Equations

In 1967 Gardner, Greene, Kruskal and Miura [GGKM] discovered the remarkable fact that the spectrum of the Sturm-Liouville (or stationary Schrödinger) equation

$$
\begin{equation*}
L_{q}(y)=y^{\prime \prime}-q(x) y=\frac{d^{2} y}{d x^{2}}-q(x) y=\lambda y, \quad-\infty<x<\infty \tag{9.58}
\end{equation*}
$$

does not change when the potential $q(x)$ evolves accordingly to the KdV equation, i.e., if $u(x, t)$ solves the IVP

$$
\left\{\begin{array}{l}
\partial_{t} u+\partial_{x}^{3} u+u \partial_{x} u=0  \tag{9.59}\\
u(x, 0)=q(x)
\end{array}\right.
$$

$x, t \in \mathbb{R}$, with $q(\cdot)$ in an appropriate class, then

$$
\begin{equation*}
\text { spectrum of } L_{q}=\sigma\left(L_{q}\right)=\sigma\left(L_{u(, t)}\right) \quad \text { for any } t \in \mathbb{R} \tag{9.60}
\end{equation*}
$$

This principle allowed them to use results from (direct and inverse) spectral theory to solve the IVP (9.59) through a succession of linear computations. This procedure is called the inverse scattering method (ISM) as it was mentioned in previous chapters.

More precisely, to guarantee the validity of the process we will describe next, one assumes that $q(x)$ satisfies the decay assumption

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left(1+|x|^{2}\right)|q(x)|^{2} d x<\infty \quad \text { (no optimal condition). } \tag{9.61}
\end{equation*}
$$

The scattering data for the problem (9.58) is the spectral information needed to reconstruct the potential $q(x)$.

First, one has the spectrum $\sigma\left(L_{q}\right)$ where by (9.61)

$$
\begin{equation*}
\sigma\left(L_{q}\right)=(-\infty, 0] \cup\left\{k_{j}^{2}\right\}_{j=1}^{N}, \quad N \in \mathbb{Z}^{+} \cup\{0\} \tag{9.62}
\end{equation*}
$$

where $(-\infty, 0]$ is the continuous spectrum and $\lambda_{j}=-k_{j}^{2}, k_{j}>0, j=1, \ldots, N$, are the eigenvalues corresponding to eigenfunctions $\left\{\psi_{j}\right\}_{j=1}^{N} \subseteq L^{2}(\mathbb{R})$ normalized, i.e., $\left\|\psi_{j}\right\|_{2}=1, j=1, \ldots, N$. Thus from (9.58) and (9.61)

$$
\begin{equation*}
\psi_{j}(x) \sim c_{j} e^{-k_{j} x} \quad \text { as } x \uparrow \infty, j=1, \ldots, N \tag{9.63}
\end{equation*}
$$

The $\left\{c_{j}\right\}_{j=1}^{N}$ are called the "normalizing coefficients."
For $\lambda<0$ the generalized eigenfunctions can be written as $(k=\sqrt{-\lambda})$

$$
\psi(x) \sim\left\{\begin{array}{l}
e^{-i k x}+b(k) e^{i k x}, \quad x \rightarrow+\infty  \tag{9.64}\\
a(k) e^{-i k x}, \quad x \rightarrow-\infty
\end{array}\right.
$$

where $a(k)$ and $b(k)$ are called the transmitted and the reflected coefficients, respectively, extended to $k \in \mathbb{R}$.

The scattering data are given by the spectrum, the normalizing coefficients, and the reflected coefficients

$$
\begin{equation*}
\left\{\sigma\left(L_{q}\right) ;\left\{c_{j}\right\}_{j=1}^{N} ;\{b(k): k \in \mathbb{R}\}\right\} \tag{9.65}
\end{equation*}
$$

This information permits one to recover the potential $q(x)$ as follows: Define

$$
\begin{equation*}
F(x)=\sum_{j=1}^{N} c_{j}^{2} e^{-k_{j} x}+\frac{1}{2 \pi} \int_{-\infty}^{\infty} b(k) e^{i k x} d k \tag{9.66}
\end{equation*}
$$

and let $K(x, z)$ be the solution of the Marchenko (Fredholm integral) equation

$$
\begin{equation*}
K(x, z)+F(x+z)+\int_{-x}^{\infty} K\left(x, x^{\prime}\right) F\left(x^{\prime}+z\right) d x^{\prime}=0 \tag{9.67}
\end{equation*}
$$

Then the potential is obtained via the formula

$$
\begin{equation*}
q(x)=\left.\frac{1}{3} \frac{d}{d x} K(x, z)\right|_{z=x} \tag{9.68}
\end{equation*}
$$

Assuming now that the potential $q(x)$ evolves accordingly to (9.59), one can show (see [AS2], [DJ] for details of this discussion) that the scattering data change in time, the spectrum as (9.60) and the normalized and reflected coefficients as

$$
\left\{\begin{array}{l}
c_{j}(t)=c(0) e^{4 k_{j}^{3} t}=c_{j} e^{4 k_{j}^{3} t}  \tag{9.69}\\
b(k ; t)=b(k ; 0) e^{8 i k^{3} t}=b(k) e^{8 i k^{3} t}
\end{array}\right.
$$

Hence we know

$$
\begin{equation*}
\left\{\sigma\left(L_{u(\cdot, t)}\right) ;\left\{c_{j}(t)\right\}_{j=1}^{N} ;\{b(k ; t): k \geq 0\}\right\} \tag{9.70}
\end{equation*}
$$

the scattering data for

$$
L_{u(, t)}(y)=y^{\prime \prime}-u(\cdot, t) y=\lambda y
$$

which allows one to recover the potential $u(\cdot, t)$, i.e., the solution of the IVP (9.58) associated to the KdV.

In [Lx2] Lax generalized this principle by finding a class of evolution equations for which the operators

$$
\begin{equation*}
L_{u(, t)}=\frac{d^{2}}{d x^{2}}-u(x, t) \tag{9.71}
\end{equation*}
$$

are unitary equivalent whenever $u(\cdot, t)$ is a solution of an equation in this class. One must find a family of unitary operators $\{U(t)\}_{t=-\infty}^{\infty}$ such that

$$
\begin{equation*}
U^{*}(t) L_{u(, t)} U(t)=L_{u(, 0)} . \tag{9.72}
\end{equation*}
$$

This family should satisfy an equation of the form

$$
\begin{equation*}
\frac{d}{d t} U(t)=B(t) U(t) \tag{9.73}
\end{equation*}
$$

for some $B(t)$ skew-symmetric operator. Combining (9.72) and (9.73) one sees that

$$
\begin{equation*}
\frac{d}{d t} L_{u(, t)}=B(t) L_{u(, t)}-L_{u(, t)} B(t) \equiv\left[B(t) ; L_{u(, t)}\right] \tag{9.74}
\end{equation*}
$$

Choosing $B=B_{0}=\frac{d}{d x}$ one gets

$$
\begin{equation*}
\frac{d}{d t} L_{u(, t)}=\partial_{t} u=\left[\frac{d}{d x} ; L_{u(, t)}\right]=-\partial_{x} u \tag{9.75}
\end{equation*}
$$

i.e.,

$$
\partial_{t} u+\partial_{x} u=0,
$$

whose solution $u(x, t)=u_{0}(x-t)=q(x-t)$ clearly leaves the spectrum of $L_{u(, t)}$ in (9.71) independently of $t$.

The choice

$$
\begin{equation*}
B_{1}=\alpha \frac{d^{2}}{d x^{2}}+\beta\left(u \frac{d}{d x}+\frac{d}{d x}(u \cdot)\right) \tag{9.76}
\end{equation*}
$$

with appropriate values of the constants $\alpha$ and $\beta$ gives

$$
\begin{equation*}
\left[B_{1}(t) ; L_{u(, t)}\right]=-\partial_{x}^{3} u-u \partial_{x} u . \tag{9.77}
\end{equation*}
$$

Hence, (9.74) becomes the KdV equation.

In general, one has

$$
\begin{equation*}
B_{j}=\alpha_{j} \frac{d^{2 j+1}}{d x^{2 j+1}}+\sum_{k=0}^{j-1}\left[\beta_{j k}(u) \frac{d^{2 k+1}}{d x^{2 k+1}}+\frac{d^{2 k+1}}{d x^{2 k+1}}\left(\beta_{k j}(u) \cdot\right)\right] \tag{9.78}
\end{equation*}
$$

with $\beta_{j k}(u)$ selected such that $\left[B_{j} ; L_{u(, t)}\right.$ ] has order zero.
Thus for $B_{2}(u)$ one obtains (up to rescaling)

$$
\begin{equation*}
\partial_{t} u-\partial_{x}^{5} u+10 u \partial_{x}^{3} u+20 \partial_{x} u \partial_{x}^{2} u-30 u^{2} \partial_{x} u=0 . \tag{9.79}
\end{equation*}
$$

This class can also be described using the conservation laws satisfied by solutions of the KdV [Lx2]

$$
\begin{equation*}
F_{0}(u)=3 \int u d x ; \quad F_{1}(u)=\frac{1}{2} \int u^{2} d x ; \quad F_{2}(u)=\int\left(\frac{u^{3}}{6}-\frac{\left(\partial_{x} u\right)^{2}}{2}\right) d x ; \ldots \tag{9.80}
\end{equation*}
$$

The gradient of these functionals ( $\partial F_{j}=G_{j}$ ) are

$$
\begin{equation*}
G_{0}(u)=3, \quad G_{1}(u)=u, \quad G_{2}(u)=\frac{1}{2} u^{2}+\partial_{x}^{2} u, \ldots, \tag{9.81}
\end{equation*}
$$

which are related by the formula

$$
\begin{equation*}
H G_{j}=\partial G_{j+1}, \quad j=0,1, \ldots, \tag{9.82}
\end{equation*}
$$

where

$$
H=\frac{d^{3}}{d x^{3}}+\frac{2}{3} u \frac{d}{d x}+\frac{1}{3} \frac{d u}{d x},
$$

and

$$
\begin{equation*}
\partial_{t} u+\frac{d}{d x} G_{j+1}=\partial_{t} u+\left[B_{j} ; L_{u(\cdot, t)}\right]=0, \quad j=0,1, \ldots, \tag{9.83}
\end{equation*}
$$

which is called the $j$ th equation in the KdV hierarchy.
So (9.79) is the second equation in the KdV hierarchy. Related versions of this equation appear as a higher order approximations in the study of water wave problems for long, small amplitude waves over shallow horizontal bottom (see for instance [Ol], [Bn1] and references therein). In 1972 Zhakarov and Shabat [ZS] showed that the ISM used for the KdV and its hierarchy can be extended to other relevant physical equations. More precisely, they proved that the cubic one-dimensional defocusing Schrödinger equation

$$
i \partial_{t} u=\partial_{x}^{2} u+\lambda|u|^{2} u, \quad \lambda>0,
$$

can be solved by considering an appropriate linear scattering problem and its inverse.

The local and global well-posedness of the IVP and PBVP associated to equation (9.79) was established in [St2]. Also the PBVP for the whole KdV hierarchy was studied in [Sch].

Here we restrict ourselves to consider the IVP for the KdV hierarchy in (9.83).
In a more general framework consider the initial value problem

$$
\left\{\begin{array}{l}
\partial_{t} u+\partial_{x}^{2 j+1} u+P\left(u, \partial_{x} u, \ldots, \partial_{x}^{2 j} u\right)=0  \tag{9.84}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

$x, t \in \mathbb{R}, j \in \mathbb{Z}^{+}$, where $u=u(x, t)$ is real-(or complex-)valued function and

$$
P: \mathbb{R}^{2 j+1} \mapsto \mathbb{R} \quad\left(\text { or } P: \mathbb{C}^{2 j+1} \mapsto \mathbb{C}\right)
$$

is a polynomial having no constant or linear terms, i.e.,

$$
\begin{equation*}
P(z)=\sum_{|\alpha|=\ell_{0}}^{\ell_{1}} a_{\alpha} z^{\alpha} \quad \text { with } \quad \ell_{0} \geq 2 \tag{9.85}
\end{equation*}
$$

and $z=\left(z_{1}, \ldots, z_{2 j+1}\right)$.
In [KPV13] local well-posedness of the IVP (9.84) in

$$
\mathcal{F}_{m}^{s}=H^{s}(\mathbb{R}) \cap L^{2}\left(|x|^{m} d x\right)
$$

was established. The proof combines the fact that the results in [HO] extend to diagonal systems and a change of dependent variable, which allows us to write the equation in (9.84) (after a few differentiations with respect to the $x$-variable) as a diagonal system

$$
\begin{equation*}
\partial_{t} \omega^{k}+\partial_{x}^{2 j+1} \omega^{k}+Q_{k}\left(\omega^{1}, \ldots, \omega^{m}, \partial_{x} \omega^{1}, \ldots, \partial_{x}^{2 j-1} \omega^{m}\right)=0 \tag{9.86}
\end{equation*}
$$

for $k=1, \ldots, m=m(j)$ where the nonlinear terms $Q_{k}$ are independent of the highest derivatives, i.e., those of order $2 j$. In this case some modifications are needed since the $Q_{k}$ introduced by the change of variable involve nonlocal operators.

More precisely, in [KPV13] the following two results were proven:
Theorem 9.3. Let $P(\cdot)$ be a polynomial of the type described in (9.85). Then there exist $s, m \in \mathbb{Z}^{+}$such that for any $u_{0} \in \mathcal{F}_{m}^{s}=H^{s}(\mathbb{R}) \cap L^{2}\left(|x|^{m} d x\right)$ there exist $T=T\left(\left\|u_{0}\right\|_{\mathcal{F}_{m}^{s}}\right)>0($ with $T(\rho) \rightarrow \infty$ as $\rho \rightarrow 0)$ and a unique solution $u(\cdot)$ of the IVP (9.84) satisfying

$$
\begin{array}{r}
u \in C\left([0, T]: \mathcal{F}_{m}^{s}\right) \\
\sup _{x} \int_{0}^{T}\left|\partial_{x}^{s+j} u(x, t)\right|^{2} d t<\infty \tag{9.88}
\end{array}
$$

and

$$
\begin{equation*}
\int_{-\infty}^{\infty} \sup _{[0, T]}\left|\partial_{x}^{r} u(x, t)\right| d x<\infty, \quad r=0, \ldots,\left[\frac{s+j}{2}\right] \tag{9.89}
\end{equation*}
$$

If $u_{0} \in \mathcal{F}_{m}^{s_{0}}$ with $s_{0}>s$ the results above hold with $s_{0}$ instead of $s$ in the same time interval $[0, T]$.

Moreover, for any $T^{\prime} \in(0, T)$ there exists a neighborhood $U_{u_{0}}$ of $u_{0}$ in $\mathcal{F}_{m}^{s}$ such that the map $\widetilde{u}_{0} \mapsto \widetilde{u}(t)$ from $U_{u_{0}}$ into the class defined in (9.87)-(9.89), with $T^{\prime}$ instead of $T$, is smooth.

Theorem 9.4. Let $P(\cdot)$ be a polynomial of the type described in (9.85) with $\ell_{0} \geq 3$, or $P(z)=P\left(z_{1}, \ldots, z_{j+1}\right)$ in (9.85). Then the results in Theorem 9.3 hold with $m=0$ and $L_{x}^{2}$-norm instead of $L_{x}^{1}$-norm in (9.89).

Theorem 9.4 tells us that the IVP for the equation

$$
\begin{equation*}
\partial_{t} u+\partial_{x}^{3} u+\left(u^{2}+\left(\partial_{x} u\right)^{2}\right) \partial_{x}^{2} u=0 \tag{9.90}
\end{equation*}
$$

$x, t \in \mathbb{R}$ is locally well-posed in $H^{s}(\mathbb{R}), s \geq s_{0}$, with $s_{0}$ sufficiently large. Roughly speaking Theorems 9.3 and 9.4 establish conditions that guarantee that the local behavior of the solution of (9.84) is controlled by the linear part of the equation. Moreover, it shows that the dispersive structure of the equation is strong enough to overcome nonlinear terms of lower order with arbitrary sign as in (9.90).

However, for a specific model of the kind described in (9.84) the results in Theorems 9.3 and 9.4 can be improved by reducing the index $s$ and $m$ depending on the order $(2 j+1)$ considered and the structure of the nonlinear term (see for example [Kw2] and [Ci] for some fifth order cases). In particular in [KePi] Kenig and Pilod have shown that the third equation in the KdV hierarchy (9.79) is globally well posed in the energy space $H^{2}(\mathbb{R})$.

As it was previously mentioned the existence and uniqueness (in $H^{s}(\mathbb{T})$ ) for the periodic boundary value problem (PBVP) for the KdV hierarchy was established in [Sch]. The argument relied heavily on the structure of the equations in the hierarchy. Thus one can ask if a general result can be established for the PBVP associated to the general equation in (9.84). The answer is not, in [Bo12] Bourgain showed that the PBVP for the equation

$$
\partial_{t} u+\partial_{x}^{3} u=u^{2}\left(\partial_{x} u\right)^{2}
$$

is ill-posed in $H^{s}(\mathbb{T})$ for every $s \in \mathbb{R}$.

### 9.7 Exercises

9.1 Prove that the Benjamin-Ono equation

$$
\partial_{t} u+\mathrm{H} \partial_{x}^{2} u+u \partial_{x} u=0
$$

has a traveling wave solution (decaying at infinity) $\phi_{c}(x+t), c>0$, with

$$
\phi(x)=-\frac{4}{1+x^{2}},
$$

and

$$
\phi_{c}(x+t)=c \phi(c(x+t)) .
$$

Notice that $\phi(x+c t)$ is negative and moves to the left, so $\varphi(x-c t)=-\phi(x-c t)$ is a traveling wave, positive and traveling to the right, of the equation

$$
\partial_{t} v-\mathrm{H} \partial_{x}^{2} v+v \partial_{x} v=0
$$

Hint: Integrate the equation for $\phi$ to get a first order ODE. Take Fourier transform and use Exercise 3.3 to get the result.
9.2 (Camassa-Holm equation [CH]) Consider the equation

$$
\begin{equation*}
\partial_{t} u-\partial_{t} \partial_{x}^{2} u+3 u \partial_{x} u=2 \partial_{x} u \partial_{x}^{2} u+u \partial_{x}^{3} u . \tag{9.91}
\end{equation*}
$$

(i) Prove that (9.91) can be written in the formally equivalent form

$$
\begin{equation*}
\partial_{t} u+u \partial_{x} u+\frac{1}{2} \partial_{x} e^{-|x|} *\left(u^{2}+\frac{\left(\partial_{x} u\right)^{2}}{2}\right)=0 . \tag{9.92}
\end{equation*}
$$

(ii) Prove that for any $c>0$ the equation (9.91) has the nonsmooth traveling wave (peakon)

$$
\varphi(x-c t)=c e^{-|x-c t|}
$$

Hint: (i) Use Exercise 3.4.
(ii) Notice first that it suffices to consider the ODE for $\varphi$ with $c=1$. Prove that

$$
\left(e^{-|\cdot|} * e^{-2|\cdot|}\right)(x)=\frac{4}{3} e^{-|x|}-\frac{2}{3} e^{-2|x|} .
$$

Integrate the ODE and use that $\left(\varphi^{\prime}(x)\right)^{2}=\varphi(x)^{2}$.
9.3 (Benjamin-Bona-Mahony equation [BBM]) Consider the equation

$$
\begin{equation*}
\partial_{t} u+\partial_{x} u+u \partial_{x} u-\partial_{x x t}^{3} u=0 \tag{9.93}
\end{equation*}
$$

(i) Prove that (9.93) can be written in the following forms

$$
\begin{equation*}
\partial_{t} u-\frac{\operatorname{sgn}(x)}{2} e^{-|x|} *\left(u+\frac{u^{2}}{2}\right)=0 \tag{9.94}
\end{equation*}
$$

and

$$
\begin{equation*}
u(x, t)=u_{0}(x)+\int_{0}^{t} \int \frac{\operatorname{sgn}(y)}{2} e^{-|y|}\left(u+\frac{u^{2}}{2}\right)(x-y, \tau) d y d \tau \tag{9.95}
\end{equation*}
$$

(ii) $[\mathrm{BTz}]$ Prove that given $u_{0} \in L^{2}(\mathbb{R})$ there exist $T=T\left(\left\|u_{0}\right\|_{2}\right)>0$ and a unique solution $u \in C\left([0, T]: L^{2}(\mathbb{R})\right)$ solution of (9.95).
Hint: Given $u_{0} \in L^{2}(\mathbb{R})$ consider the set

$$
X_{T}(\delta)=\left\{v: \mathbb{R} \times[0, T] \mapsto \mathbb{R}: \sup _{0 \leq t \leq T}\|v(t)\|_{2} \leq 2 \delta\right\}
$$

with $\delta=\left\|u_{0}\right\|_{2}$. Show that

$$
\Phi(v)(x, t)=u_{0}(x)+\int_{0}^{t} \int \frac{\operatorname{sgn}(y)}{2} e^{-|y|}\left(u+\frac{u^{2}}{2}\right)(x-y, \tau) d y d \tau
$$

defines a contraction map in $X_{T}(\delta)$ if $T(1+\delta) \leq 1 / 2$. (This result is sharp, see $[B T z]$ ).
(iii) Prove that for any $b \in(0,1)(9.93)$ has a traveling wave solution $u_{b}=$ $u_{b}(x, t)$ of the form

$$
\begin{equation*}
u_{b}(x, t)=\frac{3 b^{2}}{1-b^{2}} \operatorname{sech}^{2}\left(\frac{b}{2}\left(x-\frac{t}{1-b^{2}}\right)\right) \tag{9.96}
\end{equation*}
$$

Hint:
(a) For $\alpha>1$ look for solutions of (9.93) of the form $\eta(x-\alpha t)$.
(b) By rescaling the ODE for $\eta(\cdot)$ obtain a relation between $\eta(\cdot)$ and $\phi(\cdot)$ in (7.6) and (7.7) with $k=2$.
9.4 Consider the sine-Gordon equation

$$
\begin{equation*}
\partial_{t}^{2} u-\partial_{x}^{2} u+\sin (u)=0 \tag{9.97}
\end{equation*}
$$

(i) Show that the function

$$
v_{ \pm}^{\mu}(x, t)=4 \tan ^{-1}\left(c e^{(x-\mu t) / \sigma_{ \pm}(\mu)}\right)
$$

with $\mu \in(-1,1), \sigma_{ \pm}(\mu)= \pm \sqrt{1-\mu^{2}}$ and $c \in \mathbb{R}$ is a traveling wave solution of the sine-Gordon equation.
(ii) Show that for $\mu \in(0,1), v_{+}^{\mu}(\cdot)$ (kink solution) satisfies:
(a) for each $t_{0} \in \mathbb{R}$ fixed $v_{+}^{\mu}\left(\cdot, t_{0}\right)$ is increasing with

$$
\lim _{x \downarrow-\infty} v_{+}^{\mu}\left(x, t_{0}\right)=0 \quad \text { and } \quad \lim _{x \uparrow \infty} v_{+}^{\mu}\left(x, t_{0}\right)=1 .
$$

(b) $v_{+}^{\mu}(x, t)$ moves to the right as $t$ increases.
(iii) Show that for $\mu \in(-1,0), v_{-}^{\mu}(\cdot)$ (anti-kink solution) satisfies
(a) for each $t_{0} \in \mathbb{R}$ fixed $v_{-}^{\mu}\left(-, t_{0}\right)$ is decreasing with

$$
\lim _{x \downarrow-\infty} v_{-}^{\mu}\left(x, t_{0}\right)=-1 \quad \text { and } \quad \lim _{x \uparrow \infty} v_{-}^{\mu}\left(x, t_{0}\right)=0 .
$$

(b) $v_{+}^{\mu}(x, t)$ moves to the left as $t$ increases.
(iv) Verify that

$$
w_{\mu}(x, t)=4 \tan ^{-1}\left(\frac{\sigma_{+}(\mu)}{\mu} \frac{\sin (\mu t)}{\cosh \left(\sigma_{+}(\mu) x\right)}\right)
$$

with $0<|\mu|<1$ is a (stationary breather) solution of the sine-Gordon equation which satisfies

$$
\lim _{|x| \rightarrow \infty} w_{\mu}(x, t)=0 \text { uniformly in } t \in \mathbb{R} .
$$

(v) Show that if $t^{\prime}=(t-\alpha x) / \sigma_{+}(\alpha), x^{\prime}=(x-\alpha t) / \sigma_{+}(\alpha), \alpha \in(-1,1)$ (Lorentz transformation), then

$$
\partial_{t}^{2} u-\partial_{x}^{2} u=\partial_{t^{\prime}}^{2} u-\partial_{x^{\prime}}^{2} u
$$

i.e. the sine-Gordon equation is invariant under the Lorentz transformation.
(vi) Combine (iv) and (v) to conclude that for $|\alpha|,|\mu|<1$ the function

$$
Z_{\mu, \alpha}(x, t)=4 \tan ^{-1}\left(\frac{\sigma_{+}(\mu)}{\mu} \frac{\sin \left(\mu(t-\alpha x) / \sigma_{+}(\alpha)\right)}{\cosh \left(\sigma_{+}(x-\alpha t) / \sigma_{+}(\alpha)\right)}\right)
$$

is a (moving breather) solution of the sine-Gordon equation.
9.5 (Compactons $[\mathrm{RH}]$ ) Consider the quasilinear equation

$$
\begin{equation*}
\partial_{t} u+\partial_{x}^{3}\left(u^{2}\right)+\partial_{x}\left(u^{2}\right)=0 . \tag{9.98}
\end{equation*}
$$

Show that the $C^{1}$-function of compact support

$$
\phi(x-c t)= \begin{cases}\frac{4 c}{3} \cos ^{2}\left(\frac{x-c t}{4}\right), & |x-c t| \leq 2 \pi \\ 0, & |x-c t|>2 \pi\end{cases}
$$

$c>0$, is a traveling wave (classical) solution of (9.98).
9.6 (i) Show that the function

$$
u(x, y, t)=4 i \frac{e^{(-(x+y+8 t)-i(x+y))}}{(1+\exp (-2 x-8 t))(1+\exp (-2 y-8 t))+1}
$$

is a solution of the elliptic-hyperbolic DS system (9.1) with $\left(c_{0}, c_{1}, c_{2}, c_{3}\right)=$ $(1,2,-1,-1)$ where $\varphi$ satisfies the boundary conditions

$$
\begin{aligned}
& \lim _{y \rightarrow \infty} \partial_{x} \varphi(x, y, t)=4 \operatorname{sech}^{2}(x+4 t) \\
& \lim _{x \rightarrow \infty} \partial_{y} \varphi(x, y, t)=4 \operatorname{sech}^{2}(y+4 t) .
\end{aligned}
$$

(ii) $[\mathrm{Oz}]$ For the hyperbolic-elliptic $\operatorname{DS}$ system (9.1) with $\left(c_{0}, c_{1}, c_{2}, c_{3}\right)=$ $(-1,16,8,1)$ prove:
(a)

$$
\begin{aligned}
& u(x, y, t)=e^{i\left(x^{2}-y^{2}\right) / 4(1-t)} \frac{1-t}{(1-t)^{2}+x^{2}+y^{2}} \\
& \varphi(x, y, t)=\frac{x}{2} \frac{1}{(1-t)^{2}+x^{2}+y^{2}}
\end{aligned}
$$

is a solution of (9.1) with $u(x, y, 0) \in L^{2}\left(\mathbb{R}^{2}\right) \cap L^{\infty}\left(\mathbb{R}^{2}\right)$.
(b) For any $t \in \mathbb{R}, u(\cdot, \cdot, t) \notin H^{1}\left(\mathbb{R}^{2}\right)$ and $\left(x^{2}+y^{2}\right)^{1 / 2} u(\cdot, \cdot, t) \notin L^{2}\left(\mathbb{R}^{2}\right)$ but for $s \in(0,1)$ and $t \in(-\infty, 1)$, one has $u(\cdot, \cdot, t) \in H^{s}\left(\mathbb{R}^{2}\right)$ and $\left(x^{2}+\right.$ $\left.y^{2}\right)^{s / 2} u(\cdot, \cdot, t) \in L^{2}\left(\mathbb{R}^{2}\right)$.
(c)

$$
\lim _{t \uparrow 1}\|u(\cdot, \cdot, t)\|_{\infty}=+\infty
$$

9.7 Show that the function

$$
u(x, y, t)=\frac{4 i \exp (-(x+y+4 t)-i(x+y))}{(1+\exp (-2 x-4 t))(1+\exp (-2 y-4 t))+1}
$$

is a solution of the Davey-Stewartson system (DSI)

$$
\left\{\begin{array}{l}
i \partial_{t} u+\frac{1}{2}\left(\partial_{x}^{2} u+\partial_{y}^{2} u\right)=|u|^{2} u+u \partial_{x} \varphi  \tag{9.99}\\
\partial_{x}^{2} \varphi-\partial_{y}^{2} \varphi=-2 \partial_{x}\left(|u|^{2}\right)
\end{array}\right.
$$

when $\phi$ satisfies the following boundary conditions

$$
\lim _{y \rightarrow \infty} \partial_{x} \varphi(x, y, t)=-2 \operatorname{sech}^{2}(x+2 t), \text { and } \lim _{x \rightarrow \infty} \partial_{x} \varphi(x, y, t)=-2 \operatorname{sech}^{2}(y+2 t)
$$

This solution is called dromion (see [FSa]).
9.8 Show that the Boussinesq equation

$$
\partial_{t}^{2} u-\partial_{x}^{2} u-\partial_{x}^{4} u+\partial_{x}^{2}\left(u^{2}\right)=0
$$

has traveling wave solutions of the form

$$
u(x, t)=a \operatorname{sech}^{2}(b(x-c t))
$$

with appropriate values of $a, b$ for $c>0$ and $c<0$, i.e., the wave can propagate in any direction.
9.9 Consider the linear part of the Benjamin-Ono equation

$$
L u=\partial_{t} u+\mathrm{H}_{x}^{2} u=0
$$

Defining

$$
\Gamma=x-2 t \mathrm{H} \partial_{x}=x-2 t D_{x}
$$

Show that

$$
[L ; \Gamma]=\left[L ; \Gamma^{2}\right]=0
$$

$$
\left[L ; \Gamma^{3}\right] \phi=0 \quad \text { if and only if } \quad \widehat{\phi}(0, t)=0, \quad \text { for all } \quad t \in \mathbb{R},
$$

and

$$
\left[L ; \Gamma^{4}\right] \neq 0
$$

9.10 Consider the IVP

$$
\left\{\begin{array}{l}
\partial_{t} v+\mathrm{H} \partial_{x}^{2} v=0 \\
v(x, 0)=v_{0}(x)
\end{array}\right.
$$

and

$$
Z_{s, r}=H^{s}(\mathbb{R}) \cap L^{2}\left(|x|^{2 r}\right)
$$

Let $k \in \mathbb{Z}^{+}$, prove that $v(\cdot, t) \in L^{2}\left(|x|^{2 k} d x\right)$ for all $t>0$ if and only if $v_{0} \in Z_{k, k}, k=1,2$ and for $k \geq 3$,

$$
\int_{-\infty}^{\infty} x^{j} v_{0}(x) d x=0, \quad j=0,1, \ldots, k-3 .
$$

9.11 Let H be the Hilbert transform. Prove that $\mathrm{H}: L^{2}\left(\langle x\rangle^{\theta} d x\right) \rightarrow L^{2}\left(\langle x\rangle^{\theta} d x\right)$ is continuous if and only if $\theta \in(-1 / 2,1 / 2)$.

Remark 9.1. Compare this result with that of Exercise 3.19 in Chapter 3.
9.12 Let $u \in C\left([0, T]: H^{1}(\mathbb{R}) \cap L^{2}\left(|x|^{2} d x\right)\right)$ be a "strong" solution of the BenjaminOno equation. Assuming that $\int u(x, 0) d x=0$, prove the identity

$$
\frac{d}{d t} \int x\left(u^{2}+(\mathrm{H} u)^{2}\right)(x, t) d x=4\left\|D_{x}^{1 / 2} u(\cdot, t)\right\|_{2}^{2}
$$

9.13 (i) Show that the following quantities are conserved by the BO solution flow:

$$
\begin{aligned}
& I_{1}(u)=\int_{\mathbb{R}} u(x, t) d x \\
& I_{2}(u)=\int_{\mathbb{R}} u^{2}(x, t) d x \\
& I_{3}(u)=\int_{\mathbb{R}}\left(u \partial_{x} \mathrm{H} u+\frac{u^{3}}{3}\right)(x, t) d x=\int_{\mathbb{R}}\left(\left|D_{x}^{1 / 2} u\right|^{2}+\frac{u^{3}}{3}\right)(x, t) d x
\end{aligned}
$$

and

$$
I_{4}(u)=\int_{\mathbb{R}}\left(2\left(\partial_{x} u\right)^{2}+\frac{3}{2} u^{2} \mathrm{H} \partial_{x} u+\frac{u^{4}}{4}\right)(x, t) d x
$$

(ii) Prove that a solution $u \in C\left([0, T]: H^{3}(\mathbb{R}) \cap L^{2}\left(|x|^{4} d x\right)\right)$ of the BO equation satisfies
(a) $\int_{\mathbb{R}} x u(x, t) d x=\int_{\mathbb{R}} x u_{0}(x) d x+\frac{t}{2}\left\|u_{0}\right\|_{2}^{2}$.
(b) $\int_{\mathbb{R}} x u^{2}(x, t) d x=\int_{\mathbb{R}} x u_{0}^{2}(x) d x+2 t I_{3}\left(u_{0}\right)$.
(c) $\int_{\mathbb{R}} x^{2} u(x, t) d x=\int_{\mathbb{R}} x^{2} u_{0}(x) d x+t \int_{\mathbb{R}} x u_{0}^{2}(x) d x+t^{2} I_{3}\left(u_{0}\right)$.
9.14 Consider the $\operatorname{KPI}(-)$ and $\operatorname{KPII}(+)$ equations,

$$
\begin{equation*}
\partial_{t} u+u \partial_{x} u+\partial_{x}^{3} u \mp \partial_{x}^{-1} \partial_{y}^{2} u=0 \tag{9.100}
\end{equation*}
$$

Prove that if $u=u(x, y, t)$ is a solution then
(i) $u_{\lambda}(x, y, t)=\lambda^{2} u\left(\lambda x, \lambda^{2} y, \lambda^{5} t\right), \lambda>0$ (scaling) is also a solution.
(ii) $u_{c}(x, y, t)=u\left(x-c y \pm c^{2} t, y \mp 2 c t, t\right)$ (Galilean invariance) is also a solution of the KPI and KPII, respectively.
9.15 Show that

$$
u(x, y, t)=3 c \operatorname{sech}^{2}\left(\frac{1}{2}(\sqrt{c} x+l y-\theta t)\right), \quad \theta=c^{3 / 2}+l c^{-1 / 2}, \quad c>0, l \in \mathbb{R}
$$

is a solution of the Eqs. (9.100) with + sign, i.e. the KPII equation.
Hint: Use that $u_{c}(x, t)=3 c \operatorname{sech}^{2}\left(\frac{\sqrt{c}}{2}(x-c t)\right)$ is the soliton solution of the KdV equation with speed $c$.
9.16 Prove that the function

$$
\phi_{c}(x-c t, y)=\frac{24 c\left(3-c(x-c t)^{2}+c^{2} y^{2}\right)}{\left(3+c(x-c t)^{2}+c^{2} y^{2}\right)^{2}}
$$

is a finite energy $\left(\phi_{c}, \partial_{x} \phi_{c}, \partial_{x}^{-1} \partial_{y} \phi_{c} \in L^{2}\left(\mathbb{R}^{2}\right)\right)$ solitary wave solution of the KPI.
9.17 Consider the linear IVP associated to (9.84)

$$
\left\{\begin{array}{l}
\partial_{t} w+\partial_{x}^{2 j+1} w=0  \tag{9.101}\\
w(x, 0)=w_{0}(x)
\end{array}\right.
$$

$x, t \in \mathbb{R}, j=0,1, \ldots$ Denote by

$$
\begin{equation*}
w(x, t)=V_{j}(t) w_{0}(x)=e^{-t \partial_{x}^{2 j+1}} w_{0}(x) \tag{9.102}
\end{equation*}
$$

its solution.
(i) Prove that for any $j=0,1, \ldots$ there exists $c_{j}>0$ such that for any $x, t \in \mathbb{R}$ one has that

$$
\begin{equation*}
c_{j} \int_{-\infty}^{\infty}\left|\partial_{x}^{j} w(x, s)\right|^{2} d s=\int_{-\infty}^{\infty}|w(y, t)|^{2} d y=\left\|w_{0}\right\|_{2}^{2} \tag{9.103}
\end{equation*}
$$

Hint: Follow the argument given in the proof of Lemma 7.1.
(ii) Prove that for any $j=0,1, \ldots$ there exists $c_{j}^{\prime}>0$ such that for any $x, t \in \mathbb{R}$,

$$
\begin{equation*}
\left\|\partial_{x}^{2 j} \int_{0}^{t} V_{j}\left(t-t^{\prime}\right) F\left(\cdot, t^{\prime}\right) d t^{\prime}\right\|_{L_{t}^{2}} \leq c_{j}^{\prime}\|F\|_{L_{x}^{1} L_{t}^{2}} \tag{9.104}
\end{equation*}
$$

Hint: Follow the argument given in the proof of Theorem 4.4 (estimate (4.28)).
(iii) Show that for any $k=0,1, \ldots, j$ there exists $c=c(k ; j)>0$ such that for any $x \in \mathbb{R}$,

$$
\begin{align*}
\left(\int_{0}^{T} \mid \partial_{x}^{j+k} \int_{0}^{t} V_{j}\left(t-t^{\prime}\right)\right. & \left.\left.F\left(\cdot, t^{\prime}\right) d t^{\prime}\right|^{2} d t\right)^{1 / 2} \\
& \leq c T^{(j-k) / 2 j}\left\|\int_{0}^{T}|F(\cdot, t)|^{2} d t\right\|_{2 j /(j+k)} \tag{9.105}
\end{align*}
$$

Hint: Combine (i) and Minkowski's integral inequality to obtain (9.105) for $k=0$. Interpolate between this result and (9.104).
(iv) Combining the identity (9.103) and the (unsharp) estimate

$$
\begin{equation*}
\left\|\sup _{0 \leq t \leq T}\left|V_{j}(t) u_{0}\right|\right\|_{2} \leq c(1+T)\left\|u_{0}\right\|_{2 j+1,2} \tag{9.106}
\end{equation*}
$$

to prove Theorem 9.4 with $s \gg 1$ and $m=0$ (no weight) in the case where

$$
P=P\left(u, \ldots, \partial_{x}^{j} u\right)
$$

with $P(\cdot)$ as in (9.85) (nonlinear terms at least quadratic) using a fixed point argument.
Hint: Consider the integral equation equivalent form of the corresponding IVP

$$
\begin{equation*}
\Phi(u)(t)=V_{j}(t) u_{0}+\int_{0}^{t} V_{j}\left(t-t^{\prime}\right) P\left(u, \ldots, \partial_{x}^{j} u\right)\left(\cdot, t^{\prime}\right) d t^{\prime} \tag{9.107}
\end{equation*}
$$

(v) Combining (9.103), (9.104) and (9.106) prove Theorem 9.4 with $s \gg 1$ and $m=0$ (no weight) in the case where

$$
\begin{equation*}
P=P\left(u, \ldots, \partial_{x}^{2 j-1} u\right) \tag{9.108}
\end{equation*}
$$

with $P: \mathbb{R}^{2 j} \rightarrow \mathbb{R}$ being a polynomial such that

$$
\begin{equation*}
P(x)=\sum_{|\alpha|=3}^{l_{1}} a_{\alpha} x^{\alpha} \tag{9.109}
\end{equation*}
$$

i.e. the nonlinear terms are at least cubic.

Note: Parts (iv) and (v) show that the IVP (9.84) can be solved via contraction principle in $H^{s}(\mathbb{R})$ (without weight) with $s \gg 1$ if either
(i) $\quad P=P\left(u, \ldots, \partial_{x}^{j} u\right)$ with $P$ as in (9.85), i.e., the nonlinear terms are at least quadratic or
(ii) $\quad P=P\left(u, \ldots, \partial_{x}^{2 j-1} u\right)$ with $P$ as in (9.108) and (9.109).

This is optimal. More precisely, it was established in [Pd] that the IVP (9.84) cannot be solved in $H^{s}(\mathbb{R})$ for any $s>0$ with an argument based solely on the contraction principle if $P=\partial_{x}^{2 j-1}\left(u^{2}\right)$.
9.18 (Cole-Hopf transformation) Let $w=w(x, t)$ be a positive $C^{3}$-solution of the heat equation

$$
\begin{equation*}
\partial_{t} w=\partial_{x}^{2} w, \tag{9.110}
\end{equation*}
$$

(i) $\quad x \in \mathbb{R}, t>0$. Prove that $u(x, t)=-2 \partial_{x}(\ln w(x, t))$ satisfies the viscous Burgers' equation (7.105).
(ii) Prove that if $u=u(x, t)$ is a $C^{2}$-solution of the viscous Burgers' equation (7.105) with $u \in L^{\infty}\left(\mathbb{R}^{+}: L^{1}(\mathbb{R})\right)$, then $w(x, t)=$ $\exp \left(-\frac{1}{2} \int_{-\infty}^{x} u(s, t) d s\right)$ is a positive solution of the heat equation (9.110).
9.19 (i) [BM] Consider the logarithmic Schrödinger equation

$$
\begin{equation*}
i \partial_{t} u+\Delta u+u \ln |u|^{2}=0, x \in \mathbb{R}^{n}, t \in \mathbb{R} \tag{9.111}
\end{equation*}
$$

(a) Prove that $\varphi(x)=\pi^{-n / 4} e^{-|x|^{2} / 2}$ satisfies the elliptic equation

$$
\begin{equation*}
-\Delta \varphi-\varphi \ln \varphi^{2}=n(1+\ln \sqrt{\pi}) \varphi \tag{9.112}
\end{equation*}
$$

(b) Prove that

$$
u(x, t)=e^{-i n(1+\ln \sqrt{\pi})} \varphi(x)
$$

is a (standing wave) solution of (9.111).
(ii) [JP] Consider the logarithmic Korteweg-de Vries equation

$$
\begin{equation*}
\partial_{t} u+\partial_{x}^{3} u+\partial_{x}(u \ln |u|)=0 \tag{9.113}
\end{equation*}
$$

$x, t \in \mathbb{R}$.
Prove that for any $c, \alpha \in \mathbb{R}$

$$
u(x, t)=e^{c} \sqrt{e} e^{-(x-c t-\alpha)^{2} / 4}
$$

is a (Gaussian solitary wave) solution of (9.113).
9.20 [X] Consider the Burgers-Korteweg-de Vries equation

$$
\begin{equation*}
\partial_{t} u+u \partial_{x} u-\beta \partial_{x}^{2} u+\alpha \partial_{x}^{3} u=0, \tag{9.114}
\end{equation*}
$$

$\alpha, \beta>0, x \in \mathbb{R}, t>0$.
(i) Prove that for $\beta=0$ the equation (9.114) has a traveling wave solution of the form $u_{c}(x, t)=\phi_{c}(x-c t), c>0$, with

$$
\phi_{c}(x)=3 c \operatorname{sech}^{2}\left(\frac{\sqrt{c}}{2 \sqrt{\alpha}} x\right)
$$

(ii) Prove that for $\alpha=0$ the equation (9.114) has a traveling wave solution of the form

$$
u_{c}(x, t)=c-\varphi_{c}(x-c t), \quad c>0
$$

with

$$
\varphi_{c}(x)=\beta c \tanh \left(\frac{c}{2} x\right)
$$

(iii) Check that if $\alpha, \beta>0$, then the equation (9.114) has traveling wave solutions of the form
$u_{c}(x, t)=\frac{1}{2} c \operatorname{sech}^{2}\left(\frac{1}{\sqrt{24 \alpha}} \sqrt{c}(x \mp c t)\right)-c \tanh \left(\frac{1}{\sqrt{24 \alpha}} \sqrt{c}(x \mp c t)\right) \pm c$
with $c=\frac{6 \beta^{2}}{25 \alpha}>0$.

## Chapter 10 <br> General Quasilinear Schrödinger Equation

### 10.1 The General Quasilinear Schrödinger Equation

In this chapter, we shall study the local solvability of the initial value problem (IVP) associated with the general quasilinear Schrödinger equation:

$$
\left\{\begin{align*}
\partial_{t} u= & i a_{j k}\left(x, t, u, \bar{u}, \nabla_{x} u, \nabla_{x} \bar{u}\right) \partial_{x_{j} x_{k}}^{2} u  \tag{10.1}\\
& +b_{j k}\left(x, t, u, \bar{u}, \nabla_{x} u, \nabla_{x} \bar{u}\right) \partial_{x_{j} x_{k}}^{2} \bar{u} \\
& +\overrightarrow{b_{1}}\left(x, t, u, \bar{u}, \nabla_{x} u, \nabla_{x} \bar{u}\right) \cdot \nabla_{x} u \\
& +\overrightarrow{b_{2}}\left(x, t, u, \bar{u}, \nabla_{x} u, \nabla_{x} \bar{u}\right) \cdot \nabla_{x} \bar{u} \\
& +c_{1}(x, t, u, \bar{u}) u+c_{2}(x, t, u, \bar{u}) \bar{u}+f(x, t) \\
u(x, 0) & =u_{0}(x)
\end{align*}\right.
$$

(using summation convention).
One may think of this equation as a nonlinear Schrödinger equation, where the operator modeling the dispersion relation is nonisotropic and depends also on the unknown function, its conjugate, and its space gradient.

Equations of this form arise in several fields of physics (plasma, fluids, classical and quantum ferromagnetic, laser theory, etc.)

A well-studied model is

$$
\begin{equation*}
\partial_{t} u=i \Delta u-2 i u h^{\prime}\left(|u|^{2}\right) \Delta h\left(|u|^{2}\right)+i u g\left(|u|^{2}\right), \tag{10.2}
\end{equation*}
$$

where $h$ and $g$ are given functions, $n \geq 1$. When $n=1,2,3$, Bouard, Hayashi and Saut [BHS] proved local well-posedness of the associated IVP in $H^{6}\left(\mathbb{R}^{n}\right)$, for small data. This was extended by Colin $[\mathrm{Cl}]$ to data of arbitrary size in $H^{s}\left(\mathbb{R}^{n}\right), s \geq s(n)$ for all $n$.

Problems of this type also arise in Kähler geometry, where the "Schrödinger flow" is defined as follows:

Let $(M, g)$ be a Riemannian manifold and $(N, J, h)$ be a complete Kähler manifold with complex structure $J$ and Kähler metric $h$. Then given

$$
\begin{equation*}
u_{0}: M \mapsto N \tag{10.3}
\end{equation*}
$$

one seeks for

$$
\begin{equation*}
u: M \times[0, T] \mapsto N \tag{10.4}
\end{equation*}
$$

such that

$$
\left\{\begin{array}{l}
\partial_{t} u=J(u(x, t)) \cdot \tau(u(x, t))  \tag{10.5}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

where $\tau(u)$ the tension field of $u$ is given in local coordinates by

$$
\begin{equation*}
\tau^{\alpha}(u)=\Delta_{g} u^{\alpha}+g^{j k} \Gamma_{\beta \gamma}^{\alpha}(u) \frac{\partial u^{\beta}}{\partial x_{j}} \frac{\partial u^{\gamma}}{\partial x_{k}}, \tag{10.6}
\end{equation*}
$$

where $\Gamma_{\beta \gamma}^{\alpha}$ represents the Christoffel symbol for the target manifold $N$. These systems have been studied in [DW], [CSU], [MG], [NSU], [NSVZ], among others. For the minimal regularity problem, i.e., to determinate the minimal Sobolev index that guaranties (local or global) well-posedness see [IK2], [BIK] and references therein.

Before considering nonlinear models, it is convenient to study the IVP for the linear equation involving first-order terms. More precisely, we review the results mentioned at the end of Chapter 4. This will be helpful in understanding the hypotheses and the arguments of the proof of the nonlinear result to be discussed later in this chapter.

Consider the linear IVP,

$$
\left\{\begin{array}{l}
\partial_{t} u=i A u+\vec{b}(x) \cdot \nabla u+d(x) u+f(x, t)  \tag{10.7}\\
u(x, 0)=u_{0}(x) \in L^{2}\left(\mathbb{R}^{n}\right)
\end{array}\right.
$$

$x \in \mathbb{R}^{n}, t \in \mathbb{R}$, with $A=\partial_{x_{j}}\left(a_{j k}(x) \partial_{x_{k}}\right)$ a second-order elliptic operator, $\vec{b}=$ $\left(b_{1}, \ldots, b_{n}\right), \quad b_{j}: \mathbb{R} \mapsto \mathbb{C}, j=1,2, \ldots, n$, and $f \in C\left(\mathbb{R}: L^{2}\left(\mathbb{R}^{n}\right)\right)$. To simplify the exposition, assume $b_{j} \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ and $f \equiv 0$. Concerning the $L^{2}$-local wellposedness of (10.7) one has:
(i) If $b=b(x)$ is a real-valued function, the result follows by integrating by parts.
(ii) If $n \geq 1, a_{j k}(x)=\delta_{j k}$, i.e., $A=\Delta$ and $b_{j}(x)=i c_{0}, c_{0} \in \mathbb{R}$ for some $j$, then problem (10.7) is ill-posed.
(iii) If $n=1$ and $A=\partial_{x}^{2}$, define $v=\phi u$, with $\phi$ real-valued to be determined ( $\phi$ and $1 / \phi$ bounded) so

$$
\begin{align*}
\partial_{t} v= & i \partial_{x}^{2} v+i\left(2 \frac{\partial_{x} \phi}{\phi}+\mathcal{I} m b(x)\right) \partial_{x} v+\operatorname{Re} b(x) \partial_{x} v  \tag{10.8}\\
& + \text { terms of order zero in } v .
\end{align*}
$$

Then to eliminate the term which cannot be handled by integration by parts one takes

$$
\begin{equation*}
\ln \phi(x)=-\frac{1}{2} \int_{0}^{x} \mathcal{I} m b(s) d s \tag{10.9}
\end{equation*}
$$

In [Ta1], Takeuchi proved in case, $n=1$ and $A=\partial_{x}^{2}$, and general $b(\cdot)$ in (10.7), that the condition

$$
\sup _{l \in \mathbb{R}}\left|\int_{0}^{l} \mathcal{I} m b(s) d s\right|<\infty
$$

is sufficient for the $L^{2}$-well-posedness of (10.7).
(iv) If $n \geq 2$, and $A=\Delta$ one can reapply the argument above to find $\phi=\phi(x, \widehat{\xi})$, $\widehat{\xi} \in \mathbb{S}^{n-1}$, which should solve the equation

$$
\begin{equation*}
2 \frac{\nabla \phi}{\phi}+\operatorname{Im} \vec{b}(x)=0 \tag{10.10}
\end{equation*}
$$

Hence, if $\mu=\ln \phi$,

$$
2 \partial \widehat{\xi} \mu=-\mathcal{I} m \vec{b}(x) \cdot \widehat{\xi}, \quad \text { for all } \widehat{\xi} \in \mathbb{S}^{n-1}
$$

Thus,

$$
\begin{equation*}
\mu(x, \widehat{\xi})=-\frac{1}{2} \int_{-\infty}^{0} \mathcal{I} m \vec{b}(x+s \widehat{\xi}) \cdot \widehat{\xi} d s, \quad \widehat{\xi} \in \mathbb{S}^{n-1} \tag{10.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi(x, \widehat{\xi})=e^{-\frac{1}{2} \int_{-\infty}^{0} \operatorname{Im} \vec{b}(x+s \widehat{\xi}) \cdot \widehat{\xi} d s}, \quad \widehat{\xi} \in \mathbb{S}^{n-1} \tag{10.12}
\end{equation*}
$$

In [Mz], Mizohata showed that if $n \geq 1$ and $A=\Delta$, the condition

$$
\begin{equation*}
\sup _{\widehat{\xi} \in \mathbb{S}^{n-1}} \sup _{\substack{x \in \mathbb{R}^{n} \\ l \in \mathbb{R}}}\left|\int_{0}^{l} \operatorname{I} m b_{j}(x+s \widehat{\xi}) d s\right|<\infty \tag{10.13}
\end{equation*}
$$

is necessary for the $L^{2}$-local well-posedness (10.7). Notice that (10.11) is an integrability condition on the coefficients $\vec{b}=\left(b_{1}, \ldots, b_{n}\right)$ of the first-order term along the bicharacteristics.
(v) Consider now $n \geq 1$ and $A=\partial_{x_{j}}\left(a_{j k}(x) \partial_{x_{k}} \cdot\right)$ a general elliptic operator (see (3.25)). In this case, we apply an invertible pseudo-differential operator $C(x, D)$ with real symbol $c(x, \xi)$ to the equation in (10.7) to get

$$
\begin{align*}
\partial_{t} C= & i A C u+i[C ; A] u+i C(\mathcal{I} m \vec{b}(x) \cdot \nabla u)+\mathcal{R e} \vec{b}(x) \cdot \nabla C u \\
& + \text { terms of order zero in } u \text { and } C u . \tag{10.14}
\end{align*}
$$

To cancel the bad first-order term one solves the equation:

$$
\begin{equation*}
i[C ; A]+i C(\operatorname{Im} \vec{b}(x) \cdot \nabla)=0 \tag{10.15}
\end{equation*}
$$

up to operators of order zero. So, using their symbols one has

$$
\{c(x, \xi) ; a(x, \xi)\}+c(x, \xi) \operatorname{I} m \vec{b}(x) \cdot \xi=-H_{a}(c)+c(x, \xi) \operatorname{I} m \vec{b}(x) \cdot \xi=0
$$

i.e., (see Lemma 3.1),

$$
\begin{align*}
& \frac{d}{d s} c(X(s, x, \xi), \Xi(s, x, \xi))=  \tag{10.16}\\
& \quad c(X(s, x, \xi), \Xi(s, x, \xi)) \mathcal{I} m \vec{b}(X(s, x, \xi)) \cdot \Xi(s, x, \xi)
\end{align*}
$$

Therefore,

$$
c(x, \xi)=e^{\int_{-\infty}^{0} \mathcal{I} m \vec{b}(X(s, x, \xi)) \cdot E(s, x, \xi) d s}
$$

where $s \rightarrow(X(s, x, \xi)), \Xi(s, x, \xi))$ is the bicharacteristic flow associated to the symbol of $A$ (see (3.28)).
In [I], Ichinose extended the Mizohata condition (10.13) to the case of elliptic variable coefficients deducing that

$$
\begin{equation*}
\sup _{\widehat{\xi} \in \mathbb{S}^{n-1}} \sup _{\substack{x \in \mathbb{R}^{n} \\ l \in \mathbb{R}}} \mid \int_{0}^{l} \operatorname{Im} b_{j}\left(X(s, x, \widehat{\xi}) \cdot \Xi_{j}(s, x, \widehat{\xi}) d s \mid<\infty\right. \tag{10.17}
\end{equation*}
$$

is a necessary condition for the $L^{2}$-well-posedness of (10.7).
Notice that the notion of nontrapping for the bicharacteristic flow associated to the symbol of $A$ is essential for (10.17) to hold even for $b_{j} \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. Also, asymptotic flatness conditions in the coefficients $a_{j k}(x)$ (see for instance (4.66)) guarantee an appropriate behavior at infinity of the bicharacteristic flow.

Returning to the nonlinear problem consider the case of the Schrödinger equation, with the constant coefficients semilinear case, i.e.,

$$
\begin{equation*}
\partial_{t} u=i \Delta u+f\left(u, \bar{u}, \nabla_{x} u, \nabla_{x} \bar{u}\right), \quad x \in \mathbb{R}^{n} \tag{10.18}
\end{equation*}
$$

If $f$ is smooth, integration by parts yields the estimate

$$
\begin{equation*}
\left|\sum_{\mid \alpha \leq s} \int_{\mathbb{R}^{n}} \partial_{x}^{\alpha} f\left(u, \bar{u}, \nabla_{x} u, \nabla_{x} \bar{u}\right) \partial_{x}^{\alpha} u d x\right| \leq c\left(1+\|u\|_{s, 2}^{\rho}\right)\|u\|_{s, 2}^{2} \tag{10.19}
\end{equation*}
$$

for any $u \in H^{s+1}\left(\mathbb{R}^{n}\right)$, $s>n / 2+1$, and $\rho=\rho(f) \in \mathbb{Z}^{+}$, then energy estimates lead to the desired local well-posedness.

Another technique used to overcome the "loss of derivatives" introduced by the nonlinearity $f$ in (10.18) involving $\nabla_{x} u$ relies on an analytic function approach (see [H5]).

Local well-posedness for small data and general smooth function $f: \mathbb{C}^{2 n+2} \mapsto \mathbb{C}$ was established by Kenig, Ponce and Vega [KPV3]. In [KPV3], the authors consider the integral equation associated to (10.18):

$$
\begin{equation*}
u(t)=e^{i t \Delta} u_{0}+\int_{0}^{t} e^{i\left(t-t^{\prime}\right) \Delta} f\left(u, \bar{u}, \nabla_{x} u, \nabla_{x} \bar{u}\right)\left(t^{\prime}\right) d t^{\prime} \tag{10.20}
\end{equation*}
$$

and use the inhomogeneous version of the local smoothing effect (see (4.30)) of the $\operatorname{group}\left\{e^{i t \Delta}\right\}_{t=-\infty}^{\infty}$, i.e.,

$$
\begin{equation*}
\left\|\nabla_{x} \int_{0}^{t} e^{i\left(t-t^{\prime}\right) \Delta} g\left(t^{\prime}\right) d t^{\prime}\right\|_{\ell_{\alpha}^{\infty}\left(L^{2}\left(Q_{\alpha} \times[0, T]\right)\right)} \leq c\|g\|_{\ell_{\alpha}^{1}\left(L^{2}\left(Q_{\alpha} \times[0, T]\right)\right)}, \tag{10.21}
\end{equation*}
$$

(where the $\left\{Q_{\alpha}\right\}_{\alpha}$ is the family of unit cubes with disjoint interiors such that $\cup_{\alpha} Q_{\alpha}=$ $\mathbb{R}^{n}$ ), to overcome the "loss of derivatives" introduced by the nonlinearity $f(\cdot)$ in (10.18), which depends up to first-order derivatives of the unknown. Briefly, one needs to estimate $u$ in the $\ell_{\alpha}^{\infty}\left(L^{2}\left(Q_{\alpha} \times[0, T]\right)\right)$-norm, which cannot be made "small" by taking $T \rightarrow 0$, so it is here where the conditions on the size of the data appear.

The smallness assumption on the data was removed by Hayashi and Ozawa [HO] in the one-dimensional case $(n=1)$. To do so they introduced a change of variables. To illustrate their argument, let us consider the equation:

$$
\begin{equation*}
\partial_{t} u=i \partial_{x}^{2} u+u \partial_{x} u+u \partial_{x} \bar{u} . \tag{10.22}
\end{equation*}
$$

When performing standard energy estimates, one sees that the "bad" term in (10.22) is $u \partial_{x} u$, i.e., the one involving $\partial_{x} u$. This term cannot be handled by integration by parts except when it has a real coefficient, for instance, $|u|^{2} \partial_{x} u$. Hence, the idea is to eliminate it. First, take the derivatives of (10.22) up to order 3, and use the notation $\partial_{x}^{j} u=u_{j+1}$ to rewrite equation (10.22) as the system:

$$
\left\{\begin{array}{l}
\partial_{t} u_{1}=i \partial_{x}^{2} u_{1}+u_{1} u_{2}+u_{1} \bar{u}_{2},  \tag{10.23}\\
\partial_{t} u_{2}=i \partial_{x}^{2} u_{2}+u_{2} u_{2}+u_{1} u_{3}+u_{2} \bar{u}_{2}+u_{1} \bar{u}_{3}, \\
\partial_{t} u_{3}=i \partial_{x}^{2} u_{3}+3 u_{2} u_{3}+u_{1} u_{4}+u_{3} \bar{u}_{2}+2 u_{2} \bar{u}_{3}+u_{1} \bar{u}_{4}, \\
\partial_{t} u_{4}=i \partial_{x}^{2} u_{4}+u_{1} \partial_{x} u_{4}+u_{1} \partial_{x} \bar{u}_{4}+Q\left(u_{1}, \bar{u}_{1}, \ldots, u_{4}, \bar{u}_{4}\right) .
\end{array}\right.
$$

The first three equations in (10.23) are semilinear as well as the term $Q(\cdot)$ in the fourth one. One then considers " $u_{4} \phi$ " instead of " $u_{3}$ " with $\phi$ to be determined.

So we substitute $u_{4}$ by $\phi^{-1}\left(u_{4} \phi\right)$ except in the main part of the fourth equation, i.e.,

$$
\begin{equation*}
\partial_{t} u_{4}=i \partial_{x}^{2} u_{4}+u_{1} \partial_{x} u_{4}+u_{1} \partial_{x} \bar{u}_{4} . \tag{10.24}
\end{equation*}
$$

Here, multiplying by $\phi$ we rewrite (10.24) as

$$
\begin{equation*}
\partial_{t}\left(u_{4} \phi\right)-u_{4} \partial_{t} \phi=i \partial_{x}^{2}\left(u_{4} \phi\right)-2 i \partial_{x} u_{4} \partial_{x} \phi-i u_{4} \partial_{x}^{2} \phi+u_{1} \phi \partial_{x} u_{4} \tag{10.25}
\end{equation*}
$$

$$
+\bar{\phi}^{-1} \phi u_{1} \partial_{x}\left(\overline{u_{4} \phi}\right)+\phi u_{1}\left(\overline{u_{4} \phi}\right) \partial_{x} \bar{\phi}^{-1} .
$$

We now choose $\phi$ to eliminate the terms involving $\partial_{x} u_{4}$, i.e.,

$$
\begin{equation*}
-2 i \partial_{x} u_{4} \partial_{x} \phi+u_{1} \phi \partial_{x} u_{4}=0 \quad \text { or } \quad-2 i \partial_{x} \phi+u_{1} \phi=0 \tag{10.26}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\phi(x, t)=\exp \left(-\frac{i}{2} \int_{0}^{x} u_{1}(\theta, t) d \theta\right) \tag{10.27}
\end{equation*}
$$

In the new variables $\left(u_{1}, u_{2}, u_{3}, u_{4} \phi\right)$ for the system (10.23), the standard energy estimates can be performed to obtain the desired local existence and uniqueness result.

Later, Chihara [Ch2] removed the smallness assumption on the data in any dimension. The change of variables used in [HO] in higher dimensions leads to an "exotic" class of pseudodifferential operators ( $\psi$.d.o.) studied by Craig, Kappeler and Strauss [CKS].

Consider the symbol in (10.11), i.e.,

$$
\begin{equation*}
\mu(x, \xi)=-\frac{1}{2} \int_{-\infty}^{0} \operatorname{Im} \vec{b}\left(x+s \frac{\xi}{|\xi|}\right) \cdot \frac{\xi}{|\xi|} d s \tag{10.28}
\end{equation*}
$$

with $\xi \in \mathbb{R}^{n}$, and $\vec{b}=\left(b_{1}, \ldots, b_{n}\right), b_{j} \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. One has that for $|\xi| \geq 1$

$$
\begin{equation*}
\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} \mu(x, \xi)\right| \leq c_{\alpha, \beta}\langle x\rangle^{|\alpha|}|\xi|^{-|\beta|} \quad \forall \alpha, \beta \in\left(\mathbb{Z}^{+}\right)^{n} \tag{10.29}
\end{equation*}
$$

where $\langle x\rangle^{2}=1+|x|^{2}$.
Roughly speaking, the function space for the local well-posedness was $H^{s}\left(\mathbb{R}^{n}\right)$, $s>s(n)$ in the case where $f$ is at least cubic, and where it was $\mathcal{F}_{n}^{s}=H^{s}\left(\mathbb{R}^{n}\right) \cap$ $L^{2}\left(|x|^{n} d x\right), s \geq s(n)$ when $f$ is just quadratic. This is a clear necessary condition in the light of the integrability (10.12).

In [KPV3], Kenig, Ponce and Vega showed that this local result can be proved by a Picard iteration, so the mapping data solution, $u_{0} \mapsto u$, is not only continuous but also analytic. A crucial step in this proof was to establish a "local smoothing" effect (see 4.23) for solutions of (10.18), i.e., if $u_{0} \in H^{s_{0}}\left(\mathbb{R}^{n}\right)$, then

$$
\begin{equation*}
\int_{0}^{T} \int \frac{1}{\langle x\rangle^{2}}\left|\Lambda^{s_{0}+1 / 2} u(x, t)\right|^{2} d x d t<\infty \tag{10.30}
\end{equation*}
$$

where $\langle x\rangle^{2}=\left(1+|x|^{2}\right)^{1 / 2}$ and $\Lambda^{s}=(I-\Delta)^{s / 2}$ is the operator with symbol $\langle\xi\rangle^{s}$.
This might seem like a technical device but Molinet, Saut and Tzvetkov [MST3] showed that for the IVP:

$$
\left\{\begin{array}{l}
\partial_{t} u=i \partial_{x}^{2} u+u \partial_{x} u  \tag{10.31}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

the map data-solution, $u_{0} \mapsto u$, cannot be $C^{2}$ at $u_{0} \equiv 0$ for $u_{0}$ in any Sobolev space $H^{s}(\mathbb{R})$. Hence, in order to use Picard iteration, the weights are needed.

Returning to our IVP (10.1), we have that in the one-dimensional case $(n=1)$ Poppenberg [Pp] established local well-posedness for coefficients independent of ( $x, t$ ) under the following conditions:

Ellipticity. $a(\cdot)$ is real-valued and for $\left|\left(z_{1}, z_{2}, z_{3}, z_{4}\right)\right|<R$, there exists $\lambda(R)>0$ such that

$$
\begin{equation*}
a\left(z_{1}, z_{2}, z_{3}, z_{4}\right)-\left|b\left(z_{1}, z_{2}, z_{3}, z_{4}\right)\right| \geq \lambda(R) . \tag{10.32}
\end{equation*}
$$

Degree of nonlinearity:

$$
\left\{\begin{array}{l}
\partial_{z} a(0,0,0,0)=\partial_{z} b(0,0,0,0)=0  \tag{10.33}\\
b_{1}, b_{2} \text { vanishing quadratically at }(0,0,0,0)
\end{array}\right.
$$

Poppenberg showed local well-posedness in $H^{\infty}(\mathbb{R})=\bigcap_{s \geq 0}^{\cap} H^{s}(\mathbb{R})$. His proof is based on the Nash-Moser techniques.

In [LmPo], Lim and Ponce showed, in the ( $x, t$ )-dependent setting, that under Poppenberg's hypotheses one has local well-posedness in $H^{s}(\mathbb{R}), s \geq s_{0}, s_{0}$ large enough, and if $b_{1}, b_{2}$ vanish linearly at $(0,0,0,0)$ and $\partial_{z} a(0,0,0,0) \neq 0$ or $\partial_{z} b(0,0,0,0) \neq 0$ in the weighted space $\mathcal{F}_{m}^{s}=H^{s}(\mathbb{R}) \cap L^{2}\left(|x|^{m} d x\right)$.

To clarify the elliptic condition notice that when $b \equiv 0$, this is the usual condition and in general, it says that $\partial_{x}^{2} u$ "dominates" $\partial_{x}^{2} \bar{u}$. This is certainly needed, as Exercise 4.14 shows.

Moreover, if the nontrapping condition fails dramatically, i.e., all orbits are periodic, ill-posedness in semilinear problems occurs, as Chihara [Ch3] has shown. He proved that for the IVP,

$$
\left\{\begin{array}{l}
\partial_{t} u=i \Delta u+\operatorname{div}(\vec{G}(u))  \tag{10.34}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

$x \in \mathbb{T}^{n}, t \in[0, T]$, where $\vec{G}=\left(G_{1}, \ldots, G_{n}\right) \neq 0, G_{j}$ holomorphic, is ill-posed on any Sobolev space $H^{s}\left(\mathbb{T}^{n}\right)$.

Now we turn to the positive results in [KPV10] concerning the local wellposedness of the IVP (10.1). To simplify the exposition, we shall consider only the case $b_{j k} \equiv 0$.

We shall assume the following:
(H1) Ellipticity. Given $M>0$ there exists $\gamma_{M}>0$ such that

$$
\begin{align*}
& \quad\left\langle a_{j k}(x, t, \vec{z}) \xi, \xi\right\rangle \geq \gamma_{M} \quad \forall \xi \in \mathbb{R}^{n} \text {, for all } \vec{z} \in \mathbb{C}^{2 n+2}  \tag{10.35}\\
& \text { with }|\vec{z}| \leq M \text {. } \\
& \text { (H2) Asymptotic flatness. There exists } c>0 \text { such that for any }(x, t) \in \mathbb{R}^{n} \times \mathbb{R} \text {, }
\end{align*}
$$

$$
\begin{equation*}
\left|\partial_{x_{l}} a_{j k}(x, t, \overrightarrow{0})\right|+\left|\partial_{x_{l} x_{r}}^{2} a_{j k}(x, t, \overrightarrow{0})\right| \leq \frac{c}{\langle x\rangle^{2}}, \tag{10.36}
\end{equation*}
$$

where $l=0,1, \ldots, n, r=1, \ldots, n$ with $\partial_{x_{0}}=\partial_{t}$.
(H3) Growth of the first-order coefficients. There exist $c, c_{1}>0$ such that for any $x \in \mathbb{R}^{n}$ and $(x, t) \in \mathbb{R}^{n} \times \mathbb{R}$,

$$
\begin{equation*}
\left|\overrightarrow{b_{m}}(x, 0, \overrightarrow{0})\right| \leq \frac{c_{1}}{\langle x\rangle^{2}}, \quad\left|\partial_{t} \overrightarrow{b_{m}}(x, 0, \overrightarrow{0})\right| \leq \frac{c}{\langle x\rangle^{2}}, \quad m=1,2 . \tag{10.37}
\end{equation*}
$$

(H4) Regularity. For any $N \in \mathbb{N}$ and $M>0$ the coefficients $a_{j k}, \overrightarrow{b_{1}}, \overrightarrow{b_{2}}, c_{1}, c_{2}$ are in

$$
C_{b}^{N}\left(\mathbb{R}^{n} \times \mathbb{R} \times(|\vec{z}| \leq M)\right)
$$

(H5) Nontrapping condition. The data $u_{0} \in H^{s}\left(\mathbb{R}^{n}\right), s>n / 2+2$, are such that the Hamiltonian flow $H_{h\left(u_{0}\right)}$ associated to the symbol

$$
\begin{equation*}
h\left(u_{0}\right)=h_{u_{0}}(x, \xi)=-a_{j k}\left(x, 0, u_{0}, \bar{u}_{0}, \nabla u_{0}, \nabla \bar{u}_{0}\right) \xi_{j} \xi_{k} \tag{10.38}
\end{equation*}
$$

is nontrapping.
The main result in this chapter is the following theorem:
Theorem 10.1. Under the hypotheses (H1) - (H4) there exists $N=N(n) \in \mathbb{Z}^{+}$ such that for any $u_{0} \in H^{s}\left(\mathbb{R}^{n}\right)$ with

$$
\langle x\rangle^{2} \partial_{x}^{\alpha} u_{0} \in L^{2}\left(\mathbb{R}^{n}\right), \quad|\alpha| \leq s_{1}
$$

and

$$
f \in L^{1}\left(\mathbb{R}: H^{s}\left(\mathbb{R}^{n}\right)\right) \quad \text { and } \quad\langle x\rangle^{2} \partial_{x}^{\alpha} f \in L^{1}\left(\mathbb{R}: L^{2}\left(\mathbb{R}^{n}\right)\right), \quad|\alpha| \leq s_{1}
$$

where $s, s_{1} \in \mathbb{Z}^{+}$with $s_{1} \geq n / 2+7, s=\max \left\{s_{1}+4, N+n+3\right\}$ and $u_{0}$ satisfying the hypothesis (H5). There exists $T_{0}>0$ depending only on

$$
\begin{align*}
\left\|u_{0}\right\|_{s, 2} & +\sum_{|\alpha| \leq s}\left\|\langle x\rangle^{2} \partial_{x}^{\alpha} u_{0}\right\|_{2} \\
& +\int_{-\infty}^{\infty}\|f(t)\|_{s, 2} d t+\sum_{|\alpha| \leq s_{1}} \int_{-\infty}^{\infty}\left\|\langle x\rangle^{2} \partial_{x}^{\alpha} f(t)\right\|_{2} d t \equiv \lambda \tag{10.39}
\end{align*}
$$

so that the IVP (10.1) is locally well-posed in $\left[0, T_{0}\right)$ with the solution:

$$
u \in C\left(\left[0, T_{0}\right]: H^{s}\left(\mathbb{R}^{n}\right)\right), \quad\langle x\rangle^{2} \partial_{x}^{\alpha} u \in C\left(\left[0, T_{0}\right]: L^{2}\left(\mathbb{R}^{n}\right)\right)
$$

for $|\alpha| \leq s_{1}$.
Remark 10.1.
(i) When $n=1$, the ellipticity hypothesis (H1) implies the nontrapping one (H5).
(ii) One can also prove that the solution possesses the "local smoothing" effect

$$
\Lambda^{s+1 / 2} u \in L^{2}\left(\mathbb{R}^{n} \times\left[0, T_{0}\right]:\langle x\rangle^{-2} d x d t\right)
$$

(iii) In the above statements, $\langle x\rangle^{2}$ can be replaced by $\langle x\rangle^{1+\epsilon}, \epsilon>0$.
(iv) Koch and Tataru [KTa1] have noticed that the map data-solution, $u_{0} \mapsto u$, is not $C^{2}$, hence the result in Theorem 10.1 cannot be established by using only Picard iteration.
(v) The proof of this theorem is based in the so-called artificial viscosity method, which was explained in details in Chapter 9 (Section 9.4).
(vi) The proof sketched below only uses classical pseudodifferential operators.

To apply the "artificial viscosity method," we first consider the IVP:

$$
\left\{\begin{align*}
\partial_{t} u= & -\epsilon \Delta^{2} u+i a_{j k}(x, t) \partial_{x_{j} x_{k}}^{2} u+\overrightarrow{b_{1}}(x, t) \cdot \nabla u+\overrightarrow{b_{2}}(x, t) \cdot \nabla \bar{u}  \tag{10.40}\\
& +c_{1}(x, t) u+c_{2}(x, t) \bar{u}+f(x, t) \\
u(x, 0) & =u_{0}(x)
\end{align*}\right.
$$

under the following assumptions:
$\left(\mathrm{H}_{l} 1\right)$ Ellipticity. $A(x, t)=\left(a_{j k}(x, t)\right)_{j, k=1}^{n}$ is a real symmetric matrix and there exists $\gamma \in(0,1)$ such that for any $\xi \in \mathbb{R}^{n}$ and $(x, t) \in \mathbb{R}^{n} \times[0, \infty)$,

$$
\begin{equation*}
\gamma|\xi|^{2} \leq\langle A(x, t) \xi, \xi\rangle \leq \gamma^{-1}|\xi|^{2} \tag{10.41}
\end{equation*}
$$

$\left(\mathrm{H}_{l} 2\right)$ Asymptotic flatness. There exists $c>0$ such that for any $(x, t) \in \mathbb{R}^{n} \times[0, \infty)$,

$$
\begin{equation*}
\left|\partial_{x_{l}} a_{j k}(x, t)\right|+\left|\partial_{x_{l x_{r}}}^{2} a_{j k}(x, t)\right| \leq \frac{c}{\langle x\rangle^{2}} \tag{10.42}
\end{equation*}
$$

with $l=0,1, \ldots, n, r=1, \ldots, n$, and $\partial_{x_{0}}=\partial_{t}$.
$\left(\mathrm{H}_{l} 3\right) \quad$ Growth of the first-order coefficients. There exists $c>0$ such that

$$
\begin{equation*}
\left|\operatorname{Im} \overrightarrow{b_{1}}(x, 0)\right|+\left|\mathcal{I} m \partial_{t} \overrightarrow{b_{1}}(x, t)\right| \leq \frac{c}{\langle x\rangle^{2}} \tag{10.43}
\end{equation*}
$$

for all $(x, t) \in \mathbb{R}^{n} \times[0, \infty)$.
$\left(\mathrm{H}_{l} 4\right)$ Regularity. The coefficients $a_{j k}, b_{1 j}, b_{2 j}, c_{1}, c_{2}$ are in $C_{b}^{N}\left(\mathbb{R}^{n} \times[0, \infty)\right)$ with $\overrightarrow{b_{l}}=\left(b_{l 1}, \ldots, b_{l n}\right), l=1,2$, for $N=N(n)$ sufficiently large.
$\left(\mathrm{H}_{l} 5\right) \quad$ Nontrapping condition. Let $A_{0}(x)=A(x, 0)=\left(a_{j k}(x, 0)\right)_{j, k=1}^{n}$,

$$
\begin{equation*}
h(x, \xi)=-a_{j k}(x, 0) \xi_{j} \xi_{k}, \tag{10.44}
\end{equation*}
$$

and $H_{h}$ be the corresponding Hamiltonian flow. Then $H_{h}$ is nontrapping.

The following a priori estimate for solutions of the linear IVP (10.40) is the key in the proof of the nonlinear result for the IVP (10.1), Theorem 10.1.

Lemma 10.1. Under the hypotheses $\left(H_{l} 1\right)-\left(H_{l} 5\right)$ above there exist $N=N(n), c_{0}$ and $T_{0}>0$ (depending both $c_{0}, T_{0}$ on the nontrapping condition $\left(H_{l} 5\right)$ and on the coefficients at $t=0$ ), so that for any $T \in\left(0, T_{0}\right)$ and any $\epsilon \in(0,1)$ we have that the solution of (10.40) satisfies

$$
\begin{align*}
& \sup _{0 \leq t \leq T} \| u(t) \|_{2}+\left(\int_{0}^{T}\langle x\rangle^{-2}\left|\Lambda^{1 / 2} u\right|^{2} d x d t\right)^{1 / 2} \\
& \leq c_{0}\left[\left\|u_{0}\right\|_{2}+\left(\int_{0}^{T}\langle x\rangle^{2}\left|\Lambda^{-1 / 2} f(x, t)\right|^{2} d x d t\right)^{1 / 2}\right] \tag{10.45}
\end{align*}
$$

and

$$
\begin{align*}
\sup _{0 \leq t \leq T}\|u(t)\|_{2} & +\left(\int_{0}^{T}\langle x\rangle^{-2}\left|\Lambda^{1 / 2} u\right|^{2} d x d t\right)^{1 / 2} \\
& \leq c_{0}\left[\left\|u_{0}\right\|_{2}+\left(\int_{0}^{T}|f(x, t)|^{2} d x d t\right)^{1 / 2}\right] \tag{10.46}
\end{align*}
$$

In fact, the constant $c_{0}$ depends only on the nontrapping condition for $h(x, \xi)\left(\mathrm{H}_{l} 5\right)$, on the bounds at $t=0$ of $\langle x\rangle^{2} \overrightarrow{b_{j}}(x, 0), j=1,2$, and on size estimates for the coefficients and their derivatives at $t=0$. Thus, in the nonlinear case, $c_{0}$ depends only on the data $u_{0}$. Assuming the result in Lemma 10.1, we shall prove Theorem 10.1.

We introduce the notations $(v=v(x, t), u=u(x, t))$ for

$$
\begin{align*}
& \mathcal{L}(v) u= i a_{j k}(x, t, v, \bar{v}, \nabla v, \nabla \bar{v}) \partial_{x_{j} x_{k}}^{2} u \\
&+\overrightarrow{b_{1}}(x, t, v, \bar{v}, \nabla v, \nabla \bar{v}) \cdot \nabla u+\overrightarrow{b_{2}}(x, t, v, \bar{v}, \nabla v, \nabla \bar{v}) \cdot \nabla \bar{u}  \tag{10.47}\\
&+c_{1}(x, t, v, \bar{v}) u+c_{2}(x, t, v, \bar{v}) \bar{u}, \\
& X_{T, M_{0}}=\left\{v: \mathbb{R}^{n} \times[0, T] \rightarrow \mathbb{C} \mid v \in C\left([0, T]: H^{s}\left(\mathbb{R}^{n}\right)\right),\right.  \tag{10.48}\\
&\left.\langle x\rangle^{2} \partial_{x}^{\alpha} v \in C\left([0, T]: L^{2}\left(\mathbb{R}^{n}\right)\right),|\alpha| \leq s_{1}, \quad v(x, 0)=u_{0}(x)\right\},
\end{align*}
$$

with the norm

$$
\begin{equation*}
\|v\|_{T}=\sup _{[0, T]}\|v(t)\|_{s, 2}+\sum_{|\alpha| \leq s_{1}} \sup _{[0, T]}\left\|\langle x\rangle^{2} \partial_{x}^{\alpha} v(t)\right\|_{2} \leq M_{0} \tag{10.49}
\end{equation*}
$$

For $u \in X_{T, M_{0}}$, we study the linear IVP:

$$
\left\{\begin{array}{l}
\partial_{t} v=-\epsilon \Delta^{2} v+\mathcal{L}(u) v+f(x, t), \quad \epsilon \in(0,1)  \tag{10.50}\\
v(x, 0)=u_{0}(x)
\end{array}\right.
$$

and its integral equation version

$$
\begin{equation*}
v(t)=e^{-\epsilon t \Delta^{2}} u_{0}+\int_{0}^{t} e^{-\epsilon\left(t-t^{\prime}\right) \Delta^{2}}(\mathcal{L}(u) v+f)\left(t^{\prime}\right) d t^{\prime} \tag{10.51}
\end{equation*}
$$

One defines the operator $\Phi(u)(t)$ as the right-hand side of (10.51). Using that

$$
\left\|e^{-\epsilon t \Delta^{2}} g\right\|_{2} \leq\|g\|_{2} \quad \text { and } \quad\left\|\Delta e^{-\epsilon t \Delta^{2}} g\right\|_{2} \leq \frac{1}{\epsilon^{1 / 2} t^{1 / 2}}\|g\|_{2}
$$

it is easy to check that the operator $\Phi(\cdot)$ is a contraction on $X_{T_{\epsilon}, M_{0}}$ with $T_{\epsilon}=O(\epsilon)$. One needs standard commutator identities to estimate the weighted norms in $X_{T, M}$. Thus, there exists $u^{\epsilon} \in X_{T_{\epsilon}, M_{0}}$ (the fixed point of $\Phi$ ) solution of the IVP:

$$
\left\{\begin{array}{l}
\partial_{t} u=-\epsilon \Delta^{2} u+\mathcal{L}(u) u+f(x, t), \quad \epsilon \in(0,1),  \tag{10.52}\\
u(x, 0)=u_{0}(x),
\end{array}\right.
$$

on the time interval $\left[0, T_{\epsilon}\right]$.
Now we will use Lemma 10.1 to extend all solutions $\left\{u^{\epsilon}\right\}_{\epsilon \in(0,1)}$ to the time interval [ $0, T_{0}$ ] with $T_{0}$ independent of $\epsilon \in(0,1)$, with $\left\|u^{\epsilon}\right\|_{T_{0}}$ uniformly bounded.

The first step is to show that if $\left\|u^{\epsilon}\right\|_{T} \leq M_{0}=20 c_{0} \lambda$ (see (10.39)), the coefficients of the linear equation for $\Lambda^{2 m} u^{\epsilon}=(I-\Delta)^{m} u^{\epsilon}, 2 m \leq s$, and $x_{l}^{2} \Lambda^{2 m} u$ with $2 m \leq s_{1}$ (assuming $s, s_{1}$ even integers) can be written so that the constants in $\left(\mathrm{H}_{l} 1\right)-\left(\mathrm{H}_{l} 5\right)$ are uniform for all these equations in a time interval $[0, \widetilde{T}]$ independent of $\epsilon$.

The equations for $\Lambda^{2 m} u^{\epsilon}$ are obtained by applying the operator $\Lambda^{2 m}$ to the equation (10.52), which can be written as

$$
\begin{align*}
\partial_{t} \Lambda^{2 m} u= & -\epsilon \Delta^{2} \Lambda^{2 m} u+i \mathcal{L}_{2 m}(u) \Lambda^{2 m} u  \tag{10.53}\\
& +f_{2 m}\left(x, t,\left(\partial^{\beta} u\right)_{|\beta| \leq 2 m-1},\left(\partial^{\beta} \bar{u}\right)_{|\beta| \leq 2 m-1}\right)+\Lambda^{2 m} f(x, t),
\end{align*}
$$

where

$$
\begin{align*}
\mathcal{L}_{2 m}(u) v= & i a_{j k}(x, t, u, \bar{u}, \nabla u, \nabla \bar{u}) \partial_{x_{j} x_{k}}^{2} v \\
& +b_{2 m, 2, j}\left(x, t,\left(\partial^{\beta} u\right)_{|\beta| \leq 2 m-1},\left(\partial^{\beta} \bar{u}\right)_{|\beta| \leq 2 m-1}\right) R_{j} \partial_{x_{j}} v \\
& +b_{2 m, 2, j}\left(x, t,\left(\partial^{\beta} u\right)_{|\beta| \leq 2 m-1},\left(\partial^{\beta} \bar{u}\right)_{|\beta| \leq 2 m-1}\right) \widetilde{R}_{j} \partial_{x_{j}} \bar{v}  \tag{10.54}\\
& +c_{1,2 m}\left(x, t,\left(\partial^{\beta} u\right)_{|\beta| \leq 2 m-1},\left(\partial^{\beta} \bar{u}\right)_{|\beta| \leq 2 m-1}\right) R_{2 m, 1} v \\
& +c_{2,2 m}\left(x, t,\left(\partial^{\beta} u\right)_{|\beta| \leq 2 m-1},\left(\partial^{\beta} \bar{u}\right)_{|\beta| \leq 2 m-1}\right) R_{2 m, 2} \bar{v},
\end{align*}
$$

where $R_{j}, \widetilde{R}_{j}, R_{2 m, 1}, R_{2 m, 2}$ are $\psi$.d.o. of order zero.
We observe that the principal part of $\mathcal{L}_{2 m}(u)$ is independent of $m$. Moreover, the first-order coefficients $b_{2 m, 1, j}, b_{2 m, 2, j}$ depend on $2 m$ as a multiplicative constant, and on the original coefficients $a_{j k}, \overrightarrow{b_{1}}, \overrightarrow{b_{2}}$ and their first derivatives and they verify the asymptotic flatness assumptions $\left(\mathrm{H}_{l} 2\right)$. The term $f_{2 m}(\cdot)$ involves derivatives that have been previously estimated in $L_{T}^{\infty} L_{x}^{2}$, and so putting it on the right-hand side in the $L_{T}^{1} L_{x}^{2}$-norm they appear with a factor $T$ in front.

Similar remarks hold for the equation for $x_{l}^{2} \Lambda^{2 m} u$ after using some simple commutator identities.

Collecting this information, we can also show that there exists a $Q(\cdot)$ increasing function such that, for any $\omega \in X_{T, M_{0}}$ with $T>0$ solution of the IVP (10.52),

$$
\begin{equation*}
\sup _{[0, T]} \sum_{|\alpha| \leq s_{1}-4}\left\|\langle x\rangle^{2} \partial_{x}^{\alpha} \partial_{t} \omega\right\|_{2} \leq Q\left(M_{0}\right) \tag{10.55}
\end{equation*}
$$

holds.
All these facts will allow us to apply Lemma 10.1 to get the a priori estimate

$$
\begin{equation*}
\left\|u^{\epsilon}\right\| \leq c_{0}\left(\lambda+\widetilde{T} R\left(M_{0}\right)\right) \leq M_{0} / 4 \tag{10.56}
\end{equation*}
$$

for $\widetilde{T}$ small, but uniform in $\epsilon$, where $R(\cdot)$ is a fixed increasing function. Thus, we can reapply the local existence theorem (originally on $\left[0, T_{\epsilon}\right]$ ) to extend the local solution $u^{\epsilon}$ to the time interval $[0, \widetilde{T}]$, with

$$
\begin{equation*}
\left\|u^{\epsilon}\right\| \leq M_{0}=20 c_{0} \lambda \tag{10.57}
\end{equation*}
$$

Once (10.57) has been established (as in the viscosity method for the BO explained in Chapter 9), we consider the equation for the difference $u^{\epsilon}-u^{\epsilon^{\prime}}, \epsilon>\epsilon^{\prime}>0$, and reapply the argument to obtain the existence as $\epsilon \rightarrow 0$ and the uniqueness of the solution. The continuous dependence is based on Bona-Smith regularization argument [BS] (see Step 5 in the proof of Theorem 9.2).

Now we turn our attention to the proof of Lemma 10.1. One of the main ingredients in the proof is the following lemma due to Doi [Do1].

Lemma 10.2 [Do1]. Assume that $h$ in (10.38) verifies the assumptions $\left(H_{l} 5\right)$ (nontrapping), ( $H_{l} 4$ ) (regularity) and ( $H_{l} 2$ ) (asymptotic flatness). Then, there exists a real-valued zeroth-order classical symbol $p \in S^{0}$ (see (3.18)) whose seminorm is bounded in terms of the "nontrapping character" of $h$, the ellipticity constant $\gamma$ in $\left(H_{l} 1\right)$, and the bound for the smoothness norm at $t=0, c_{1}$, and a constant $\beta \in(0,1)$ (with the same dependence) such that

$$
\begin{equation*}
H_{h} p=\{h, p\} \geq \beta \frac{|\xi|}{\langle x\rangle^{2}}-\frac{1}{\beta} \tag{10.58}
\end{equation*}
$$

for all $(x, \xi) \in \mathbb{R}^{n} \times \mathbb{R}$.
Remark 10.2. The seminorm bounds for the symbol $p$ and the constant $\beta$ above are the quantitative way in which the "nontrapping" character of $h$ enters into the proof.

We recall that

$$
\begin{equation*}
H_{h} p=\{h, p\}=\partial_{\xi_{j}} h \partial_{x_{j}} p-\partial_{x_{j}} h \partial_{\xi_{j}} p . \tag{10.59}
\end{equation*}
$$

Observe that, if $\tilde{h}$ is only "approximately nontrapping" and we use the $p$ corresponding to $H_{a}$, for $H_{\tilde{h}}$, we get a lower bound of $H_{\tilde{h}} p$ by $\beta|\xi| / 2\langle x\rangle^{2}-$ $2 / \beta$.

To apply Doi's lemma, we need the sharp Garding inequality (see [Ho2]).
Lemma 10.3 (Sharp Garding's inequality). Let $q \in S^{1}$ be a classical symbol of order 1 such that $\operatorname{Re} q(x, \xi) \geq 0$ for $|\xi| \geq R$, then there exist $j_{0}=j_{0}(n)$ and $c=c(n, R)$ such that

$$
\begin{equation*}
\operatorname{Re}\left\langle\Psi_{q} f, f\right\rangle \geq-c\|q\|_{S^{1}}^{\left(j_{0}\right)}\|f\| \tag{10.60}
\end{equation*}
$$

where $\Psi_{q}$ denotes the $\psi$.d.o. with symbol q, i.e.,

$$
\begin{equation*}
\Psi_{q} f(x)=\int e^{i x \xi} q(x, \xi) \widehat{f}(\xi) d \xi \tag{10.61}
\end{equation*}
$$

Assuming Lemmas 10.2 and 10.3 we shall divide the proof of Lemma 10.1 into several steps.

Step 1. Write equation (10.40) as a system. Using

$$
\vec{w}=\binom{u}{\bar{u}}, \quad \vec{f}=\binom{f}{\bar{f}}, \quad \vec{w}_{0}=\binom{u_{0}}{\bar{u}_{0}}
$$

one has the system

$$
\left\{\begin{array}{l}
\partial_{t} \vec{w}=-\epsilon \Delta^{2} I \vec{w}+(i H+B+C) \vec{w}+\vec{f}, \\
\vec{w}(x, 0)=\vec{w}_{0}(x),
\end{array}\right.
$$

where

$$
\begin{align*}
& H=\left(\begin{array}{cc}
\mathcal{L} & 0 \\
0 & -\mathcal{L}
\end{array}\right), \quad C=\left(\begin{array}{ll}
c_{1} & c_{2} \\
\bar{c}_{2} & \bar{c}_{1}
\end{array}\right),  \tag{10.62}\\
& B=\left(\begin{array}{ll}
\overrightarrow{b_{1}} \cdot \nabla & \overrightarrow{b_{2}} \cdot \nabla \\
\overrightarrow{b_{2}} \cdot \nabla & \overrightarrow{b_{1}} \cdot \nabla
\end{array}\right)=\left(\begin{array}{ll}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{array}\right), \tag{10.63}
\end{align*}
$$

and $\mathcal{L}=i a_{j k}(x, t) \partial_{x_{j} x_{k}}^{2}$.

Step 2. Diagonalization of the first-order terms. (To simplify the exposition take $\epsilon=0$ ).

Notice that $\mathcal{L}$ is elliptic, with ellipticity constant $\gamma / 2$ for $t \in[0, T]$ for $T$ sufficiently small since

$$
\begin{equation*}
a_{j k}(x, t) \xi_{j} \xi_{k}=a_{j k}(x, 0) \xi_{j} \xi_{k}+\left[a_{j k}(x, t)-a_{j k}(x, 0)\right] \xi_{j} \xi_{k} \geq \gamma|\xi|^{2}-c T|\xi|^{2} \tag{10.64}
\end{equation*}
$$

(by using the bound of $\partial_{t} a_{j k}(x, t)$ in $\left(\mathrm{H}_{l} 2\right)$ ).
This type of argument shall be used repeatedly.
Next we write

$$
B=B_{d i a g}+B_{a n t i}=\left(\begin{array}{cc}
B_{11} & 0  \tag{10.65}\\
0 & B_{22}
\end{array}\right)+\left(\begin{array}{cc}
0 & B_{12} \\
B_{21} & 0
\end{array}\right) .
$$

Our goal is to eliminate $B_{a n t i}$. To do this we set

$$
\Lambda=I-S, \quad \text { with } \quad S=\left(\begin{array}{cc}
0 & S_{12} \\
S_{21} & 0
\end{array}\right)
$$

where $S_{12}, S_{21}$ are $\psi$.d.o. of order -1 to be determined.
We want to write the system in the new variable

$$
\begin{equation*}
\vec{z}=\Lambda \vec{w} \tag{10.66}
\end{equation*}
$$

for an appropriate choice of $S$, so that $B_{\text {anti }}$ is eliminated.
We will use that $S$ is a matrix of $\psi$.d.o. of order -1 , to have that $\Lambda$ is invertible in $L^{2}$ and so the estimates on $\vec{z}$ are equivalent to the estimates on $\vec{w}$.

We calculate

$$
\begin{aligned}
\left(\begin{array}{cc}
\mathcal{L} & 0 \\
0 & -\mathcal{L}
\end{array}\right) & \Lambda-\Lambda\left(\begin{array}{cc}
\mathcal{L} & 0 \\
0 & -\mathcal{L}
\end{array}\right) \\
& =-\left(\begin{array}{cc}
\mathcal{L} & 0 \\
0 & -\mathcal{L}
\end{array}\right)\left(\begin{array}{cc}
0 & S_{12} \\
S_{21} & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & S_{12} \\
S_{21} & 0
\end{array}\right)\left(\begin{array}{cc}
\mathcal{L} & 0 \\
0 & -\mathcal{L}
\end{array}\right) \\
& =\left(\begin{array}{cc}
0 & -\mathcal{L} S_{12}-S_{12} \mathcal{L} \\
\mathcal{L} S_{21}+S_{21} \mathcal{L} & 0
\end{array}\right)
\end{aligned}
$$

Since

$$
\begin{equation*}
|h(x, \xi)|=\left|a_{j k}(x, t) \xi_{j} \xi_{k}\right| \geq \gamma|\xi|^{2} \quad \text { for } \quad|\xi| \geq R \tag{10.67}
\end{equation*}
$$

uniformly in $t$, choosing $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ with $\varphi(y)=1$ if $|y| \leq 1$ and $\varphi(y)=0$ if $|y| \geq 2$ we define

$$
\begin{equation*}
\widetilde{h}(x, t, \xi)=(h(x, \xi))^{-1}(1-\varphi(\xi / R)) \tag{10.68}
\end{equation*}
$$

and $\widetilde{\mathcal{L}}=\Psi_{\tilde{h}}$, i.e., the $\psi$.d.o. of order -2 with symbol $\widetilde{h}$. Notice that

$$
\begin{equation*}
\widetilde{\mathcal{L}} \mathcal{L}=I+\Psi_{\ell_{1}} \tag{10.69}
\end{equation*}
$$

with $\ell_{1} \in S^{-1}$ (uniformly in $t$ ). Define

$$
\begin{equation*}
S_{12}=\frac{1}{2} i B_{12} \widetilde{\mathcal{L}}, \quad S_{21}=-\frac{1}{2} i B_{21} \widetilde{\mathcal{L}} \tag{10.70}
\end{equation*}
$$

and

$$
S=\left(\begin{array}{cc}
0 & S_{12}  \tag{10.71}\\
S_{21} & 0
\end{array}\right) .
$$

Notice that the entries of $S$ are $\psi$.d.o of order -1 , whose $S^{0}$ seminorms tend to zero as $R \uparrow \infty$ (see (10.68)). Thus, for $R$ large enough $\Lambda$ is invertible in $H^{s}\left(\langle x\rangle^{2} d x\right)$, $H^{s}\left(\langle x\rangle^{-2} d x\right)$, and $H^{s}\left(\mathbb{R}^{n}\right)$ with operator norm in the interval $(1 / 2,2)$. Also if $\Lambda^{-1}$ denotes the inverse of $\Lambda$, the entries of $\Lambda^{-1}$ are $\psi$.d.o. of order zero.

Finally, from our construction

$$
\left\{\begin{align*}
-\mathcal{L} S_{12}-S_{12} \mathcal{L} & =-B_{12}+\text { order } 0  \tag{10.72}\\
\mathcal{L} S_{21}-S_{21} \mathcal{L} & =-B_{21}+\text { order } 0
\end{align*}\right.
$$

We then observe that

$$
\begin{align*}
\Lambda B_{\text {diag }} & =(I-S) B_{\text {diag }}=B_{\text {diag }}-S B_{\text {diag }} \\
& =B_{\text {diag }} \Lambda+B_{\text {diag }} S-S B_{\text {diag }}  \tag{10.73}\\
& =B_{\text {diag }} \Lambda+\left[\left(B_{\text {diag }} S-S B_{\text {diag }}\right) \Lambda^{-1}\right] \Lambda,
\end{align*}
$$

(notice that $[\cdot]$ is an operator of order zero).
Similarly,

$$
\begin{equation*}
\Lambda B_{\text {anti }}=B_{\text {anti }} \Lambda+C \Lambda, \tag{10.74}
\end{equation*}
$$

by (10.70), (10.71), (10.72) with $C$ a matrix of $\psi$.d.o. of order zero.
Thus, our system in $\vec{z}=\Lambda \vec{w}$ becomes

$$
\left\{\begin{array}{l}
\partial_{t} \vec{z}=i H \vec{z}+B_{\text {diag }} \vec{z}+C \vec{z}+\vec{g},  \tag{10.75}\\
\vec{z}(x, 0)=\overrightarrow{z_{0}}(x),
\end{array}\right.
$$

where $\vec{g}=\Lambda \vec{f}, \vec{z}_{0}=\Lambda \vec{w}_{0}, H, B_{\text {diag }}$ as before with $B_{11}=\overrightarrow{b_{1}} \cdot \nabla$, $B_{22}=\overrightarrow{\overrightarrow{b_{1}}} \cdot \nabla$ and $C$ is a matrix of $\psi$.d.o. of order zero whose symbols have
seminorm estimates controlled by $c\left(\right.$ not $\left.c_{1}\right)$.

Step 3. Energy estimates for a "gauged" system. We recall that $\mathcal{L}=a_{j k}(x, t) \partial_{x_{j} x_{k}}^{2}$ has symbol $a_{j k}(x, t) \xi_{j} \xi_{k}$, and our "nontrapping" assumption is on

$$
\begin{equation*}
h(x, \xi)=a_{j k}(x, 0) \xi_{j} \xi_{k} \tag{10.76}
\end{equation*}
$$

Let $p \in S^{0}$ be the symbol associated to $h$ as in Lemma 10.2 so that

$$
H_{h} p=\{h, p\} \geq \beta \frac{|\xi|}{\langle x\rangle^{2}}-\frac{1}{\beta}
$$

Let

$$
\begin{equation*}
h_{1}(x, t, \xi)=a_{j k}(x, t) \xi_{j} \xi_{k} \tag{10.77}
\end{equation*}
$$

So

$$
\begin{aligned}
H_{h_{1}} p= & \frac{\partial h_{1}}{\partial \xi_{l}} \frac{\partial p}{\partial x_{l}}-\frac{\partial h_{1}}{\partial x_{l}} \frac{\partial p}{\partial \xi_{l}} \\
= & \frac{\partial h}{\partial \xi_{l}} \frac{\partial p}{\partial x_{l}}-\frac{\partial h}{\partial x_{l}} \frac{\partial p}{\partial \xi_{l}}+\left(a_{j k}(x, t)-a_{j k}(x, 0)\right) \frac{\partial}{\partial \xi_{l}}\left(\xi_{j} \xi_{k}\right) \frac{\partial p}{\partial x_{l}} \\
& -\left(\frac{\partial}{\partial x_{l}}\left(a_{j k}(x, t)-a_{j k}(x, 0)\right)\right) \xi_{j} \xi_{k} \frac{\partial p}{\partial \xi_{l}}
\end{aligned}
$$

Thus, by "asymptotic flatness," assumption $\left(\mathrm{H}_{l} 2\right)$, we see that for small $T$

$$
\begin{equation*}
H_{h_{1}} p \geq \frac{\beta}{2} \frac{|\xi|}{\langle x\rangle^{2}}-\frac{2}{\beta} \tag{10.78}
\end{equation*}
$$

for the same $p$. We now consider the $\psi$.d.o. of order $0, \Psi_{r_{1}}$, whose symbol is $e^{M p(x, t)}$ for an $M$ large to be determined depending only on $c_{1}$, and the "nontrapping character." Notice that the seminorms of $r_{1}$ depend only on $c_{1}$, and the nontrapping character: it is elliptic. The same holds for $\Psi_{r_{1}}^{-1}$ (modulo order -2 errors). Also

$$
\begin{equation*}
H_{h_{1}} r_{1}=M\left(H_{h_{1}} p\right) r_{1} \geq\left\{M \frac{\beta}{2} \frac{|\xi|}{\langle x\rangle^{2}}-\frac{2 M}{\beta}\right\} r_{1} \tag{10.79}
\end{equation*}
$$

and that modulo 0 th-order operators the symbol of $i\left\{\mathcal{L} \Psi_{r_{1}}-\Psi_{r_{1}} \mathcal{L}\right\}=H_{h_{1}} r_{1}$, for each $t$.

We also consider $\Psi_{r_{2}}$, whose symbol is $e^{-M p(x, \xi)}$ so that symbol-wise we have

$$
i\left\{\mathcal{L} \Psi_{r_{2}}-\Psi_{r_{2}} \mathcal{L}\right\}=H_{h_{1}} r_{2}=-M\left(H_{h_{1}} p\right) r_{2} \leq-\left\{M \frac{\beta}{2} \frac{|\xi|}{\langle x\rangle^{2}}-\frac{2 M}{\beta}\right\} r_{2}
$$

Now we define

$$
\vec{\alpha}=\left(\begin{array}{cc}
\Psi_{r_{1}} & 0 \\
0 & \Psi_{r_{2}}
\end{array}\right) \vec{z}
$$

and obtain a new system for $\vec{\alpha}$, in which for $M$ chosen appropriately we will be able to perform energy estimates. For simplicity, let

$$
\Psi=\left(\begin{array}{cc}
\Psi_{r_{1}} & 0 \\
0 & \Psi_{r_{2}}
\end{array}\right)
$$

We want to obtain the system for $\vec{\alpha}$

$$
\begin{aligned}
i\{\Psi H-H \Psi\} & =i\left(\begin{array}{cc}
\Psi_{r_{1}} \mathcal{L}-\mathcal{L} \Psi_{r_{1}} & 0 \\
0 & \mathcal{L} \Psi_{r_{2}}-\Psi_{r_{2}} \mathcal{L}
\end{array}\right) \\
& =\left(\begin{array}{cc}
\Psi_{H_{h_{1} r_{1}}} & 0 \\
0 & \Psi_{H_{h_{1} r_{2}}}
\end{array}\right)+\text { 0th order. }
\end{aligned}
$$

Recalling that $-H_{h_{1}} r_{1}=-M\left(H_{h_{1}} p\right) r_{1}, H_{h_{1}} r_{2}=-M\left(H_{h_{1}} p\right) r_{2}$, and using that

$$
\left(\begin{array}{cc}
\Psi_{H_{h_{1}} r_{1}} & 0 \\
0 & \Psi_{H_{h_{1}} r_{2}}
\end{array}\right)=\left(\begin{array}{cc}
-M \Psi_{H_{h_{1} p} p} & 0 \\
0 & -M \Psi_{H_{h_{1}} p}
\end{array}\right)\left(\begin{array}{cc}
\Psi_{r_{1}} & 0 \\
0 & \Psi_{r_{2}}
\end{array}\right)+0 \text { th order }
$$

we get

$$
i\{\Psi H-H \Psi\}=\left(\begin{array}{cc}
-M \Psi_{H_{h_{1}} p} & 0 \\
0 & -M \Psi_{H_{h_{1}} p}
\end{array}\right) \Psi+0 \text { th order. }
$$

Next,

$$
\Psi B_{\text {diag }}=\left(\begin{array}{cc}
B_{11} & 0 \\
0 & B_{22}
\end{array}\right) \Psi+0 \text { th order }
$$

and

$$
\Psi C=\left(\Psi C \Psi^{-1}\right) \Psi
$$

Thus, the system for $\vec{\alpha}$ is:

$$
\left\{\begin{array}{l}
\partial_{t} \vec{\alpha}=i H \vec{\alpha}+B_{\text {diag }} \vec{\alpha}-M\left(\begin{array}{cc}
\Psi_{H_{h_{1}} p} & 0 \\
0 & \Psi_{H_{h_{1}} p}
\end{array}\right) \vec{\alpha}+C \vec{\alpha}+\vec{F}, \\
\vec{\alpha}(x, 0)=\overrightarrow{\alpha_{0}}(x)
\end{array}\right.
$$

where $\overrightarrow{\alpha_{0}}=\Psi \overrightarrow{z_{0}}$ and $\vec{F}=\Psi \vec{g}$. It suffices to find $M$ (see definition of $\Psi_{r_{1}}$ ) depending only on $c_{1}$ and the nontrapping character so that we can estimate $\vec{\alpha}$. To do this we consider

$$
\langle\vec{\alpha}, \vec{\beta}\rangle=\int \alpha_{1} \bar{\beta}_{1}+\alpha_{2} \bar{\beta}_{2}
$$

and calculate

$$
\begin{aligned}
\frac{d}{d t}\langle\vec{\alpha}, \vec{\alpha}\rangle= & i[\langle H \vec{\alpha}, \vec{\alpha}\rangle-\langle\vec{\alpha}, H \vec{\alpha}\rangle]+\left\langle B_{\text {diag }} \vec{\alpha}, \vec{\alpha}\right\rangle+\left\langle\vec{\alpha}, B_{\text {diag }} \vec{\alpha}\right\rangle \\
& -M\left[\left\langle\left(\begin{array}{cc}
\Psi_{H_{h_{1}} p} & 0 \\
0 & \Psi_{H_{h_{1}} p}
\end{array}\right) \vec{\alpha}, \vec{\alpha}\right\rangle+\left\langle\vec{\alpha},\left(\begin{array}{cc}
\Psi_{H_{h_{1}} p} & 0 \\
0 & \Psi_{H_{h_{1}} p}
\end{array}\right) \vec{\alpha}\right\rangle\right] \\
& +\langle C \vec{\alpha}, \vec{\alpha}\rangle+\langle\vec{\alpha}, C \vec{\alpha}\rangle+\langle\vec{F}, \vec{\alpha}\rangle+\langle\vec{\alpha}, \vec{F}\rangle \\
= & i[\langle H \vec{\alpha}, \vec{\alpha}\rangle-\langle\vec{\alpha}, H \vec{\alpha}\rangle]+2 \operatorname{Re}\left\langle B_{\text {diag }} \vec{\alpha}, \vec{\alpha}\right\rangle \\
& -2 M \operatorname{Re}\left\langle\left(\begin{array}{cc}
\Psi_{H_{h_{1}} p} & 0 \\
0 & \Psi_{H_{h_{1}} p}
\end{array}\right) \vec{\alpha}, \vec{\alpha}\right\rangle+2 \operatorname{Re}\langle C \vec{\alpha}, \vec{\alpha}\rangle \\
& +2 \operatorname{Re}\langle\vec{F}, \vec{\alpha}\rangle .
\end{aligned}
$$

We recall that

$$
H=\left(\begin{array}{cc}
\mathcal{L} & 0 \\
0 & -\mathcal{L}
\end{array}\right)
$$

with

$$
\mathcal{L}=a_{j k}(x, t) \partial_{x_{j} x_{k}}^{2}=\partial_{x_{j}}\left(a_{j k}(x, t) \partial_{x_{k}}\right)-\partial_{x_{j}} a(x, t) \partial_{x_{k}}=\mathcal{L}_{0}-\overrightarrow{b_{3}}(x, t) \cdot \nabla .
$$

So

$$
\begin{aligned}
i[\langle H \vec{\alpha}, \vec{\alpha}\rangle-\langle\vec{\alpha}, H \vec{\alpha}\rangle] & =i\left[\left\langle H_{0} \vec{\alpha}, \vec{\alpha}\right\rangle-\left\langle\vec{\alpha}, H_{0} \vec{\alpha}\right\rangle\right] \\
& +\left\langle i\left(\overrightarrow{b_{3}}(x, t) \cdot \nabla\right) \vec{\alpha}, \vec{\alpha}\right\rangle+\left\langle\vec{\alpha},-i\left(\overrightarrow{b_{3}}(x, t) \cdot \nabla\right) \vec{\alpha}\right\rangle \\
& =\left[\left\langle H_{0} \vec{\alpha}, \vec{\alpha}\right\rangle-\left\langle\vec{\alpha}, H_{0} \vec{\alpha}\right\rangle\right]+2 \operatorname{Re}\left\langle B_{\text {diag }}^{1} \vec{\alpha}, \vec{\alpha}\right\rangle
\end{aligned}
$$

where

$$
H_{0}=\left(\begin{array}{cc}
\mathcal{L}_{0} & 0 \\
0 & -\mathcal{L}_{0}
\end{array}\right), \quad B_{\text {diag }}^{1}=\left(\begin{array}{cc}
i \overrightarrow{b_{3}}(x, t) \cdot \nabla & 0 \\
0 & -i \overrightarrow{b_{3}}(x, t) \cdot \nabla
\end{array}\right)
$$

Note that our asymptotic flatness assumption implies that

$$
\widetilde{B}_{d i a g}=B_{d i a g}+B_{d i a g}^{1}=\left(\begin{array}{cc}
\widetilde{B}_{11} & 0 \\
0 & \widetilde{B}_{11},
\end{array}\right)
$$

where the symbols of $\widetilde{B}_{j j}, l=1,2$ satisfy

$$
\left|\partial_{t} \widetilde{B}_{j j}(x, t, \xi)\right| \leq c \frac{|\xi|}{\langle x\rangle^{2}}
$$

and

$$
\left|\widetilde{B}_{j j}(x, 0, \xi)\right| \leq c_{1} \frac{|\xi|}{\langle x\rangle^{2}}
$$

As a consequence, for $t$ small (depending on $c$ ) we have that

$$
\left|\widetilde{B}_{j j}(x, t, \xi)\right| \leq 2 c_{1} \frac{|\xi|}{\langle x\rangle^{2}},
$$

and

$$
\begin{align*}
\frac{d}{d t}\langle\vec{\alpha}, \vec{\alpha}\rangle= & i\left[\left\langle H_{0} \vec{\alpha}, \vec{\alpha}\right\rangle-\left\langle\vec{\alpha}, H_{0} \vec{\alpha}\right\rangle\right] \\
& +\operatorname{Re}\left\langle\widetilde{B}_{\text {diag }} \vec{\alpha}, \vec{\alpha}\right\rangle-2 M \operatorname{Re}\left\langle\left(\begin{array}{cc}
\Psi_{H_{h_{1}} p} & 0 \\
0 & \Psi_{H_{h_{1}} p}
\end{array}\right) \vec{\alpha}, \vec{\alpha}\right\rangle \\
& +2 \operatorname{Re}\langle C \vec{\alpha}, \vec{\alpha}\rangle+2 \operatorname{Re}\langle\vec{F}, \vec{\alpha}\rangle . \tag{10.80}
\end{align*}
$$

Now it is easy to see that

$$
\left\langle H_{0} \vec{\alpha}, \vec{\alpha}\right\rangle-\left\langle\vec{\alpha}, H_{0} \vec{\alpha}\right\rangle \equiv 0
$$

For the next two terms in (10.80), we get

$$
\mathcal{R e}\left\langle\widetilde{B}_{11} \alpha_{1}, \alpha_{1}\right\rangle-M\left\langle\Psi_{H_{h_{1}} p} \alpha_{1}, \alpha_{2}\right\rangle+\text { similar terms in } \alpha_{2}
$$

We recall that

$$
\left|\widetilde{B}_{11}(x, t, \xi)\right| \leq c_{1} \frac{|\xi|}{\langle x\rangle^{2}}
$$

and

$$
H_{h_{1}} p \geq \frac{\beta}{2} \frac{|\xi|}{\langle x\rangle^{2}}-\frac{2}{\beta}
$$

We now choose $M$ so large such that

$$
M H_{h_{1}} p \pm \widetilde{B}_{11}(x, t, \xi) \leq \beta-\tilde{\beta} \frac{\langle\xi\rangle}{\langle x\rangle^{2}},
$$

then the sharp Garding inequality (Lemma 10.3) gives

$$
\operatorname{Re}\left\langle\widetilde{B}_{11} \alpha_{1}, \alpha_{1}\right\rangle-M \operatorname{Re}\left\langle\Psi_{H_{h_{1}} p} \alpha_{1}, \alpha_{1}\right\rangle \leq c\left\|\alpha_{1}\right\|_{2}^{2}-\left\langle\Psi_{\tilde{\beta}\langle\xi\rangle /\langle x\rangle^{2}} \alpha_{1}, \alpha_{1}\right\rangle .
$$

Using that

$$
\Psi_{\tilde{c}\langle\xi\rangle /\langle x\rangle^{2}}=\frac{1}{\langle x\rangle^{2}} \Psi_{\tilde{c}\langle\xi\rangle}+\Psi_{e_{0}}
$$

with $e_{0}$ of order 0 ,

$$
\Psi_{\tilde{c}\langle\xi\rangle}=\tilde{c} \Lambda^{1 / 2} \Lambda^{1 / 2}
$$

and

$$
\frac{1}{\langle x\rangle^{2}} \Lambda^{1 / 2} \Lambda^{1 / 2}=\Lambda^{1 / 2} \frac{1}{\langle x\rangle^{2}} \Lambda^{1 / 2}+\Psi_{e_{0}^{1}}
$$

with $e_{0}^{1}$ of order 0 , we see that

$$
\left\langle\Psi_{\tilde{\beta}\langle\xi\rangle /\langle x\rangle^{2}} \alpha_{1}, \alpha_{1}\right\rangle=\tilde{\beta} \int \frac{\left|\Lambda^{1 / 2} \alpha_{1}\right|^{2}}{\langle x\rangle^{2}}(x, t) d x+O\left(\left\|\alpha_{1}\right\|_{2}\right)
$$

So we pick $t_{0} \in[0, T]$ such that

$$
\left\|\vec{\alpha}\left(t_{0}\right)\right\|_{2}^{2} \geq \frac{1}{2} \sup _{[0, T]}\|\vec{\alpha}(t)\|_{2}^{2}
$$

to get that

$$
\begin{aligned}
\sup _{[0, T]}\|\vec{\alpha}(t)\|_{2}^{2}+ & \tilde{\beta} \int_{0}^{T} \int \frac{\left|\Lambda^{1 / 2} \alpha_{1}\right|^{2}}{\langle x\rangle^{2}}(x, t) d x d t \leq 2 \int_{0}^{t_{0}} \frac{d}{d t}\langle\vec{\alpha}, \vec{\alpha}\rangle d t+2\left\|\overrightarrow{\alpha_{0}}\right\|_{2}^{2} \\
& \leq c \int_{0}^{t_{0}}\|\vec{\alpha}\|_{2}^{2} d t+2 \int_{0}^{t_{0}}\|\vec{F}\|_{2}\|\vec{\alpha}\|_{2} d t+2\left\|\overrightarrow{\alpha_{0}}\right\|_{2}^{2} \\
& \leq C T \sup _{[0, T]}\|\vec{\alpha}(t)\|_{2}^{2}+2 \sup _{[0, T]}\|\vec{\alpha}(t)\|_{2}^{2} \int_{0}^{T}\|\vec{F}\| d t+2\left\|\overrightarrow{\alpha_{0}}\right\|_{2}^{2}
\end{aligned}
$$

which, upon choosing $C T<1 / 2$ yields the desired estimate (10.46).

### 10.2 Comments

The main result in this chapter, Theorem 10.1, was obtained in [KPV10]. As it was seen, the proof is based on the artificial viscosity method (it cannot be established by a solely Picard argument; see [KT]) and uses only classical pseudodifferential operators. In this regard, the ellipticity assumption is crucial.

It was displayed in Chapter 9 that dispersive models of the form

$$
\begin{equation*}
\partial_{t} u=i\left(\partial_{x_{1}}^{2}+\cdots+\partial_{x_{k}}^{2}-\partial_{x_{k+1}}^{2}-\cdots-\partial_{x_{n}}^{2}\right) u+f\left(u, \bar{u}, \nabla_{x} u, \nabla_{x} \bar{u}\right) \tag{10.81}
\end{equation*}
$$

arise in the physical (for instance, wave propagation) and in the mathematical context, for example, related to higher-order models which can be solved by inverse scattering method.

In [KPV14], local well-posedness of the IVP associated to the equation (10.81) was obtained. The method of proof, among other arguments, employs pseudodifferential operators in the Calderón-Vaillancourt class. This approach does not seem to apply to the variable coefficient class

$$
\begin{gather*}
\partial_{t} u=i \partial_{x_{k}}\left(a_{j k}(x) \partial_{x_{j}} u\right)+\left(\overrightarrow{b_{1}}(x) \cdot \nabla\right) u+\left(\overrightarrow{b_{2}}(x) \cdot \nabla\right) \bar{u}  \tag{10.82}\\
+c_{1}(x) u+c_{2}(x) u+f\left(u, \bar{u}, \nabla_{x} u, \nabla_{x} \bar{u}\right),
\end{gather*}
$$

where $\left(a_{j k}(x)\right)$ is a symmetric nondegenerate (invertible) matrix.
The local well-posedness of the IVP associated to equation (10.82) was studied in the massive work [KPRV1]. For that purpose, a new class of pseudodifferential operators was introduced, which takes into consideration the "geometry" of the nonelliptic operator. Under asymptotic flatness hypothesis of the coefficient $a_{j k}(x)$, $b_{1 j}, b_{2 j}, k, j=1, \ldots, n$, and nontrapping assumptions of the bicharacteristic flow associated to the symbol $a_{j k}(x) \xi_{k} \xi_{j}$ it was proved in [KPV14] that the IVP for (10.82) is locally well-posed in weighted Sobolev spaces $\mathcal{F}_{2 k}^{s}=H^{s}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(|x|^{2 k} d x\right)$ for large enough values of $s, k \in \mathbb{Z}^{+}(s>k)$. The results in [KPRV1] were extended in [KPRV2] to the case where the coefficients $a_{j k}(\cdot), b_{1 j}(\cdot), b_{2 j}(\cdot)$ depend on $\left(x, t, u, \bar{u}, \nabla_{x} u, \nabla_{x} \bar{u}\right), k, j=1, \ldots, n$, and $c_{1}(\cdot), c_{2}(\cdot)$ on $(x, t, u, \bar{u})$.

In [MMTa2] and [MMTa3], the problem of finding the minimal regularity assumptions required to guarantee local well-posedness was considered. In these works, the setting was restricted to the small data regime. In [MMTa2], for the quadratic case, a translation invariant space was used instead of the weighted one. One should remark that in the small data case the crucial step in the proof presented here, the use of the integrating factor, is not necessary. Similarly, in the small data case the nontrapping condition is not relevant and the proof follows by applying the contraction mapping principle which cannot be the case for data of arbitrary size (see [KT]).

### 10.3 Exercises

10.1 Fill out the details of the results discussed in (i)-(v) regarding the IVP (10.7).
10.2 Prove that $f=f(u, \bar{u}, \nabla \bar{u}), n \geq 1$, and $f=\partial_{x}\left(|u|^{2} u\right), n=1$, satisfy the inequality (10.19).
10.3 Assuming that $f(u, \bar{u}, \nabla u, \nabla \bar{u})$ satisfies the inequality (10.19), sketch a local existence proof for the IVP:

$$
\left\{\begin{array}{l}
\partial_{t} u=i \epsilon \Delta u+f(u, \bar{u}, \nabla u, \nabla \bar{u}),  \tag{10.83}\\
u(x, 0)=u_{0}(x) \in H^{s}\left(\mathbb{R}^{n}\right), \quad s>n / 2+1,
\end{array}\right.
$$

for $\epsilon \geq 0$. This shows that under the hypothesis (10.19) the dispersion is not needed for a local theory.
10.4 Consider the IVP:

$$
\left\{\begin{array}{l}
\partial_{t} u=i \Delta u+P(u, \bar{u}, \nabla u, \nabla \bar{u}),  \tag{10.84}\\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$

$x \in \mathbb{R}^{n}, t \in \mathbb{R}$, where $P: \mathbb{C}^{n} \mapsto \mathbb{C}$ is a polynomial such that

$$
P(z)=\sum_{|\alpha|=3}^{N} a_{\alpha} z^{\alpha} .
$$

Prove that there exists $\delta>0$ (small) and $s \gg 1$ such that for any $u_{0} \in H^{s}(\mathbb{R})$ with $\delta_{0} \equiv\left\|u_{0}\right\|_{s, 2} \leq \delta$ the IVP (10.84) has a unique solution:

$$
\begin{equation*}
u \in C\left([0, T]: H^{s}\left(\mathbb{R}^{n}\right)\right), \quad D^{s+1 / 2} u \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{n} \times[0, T]\right) \tag{10.85}
\end{equation*}
$$

(with $T=T\left(\delta_{0}\right) \uparrow \infty$ as $\delta_{0} \downarrow 0$ ) which can be obtained by a fixed-point argument. Hint: Consider the equivalent integral equation form of the IVP (10.84) and prove that the operator

$$
\Phi_{u_{0}}(u)(t)=e^{i t \Delta} u_{0}+\int_{0}^{t} e^{i\left(t-t^{\prime}\right) \Delta} P(u, \bar{u}, \nabla u, \nabla \bar{u})\left(\cdot, t^{\prime}\right) d t^{\prime}
$$

has a unique fixed point in an appropriate space

$$
X_{T}^{s} \hookrightarrow C\left([0, T]: H^{s}\left(\mathbb{R}^{n}\right)\right)
$$

by using the estimates in Theorems 4.2 and 4.3.
10.5 (i) Prove that the symbol in (10.28) for $|\xi| \geq 1$ satisfies the estimate (10.29).
(ii) Prove that in addition, for $|\xi| \geq 1$ one has

$$
\begin{array}{r}
\left|\left(x_{j} \partial_{x_{j}}\right)^{\gamma} \partial_{x}^{\alpha} \partial_{\xi}^{\beta} \mu(x, \xi)\right| \leq c_{\alpha \beta \gamma}\langle x\rangle^{|\alpha|}|\xi|^{-|\beta|},  \tag{10.86}\\
\gamma \in \mathbb{Z}^{+}, \alpha, \beta \in\left(\mathbb{Z}^{+}\right)^{n}, \text { where }\langle x\rangle=\left(1+|x|^{2}\right)^{1 / 2}
\end{array}
$$

## Appendix A Proof of Theorem 2.8

Definition A.1. For $k \in \mathbb{Z}$ let $\mathcal{Q}_{k}$ be the collection of cubes in $\mathbb{R}^{n}$ which are congruent to $\left[0,2^{-k}\right)^{n}$ and whose vertices lie on the lattice $\left(2^{-k} \mathbb{Z}\right)^{n}$.

The cubes in

$$
\begin{equation*}
\mathcal{Q}^{*}=\bigcup_{k \in \mathbb{Z}} \mathcal{Q}_{k} \tag{A.1}
\end{equation*}
$$

are called the dyadic cubes.

## A. 4 Proof of Theorem 2.8

As it was mentioned after the statement of Theorem 2.8 it suffices to show that the operator $T_{m}$ is of weak type (1,1), that is, there exists $c_{1}>0$ such that for every $f \in L^{1}\left(\mathbb{R}^{n}\right)$

$$
\begin{equation*}
\sup _{\alpha>0} \alpha\left|\left\{x \in \mathbb{R}^{n}:\left|T_{m} f(x)\right|>\alpha\right\}\right| \leq c_{1}\|f\|_{1} . \tag{A.2}
\end{equation*}
$$

To establish (A.2) we need the Calderón-Zygmund decomposition of $L^{1}$ functions.

Lemma A. 1 (Calderón-Zygmund lemma). Let $f \in L^{1}\left(\mathbb{R}^{n}\right)$. For any $\alpha>0, f$ can be decomposed as

$$
\begin{equation*}
f=g+b=g+\sum_{j=1}^{\infty} b_{j} \tag{A.3}
\end{equation*}
$$

such that

$$
\begin{equation*}
|g(x)| \leq 2^{n} \alpha \text { a.e } x \in \mathbb{R}^{n}, \tag{A.4}
\end{equation*}
$$

$$
\begin{equation*}
b_{j} \text { supported in } \bar{Q}_{j}, Q_{j} \text { a dyadic cube with } \int_{Q_{j}} b_{j} d x=0, \tag{A.5}
\end{equation*}
$$

$$
\begin{equation*}
\text { the } Q_{j}^{\prime} s \text { are disjoint, } \quad \sum_{j=1}^{\infty}\left|Q_{j}\right| \leq \alpha^{-1}\|f\|_{1} \tag{A.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\|g\|_{1}+\sum_{j=1}^{\infty}\left\|b_{j}\right\|_{1} \leq 6\|f\|_{1} \tag{A.7}
\end{equation*}
$$

Proof. Assume $f \geq 0$ (otherwise $f=f^{+}-f^{-}$and decompose each part). Since $f \in L^{1}\left(\mathbb{R}^{n}\right)$ there exists $l$ such that $|Q|^{-1} \int_{Q} f d y<\alpha$ for any cube of side length $l$.

Fix $k_{0} \in \mathbb{Z}$ such that

$$
2^{k_{0} n}\|f\|_{1}<\alpha
$$

We start with the family of cubes in $\mathcal{Q}_{k_{0}}$. Let $Q^{0}$ be one of them. Divide each side of $Q^{0}$ in two to get $2^{n}$ new dyadic cubes of side length $2^{-\left(k_{0}+1\right)}$. Let $Q^{1}$ be such a cube; there are two possibilities:

$$
\text { (a) } \frac{1}{\left|Q^{1}\right|} \int_{Q^{1}} f d y<\alpha \quad \text { or } \quad \text { (b) } \frac{1}{\left|Q^{1}\right|} \int_{Q^{1}} f d y \geq \alpha
$$

In case (b) one stops the subdivision, noticing that

$$
\begin{equation*}
\alpha \leq \frac{1}{\left|Q^{1}\right|} \int_{Q^{1}} f d y \leq \frac{2^{n}}{\left|Q^{0}\right|} \int_{Q^{0}} f d y \leq 2^{n} \alpha \tag{A.8}
\end{equation*}
$$

and collecting it in a sequence $Q_{j}$.
In case (a) the subdivision process continues. Thus, if $x \notin \bigcup_{j} Q_{j}$ it follows from the Lebesgue differentiation theorem (Exercise 2.6 (ii)) that

$$
\begin{equation*}
f(x) \leq \alpha \text { a.e. } x \in \mathbb{R}^{n} \backslash \cup_{j} Q_{j} \tag{A.9}
\end{equation*}
$$

Finally, we define

$$
g(x)=\left\{\begin{array}{l}
\frac{1}{\left|Q_{j}\right|} \int_{Q_{j}} f d y \text { if } x \in Q_{j}  \tag{A.10}\\
f(x) \text { if } x \notin Q_{j}
\end{array}\right.
$$

and

$$
\begin{equation*}
b_{j}(x)=(f(x)-g(x)) \chi_{Q_{j}}(x), \quad j \in \mathbb{Z}^{+}, \tag{A.11}
\end{equation*}
$$

which yields the result.
We shall denote by $Q_{j}^{*}$ the cube having the same center as $Q_{j}$ and twice its side length as

$$
\begin{equation*}
\Omega=\cup_{j} Q_{j} \text { and } \Omega^{*}=\cup_{j} Q_{j}^{*} \tag{A.12}
\end{equation*}
$$

with

$$
\begin{equation*}
\left|\Omega^{*}\right| \leq \sum_{j}\left|Q_{j}^{*}\right|=2^{n} \sum_{j}\left|Q_{j}\right| . \tag{A.13}
\end{equation*}
$$

Proof of inequality (A.2). First we notice that using Calderón-Zygmund lemma

$$
\begin{aligned}
& \left|\left\{x \in \mathbb{R}^{n}:\left|T_{m} f(x)\right|>\alpha\right\}\right| \\
& \quad \leq\left|\left\{x \in \mathbb{R}^{n}:\left|T_{m} g(x)\right|>\alpha / 2\right\}\right|+\left|\left\{x \in \mathbb{R}^{n}:\left|T_{m} b(x)\right|>\alpha / 2\right\}\right| \\
& \quad \leq\left|\left\{x \in \mathbb{R}^{n}:\left|T_{m} g(x)\right|>\alpha / 2\right\}\right|+\left|\left\{x \notin \Omega^{*}:\left|T_{m} b(x)\right|>\alpha\right\}\right|+\left|\Omega^{*}\right| \\
& \quad=E_{1}+E_{2}+E_{3} .
\end{aligned}
$$

From (A.13) and (A.6) in Calderón-Zygmung lemma we have that

$$
\begin{equation*}
E_{3}=\left|\Omega^{*}\right| \leq 2^{n} \sum_{j}\left|Q_{j}\right| \leq 2^{n} \alpha^{-1}\|f\|_{1} . \tag{A.15}
\end{equation*}
$$

Tchebychev's inequality and (A.4) in the Calderón-Zygmund lemma yield

$$
\begin{align*}
E_{1} & =\left|\left\{x \in \mathbb{R}^{n}:\left|T_{m} g(x)\right|>\alpha / 2\right\}\right| \leq c\left(\frac{\left\|T_{m} g\right\|_{2}}{\alpha / 2}\right)^{2} \leq c \frac{\|g\|_{2}^{2}}{\alpha^{2}}  \tag{A.16}\\
& \leq \frac{c}{\alpha^{2}}\|g\|_{1}\|g\|_{\infty} \leq \frac{c}{\alpha}\|g\|_{1} \leq \frac{c}{\alpha}\|f\|_{1} .
\end{align*}
$$

Hence, it remains to prove that

$$
\begin{equation*}
E_{2}=\left|\left\{x \notin \Omega^{*}:\left|T_{m} b(x)\right|>\alpha / 2\right\}\right| \leq c \alpha^{-1}\|f\|_{1} . \tag{A.17}
\end{equation*}
$$

It will suffice to show that

$$
\begin{equation*}
\int_{x \notin Q_{j}^{*}}\left|T_{m} b_{j}(x)\right| d x \leq c\left\|b_{j}\right\|_{1}, \quad j \in Z^{+} \tag{A.18}
\end{equation*}
$$

To establish (A.18) we follow the argument in [BeL].
Let $\varphi \in C_{0}^{\infty}(\{\xi:|\xi|<2\})$, such that $\varphi(\xi)=1$ for $|\xi| \leq 1$. Let $\beta(\xi)=$ $\varphi(\xi)-\varphi(2 \xi)$. Thus

$$
\begin{equation*}
\sum_{l=-\infty}^{\infty} \beta\left(2^{-l} \xi\right)=1 \quad \text { for } \xi \neq 0 \tag{A.19}
\end{equation*}
$$

If $m_{l}(\xi)=\beta(\xi) m\left(2^{l} \xi\right)$, then by hypothesis (2.18)

$$
\begin{equation*}
\int\left|(1-\Delta)^{s / 2} m_{l}(\xi)\right|^{2} d \xi<c \tag{A.20}
\end{equation*}
$$

Thus, by Plancherel's identity using the notation $K_{l}(x)=\widehat{m}_{l}(x)$, one gets that

$$
\begin{equation*}
\int\left(1+|x|^{2}\right)^{s}\left|K_{l}(x)\right|^{2} d x<c \tag{A.21}
\end{equation*}
$$

which, combined with the Cauchy-Schwarz inequality yields the estimate

$$
\begin{equation*}
\int_{\left.\max _{m}\left|x_{m}\right|>R\right\}}\left|K_{l}(x)\right| d x<c R^{n / 2-s}, \tag{A.22}
\end{equation*}
$$

which is a good estimate for $R \gg 1$.
Reapplying the estimates (A.20) and (A.21) for $\xi_{k} m_{l}(\xi)$ instead of $m_{l}(\xi)$ one finds that

$$
\begin{equation*}
\int\left|\nabla K_{l}(x)\right| d x<c . \tag{A.23}
\end{equation*}
$$

Consequently, it follows that

$$
\begin{equation*}
\int\left|K_{l}(x+y)-K_{l}(x)\right| d x<c|y| \tag{A.24}
\end{equation*}
$$

We observe that as a temperate distribution,

$$
\begin{equation*}
K(x)=\sum_{l=-\infty}^{\infty} 2^{n l} K_{l}\left(2^{l} x\right)=\sum_{l=-\infty}^{\infty} \widehat{m}_{l}\left(2^{-l} x\right) \tag{A.25}
\end{equation*}
$$

Assume that $Q_{j}$ is a cube of side $R$ centered at the origin. From (A.22) one has that

$$
\begin{align*}
\int_{x \notin Q_{j}^{*}}\left|2^{n l} K_{l}\left(2^{l} \cdot\right) * b_{j}\right| d x & \leq \int_{Q_{j}} \int_{x \notin Q_{j}^{*}}\left|2^{n l} K_{l}\left(2^{l}(x-y)\right)\right|\left|b_{j}(y)\right| d x d y \\
& \leq\left\|b_{j}\right\|_{1} \int_{\left\{x: \max _{m}\left|x_{m}\right| \geq 2^{l} R\right\}}\left|K_{l}(x)\right| d x  \tag{A.26}\\
& \leq c\left(2^{l} R\right)^{n / 2-s}\left\|b_{j}\right\|_{1} .
\end{align*}
$$

Now using that $\int_{Q_{j}} b_{j} d y=0$ it follows that

$$
\begin{equation*}
\int_{x \notin Q_{j}^{*}} 2^{n l} \int_{y \in Q_{j}} K_{l}\left(2^{l}(x-y)\right) b_{j}(y) d y d x \tag{A.27}
\end{equation*}
$$

$$
=\int_{x \notin Q_{j}^{*}} 2^{n l} \int_{y \in Q_{j}}\left(K_{l}\left(2^{l}(x-y)\right)-K_{l}\left(2^{l} x\right)\right) b_{j}(y) d y d x .
$$

Therefore, (A.24) yields

$$
\begin{align*}
& \int_{x \notin Q_{j}^{*}}\left|2^{n l} K_{l}\left(2^{n l} \cdot\right) * b_{j}\right| d x \\
& \quad \leq \int_{y \in Q_{j}} \int_{x \notin Q_{j}^{*}} 2^{n l}\left|K_{l}\left(2^{l}(x-y)\right)-K_{l}\left(2^{l} x\right) \| b_{j}(y)\right| d x d y  \tag{A.28}\\
& \quad \leq c\left(2^{l} R\right)\left\|b_{j}\right\|_{1} .
\end{align*}
$$

Adding in $l$ in (A.26) for $2^{l} R>1$ and in (A.28) for $2^{l} R \leq 1$ one gets that

$$
\begin{equation*}
\int_{x \notin Q_{j}^{*}}\left|T_{m} b_{j}(x)\right| d x \leq c\left\|b_{j}\right\|_{1}, \tag{A.29}
\end{equation*}
$$

which completes the proof.

## Appendix B <br> Proof of Lemma 4.2

## B. 1 Proof of Lemma 4.2

Let

$$
\begin{equation*}
\Omega=\{(x, y) \in[0,1] \times[0,1] \mid x<y\}=\cup_{j} Q_{j}, \tag{B.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{A} \equiv\left\{Q_{j}\right\}_{j} \tag{B.2}
\end{equation*}
$$

where the $Q_{j}$ 's are disjoint dyadic cubes (see Definition A.1) such that if $\bar{Q}_{j}=$ $\bar{I}_{j} \times \bar{J}_{j},\left(I_{j}, J_{j}\right.$ intervals $)$, then
(i) $\#\left(\bar{Q}_{j} \cap\{(x, x) \mid x \in[0,1]\}\right)=1$.
(ii) $\#\left\{Q_{j} \subseteq \Omega \mid\right.$ length side of $\left.Q_{j}=2^{-k}\right\}=2^{k-1}, k \in \mathbb{Z}^{+}$.

Without loss of generality assume $\|f\|_{r}=1$ and define

$$
\begin{equation*}
F(t)=\int_{-\infty}^{t}|f(s)|^{r} d s \tag{B.3}
\end{equation*}
$$

so $F: \mathbb{R} \rightarrow[0,1]$ is a nondecreasing continuous function.
Notice that if $s<t$, then either

$$
F(s)<F(t)
$$

or

$$
f \equiv 0, \quad \text { a.e. } \operatorname{in}[s, t] .
$$

For $I=[a, b] \subseteq[0,1]$ one has that

$$
\begin{equation*}
F^{-1}([a, b])=[A, B] \quad \text { with } F(A)=a \quad \text { and } \quad F(B)=b . \tag{B.4}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\int_{A}^{B}|f(s)|^{r} d s=F(B)-F(A)=b-a \tag{B.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\|f\|_{L^{r}\left(F^{-1}(I)\right)}=|I|^{1 / r} \tag{B.6}
\end{equation*}
$$

Defining

$$
\begin{equation*}
B(f, g)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} K(t, s) f(s) g(t) d s d t \tag{B.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{B}(f, g)=\iint_{s<t} K(t, s) f(s) g(t) d s d t \tag{B.8}
\end{equation*}
$$

it will suffices to see that there exists $c>0$ such that

$$
\begin{equation*}
|\tilde{B}(f, g)| \leq c\|f\|_{r}\|g\|_{l^{\prime}}, \quad \frac{1}{l}+\frac{1}{l^{\prime}}=1 \tag{B.9}
\end{equation*}
$$

We take $\|f\|_{r}=\|g\|_{l^{\prime}}=1$, thus

$$
\begin{align*}
|\tilde{B}(f, g)| & =\left|\iint_{s<t} K(t, s) f(s) g(t) d s d t\right| \\
& =\left|\sum_{\substack{Q_{j}=I_{j} \times J_{j} \\
Q_{j} \in \mathcal{A}}} B\left(\chi_{F^{-1}\left(I_{j}\right)} f, \chi_{F^{-1}\left(J_{j}\right)} g\right)\right| \\
& \leq \sum_{Q_{j} \in \mathcal{A}} c\|f\|_{L^{r}\left(F^{-1}\left(I_{j}\right)\right)}\|g\|_{L^{\prime}\left(F^{-1}\left(J_{j}\right)\right)}  \tag{B.10}\\
& \leq c \sum_{k \in \mathbb{Z}^{+}}\left(2^{-k}\right)^{1 / r} \sum_{\left|J_{j}\right|=2^{-k}}\|g\|_{L^{l^{\prime}}\left(F^{-1}\left(J_{j}\right)\right)} \\
& \leq c \sum_{k \in \mathbb{Z}^{+}}\left(2^{-k}\right)^{1 / r}\|g\|_{l^{\prime}}\left(\sum_{\left|J_{j}\right|=2^{-k}} 1\right)^{1 / l} \\
& \leq c \sum_{k \in \mathbb{Z}^{+}}\left(2^{-k}\right)^{1 / r}\left(2^{k-1}\right)^{1 / l} .
\end{align*}
$$

Since by hypotheses $-\frac{1}{r}+\frac{1}{l}<0$, this finishes the proof.
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## Index

## A

A-regular, 76
A-super regular, 76
Airy function, 17
almost conserved quantities, 194
anti-kink solution, 241
asymptotic flatness, 255, 266

## B

Benjamin-Ono equation, 86, 215, 220
generalized, 230
Benjamin-Bona-Mahony equation, 240
Bicharacteristic flow
nontrapped, 87
bicharacteristic flow, 55, 85, 252
bilinear estimates, 153, 175, 196
blow up (KdV), 191, 201
blow up (NLS), 125, 126, 129, 138-141
BMO, 49
Boussinesq equation, 243
breather, 180, 207, 242
Burgers-Korteweg-de Vries equation, 248

## C

Calderón-Zygmund lemma, 271
Camassa-Holm equation, 240
Christ-Kiselev Lemma, 70
Christoffel symbol, 250
classical symbols, 53
Cole-Hopf transformation, 247
commutator estimate, 52, 92
compactons, 242
concentration, 126, 137, 138
conservation laws, $93,153,193,216$

## D

Davey-Stewartson systems, 215
decay properties, 113
defocusing, 94, 125, 216
derivative in the distribution sense, 20
differential operator, 4
dispersive blow up, 212
distribution function, 29
dromion, 243
Duhamel's principle, 91
dyadic cubes, 271

## E

elastic collision, 209
embedding, 47

## F

focusing, 94, 125, 216
Fourier transform, 1
fractional chain rule, 158
fractional derivatives, 18,52
fractional Leibniz rule, 157

## G

Gagliardo-Nirenberg inequality, 52, 58, 106, 127, 192, 199
Galilean invariance, 95, 119
Gardner equation, 210
Gauss summation method, 5
generalized defocusing KdV equation, 185
global smoothing, 68
ground state, 94, 139

## H

Hölder continuous, 48
Hamiltonian flow, 256
Hamiltonian system, 220
Hamiltonian vector field, 55, 56

Hardy's inequality, 19, 59
Hardy-Littlewood maximal function, 32, 43
Hardy-Littlewood theorem, 33
Hardy-Littlewood-Sobolev theorem, 35, 69,156
Hausdorff-Young's inequality, 29
heat equation, 41
Heisenberg's inequality, 60, 136
higher order KdV equations, 215
Hilbert transform, 12, 22, 40, 157
homogeneous smoothing effect, 84

## I

I-method, 194
ill-posedness, 166
inhomogeneous smoothing effect, 84
instability, 201, 206
inverse scattering method, 234
inviscid Burgers' equation, 60
Ishimori equations, 215, 217

## K

k-gKdV equation, 151, 152
KP equations, 215
kink, 185
kink solution, 241
Korteweg-de Vries equation, 151, 167
blow up, 201
critical, 161, 163, 191
generalized, 161
modified, 151, 158, 186
KP equations, 219

## L

Lebesgue differentiation theorem, 39
Leibniz rule, 52
Liouville's type theorem, 199
local smoothing, 71, 83
logarithmic Korteweg-de Vries equation, 248
logarithmic Schrödinger equation, 247
Lorentz transformation, 242

## M

Marcinkiewicz interpolation theorem, 29
Maximal function estimates, 155
Mihlin-Hörmander's theorem, 38
Minkowski integral inequality, 19
Miura transformation, 151
Morawetz's estimate, 146
multiplier, 38, 40, 43

## N

$N$-solitons, 208
Nash-Moser techniques, 255
nonisotropic, 249
nontrapping, 252
nontrapping condition, 56, 255-257
norm inflation, 116

## O

orbital stability, 143, 206
oscillatory integrals, 13

## $\mathbf{P}$

Paley-Wiener theorem, 21
parabolic regularization, 221, 222, 257
Pitt's Theorem, 41, 89
Plancherel theorem, 6
Pohozaev's identity, 94, 122
Poisson bracket, 54
pseudo-conformal invariance, 95, 123, 137

## R

Riemann-Lebesgue lemma, 1
Riesz potentials, 35
Riesz transform, 40
Riesz-Thorin theorem, 26, 37

## S

Schrödinger equation
potential, 81, 113
Schrödinger flow, 249
Schwartz space, 9, 46
semilinear wave equation, 129, 180, 204
sharp Garding's inequality, 261, 267
sine-Gordon equation, 241
Sobolev boundedness, 54
Sobolev embedding, 168
Sobolev spaces, 45
solitary waves, $95,152,166$
stability, 200, 206
standing waves, 94,143
instability, 143
stability, 143
stationary breather, 242
Stein interpolation theorem, 37, 157
Stein-Tomas restriction theorem, 156
Stone theorem, 66
Strichartz estimates, 77, 80, 81, 110, 114
sublinear operator, 28
symbolic calculus, 54

## T

Tchebychev inequality, 30
tempered distributions, 8,9
Three lines theorem, 25
traveling wave, 186, 198, 240
traveling waves, 144
Two-soliton solution of the KdV, 186

## $\mathbf{U}$

unitary group of operators, 66

## V

van der Corput lemma, 14
viscous Burgers' equation, 179
Vitali's covering lemma, 33

W
wave equation, 22, 42, 79
weak $L^{p}$-spaces, 30
weak derivatives, 47
weak type operator, 30
well-posedness, 96
Winger transformation, 87

## X

$X_{s, b}$ spaces, 167

## Y

Young's inequality, 6, 19, 28

## Z

Zakharov system, 215

