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## Preface

This book presents various mathematical aspects of the nonlinear Schrödinger equation. It is based on the notes of three courses, the first one given at the Federal University of Rio de Janeiro and at the IMPA in 1989 [55], the second given at the Federal University of Rio de Janeiro in 1993 [56], and the third one given at the Courant Institute in 1997.

The nonlinear Schrödinger equation received a great deal of attention from mathematicians, in particular because of its applications to nonlinear optics. Indeed, some simplified models lead to certain nonlinear Schrödinger equations. See Bergé [27] and C. Sulem and P.-L. Sulem [330] for the modelization aspects. Nonlinear Schrödinger equations also arise in quantum field theory, and in particular in the Hartree-Fock theory. See, for example, Avron, Herbst, and Simon [5, 6, 7], Bialinycki-Birula and Mycielski [31, 30], Combes, Schrader, and Seiler [93], Eboli and Marques [109], Gogny and Lions [149], Kato [202], Lebowitz, Rose, and Speer [223], Lieb and Simon [229], Reed and Simon [301], B. Simon [313], and C. Sulem and P.-L. Sulem [330]. The nonlinear Schrödinger equation is also a good model dispersive equation, since it is often technically simpler than other dispersive equations like the wave or KdV .

From the mathematical point of view, Schrödinger's equation is a delicate problem, and possesses a mixture of the properties of parabolic and hyperbolic equations. Particularly useful tools are energy and Strichartz's estimates. We study in this book both problems of local nature (local existence of solutions, uniqueness, regularity, smoothing effect) and problems of global nature (finite-time blowup, global existence, asymptotic behavior of solutions). The methods presented apply in principle to a large class of dispersive semilinear equations. On the other hand, we do not study quasilinear Schrödinger equations (with nonlinearities involving derivatives of the solution). They require in general the use of specific linear (and nonlinear) estimates, and most results of global nature are limited to small initial data.

The book is organized as follows. In Chapter 1, we recall some well-known properties of functional analysis concerning integration, Sobolev and Besov spaces, elliptic equations, and linear semigroups that we use throughout the text. We also introduce some useful compactness tools. In Chapter 2, we establish some fundamental properties of the (linear) Schrödinger equation. The case of the whole space $\mathbb{R}^{N}$ is studied in detail. Chapter 3 contains a few partial results of local existence for the nonlinear Schrödinger equation in a general domain of $\mathbb{R}^{N}$. The rest of the book is concerned with the case $\Omega=\mathbb{R}^{N}$. Chapter 4 is devoted to the study of the local Cauchy problem in various spaces, and in Chapter 5 we study the regularity properties and the smoothing effects. Chapter 6 is devoted to the study of global existence and finite-time blowup of solutions. In Chapter 7, we
study the asymptotic behavior of solutions in the repulsive case. The main results are the construction of the scattering operator in a weighted Sobolev space and in the energy space. In Chapter 8, we study the stability and instability properties of standing waves in the attractive case. We establish the existence of standing waves, and in particular of ground states, and we show that ground states are stable or unstable, depending on the growth of the nonlinearity. Chapter 9 is devoted to some further results concerning certain nonlinear Schrödinger equations that can be studied either by the methods used in the previous chapters or else by different methods.

Bibliographical references are given in the text. In order to be informed of the latest news, it is advised to have a look at the web page "Local and global wellposedness for non-linear dispersive and wave equations" ${ }^{1}$ maintained by J. Colliander, M. Keel, G. Staffilani, H. Takaoka, and T. Tao. Let us also mention a few monographs specialized in the nonlinear Schrödinger equation: Bergé [27], Bourgain [38], Ginibre [128], Kato [204], Strauss [326], and Sulem and Sulem [330].

I am grateful to my colleagues who reported misprints (and more serious mistakes) in previous versions of these notes, and in particular to P. Bégout, F. Castella, J. Ginibre, T. Kato, and G. Velo. I thank my friend Jalal Shatah, who invited me to publish these notes in the Courant Lecture Notes series. Finally, it was a pleasure to collaborate with Paul Monsour and Reeva Goldsmith in their beautiful editing work.
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## Notation

a.a. almost all
a.e. almost everywhere
iff if and only if
$\operatorname{Re} z \quad$ real part of the complex number $z$
$\operatorname{Im} z \quad$ imaginary part of the complex number $z$
$\bar{E} \quad$ closure of the subset $E$ in the topological space $X$
$C(E, F) \quad$ space of continuous functions from the topological space $E$ to the topological space $F$
$1_{E} \quad$ characteristic function of $E$ defined by $1_{E}(x)=1$ if $x \in E$ and $1_{E}(x)=$ 0 if $x \notin E$
$C_{\mathrm{c}}(E, F) \quad$ space of continuous functions $E \rightarrow F$ compactly supported in $E$
$\mathcal{L}(E, F) \quad$ Banach space of linear, continuous operators from the Banach space $E$ to the Banach space $F$, equipped with the norm topology
$\mathcal{L}(E) \quad=\mathcal{L}(E, E)$
$X^{\star} \quad$ (topological) dual of the (topological) space $X$
$\left\langle x^{\prime}, x\right\rangle_{X^{\star}, X} \quad$ duality product of $x^{\prime} \in X^{\star}$ and $x \in X$ (also " $\left(x^{\prime}, x\right)_{X^{\star}, X "}$ )
$A^{\star} \quad$ adjoint of the operator $A$
$X \hookrightarrow Y \quad$ if $X \subset Y$ with continuous injection
$\Omega \quad$ open subset of $\mathbb{R}^{N}$
$\bar{\Omega} \quad$ closure of $\Omega$ in $\mathbb{R}^{N}$
$\partial \Omega \quad$ boundary of $\Omega$, i.e., $\partial \Omega=\bar{\Omega} \backslash \Omega$
$\omega \Subset \Omega \quad$ if $\bar{\omega} \subset \Omega$ and $\bar{\omega}$ is compact
$B_{R} \quad=\left\{x \in \mathbb{R}^{N}:|x|<R\right\}$, ball of radius $R$ and center 0 of $\mathbb{R}^{N}$
$u_{t} \quad=\partial_{t} u=\frac{\partial u}{\partial t}=\frac{d u}{d t}$
$\partial_{i} u \quad=u_{x_{i}}=\frac{\partial u}{\partial x_{i}}$

$$
\begin{aligned}
& \begin{array}{ll}
u_{r} & =\partial_{r} u=\frac{\partial u}{\partial r}=\frac{1}{r} x \cdot \nabla u, \text { where } r=|x| \\
D^{\alpha} & =\frac{\partial^{\alpha_{1}}}{\partial x_{1}^{\alpha_{1}}} \ldots \frac{\partial^{\alpha_{N}}}{\partial x_{N}^{\alpha_{N}}} \text { for a multi-index } \alpha \in \mathbb{N}^{N} \\
\nabla u & =\left(\partial_{1} u, \ldots, \partial_{N} u\right) \\
\Delta & =\sum_{i=1}^{N} \frac{\partial^{2}}{\partial x_{i}^{2}} \\
\mathcal{F} & \text { Fourier transform }{ }^{1} \mathcal{F} u(\xi)=\int_{\mathbb{R}^{N}} e^{-2 \pi i x \cdot \xi} u(x) d x
\end{array} \\
& \overline{\mathcal{F}} \quad=\mathcal{F}^{-1} \quad \text { given by } \overline{\mathcal{F}} v(x)=\int_{\mathbb{R}^{N}} e^{2 \pi i \xi \cdot x} v(\xi) d \xi \\
& \widehat{u} \quad=\mathcal{F} u \\
& C_{\mathrm{c}}(\Omega) \quad=C_{\mathrm{c}}(\Omega, \mathbb{R})\left(\text { or } C_{\mathrm{c}}(\Omega, \mathbb{C})\right) \\
& C(\bar{\Omega}) \quad \text { space of continuous functions } \bar{\Omega} \rightarrow \mathbb{R} \text { (or } \bar{\Omega} \rightarrow \mathbb{C} \text { ). When } \Omega \text { is bounded, } \\
& C(\bar{\Omega}) \text { is a Banach space when equipped with the } L^{\infty} \text { norm } \\
& C_{\mathrm{b}, \mathrm{u}}(\bar{\Omega}) \quad \text { Banach space of uniformly continuous and bounded functions } \bar{\Omega} \rightarrow \mathbb{R} \\
& \text { (or } \bar{\Omega} \rightarrow \mathbb{C} \text { ) equipped with the topology of uniform convergence } \\
& C_{\mathrm{b}, \mathrm{u}}^{m}(\bar{\Omega}) \quad \text { Banach space of functions } u \in C_{\mathrm{b}, \mathrm{u}}(\bar{\Omega}) \text { such that } D^{\alpha} u \in C_{\mathrm{b}, \mathrm{u}}(\bar{\Omega}) \text { for } \\
& \text { every multi-index } \alpha \in \mathbb{N}^{N} \text { such that }|\alpha| \leq m \text {. The space } C_{\mathrm{b}, \mathrm{u}}^{m}(\bar{\Omega}) \text { is } \\
& \text { equipped with the norm of } W^{m, \infty}(\Omega) \text {. } \\
& C_{0}(\Omega) \quad \text { closure of } \mathcal{D}(\Omega) \text { in } L^{\infty}(\Omega) \\
& C^{m, \alpha}(\bar{\Omega}) \quad \text { for } 0 \leq \alpha \leq 1 \text {, the Banach space of functions } u \in C_{\mathrm{b}, \mathrm{u}}^{m}(\bar{\Omega}) \text { such that } \\
& \|u\|_{C^{m, \alpha}}=\|u\|_{W^{m, \infty}}+\sup _{\substack{x, y \in \Omega \\
|\hat{1}|=m}}\left\{|x-y|^{-\alpha}\left|D^{\beta} u(x)-D^{\beta} u(y)\right|\right\}<\infty \\
& \mathcal{D}(\Omega) \quad=C_{c}^{\infty}(\Omega), \text { the Fréchet space of } C^{\infty} \text { functions } \Omega \rightarrow \mathbb{R} \text { (or } \Omega \rightarrow \mathbb{C} \text { ) } \\
& \text { compactly supported in } \Omega \text {, equipped with the topology of uniform } \\
& \text { convergence of all derivatives on compact subsets of } \Omega \\
& \mathcal{D}^{\prime}(\Omega) \quad \text { space of distributions on } \Omega \text {, i.e., the topological dual of } \mathcal{D}(\Omega) \\
& \mathcal{S}\left(\mathbb{R}^{N}\right) \quad \text { Schwartz space; i.e., the set of all real- or complex-valued } C^{\infty} \text { functions } \\
& \text { on } \mathbb{R}^{N} \text { such that for every nonnegative integer } m \text { and every multi- } \\
& \text { index } \alpha \text {, } \\
& p_{m, \alpha}(u)=\sup _{x \in \mathbb{R}^{N}}\left(1+|x|^{2}\right)^{m / 2}\left|D^{\alpha} u(x)\right|<\infty . \\
& \mathcal{S}\left(\mathbb{R}^{N}\right) \text { is a Fréchet space when equipped with the seminorms } p_{m, \alpha} . \\
& \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right) \quad \text { space of tempered distributions on } \mathbb{R}^{N} \text {; i.e., the topological dual of } \\
& \mathcal{S}\left(\mathbb{R}^{N}\right) . \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right) \text { is a subspace of } \mathcal{D}^{\prime}\left(\mathbb{R}^{N}\right) \text {. }
\end{aligned}
$$

[^1]conjugate of $p \in[1, \infty]$ given by $\frac{1}{p}+\frac{1}{p^{\prime}}=1$
$L^{p}(\Omega) \quad$ Banach space of (classes of) measurable functions $u: \Omega \rightarrow \mathbb{R}$ (or $\Omega \rightarrow \mathbb{C}$ ) such that $\|u\|_{L^{p}}<\infty$, with
\[

\|u\|_{L^{p}}= $$
\begin{cases}\left(\int_{\Omega}|u(x)|^{p} d x\right)^{1 / p} & \text { if } p<\infty \\ \underset{\Omega}{\operatorname{esssup}}|u| & \text { if } p=\infty\end{cases}
$$
\]

$W^{m, p}(\Omega) \quad(m \in \mathbb{N}, 1 \leq p \leq \infty)$ Banach space of (classes of) measurable functions $u: \Omega \rightarrow \mathbb{R}$ (or $\Omega \rightarrow \mathbb{C}$ ) such that $D^{\alpha} u \in L^{p}(\Omega)$ in the sense of distributions, for every multi-index $\alpha$ with $|\alpha| \leq m$. $W^{m, p}(\Omega)$ is equipped with the norm

$$
\|u\|_{W^{m, p}}=\sum_{|\alpha| \leq m}\left\|D^{\alpha} u\right\|_{L^{p}}
$$

$W_{0}^{m, p}(\Omega) \quad(m \in \mathbb{N}, 1 \leq p<\infty)$ closure of $\mathcal{D}(\Omega)$ in $W^{m, p}(\Omega)$
$W^{-m, p^{\prime}}(\Omega) \quad(m \in \mathbb{N}, 1 \leq p<\infty)$ dual of $W_{0}^{m, p}(\Omega)$
$H^{m}(\Omega) \quad=W^{m, 2}(\Omega) . H^{m}(\Omega)$ is equipped with the equivalent norm

$$
\|u\|_{H^{m}}=\left(\sum_{|\alpha| \leq m} \int_{\Omega}\left|D^{\alpha} u(x)\right|^{2} d x\right)^{1 / 2}
$$

$H^{m}(\Omega)$ is a Hilbert space for the scalar product

$$
(u, v)_{H^{m}}=\int_{\Omega} \operatorname{Re}(u(x) \overline{v(x)}) d x
$$

$H_{0}^{m}(\Omega) \quad=W_{0}^{m, 2}(\Omega)$
$H^{-m}(\Omega) \quad=W^{-m, 2}(\Omega)=\left(H_{0}^{m}(\Omega)\right)^{\star}$
$H^{s, p}\left(\mathbb{R}^{N}\right) \quad(s \in \mathbb{R}, 1 \leq p \leq \infty)$ Banach space of elements $u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ such that $\mathcal{F}^{-1}\left[\left(1+|\xi|^{2}\right)^{s / 2} \widehat{u}\right] \in L^{p}\left(\mathbb{R}^{N}\right) . H^{s, p}\left(\mathbb{R}^{N}\right)$ is equipped with the norm

$$
\|u\|_{H^{s, p}}=\left\|\mathcal{F}^{-1}\left[\left(1+|\xi|^{2}\right)^{\frac{s}{2}} \widehat{u}\right]\right\|_{L^{p}}
$$

$H^{s}\left(\mathbb{R}^{N}\right)=H^{s, 2}\left(\mathbb{R}^{N}\right)$
$\dot{H}^{s, p}\left(\mathbb{R}^{N}\right) \quad(s \in \mathbb{R}, 1 \leq p \leq \infty)$ homogeneous version of the Sobolev space $H^{s, p}\left(\mathbb{R}^{N}\right)$
$\dot{H}^{s}\left(\mathbb{R}^{N}\right) \quad=\dot{H}^{s, 2}\left(\mathbb{R}^{N}\right)$
$B_{p, q}^{s}\left(\mathbb{R}^{N}\right) \quad(s \in \mathbb{R}, 1 \leq p, q \leq \infty)$ Banach space of elements $u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ such that $\|u\|_{B_{p, q}^{s}}<\infty$ with
$\|u\|_{B_{p, q}^{s}}=\left\|\mathcal{F}^{-1}(\eta \widehat{u})\right\|_{L^{p}}+ \begin{cases}\left(\sum_{j=1}^{\infty}\left(2^{s j}\left\|\mathcal{F}^{-1}\left(\varphi_{j} \widehat{u}\right)\right\|_{L^{p}}\right)^{q}\right)^{1 / q} & \text { if } q<\infty \\ \sup _{j \geq 1} 2^{s j}\left\|\mathcal{F}^{-1}\left(\varphi_{j} \widehat{u}\right)\right\|_{L^{p}} & \text { if } q=\infty,\end{cases}$
where $\mathcal{F}^{-1}\left(\varphi_{j} \widehat{u}\right)$ is the $j^{\text {th }}$ dyadic block of the Littlewood-Paley decomposition of $u$
$\dot{B}_{p, q}^{s}\left(\mathbb{R}^{N}\right) \quad(s \in \mathbb{R}, 1 \leq p, q \leq \infty)$ homogeneous version of the Besov space $B_{p, q}^{s}\left(\mathbb{R}^{N}\right)$
$\mathcal{D}(I, X) \quad=C_{\mathrm{c}}^{\infty}(I, X)$, the Fréchet space of $C^{\infty}$ functions $I \rightarrow X$ compactly supported in $I$, equipped with the topology of uniform convergence of all derivatives on compact subintervals of $I$
$\mathcal{D}^{\prime}(I, X) \quad$ space of $X$-valued distributions on $I$, i.e., the space of linear, continuous mappings $\mathcal{D}(I) \rightarrow X$, where $X$ is equipped with the weak topology
$C_{\mathrm{b}, \mathrm{u}}(\bar{I}, X) \quad$ Banach space of uniformly continuous and bounded functions $\bar{I} \rightarrow X$, equipped with the topology of uniform convergence
$C_{\mathrm{b}, \mathrm{u}}^{m}(\bar{I}, X) \quad$ Banach space of functions $u: \bar{I} \rightarrow X$ whose derivatives of order $j$ belong to $C_{\mathrm{b}, \mathrm{u}}(\bar{I}, X)$, for all $0 \leq j \leq m . C_{\mathrm{b}, \mathrm{u}}^{m}(\bar{I}, X)$ is equipped with the norm of $W^{m, \infty}(I, X)$.
$C^{m, \alpha}(\bar{I}, X)$ for $0 \leq \alpha \leq 1$, the Banach space of functions $u \in C_{\mathrm{b}, \mathrm{u}}^{m}(\bar{I}, X)$ such that

$$
\|u\|_{C^{m, \alpha}}=\|u\|_{W^{m, \infty}}+\sup _{s, t \in I}\left\{|t-s|^{-\alpha}\left\|\frac{d^{m} u}{d t^{m}}(t)-\frac{d^{m} u}{d t^{m}}(s)\right\|\right\}<\infty
$$

$C(\bar{I}, X) \quad$ space of continuous functions $\bar{I} \rightarrow X$. When $I$ is bounded, $C(\bar{I}, X)$ is a Banach space with the norm of $L^{\infty}(I, X)$.
$L^{p}(I, X) \quad$ Banach space of (classes of) measurable functions $u: I \rightarrow X$ such that $\|u\|_{L^{p}}<\infty$, with

$$
\|u\|_{L^{p}}= \begin{cases}\left(\int_{I}\|u(t)\|_{X}^{p} d t\right)^{1 / p} & \text { if } p<\infty \\ \underset{I}{\operatorname{esssup}}\|u(t)\|_{X} & \text { if } p=\infty\end{cases}
$$

$W^{m, p}(I, X)$ Banach space of (classes of) measurable functions $u: I \rightarrow X$ such that $\frac{d^{j} u}{d t^{j}} \in L^{p}(I, X)$ for every $0 \leq j \leq m . W^{m, p}(I, X)$ is equipped with the norm

$$
\|u\|_{W^{m, p}}=\sum_{j=1}^{m}\left\|\frac{d^{j} u}{d t^{j}}\right\|_{L^{p}}
$$

$\boldsymbol{J}(t) \quad$ except when otherwise specified, the group of isometries on $L^{2}(\Omega)$ generated by the skew-adjoint operator $i A$, where $A$ is the Laplacian with Dirichlet boundary condition on $\partial \Omega$

## CHAPTER 1

## Preliminaries

In this chapter we recall some basic properties of functional analysis, complex and vector integration, Sobolev spaces, elliptic equations, and linear semigroups that we use in the next chapters.

### 1.1. Functional Analysis

See, for example, Brezis [43], Brezis and Cazenave [44], Cazenave and Haraux [64, 65], Rudin [304], Strauss [320], and Yosida [366].

We recall that if $X$ and $Y$ are two Banach spaces such that $X \hookrightarrow Y$ with dense embedding $e$, then $Y^{\star} \hookrightarrow X^{\star}$ with embedding $e^{\star}$. Moreover, if $X$ is reflexive, then the embedding $Y^{\star} \hookrightarrow X^{\star}$ is dense.

We will use repeatedly the following elementary properties of weak topologies.
(i) Let $X \hookrightarrow Y$ be two Banach spaces. Consider $x \in X$ and a sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subset X$. If $x_{n} \rightharpoonup x$ in $X$ as $n \rightarrow \infty$, then $x_{n} \rightharpoonup x$ in $Y$ as $n \rightarrow \infty$.
(ii) Let $X \hookrightarrow Y$ be two Banach spaces. Assume $X$ is reflexive and consider $y \in Y$ and a bounded sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subset X$. If $x_{n} \rightharpoonup y$ in $Y$ as $n \rightarrow \infty$, then $y \in X$ and $x_{n} \rightarrow y$ in $X$ as $n \rightarrow \infty$.
(iii) Let $X \hookrightarrow Y$ be two Banach spaces and let $I$ be a bounded, open interval of $\mathbb{R}$. Let $u: \bar{I} \rightarrow Y$ be weakly continuous. If $X$ is reflexive and if there exists a dense subset $E$ of $I$ such that $u(t) \in X$ for all $t \in E$ and $\sup \left\{\|u(t)\|_{X}, t \in\right.$ $E\}=K<\infty$, then $u(t) \in X$ for all $t \in \bar{I}$ and $u: \bar{I} \rightarrow X$ is weakly continuous.
(iv) Let $X$ be a uniformly convex Banach space; let $I$ be a bounded, open interval of $\mathbb{R}$; and let $u: \bar{I} \rightarrow X$ be weakly continuous. If the function $t \mapsto\|u(t)\|_{X}$ is continuous $\bar{I} \rightarrow \mathbb{R}$, then $u \in C(\bar{I}, X)$.
(v) Let $X$ be a Banach space, let $I$ be a bounded, open interval of $\mathbb{R}$, and let $u: \bar{I} \rightarrow X$ be weakly continuous. If there exists a Banach space $B$ such that $X \hookrightarrow B$ with compact embedding, then $u \in C(\bar{I}, B)$.

We will construct solutions of the nonlinear Schrödinger equation either by a fixed point argument, or by a compactness technique. For the first method, we will use Banach's fixed point theorem and for the second, we will use Proposition 1.1.2 below.

Theorem 1.1.1. (Banach's fixed point theorem) Let ( $X, \mathrm{~d}$ ) be a complete metric space and $F: X \rightarrow X$. If there exists a constant $L<1$ such that $\mathrm{d}(F(x), F(y)) \leq$ $L \mathrm{~d}(x, y)$ for all $x, y \in X$, then $F$ has a unique fixed point $x_{0} \in X$; i.e., there exists a unique $x_{0} \in X$ such that $F\left(x_{0}\right)=x_{0}$.

Proposition 1.1.2. Let $X \hookrightarrow Y$ be two Banach spaces and let $I$ be a bounded, open interval of $\mathbb{R}$. Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a bounded sequence in $C(\bar{I}, Y)$. Assume that $f_{n}(t) \in X$ for all $(n, t) \in \mathbb{N} \times I$ and that $\sup \left\{\left\|f_{n}(t)\right\|_{X},(n, t) \in \mathbb{N} \times I\right\}=K<\infty$. Assume further that $f_{n}$ is uniformly equicontinuous in $Y$ (i.e., $\forall \varepsilon>0, \exists \delta>0$, $\forall n, s, t \in \mathbb{N} \times I \times I,\left\|f_{n}(t)-f_{n}(s)\right\|_{Y} \leq \varepsilon$ if $\left.|t-s| \leq \delta\right)$. If $X$ is reflexive, then the following properties hold:
(i) There exists a function $f \in C(\bar{I}, Y)$ which is weakly continuous $\bar{I} \rightarrow X$ and a subsequence $n_{k}$ such that $f_{n_{k}}(t) \rightarrow f(t)$ in $X$ as $k \rightarrow \infty$, for all $t \in \bar{I}$.
(ii) If there exists a uniformly convex Banach space $B$ such that $X \hookrightarrow B \hookrightarrow Y$ and if $\left(f_{n}\right)_{n \in \mathbb{N}} \subset C(\bar{I}, B)$ and $\left\|f_{n_{k}}(t)\right\|_{B} \rightarrow\|f(t)\|_{B}$ as $k \rightarrow \infty$, uniformly on $I$, then also $f \in C(\bar{I}, B)$ and $f_{n_{k}} \rightarrow f$ in $C(\bar{I}, B)$ as $k \rightarrow \infty$.

Proof. (i) Let $\left(t_{n}\right)_{n \in \mathbb{N}}$ be a representation of $\mathbb{Q} \cap I$. Using the reflexivity of $X$ and the diagonal procedure, we see easily that there exist a subsequence $n_{k}$ and a function $f: \mathbb{Q} \cap I \rightarrow X$ such that $f_{n_{k}}\left(t_{j}\right) \rightarrow f\left(t_{j}\right)$ in $X$ (hence in $Y$ ) as $k \rightarrow \infty$, for all $j \in \mathbb{N}$. By the uniform equicontinuity of $\left(f_{n}\right)_{n \in \mathbb{N}}$ and the weak lower semicontinuity of the norm, $f$ can be extended to a function of $C(\bar{I}, Y)$. Furthermore, $f: \bar{I} \rightarrow X$ is weakly continuous and $\sup \left\{\|f(t)\|_{X}, t \in I\right\} \leq K$. Consider now $t \in \bar{I}$. Let $\left(t_{j}\right)_{j \in \mathbb{N}} \subset \mathbb{Q} \cap I$ converge to $t$ and let $y^{\prime} \in Y^{\star}$. We have

$$
\begin{aligned}
\left|\left\langle y^{\prime}, f_{n_{k}}(t)-f(t)\right\rangle_{Y^{\star}, Y}\right| \leq & \left|\left\langle y^{\prime}, f_{n_{k}}(t)-f_{n_{k}}\left(t_{j}\right)\right\rangle_{Y^{\star}, Y}\right| \\
& +\left|\left\langle y^{\prime}, f(t)-f\left(t_{j}\right)\right\rangle_{Y^{*}, Y}\right|+\left|\left\langle y^{\prime}, f_{n_{k}}\left(t_{j}\right)-f\left(t_{j}\right)\right\rangle_{Y^{*}, Y}\right|
\end{aligned}
$$

Given $\varepsilon>0$, it follows from the uniform equicontinuity that the first and second terms of the right-hand side are less than $\varepsilon / 3$ for $j$ large enough. Given such a $j$, the third term is less than $\varepsilon / 3$ for $k$ large enough; and so

$$
\left|\left\langle x^{\prime}, f_{n_{k}}(t)-f(t)\right\rangle_{Y^{*}, Y}\right| \rightarrow 0 \quad \text { as } k \rightarrow \infty
$$

Thus $f_{n_{k}}(t) \rightharpoonup f(t)$ in $Y$; and so $f_{n_{k}}(t) \rightharpoonup f(t)$ in $X$. Hence (i).
(ii) Note first that $f: \bar{I} \rightarrow B$ is weakly continuous. Also, $\|f\|_{B}: \bar{I} \rightarrow \mathbb{R}$ is continuous; and so $f \in C(\bar{I}, B)$. It remains to prove that $f_{n_{k}} \rightarrow f$ in $C(\bar{I}, B)$. We argue by contradiction, and we assume there exist a sequence $\left(t_{k_{k}}\right)_{\varepsilon \in \mathbb{N}} \subset \bar{I}$ and $\varepsilon>0$ such that $\left\|f_{n_{k}}\left(t_{k}\right)-f\left(t_{k}\right)\right\|_{B} \geq \varepsilon$, for every $k \in \mathbb{N}$. We may assume that $t_{k} \rightarrow t \in \bar{I}$ as $k \rightarrow \infty$. It follows from (i) and the uniform continuity that $f_{n_{k}}\left(t_{k}\right) \rightarrow f(t)$ in $Y$ as $k \rightarrow \infty$. Since $\left(f_{n}\right)_{n \in \mathbb{N}}$ is bounded in $C(\bar{I}, B)$, we obtain as well that $f_{n_{k}}\left(t_{k}\right) \rightharpoonup f(t)$ in $B$ as $k \rightarrow \infty$. Furthermore,

$$
\left|\left\|f_{n_{k}}\left(t_{k}\right)\right\|_{B}-\|f(t)\|_{B}\right| \leq\left|\left\|f_{n_{k}}\left(t_{k}\right)\right\|_{B}-\left\|f\left(t_{k}\right)\right\|_{B}\right|+\left|\left\|f\left(t_{k}\right)\right\|_{B}-\|f(t)\|_{B}\right|
$$

Therefore, $\left\|f_{n_{k}}\left(t_{k}\right)\right\|_{B} \rightarrow\|f(t)\|_{B}$, and so $f_{n_{k}}\left(t_{k}\right) \rightarrow f(t)$ in $B$ as $k \rightarrow \infty$, which is a contradiction.

Finally, we will use some properties of the intersection and sum of Banach spaces. Consider two Banach spaces $X_{1}$ and $X_{2}$ that are subsets of a Hausdorff topological vector space $\mathcal{X}$. Let

$$
X_{1} \cap X_{2}=\left\{x \in \mathcal{X}: x \in X_{1}, x \in X_{2}\right\}
$$

and

$$
X_{1}+X_{2}=\left\{x \in \mathcal{X}: \exists x_{1} \in X_{1}, \exists x_{2} \in X_{2}, x=x_{1}+x_{2}\right\}
$$

Set

$$
\|x\|_{X_{1} \cap X_{2}}=\|x\|_{X_{1}}+\|x\|_{X_{2}} \quad \text { for } x \in X_{1} \cap X_{2},
$$

and

$$
\|x\|_{X_{1}+X_{2}}=\inf \left\{\left\|x_{1}\right\|_{X_{1}}+\left\|x_{2}\right\|_{X_{2}}: x=x_{1}+x_{2}\right\} \quad \text { for } x \in X_{1}+X_{2} .
$$

We have the following result (see lemma 2.3.1 and theorem 2.7.1 in Bergh and Löfström [28]).

Proposition 1.1.3. ( $X_{1} \cap X_{2},\| \|_{X_{1} \cap X_{2}}$ ) and ( $X_{1}+X_{2},\| \|_{X_{1}+X_{2}}$ ) are Banach spaces. If furthermore $X_{1} \cap X_{2}$ is a dense subset of both $X_{1}$ and $X_{2}$, then $\left(X_{1} \cap\right.$ $\left.X_{2}\right)^{\star}=X_{1}^{\star}+X_{2}^{\star}$ and $\left(X_{1}+X_{2}\right)^{\star}=X_{1}^{\star} \cap X_{2}^{\star}$.

### 1.2. Integration

For real and complex integration, consult Brezis [43], Dunford and Schwartz [108], Rudin [305], and Yosida [366]. For vector integration, see Brezis and Cazenave [44], Cazenave and Haraux [64, 65], Diestel and Uhl [105], Dinculeanu [106], Dunford and Schwartz [108], J. Simon [314], Yosida [366], and the appendix of Brezis [42].

Throughout these notes, we consider $L^{p}$ spaces of complex-valued functions. $\Omega$ being an open subset of $\mathbb{R}^{N}, L^{p}(\Omega)$ (or $L^{p}$, when there is no risk of confusion) denotes the space of (classes of) measurable functions $u: \Omega \rightarrow \mathbb{C}$ such that $\|u\|_{L^{p}}<$ $\infty$ with

$$
\|u\|_{L^{p}}= \begin{cases}\left(\int_{\Omega}\|u(x)\|^{p} d x\right)^{1 / p} & \text { if } p \in[1, \infty) \\ \underset{\Omega}{\operatorname{ess} \sup }\|u\| & \text { if } p=\infty\end{cases}
$$

$L^{p}(\Omega)$ is a Banach space and $L^{2}(\Omega)$ is a real Hilbert space when equipped with the scalar product

$$
(u, v)_{L^{2}}=\operatorname{Re} \int_{\Omega} u(x) \overline{v(x)} d x
$$

Below is a useful result of Strauss [321].
Proposition 1.2.1. Let $\Omega$ be an open subset of $\mathbb{R}^{N}$ and let $1<p \leq \infty$. Consider $u: \Omega \rightarrow \mathbb{R}$ and a bounded sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ of $L^{p}(\Omega)$. If $u_{n} \rightarrow u$ a.e. in $\Omega$ as $n \rightarrow \infty$, then $u \in L^{p}(\Omega)$ and $u_{n} \rightarrow u$ as $n \rightarrow \infty$ in $L^{q}\left(\Omega^{\prime}\right)$, for every $\Omega^{\prime} \subset \Omega$ of finite measure and every $q \in[1, p)$. In particular, $u_{n} \rightarrow u$ as $n \rightarrow \infty$, in $L^{p}(\Omega)$ weak if $p<\infty$, and in $L^{\infty}(\Omega)$ weak-丸 if $p=\infty$.

Consider now an open interval $I \subset \mathbb{R}$ and a Banach space $X$ equipped with the norm $\|\cdot\|$. A function $f: I \rightarrow X$ is measurable if there exist a set $N \subset I$ of measure 0 and a sequence $\left(f_{n}\right)_{n \in \mathbb{N}} \subset C_{\mathrm{c}}(I, X)$ such that

$$
\lim _{n \rightarrow \infty} f_{n}(t)=f(t) \quad \text { for all } t \in I \backslash N
$$

We deduce easily from the definition that if $f: I \rightarrow X$ is measurable, then $\|f\|: I \rightarrow$ $\mathbb{R}$ is also measurable. Also, if $f: I \rightarrow X$ is measurable and if $Y$ is a Banach space such that $X \hookrightarrow Y$, then $f: I \rightarrow Y$ is measurable. More generally, if $f: I \rightarrow X$ is
measurable, $Y$ is a Banach space, and $\Phi: X \rightarrow Y$ is continuous, then $\Phi \circ f: I \rightarrow Y$ is measurable.

Remark 1.2.2. Pettis' theorem asserts that a function $f$ is measurable if and only if $f$ is weakly measurable (i.e., for every $x^{\prime} \in X^{\star}$, the function $t \mapsto\left\langle x^{\prime}, f(t)\right\rangle_{X^{\star}, X}$ is measurable $I \rightarrow \mathbb{R}$ ) and there exists a set $N \subset I$ of measure 0 such that $f(I \backslash N)$ is separable. One deduces the following properties:
(i) If $f: I \rightarrow X$ is weakly continuous (i.e., continuous from $I$ to $X$ equipped with its weak topology), then $f$ is measurable.
(ii) Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of measurable functions $I \rightarrow X$ and let $f: I \rightarrow X$. If $f_{n}(t) \rightharpoonup f(t)$ in $X$ as $n \rightarrow \infty$, for a.a. $t \in I$, then $f$ is measurable.
(iii) Let $X \hookrightarrow Y$ be two Banach spaces and let $f: I \rightarrow Y$ be a measurable function. If $f(t) \in X$ for a.a. $t \in I$ and if $X$ is reflexive, then $f: I \rightarrow X$ is measurable.

A measurable function $f: I \rightarrow X$ is integrable if there exists a sequence $\left(f_{n}\right)_{n \in \mathbb{N}} \subset C_{\mathrm{c}}(I, X)$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{I}\left\|f_{n}(t)-f(t)\right\| d t=0 \tag{1.2.1}
\end{equation*}
$$

If $f: I \rightarrow X$ is integrable, then there exists $x(f) \in X$ such that for any sequence $\left(f_{n}\right)_{n \in \mathbb{N}} \subset C_{\mathrm{c}}(I, X)$ satisfying (1.2.1), one has

$$
\lim _{n \rightarrow \infty} \int_{I} f_{n}(t) d t=x(f)
$$

the above limit being for the strong topology of $X$. The element $x(f)$ is called the integral of $f$ on $I$. We write

$$
x(f)=\int f=\int_{I} f=\int_{I} f(t) d t
$$

If $I=(a, b)$, we also note

$$
x(f)=\int_{a}^{b} f=\int_{a}^{b} f(t) d t
$$

As for real-valued functions, it is convenient to set

$$
\int_{\alpha}^{\beta} f(t) d t=-\int_{\beta}^{\alpha} f(t) d t
$$

if $\beta<\alpha$. Bochner's theorem asserts that if $f: I \rightarrow X$ is measurable, then $f$ is integrable if and only if $\|f\|: I \rightarrow \mathbb{R}$ is integrable. In addition,

$$
\left\|\int_{I} f(t) d t\right\| \leq \int_{I}\|f(t)\| d t
$$

Bochner's theorem allows one to deal with vector-valued integrable functions like one deals with real-valued integrable functions. It suffices in general to apply the usual convergence theorems to $\|f\|$. For example, one can easily establish the
following result (the dominated convergence theorem). Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of integrable functions $I \rightarrow X$, let $g \in L^{1}(I)$, and let $f: I \rightarrow X$. Assume that

$$
\begin{cases}\left\|f_{n}(t)\right\| \leq g(t) & \text { for a.a. } t \in I \text { and all } n \in \mathbb{N} \\ \lim _{n \rightarrow \infty} f_{n}(t)=f(t) & \text { for a.a. } t \in I\end{cases}
$$

It follows that $f$ is integrable and

$$
\int_{I} f(t) d t=\lim _{n \rightarrow \infty} \int_{I} f_{n}(t) d t
$$

For $p \in[1, \infty]$, one denotes by $L^{p}(I, X)$ the set of (classes of) measurable functions $f: I \rightarrow X$ such that the function $t \mapsto\|f(t)\|$ belongs to $L^{p}(I)$. For $f \in L^{p}(I, X)$, one defines

$$
\|f\|_{L^{p}(I, X)}= \begin{cases}\left(\int_{I}\|f(t)\|^{p} d t\right)^{1 / p} & \text { if } p<\infty \\ \underset{t \in I}{\operatorname{esssup}}\|f(t)\| & \text { if } p=\infty\end{cases}
$$

When there is no risk of confusion, we denote $\left\|\|_{L^{p}(I, X)}\right.$ by $\| \|_{L^{p}(I)}$ or $\left\|\|_{L^{p}}\right.$ or $\left\|\|_{p}\right.$.

Remark 1.2.3. The space $L^{p}(I, X)$ enjoys most of the properties of the space $L^{p}(I)=L^{p}(I, \mathbb{R})$, with essentially the same proofs. In particular, one obtains easily the following results:
(i) $\left\|\|_{L^{p}(I, X)}\right.$ is a norm on the space $L^{p}(I, X) . L^{p}(I, X)$ equipped with that norm is a Banach space. If $p<\infty$, then $\mathcal{D}(I, X)$ is dense in $L^{p}(I, X)$ (apply the classical procedure by truncation and regularization).
(ii) A measurable function $f: I \rightarrow X$ belongs to $L^{p}(I, X)$ if and only if there exists a function $g \in L^{p}(I)$ such that $\|f\| \leq g$ a.e. on $I$.
(iii) Suppose $f: I \rightarrow X$ is measurable. If $f \in L^{p}(J, X)$ for all $J \Subset I$ and if $\|f\|_{L^{p}(J, X)} \leq C$ for some $C$ independent of $J$, then $f \in L^{p}(I, X)$ and $\|f\|_{L^{p}(I, X)} \leq C$.
(iv) If $f \in L^{p}(I, X)$ and $\varphi \in L^{q}(I)$ with $\frac{1}{p}+\frac{1}{q}=\frac{1}{r} \leq 1$, then $\varphi f \in L^{r}(I, X)$ and $\|\varphi f\|_{L^{r}(I, X)} \leq\|f\|_{L^{p}(I, X)}\|\varphi\|_{L^{q}(I)}$.
In particular, if $f \in L^{p}(I, X)$ and if $J$ is an open subinterval of $I$, then $\left.f\right|_{J} \in L^{p}(J, X)$.
(v) If $f \in L^{p}(I, X)$ and $g \in L^{q}\left(I, X^{\star}\right)$ with $\frac{1}{p}+\frac{1}{q}=\frac{1}{r} \leq 1$, and if $h(t)=\langle g(t), f(t)\rangle_{X^{*}, X}$, then

$$
\left.h \in L^{r}(I)\right) \quad \text { and } \quad\|h\|_{L^{r}(I)} \leq\|f\|_{L^{p}(I, X)}\|g\|_{L^{q}\left(I, X^{*}\right)} .
$$

(vi) If $f \in L^{p}(I, X) \cap L^{q}(I, X)$ with $p<q$, then $f \in L^{r}(I, X)$ for every $r \in[p, q]$, and

$$
\|f\|_{L^{r}(I, X)} \leq\|f\|_{L^{p}(I, X)}^{\theta}\|f\|_{L^{q}(I, X)}^{1-\theta} \quad \text { where } \quad \frac{1}{r}=\frac{\theta}{p}+\frac{1-\theta}{q} .
$$

(vii) If $|I|<\infty$ and $p \leq q$, then

$$
\|f\|_{L^{p}(I, X)} \leq|I|^{\frac{q-p}{p q}}\|f\|_{L^{q}(I, X)} \quad \text { for all } f \in L^{q}(I, X) .
$$

(viii) If $Y$ is a Banach space and if $A \in \mathcal{L}(X, Y)$, then $A f \in L^{p}(I, Y)$ for every $f \in L^{p}(I, X)$, and $\|A f\|_{L^{p}(I, Y)} \leq\|A\|_{\mathcal{L}(X, Y)}\|f\|_{L^{p}(I, X)}$. In particular, if $X \hookrightarrow Y$ and if $f \in L^{p}(I, X)$, then $f \in L^{p}(I, Y)$ (let $A$ be the embedding).
(ix) If $Y$ is a Banach space and if $A \in \mathcal{L}(X, Y)$, then

$$
\int_{I} A f(t) d t=A\left(\int_{I} f(t) d t\right)
$$

for every $f \in L^{1}(I, X)$. In particular, if $X \hookrightarrow Y$ and if $f \in L^{1}(I, X)$, then the integral of $f$ in the sense of $X$ is also the integral of $f$ in the sense of $Y$ (let $A$ be the embedding).
(x) If $I$ is an interval of $\mathbb{R}$, one defines the space $L_{\text {loc }}^{p}(I, X)$ as the set of functions $f: I \rightarrow X$ such that $\left.f\right|_{J} \in L^{p}(J, X)$ for all open, bounded intervals $J \subset I$.

We end this section by two useful criteria.
THEOREM 1.2.4. Le大 $1 \leq p \leq \infty$. Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a bounded sequence in $L^{p}(I, X)$. If there exists $f: I \rightarrow X$ such that for a.a. $t \in I, f_{n}(t) \rightarrow f(t)$ in $X$ as $n \rightarrow \infty$, then $f \in L^{p}(I, X)$ and $\|f\|_{L^{p}(I, X)} \leq \liminf _{n \rightarrow \infty}\left\|f_{n}\right\|_{L^{p}(I, X)}$.

Theorem 1.2.5. Consider two Banach spaces $X \hookrightarrow Y$ and $1<p, q \leq \infty$. Let $\left(f_{n}\right)_{n \geq 0}$ be a bounded sequence in $L^{q}(I, Y)$ and let $f: I \rightarrow Y$ be such that $f_{n}(t) \rightharpoonup$ $f(t)$ in $Y$ as $n \rightarrow \infty$, for a.a. $t \in I$. If $\left(f_{n}\right)_{n \geq 0}$ is bounded in $L^{p}(I, X)$ and if $X$ is reflexive, then $f \in L^{p}(I, X)$ and $\|f\|_{L^{p}(I, X)} \leq \liminf _{n \rightarrow \infty}\left\|f_{n}\right\|_{L^{p}(I, X)}$.

### 1.3. Sobolev Spaces

For Sobolev spaces of real- (or complex-) valued functions, see, for example, Adams [3], Bergh and Löfström [28], Brezis [43], Gilbarg and Trudinger [127], J.-L. Lions [231], Lions and Magenes [232], and Triebel [338]. For vector-valued Sobolev spaces, see the appendix of Brezis [42], Brezis and Cazenave [44], Cazenave and Haraux [64, 65], J.-L. Lions [231], and Lions and Magenes [232].

Consider an open subset $\Omega$ of $\mathbb{R}^{N}$. We recall that $\mathcal{D}(\Omega)(=\mathcal{D}(\Omega, \mathbb{C}))$ is equipped with the topology induced by the family of seminorms $d_{K, m}$, where $K$ is a compact subset of $\Omega$ and $m \in \mathbb{N}$, defined by

$$
d_{K, m}(\varphi)=\sup _{x \in K} \sum_{|\alpha|=m}\left|D^{\alpha} \varphi(x)\right| \quad \text { for all } \varphi \in \mathcal{D}(\Omega)
$$

The set of distributions on $\Omega, \mathcal{D}^{\prime}(\Omega)$, is the dual space of $\mathcal{D}(\Omega)$. If $T \in \mathcal{D}^{\prime}(\Omega)$ and if $\alpha \in \mathbb{N}^{N}$ is a multi-index, one defines the distribution

$$
D^{\alpha} T=\frac{\partial^{\alpha_{1}}}{\partial x_{1}^{\alpha_{1}}} \cdots \frac{\partial^{\alpha_{N}}}{\partial x_{N}^{\alpha_{N}}} T \in \mathcal{D}^{\prime}(\Omega)
$$

by

$$
\left\langle D^{\alpha} T, \varphi\right\rangle=(-1)^{|\alpha|}\left\langle T, D^{\alpha} \varphi\right\rangle \quad \text { for all } \varphi \in \mathcal{D}(\Omega)
$$

A function $f \in L_{\mathrm{loc}}^{1}(\Omega)$ defines a distribution $T_{f} \in \mathcal{D}^{\prime}(\Omega)$ by

$$
\left\langle T_{f}, \varphi\right\rangle=\operatorname{Re}\left(\int_{\Omega} f(x) \overline{\varphi(x)} d x\right) \quad \text { for all } \varphi \in \mathcal{D}(\Omega)
$$

It is well known that if $T_{f}=T_{g}$, then $f=g$ a.e. A distribution $T \in \mathcal{D}^{\prime}(\Omega)$ is said to belong to $L^{p}(\Omega)$ if there exists $f \in L^{p}(\Omega)$ such that $T=T_{f}$. In this case, $f$ is unique.

For $m \in \mathbb{N}$ and $1 \leq p \leq \infty$, the Sobolev space $W^{m, p}(\Omega)$ is defined by

$$
W^{m, p}(\Omega)=\left\{u \in L^{p}(\Omega): D^{\alpha} u \in L^{p}(\Omega) \text { for }|\alpha| \leq m\right\} .
$$

$W^{m, p}(\Omega)$ is a Banach space when equipped with the norm $\left\|\left\|_{W^{m, p}}=\right\|\right\|_{W^{m, p}(\Omega)}$ defined by

$$
\|u\|_{W^{m, p}}=\sum_{0 \leq|\alpha| \leq m}\left\|D^{\alpha} u\right\|_{L^{p}(\Omega)}
$$

If $p<\infty$, one defines the closed subset $W_{0}^{m, p}(\Omega)$ of $W^{m, p}(\Omega)$ as the closure in $W^{m, p}(\Omega)$ of $\mathcal{D}(\Omega)$.

When $p=2$, set $W^{m, p}(\Omega)=H^{m}(\Omega)$ and $W_{0}^{m, p}(\Omega)=H_{0}^{m}(\Omega)$ and equip $H^{m}(\Omega)$ with the equivalent norm

$$
\|u\|_{H^{m}(\Omega)}=\|u\|_{H^{m}}=\left(\sum_{0 \leq|\alpha| \leq m} \int_{\Omega}\left\|D^{\alpha} u(x)\right\|^{2} d x\right)^{1 / 2}
$$

The space $H^{m}(\Omega)$ (hence $H_{0}^{m}(\Omega)$ ) is then a Hilbert space with the scalar product

$$
(u, v)_{H^{m}}=\sum_{0 \leq|\alpha| \leq m} \operatorname{Re} \int_{\Omega} D^{\alpha} u(x) \overline{D^{\alpha} v(x)} d x
$$

REmARK 1.3.1. The following properties are well known:
(i) If $1<p<\infty$, then the spaces $W^{m, p}(\Omega)$ and $W_{0}^{m, p}(\Omega)$ are reflexive.
(ii) If $\left(u_{n}\right)_{n \in \mathbb{N}}$ is a bounded sequence of $W^{1, p}(\Omega), 1 \leq p \leq \infty$, then $\left(\left.u_{n}\right|_{\omega}\right)_{n \in \mathbb{N}}$ is a relatively compact subset of $L^{1}(\omega)$ for every $\omega \Subset \Omega$. In particular, there exists a subsequence $\left(u_{n_{k}}\right)_{k \in \mathbb{N}}$ converging a.e. in $\omega$. Therefore, one constructs easily a subsequence of $\left(u_{n}\right)_{n \in \mathbb{N}}$ converging a.e. in $\Omega$.
(iii) Assume $m \geq 1$ and $1<p \leq \infty$. If $\left(u_{n}\right)_{n \in \mathbb{N}}$ is a bounded sequence of $W^{m, p}(\Omega)$, then there exist $u \in W^{m, p}(\Omega)$ and a subsequence $\left(u_{n_{k}}\right)_{k \in \mathbb{N}}$ such that $u_{n_{k}} \rightarrow u$ a.e. as $k \rightarrow \infty$, and

$$
\|u\|_{W^{m, p}} \leq \liminf _{n \rightarrow \infty}\left\|u_{n}\right\|_{W^{m, p}}
$$

If $p<\infty$, then also $u_{n_{k}} \rightharpoonup u$ in $W^{m, p}$. If $p<\infty$ and $\left(u_{n}\right)_{n \in \mathbb{N}} \subset W_{0}^{m, p}(\Omega)$, then $u \in W_{0}^{m, p}(\Omega)$.
(iv) Let $m \geq 0$ and $1<p \leq \infty$. Consider a bounded sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ of $W^{m, p}(\Omega)$ and assume that there exits $u: \Omega \rightarrow \mathbb{R}$ such that $u_{n} \rightarrow u$ a.e. as $n \rightarrow \infty$. It follows that $u \in W^{m, p}(\Omega)$ and

$$
\|u\|_{W^{m, p}} \leq \liminf _{n \rightarrow \infty}\left\|u_{n}\right\|_{W^{m, p}}
$$

If $p<\infty$, then also $u_{n} \rightharpoonup u$ in $W^{m, p}$. If $p<\infty$ and $\left(u_{n}\right)_{n \in \mathbb{N}} \subset W_{0}^{m, p}(\Omega)$, then $u \in W_{0}^{m, p}(\Omega)$.
(v) Let $F: \mathbb{C} \rightarrow \mathbb{C}$ be a Lipschitz continuous function such that $F(0)=0$. We may consider $F$ as a function $\mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$, so that $F^{\prime}(u)=D F(u)$ (which is defined for a.a. $u \in \mathbb{C}$ ) is a $2 \times 2$ real matrix, hence a linear operator $\mathbb{C} \rightarrow \mathbb{C}$. Let $p \in[1, \infty]$. For every $u \in W^{1, p}(\Omega), F(u) \in W^{1, p}(\Omega)$ and $\left|\partial_{i} F(u)\right| \leq L\left|\partial_{i} u\right|$ a.e. for every $1 \leq i \leq N$, where $L$ is the Lipschitz constant of $F$. In particular, $\|\nabla F(u)\|_{L^{p}} \leq L\|\nabla u\|_{L^{p}}$. If $p<\infty$ and if $u \in W_{0}^{1, p}(\Omega)$, then $F(u) \in W_{0}^{1, p}(\Omega)$. If we assume furthermore that $F$ is $C^{1}$ except at a finite number of points, then $\nabla F(u)=D F(u) \nabla u$ a.e. for every $u \in W^{1, p}(\Omega)$ and the mapping $u \mapsto F(u)$ is continous $W^{1, p}(\Omega) \rightarrow W^{1, p}(\Omega)$ for every $p<\infty$. On these questions, see Marcus and Mizel [237, 238, 239] and the appendix of Brezis and Cazenave [44].
(vi) In particular, if $p \in[1, \infty]$ and $u \in W^{1, p}(\Omega)$, then $|u| \in W^{1, p}(\Omega)$ and $|\nabla| u\left|\left|\leq|\nabla u|\right.\right.$ a.e. If $p<\infty$ and $u \in W_{0}^{1, p}(\Omega)$, then $\left.| u\right| \in W_{0}^{1, p}(\Omega)$. Moreover, the mapping $u \mapsto|u|$ is continuous $W^{1, p}(\Omega) \rightarrow W^{1, p}(\Omega)$ if $p<\infty$.
(vii) Let $F: \mathbb{C} \rightarrow \mathbb{C}$ satisfy $F(0)=0$, and assume that there exists $\alpha \geq 0$ such that $|F(v)-F(u)| \leq L\left(|v|^{\alpha}+|u|^{\alpha}\right)|v-u|$ for all $u, v \in \mathbb{C}$. Let $1 \leq p, q, r \leq \infty$ be such that $\frac{1}{r}=\frac{\alpha}{p}+\frac{1}{q}$. Let $u \in L^{p}(\Omega)$ be such that $\nabla u \in L^{q}(\Omega)$. It follows that $|\nabla F(u)| \leq 2 L|u|^{\alpha}|\nabla u|$ a.e., thus $\nabla F(u) \in L^{r}(\Omega)$ and $\|\nabla F(u)\|_{L^{r}} \leq$ $L\|u\|_{L^{p}}^{\alpha}\|\nabla u\|_{L^{q}}$. In particular, if $p=\alpha+2$, then $F(u) \in W^{1, p^{\prime}}(\Omega)$ for every $u \in W^{1, p}(\Omega)$ (respectively, $F(u) \in W_{0}^{1, p^{\prime}}(\Omega)$ for every $u \in W_{0}^{1, p}(\Omega)$ ), and $\|\nabla F(u)\|_{L^{p^{\prime}}} \leq L\|u\|_{L^{p}}^{\alpha}\|\nabla u\|_{L^{p}}$.
(viii) If $1 \leq p, q<\infty$ and $m, j$ are nonnegative integers, then $\mathcal{D}\left(\mathbb{R}^{N}\right)$ is a dense subset of $W^{m, p}\left(\mathbb{R}^{N}\right) \cap W^{j, q}\left(\mathbb{R}^{N}\right)$. In particular, $W_{0}^{m, p}\left(\mathbb{R}^{N}\right)=W^{m, p}\left(\mathbb{R}^{N}\right)$.
We recall below some well-known inequalities and embedding results.
Theorem 1.3.2. (Poincaré's inequality) Assume $|\Omega|<\infty$ (or $\Omega$ is bounded in one direction) and let $1 \leq p \leq \infty$. There exists a constant $C$ such that

$$
\|u\|_{L^{p}} \leq C\|\nabla u\|_{L^{p}} \quad \text { for every } u \in W_{0}^{1, p}(\Omega)
$$

In particular, $\|\nabla u\|_{L^{p}(\Omega)}$ is an equivalent norm to $\|u\|_{W^{1, p}(\Omega)}$ on $W_{0}^{1, p}(\Omega)$.
THEOREM 1.3.3. (Sobolev's embedding theorem) If $\Omega$ has a Lipschitz continuous boundary, then the following properties hold:
(i) If $1 \leq p<N$, then $W^{1, p}(\Omega) \hookrightarrow L^{q}(\Omega)$ for every $q \in\left[p, \frac{N p}{N-p}\right]$.
(ii) If $p=N>1$, then $W^{1, p}(\Omega) \hookrightarrow L^{q}(\Omega)$ for every $q \in[p, \infty)$.
(iii) If $p=N=1$, then $W^{1, p}(\Omega) \hookrightarrow L^{q}(\Omega)$ for every $q \in[p, \infty]$.
(iv) If $p>N$, then $W^{1, p}(\Omega) \hookrightarrow L^{\infty}(\Omega)$.

If $\Omega$ has a uniformly Lipschitz continuous boundary, then:
(v) If $p>N$, then $W^{1, p}(\Omega) \hookrightarrow C^{0, \alpha}(\bar{\Omega})$; where $\alpha=\frac{p-N}{p}$.

THEOREM 1.3.4. (Rellich's compactness theorem) If $\Omega$ is bounded and has a Lipschitz continuous boundary, then the following properties hold:
(i) If $1 \leq p \leq N$, then the embedding $W^{1, p}(\Omega) \hookrightarrow L^{q}(\Omega)$ is compact for every $q \in\left[p, \frac{N p}{N-p}\right)$.
(ii) If $p>N$, then the embedding $W^{1, p}(\Omega) \hookrightarrow L^{\infty}(\Omega)$ is compact.

If we assume further that $\Omega$ has a uniformly Lipschitz continuous boundary, then:
(iii) If $p>N$, then the embedding $W^{1, p}(\Omega) \hookrightarrow C^{0, \lambda}(\bar{\Omega})$ is compact for every $\lambda \in\left(0, \frac{p-N}{p}\right)$.
TheOrem 1.3.5. The conclusions of Theorems 1.3 .3 and 1.3.4 remain valid without any smoothness assumption on $\Omega$ if one replaces $W^{1, p}(\Omega)$ by $W_{0}^{1, p}(\Omega)$ (note that $\Omega$ still needs to be bounded for the compact embedding).

REMARK 1.3.6. If $p=N>1$, then $W^{1, p}(\Omega) \hookrightarrow L^{q}(\Omega)$ for every $p \leq q<\infty$, but $W^{1, p}(\Omega) \nrightarrow L^{\infty}(\Omega)$. However, Sobolev's embedding theorem can be improved by Trudinger's inequality. In particular, if $N=2$, then for every $M<\infty$, there exist $\mu>0$ and $K<\infty$ such that

$$
\int_{\Omega}\left(e^{\mu|u|^{2}}-1\right) \leq K
$$

for every $u \in H_{0}^{1}(\Omega)$ with $\|u\|_{H^{1}} \leq M$ (see Adams [3]).
Theorem 1.3.7. (Gagliardo-Nirenberg's inequality) Let $1 \leq p, q, r \leq \infty$ and let $j, m$ be two integers, $0 \leq j<m$. If

$$
\frac{1}{p}=\frac{j}{N}+a\left(\frac{1}{r}-\frac{m}{N}\right)+\frac{(1-a)}{q}
$$

for some $a \in[j / m, 1]\left(a<1\right.$ if $r>1$ and $\left.m-j-\frac{N}{r}=0\right)$, then there exists $C(N, m, j, a, q, r)$ such that

$$
\sum_{|\alpha|=j}\left\|D^{\alpha} u\right\|_{L^{p}} \leq C\left(\sum_{|\alpha|=m}\left\|D^{\alpha} u\right\|_{L^{r}}\right)^{a}\|u\|_{L^{q}}^{1-a} \quad \text { for every } u \in \mathcal{D}\left(\mathbb{R}^{N}\right)
$$

For $1 \leq p<\infty$ and $m \in \mathbb{N}$, one defines $W^{-m, p^{\prime}}(\Omega)$ as the (topological) dual of $W_{0}^{m, p}(\Omega)$. One defines $H^{-m}(\Omega)=W^{-m, 2}(\Omega)$, so that $H^{-m}(\Omega)=\left(H_{0}^{m}(\Omega)\right)^{\star}$.

REMARK 1.3.8. Here are some useful properties of the spaces $W^{-m, p^{\prime}}(\Omega)$.
(i) From the dense embedding $\mathcal{D}(\Omega) \hookrightarrow W_{0}^{m, p}(\Omega)$, we deduce that $W^{-m, p^{\prime}}(\Omega)$ is a space of distributions on $\Omega$. Furthermore, it follows from the dense embedding $W_{0}^{m, p}(\Omega) \hookrightarrow L^{p}(\Omega)$ that $L^{p^{\prime}}(\Omega) \hookrightarrow W^{-m, p^{\prime}}(\Omega)$. If $p>1$, then the embedding is dense. In particular, $\mathcal{D}(\Omega)$ is dense in $W^{-m, p^{\prime}}(\Omega)$.
(ii) Assume that that $1 \leq q \leq \infty$ is such that $W_{0}^{m, p}(\Omega) \hookrightarrow L^{q}(\Omega)$. It follows that $L^{q^{\prime}}(\Omega) \hookrightarrow W^{-m, p^{\prime}}(\Omega)$. Furthermore, if $p, q>1$, then the embedding is dense.
(iii) Even though $H_{0}^{m}(\Omega)$ is a Hilbert space, one generally does not identify $H^{-m}(\Omega)$ with $H_{0}^{m}(\Omega)$. One rather identifies $L^{2}(\Omega)$ with its dual, so that
$H^{-m}(\Omega)$ becomes a subspace of $\mathcal{D}^{\prime}(\Omega)$ containing $L^{2}(\Omega)$. In particular, if $u \in H_{0}^{m}(\Omega)$ and $v \in L^{2}(\Omega)$, then

$$
\langle u, v\rangle_{H_{0}^{m}, H^{-m}}=\operatorname{Re} \int_{\Omega} u(x) \overline{v(x)} d x
$$

It follows that $\|u\|_{L^{2}}^{2} \leq\|u\|_{H_{0}^{m}}\|u\|_{H^{-m}}$ for all $u \in H_{0}^{m}(\Omega)$.
(iv) Like any distribution, an element of $H^{-m}(\Omega)$ can be localized. Indeed, if $T \in H^{-m}(\Omega)$ and $\Omega^{\prime}$ is an open subset of $\Omega$, then one defines $\left.T\right|_{\Omega^{\prime}}$ as follows. Let $\varphi \in \mathcal{D}\left(\Omega^{\prime}\right)$ and let $\widetilde{\varphi} \in \mathcal{D}(\Omega)$ be equal to $\varphi$ on $\Omega^{\prime}$ and to 0 on $\Omega \backslash \Omega^{\prime}$. It follows that

$$
\Psi(\varphi)=\langle\widetilde{\varphi}, T\rangle_{H_{0}^{m}(\Omega), H^{-m}(\Omega)}
$$

defines a distribution $\Psi \in \mathcal{D}^{\prime}\left(\Omega^{\prime}\right)$. Since $\|\tilde{\varphi}\|_{H_{0}^{m}\left(\Omega^{\prime}\right)} \leq\|\varphi\|_{H_{0}^{m}(\Omega)}$, it follows that $\Psi \in H^{-m}\left(\Omega^{\prime}\right)$, and one sets $\left.T\right|_{\Omega^{\prime}}=\Psi$. It is clear that the operator

$$
\dot{P}_{\Omega^{\prime}}:\left\{\begin{array}{l}
H^{-m}(\Omega) \rightarrow H^{-m}\left(\Omega^{\prime}\right) \\
\left.T \mapsto T\right|_{\Omega^{\prime}}
\end{array}\right.
$$

is linear and continuous, and is consistent with the usual restriction of functions.
(v) For every multi-index $\alpha$ of length $j, D^{\alpha}$ is a bounded operator from $H^{-m}(\Omega)$ to $H^{-m-j}(\Omega)$ for every $m \in \mathbb{N}$. Since also $D^{\alpha}$ is bounded from $H^{k}(\Omega)$ to $H^{k-j}(\Omega)$ for every $k \geq j$, it follows easily that for every $k \in \mathbb{Z}, D^{\alpha}$ is bounded from $H^{k}(\Omega)$ to $H^{k-j}(\Omega)$.
(vi) In particular, $\Delta$ defines a linear, continuous operator $H^{1}(\Omega) \rightarrow H^{-1}(\Omega)$. Note that for $u \in H^{1}(\Omega)$, the linear form $\Delta u \in H^{-1}(\Omega)$ on $H_{0}^{1}(\Omega)$ is defined by

$$
\langle\Delta u, v\rangle=-\operatorname{Re} \int_{\Omega} \nabla u(x) \overline{\nabla v(x)} d x \quad \text { for } v \in H_{0}^{1}(\Omega)
$$

This is clear for $v \in \mathcal{D}(\Omega)$ and follows by density for $v \in H_{0}^{1}(\Omega)$.
Consider now an open interval $I \subset \mathbb{R}$ and a Banach space $X$, equipped with the norm $\left\|\|\right.$. We denote by $\mathcal{D}^{\prime}(I, X)$ the space of linear, continuous mappings $\mathcal{D}(I) \rightarrow X$, where $X$ is equipped with the weak topology. It is called the space of $X$-valued distributions on $I$. An element $f \in L_{\mathrm{loc}}^{1}(I, X)$ defines a distribution $T_{f} \in \mathcal{D}^{\prime}(I, X)$ by the formula

$$
\left\langle T_{f}, \varphi\right\rangle=\int_{I} f(t) \varphi(t) d t \quad \text { for every } \varphi \in \mathcal{D}(I)
$$

One defines the $n^{\text {th }}$ derivative $T^{(n)}$ (or $\frac{d^{n} T}{d t^{n}}$ ) of a distribution $T$ by the formula

$$
\left\langle T^{n}, \varphi\right\rangle=(-1)^{n} \int_{I} f(t) \frac{d^{n} \varphi(t)}{d t^{n}} d t \quad \text { for every } \varphi \in \mathcal{D}(I)
$$

For $1 \leq p \leq \infty$, we denote by $W^{1, p}(I, X)$ the set of (classes of) functions $f \in L^{p}(I, X)$ such that $f^{\prime} \in L^{p}(I, X)$, in the sense of $\mathcal{D}^{\prime}(I, X)$. For $f \in W^{1, p}(I, X)$, we set

$$
\|f\|_{W^{1, p}(I, X)}=\|f\|_{L^{p}(I, X)}+\left\|f^{\prime}\right\|_{L^{p}(I, X)}
$$

When there is no risk of confusion, we denote $\left\|\|_{W^{1, p}(I, X)}\right.$ by $\| \|_{W^{1, p}(I)}$ or $\left\|\|_{W^{1, p}}\right.$.
Remark 1.3.9. The space $W^{1, p}(I, X)$ enjoys many properties of the space $W^{1, p}(I)=W^{1, p}(I, \mathbb{R})$, with essentially the same proofs. Here are some of them.
(i) $\left\|\|_{W^{1, p}(I, X)}\right.$ is a norm on the space $W^{1, p}(I, X)$. The space $W^{1, p}(I, X)$ equipped with the norm $\left\|\|_{W^{1, p}(I, X)}\right.$ is a Banach space.
(ii) Let $f \in L^{p}(I, X)$. If $f \in W^{1, p}(J, X)$ for all $J \Subset I$ and if $\left\|f^{\prime}\right\|_{L^{p}(J, X)} \leq C$ for some $C$ independent of $J$, then $f \in W^{1, p}(I, X)$ and $\left\|f^{\prime}\right\|_{L^{p}(I, X)} \leq C$.
(iii) If $Y$ is a Banach space and if $A \in \mathcal{L}(X, Y)$, then for every $f \in W^{1, p}(I, X)$, $A f \in W^{1, p}(I, Y)$, and

$$
\|A f\|_{W^{1, p}(I, Y)} \leq\|A\|_{\mathcal{L}(X, Y)}\|f\|_{W^{1, p}(I, X)} .
$$

In particular, if $X \hookrightarrow Y$ and if $f \in W^{1, p}(I, X)$, then $f \in W^{1, p}(I, Y)$ (let $A$ be the embedding).
If $I$ is an interval of $\mathbb{R}$, one defines the space $W_{\mathrm{loc}}^{1, p}(I, X)$ as the set of functions $f: I \rightarrow X$ such that $\left.f\right|_{J} \in W^{1, p}(J, X)$ for all open, bounded intervals $J \subset I$.

Theorem 1.3.10. If $1 \leq p \leq \infty$ and $f \in L^{p}(I, X)$, then the following properties are equivalent.
(i) $f \in W^{1, p}(I, X)$.
(ii) There exists $g \in L^{p}(I, X)$ such that $f(t)=f(s)+\int_{s}^{t} g(\sigma) d \sigma$ for a.a. $s, t \in I$.
(iii) $f$ is weakly absolutely continuous (hence weakly differentiable a.e.) and $f^{\prime}$ (in the sense of the a.e. weak derivative) is in $L^{p}(I, X)$.
In addition, if $f$ satisfies these properties, then the derivatives of $f$ in the senses of $\mathcal{D}^{\prime}(I, X)$ and almost everywhere coincide and one may let $g=f^{\prime}$ in (ii).

Remark 1.3.11. It follows easily from the above result that

$$
W^{1,1}(I, X) \hookrightarrow C_{\mathrm{b}, \mathrm{u}}(\bar{I}, X)
$$

and that if $p>1$, then $W^{1, p}(I, X) \hookrightarrow C^{0, \alpha}(\bar{I}, X)$ with $\alpha=\frac{p-1}{p}$.
The following result is also quite useful.
Proposition 1.3.12. Assume $X$ is reflexive and let $f \in L^{p}(I, X)$. It follows that $f \in W^{1, p}(I, X)$ iff there exist $\varphi \in L^{p}(I)$ and a set $N$ of measure 0 such that

$$
\|f(t)-f(s)\| \leq\left|\int_{s}^{t} \varphi(\sigma) d \sigma\right| \quad \text { for all } t, s \in I \backslash N .
$$

In this case, $\left\|f^{\prime}\right\|_{L^{p}(I, X)} \leq\|\varphi\|_{L^{p}(I)}$.
Remark 1.3.13. Applying Proposition 1.3.12, one can show the following results:
(i) Assume that $X$ is reflexive and let $f: I \rightarrow X$ be Lipschitz continuous and bounded. It follows that $f \in W^{1, \infty}(I, X)$ and $\left\|f^{\prime}\right\|_{L^{\infty}(I, X)} \leq L$, where $L$ is the Lipschitz constant of $f$.
(ii) Assume that $X$ is reflexive and that $1<p \leq \infty$. Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a bounded sequence of $W^{1, p}(I, X)$ and let $f: I \rightarrow X$ be such that $f_{n}(t) \rightharpoonup f(t)$ in $X$ as $n \rightarrow \infty$ for a.a. $t \in I$. It follows that $f \in W^{1, p}(I, X)$ and $\|f\|_{W^{1, p}(I, X)} \leq$ $\liminf _{n \rightarrow \infty}\left\|f_{n}\right\|_{W^{1, p}(I, X)}$.
(iii) Assume that $X$ is reflexive, $1<p \leq \infty$, and let $f \in L^{p}(I, X)$. If $\exists K$ such that for all $J \Subset I$ and all $|h|<\operatorname{dist}(\bar{J}, \partial I),\|f(\cdot+h)-f(\cdot)\|_{L^{p}(J, X)} \leq K|h|$, then $f \in W^{1, p}(I, X)$ and $\left\|f^{\prime}\right\|_{L^{p}(I, X)} \leq K$.

Proposition 1.3.14. Let $I$ be a bounded interval of $\mathbb{R}$, let $m$ be a nonnegative integer, let $\Omega$ be an open subset of $\mathbb{R}^{N}$, and let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a bounded sequence of $L^{\infty}\left(I, H_{0}^{1}(\Omega)\right) \cap W^{1, \infty}\left(I, H^{-m}(\Omega)\right)$.
(i) There exist $f \in L^{\infty}\left(I, H_{0}^{1}(\Omega)\right) \cap W^{1, \infty}\left(I, H^{-m}(\Omega)\right)$ and some subsequence $\left(f_{n_{k}}\right)_{k \in \mathbb{N}}$ such that for every $t \in \bar{I}, f_{n_{k}}(t) \rightharpoonup f(t)$ in $H_{0}^{1}(\Omega)$ as $k \rightarrow \infty$.
(ii) If $\left\|f_{n_{k}}(t)\right\|_{L^{2}} \rightarrow\|f(t)\|_{L^{2}}$ as $k \rightarrow \infty$, uniformly on $I$, then also $f_{n_{k}} \rightarrow f$ in $C\left(\bar{I}, L^{2}(\Omega)\right)$ as $k \rightarrow \infty$.
(iii) If $\left(f_{n}\right)_{n \in \mathbb{N}} \subset C\left(\bar{I}, H_{0}^{1}(\Omega)\right)$ and $\left\|f_{n_{k}}(t)\right\|_{H^{1}} \rightarrow\|f(t)\|_{H^{1}}$ as $k \rightarrow \infty$, uniformly on $I$, then also $f \in C\left(\bar{I}, H_{0}^{1}(\Omega)\right)$ and $f_{n_{k}} \rightarrow f$ in $C\left(\bar{I}, H_{0}^{1}(\Omega)\right)$ as $k \rightarrow \infty$.

Proof. Part (i) follows from Proposition 1.1.2(i) applied with $X=H_{0}^{1}(\Omega)$ and $Y=H^{-m}(\Omega)$ and from Remark 1.3.13(ii) (note that $\left(f_{n}\right)_{n \in \mathbb{N}}$ is uniformly equicontinuous in $Y$ by Remark 1.3.11). Part (ii) follows from Proposition 1.1.2(ii) applied with $X=H_{0}^{1}(\Omega), Y=H^{-m}(\Omega)$, and $B=L^{2}(\Omega)$. Part (iii) follows from Proposition 1.1.2(ii) applied with $X=B=H_{0}^{1}(\Omega)$ and $Y=H^{-m}(\Omega)$.

One can define higher-order vector-valued Sobolev spaces as follows: For $m \in \mathbb{N}$, set

$$
W^{m, p}(I, X)=\left\{f \in L^{p}(I, X): \frac{d^{j} f}{d t^{j}} \in L^{p}(I, X) \text { for all } j \in\{1, \ldots, m\}\right\}
$$

It is clear that

$$
W^{m, p}(I, X)=\left\{f \in W^{1, p}(I, X): \frac{d^{j} f}{d t^{j}} \in W^{1, p}(I, X) \text { for all } j \in\{1, \ldots, m-1\}\right\}
$$

so that $W^{m, 1}(I, X) \hookrightarrow C_{\mathrm{b}, \mathrm{u}}^{m-1}(\bar{I}, X)$ and $W^{m, p}(I, X) \hookrightarrow C^{m-1, \alpha}(\bar{I}, X)$ with $\alpha=\frac{p-1}{p}$, if $p>1$.

### 1.4. Sobolev and Besov Spaces on $\mathbb{R}^{N}$

For more detail, see, for example, Adams [3], Bergh and Löfström [28], the appendix to Ginibre and Velo [140], Lemarié-Rieusset [225], Shatah and Struwe [312], and Triebel [337, 338].

It is convenient to consider a function $\eta \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$ such that

$$
\eta(\xi)= \begin{cases}1 & \text { if }|\xi| \leq 1  \tag{1.4.1}\\ 0 & \text { if }|\xi| \geq 2\end{cases}
$$

and to define the sequence $\left(\psi_{j}\right)_{j \in \mathbb{Z}} \subset \mathcal{S}\left(\mathbb{R}^{N}\right)$ by

$$
\begin{equation*}
\psi_{j}(\xi)=\eta\left(\frac{\xi}{2^{j}}\right)-\eta\left(\frac{\xi}{2^{j-1}}\right) \tag{1.4.2}
\end{equation*}
$$

in order to define the Littlewood-Paley decomposition. We see that

$$
\operatorname{supp} \psi_{j} \subset\left\{2^{j-1} \leq|\xi| \leq 2^{j+1}\right\}
$$

and that

$$
\sum_{j=-\infty}^{+\infty} \psi_{j}(\xi)= \begin{cases}1 & \text { if } \xi \neq 0 \\ 0 & \text { if } \xi=0\end{cases}
$$

where the above sum contains at most two nonzero terms.
Given $s \in \mathbb{R}$, one defines

$$
H^{s}\left(\mathbb{R}^{N}\right)=\left\{u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right):\left(1+|\xi|^{2}\right)^{\frac{s}{2}} \widehat{u} \in L^{2}\left(\mathbb{R}^{N}\right)\right\}
$$

and

$$
\|u\|_{H^{s}}=\left\|\left(1+|\xi|^{2}\right)^{\frac{s}{2}} \widehat{u}\right\|_{L^{2}} .
$$

It is clear that $H^{s}\left(\mathbb{R}^{N}\right)$ is a Hilbert space and it follows easily from Plancherel's formula that the above definitions are consistent with those of Section 1.3. More generally, one defines

$$
H^{s, p}\left(\mathbb{R}^{N}\right)=\left\{u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right): \mathcal{F}^{-1}\left[\left(1+|\xi|^{2}\right)^{\frac{s}{2}} \widehat{u}\right] \in L^{p}\left(\mathbb{R}^{N}\right)\right\}
$$

and

$$
\|u\|_{H^{s, p}}=\left\|\mathcal{F}^{-1}\left[\left(1+|\xi|^{2}\right)^{\frac{s}{2}} \widehat{u}\right]\right\|_{L^{p}}
$$

for $1 \leq p \leq \infty$ and $s \in \mathbb{R}$, so that $H^{s, p}\left(\mathbb{R}^{N}\right)$ is a Banach space (reflexive if $1<p<\infty)$.

REMARK 1.4.1. Here are some fundamental properties of the space $H^{s, p}\left(\mathbb{R}^{N}\right)$.
(i) $H^{s, 2}\left(\mathbb{R}^{N}\right)=H^{s}\left(\mathbb{R}^{N}\right)$ and $H^{0, p}\left(\mathbb{R}^{N}\right)=L^{p}\left(\mathbb{R}^{N}\right)$ (same norms).
(ii) $H^{s_{1}, p}\left(\mathbb{R}^{N}\right) \hookrightarrow H^{s_{2}, p}\left(\mathbb{R}^{N}\right)$ if $s_{1} \geq s_{2}$.
(iii) If $p<\infty$, then $\left[H^{s, p}\left(\mathbb{R}^{N}\right)\right]^{\star}=H^{-s, p^{\prime}}\left(\mathbb{R}^{N}\right)$ (see corollary 6.2 .8 in [28]).
(iv) It follows from Mihlin's multiplier theorem (see theorem 6.1.6 in [28]) that if $m$ is a nonnegative integer and $1<p<\infty$, then $W^{m, p}\left(\mathbb{R}^{N}\right)=H^{m, p}\left(\mathbb{R}^{N}\right)$ with equivalent norms. By (iii), we also have $W^{m, p}\left(\mathbb{R}^{N}\right)=H^{m, p}\left(\mathbb{R}^{N}\right)$ when $m$ is a negative integer.
(v) Sobolev's embedding: $H^{s, p}\left(\mathbb{R}^{N}\right) \hookrightarrow H^{s_{1}, p_{1}}\left(\mathbb{R}^{N}\right)$ if $s-N / p=s_{1}-N / p_{1}$ and $1<p \leq p_{1}<\infty, s_{1}, s_{2} \in \mathbb{R}$ (see theorem 6.5.1 in [28]). In particular, if $1 \leq p<\infty$ and $0<s<N / p$, then

$$
H^{s, p}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{\frac{p N}{N-s p}}\left(\mathbb{R}^{N}\right)
$$

Moreover, $H^{s, p}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{\infty}\left(\mathbb{R}^{N}\right)$ if $p>1$ and $s>N / p$. See remark 2, p. 206 in [337].

We now define the Besov space $B_{p, q}^{s}\left(\mathbb{R}^{N}\right)$ for $1 \leq p, q \leq \infty$ and $s \in \mathbb{R}$ by

$$
B_{p, q}^{s}\left(\mathbb{R}^{N}\right)=\left\{u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right):\|u\|_{B_{p, q}^{s}}<\infty\right\}
$$

with

$$
\|u\|_{B_{\hat{p}, q}^{s}}=\left\|\mathcal{F}^{-1}(\eta \widehat{u})\right\|_{L^{p}\left(\mathbb{R}^{N}\right)}+ \begin{cases}\left(\sum_{j=1}^{\infty}\left(2^{s j}\left\|\mathcal{F}^{-1}\left(\psi_{j} \widehat{u}\right)\right\|_{L^{p}\left(\mathbb{R}^{N}\right)}\right)^{q}\right)^{1 / q} & \text { if } q<\infty \\ \sup _{j \geq 1} 2^{s j}\left\|\mathcal{F}^{-1}\left(\psi_{j} \widehat{u}\right)\right\|_{L^{p}\left(\mathbb{R}^{N}\right)} & \text { if } q=\infty\end{cases}
$$

where the functions $\eta$ and $\psi_{j}$ satisfy (1.4.1)-(1.4.2). It is understood that if $f \in$ $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ and $1 \leq p \leq \infty$, then $\|f\|_{L^{p}}$ is the $L^{p}$ norm of $f$ if $f \in L^{p}\left(\mathbb{R}^{N}\right)$ and is $+\infty$ otherwise.

REMARK 1.4.2. Here are some fundamental properties of the space $B_{p, q}^{s}\left(\mathbb{R}^{N}\right)$.
(i) $B_{p, q}^{s}\left(\mathbb{R}^{N}\right)$ is independent of the choice of the function $\eta$ satisfying (1.4.1) and two different choices of $\eta$ yield two equivalent norms.
(ii) $B_{p, q}^{s}\left(\mathbb{R}^{N}\right)$ is a Banach space. Moreover, $B_{p, q}^{s}\left(\mathbb{R}^{N}\right)$ is isomorphic to a closed subspace of $\ell^{q}\left(\mathbb{N}, L^{p}\left(\mathbb{R}^{N}\right)\right)$, so that $B_{p, q}^{s}\left(\mathbb{R}^{N}\right)$ is reflexive if $1<p, q<\infty$.
(iii) $B_{p, q}^{s_{1}}\left(\mathbb{R}^{N}\right) \hookrightarrow B_{p, q}^{s_{2}}\left(\mathbb{R}^{N}\right)$ if $s_{1} \geq s_{2}$; and $B_{p, q_{1}}^{s}\left(\mathbb{R}^{N}\right) \hookrightarrow B_{p, q_{2}}^{s}\left(\mathbb{R}^{N}\right)$ if $1 \leq q_{1} \leq q_{2} \leq \infty$.
(iv) If $p, q<\infty$, then $\left[B_{p, q}^{s}\left(\mathbb{R}^{N}\right)\right]^{*}=B_{p^{\prime}, q^{\prime}}^{-s}\left(\mathbb{R}^{N}\right)$ (see Corollary 6.2 .8 in [28]).
(v) Sobolev's embedding (see theorem 6.5.1 in $[28]$ ): $B_{p, q}^{s}\left(\mathbb{R}^{N}\right) \hookrightarrow B_{p_{1}, q_{1}}^{s_{1}}\left(\mathbb{R}^{N}\right)$ if $s-N / p=s_{1}-N / p_{1}$ and $1 \leq p \leq p_{1} \leq \infty, 1 \leq q \leq q_{1} \leq \infty, s_{1}, s_{2} \in \mathbb{R}$.
REmARK 1.4.3. Here are some relations between the spaces $H^{s, p}\left(\mathbb{R}^{N}\right)$ and $B_{p, q}^{s}\left(\mathbb{R}^{N}\right)$ (see theorem 6.4.5 in [28]).
(i) If $1<p \leq 2$, then $B_{p, p}^{s}\left(\mathbb{R}^{N}\right) \hookrightarrow H^{s, p}\left(\mathbb{R}^{N}\right) \hookrightarrow B_{p, 2}^{s}\left(\mathbb{R}^{N}\right)$.
(ii) If $2 \leq p<\infty$, then $B_{p, 2}^{s}\left(\mathbb{R}^{N}\right) \hookrightarrow H^{s, p}\left(\mathbb{R}^{N}\right) \hookrightarrow B_{p, p}^{s}\left(\mathbb{R}^{N}\right)$.
(iii) In particular, $B_{2,2}^{s}\left(\mathbb{R}^{N}\right)=H^{s, 2}\left(\mathbb{R}^{N}\right)=H^{s}\left(\mathbb{R}^{N}\right)$.

We now introduce the homogeneous Sobolev spaces $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ and $\dot{H}^{s, p}\left(\mathbb{R}^{N}\right)$ and the homogeneous Besov space $\dot{B}_{p, q}^{s}\left(\mathbb{R}^{N}\right)$. In fact, they are rather delicate to define, since they can be considered either as seminormed spaces or as quotient spaces. It will be sufficient for our purpose to define only the (semi-) norms.

Let $\eta$ and $\psi_{j}$ satisfy (1.4.1)-(1.4.2) and let $1 \leq p \leq \infty$ and $s \in \mathbb{R}$. Given $u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$, we set

$$
\|u\|_{\dot{H}^{s, p}}=\left\|\sum_{j=-\infty}^{+\infty} \mathcal{F}^{-1}\left(|\xi|^{s} \psi_{j} \widehat{u}\right)\right\|_{L^{p}\left(\mathbb{R}^{N}\right)}
$$

if the series $\sum_{j=-\infty}^{+\infty} \mathcal{F}^{-1}\left(|\xi|^{s} \psi_{j} \widehat{u}\right)$ is convergent in $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ to a function of $L^{p}\left(\mathbb{R}^{N}\right)$, and $\|u\|_{\dot{H}^{s, p}}=\infty$ otherwise. We define

$$
\|u\|_{\dot{H}^{s}}=\|u\|_{\dot{H}^{s, 2}}
$$

We note that $|\xi|^{s} \psi_{j} \widehat{u} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ so that the definition makes sense. Moreover, if $\widehat{u}$ vanishes in a neighborhood of the origin, then $|\xi|^{s} \widehat{u} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$, and so $\|u\|_{\dot{H}^{s, p}}=$ $\left\|\mathcal{F}^{-1}\left(|\xi|^{s} \widehat{u}\right)\right\|_{L^{p}}$. Finally, we note that $\|u\|_{\dot{H}^{s, p}}=0$ if and only if $\operatorname{supp} \widehat{u}=\{0\}$; i.e., $u$ is a polynomial.

Next, given $s \in \mathbb{R}$ and $1 \leq p, q \leq \infty$, we define for $u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$,

$$
\|u\|_{\dot{B}_{p, q}^{s}}= \begin{cases}\left(\sum_{j=-\infty}^{+\infty}\left(2^{s j}\left\|\mathcal{F}^{-1}\left(\psi_{j} \widehat{u}\right)\right\|_{L^{p}\left(\mathbb{R}^{N}\right)}\right)^{q}\right)^{1 / q} & \text { if } q<\infty \\ \sup _{j \in \mathbb{Z}} 2^{s j}\left\|\mathcal{F}^{-1}\left(\psi_{j} \widehat{u}\right)\right\|_{L^{p}\left(\mathbb{R}^{N}\right)} & \text { if } q=\infty\end{cases}
$$

We again note that $\|u\|_{\dot{B}_{\vec{p}, q}}=0$ if and only if supp $\widehat{u}=\{0\}$; i.e., $u$ is a polynomial.

Remark 1.4.4. Here are some fundamental properties of the semi-norms of $H^{s, p}\left(\mathbb{R}^{N}\right)$ and $B_{p, q}^{s}\left(\mathbb{R}^{N}\right)$.
(i) The semi-norms $\|\cdot\|_{\dot{H}^{s, p}}$ and $\|\cdot\|_{\dot{B}_{\dot{p}, q}}$ are independent of the choice of the function $\eta$ satisfying (1.4.1) in the sense that two different choices of $\eta$ yield two equivalent semi-norms.
(ii) If $s>0$, then $\|u\|_{B_{p, q}^{s}} \approx\|u\|_{L^{p}}+\|u\|_{B_{p, q}^{s}}$ (see theorem 6.3.2 in [28]).
(iii) If $0<s<1$, then

$$
\|u\|_{\dot{B}_{p, q}^{s}} \approx \begin{cases}\left(\int_{0}^{\infty}\left(t^{-s} \sup _{|y| \leq t}\|u(\cdot-y)-u(\cdot)\|_{L^{p}\left(\mathbb{R}^{N}\right)}\right)^{q} \frac{d t}{t}\right)^{1 / q} & \text { if } q<\infty \\ \sup _{t>0} t^{-s} \sup _{|y| \leq t}\|u(\cdot-y)-u(\cdot)\|_{L^{p}\left(\mathbb{R}^{N}\right)} & \text { if } q=\infty\end{cases}
$$

There are also similar (though more complicated) formulas for $s \geq 1$ (see theorem 6.3.1 in [28]).

### 1.5. Elliptic Equations

Consult, for example, Agmon, Douglis, and Nirenberg [4], Brezis [43], Brezis and Cazenave [44], Gilbarg and Trudinger [127], J.-L. Lions [231], Lions and Magenes [232], and Nirenberg [272].

We recall below some of the results that we will use in the following sections. In all this section we consider an open subset $\Omega \subset \mathbb{R}^{N}$. We equip $H^{-1}(\Omega)$ with the dual norm, that is

$$
\|u\|_{H^{-1}}=\sup \left\{\langle u, v\rangle, v \in H_{0}^{1}(\Omega),\|v\|_{H_{0}^{1}}=1\right\} .
$$

We recall that (by Lax-Milgram's lemma) for every $f \in H^{-1}(\Omega)$, there exists a unique element $u \in H_{0}^{1}(\Omega)$ such that

$$
-\Delta u+u=f \quad \text { in } H^{-1}(\Omega)
$$

In addition,

$$
\|f\|_{H^{-1}}=\|u\|_{H_{0}^{1}} .
$$

It follows in particular that $\Delta-I$ defines an isometry from $H_{0}^{1}(\Omega)$ onto $H^{-1}(\Omega)$.
By the same method, one shows also that for every $\lambda>0$ and every $f \in H^{-1}(\Omega)$, there exists a unique element $u \in H_{0}^{1}(\Omega)$ such that

$$
-\Delta u+\lambda u=f \quad \text { in } H^{-1}(\Omega)
$$

$\|f\|\|=\| u \|_{H_{0}^{1}(\Omega)}$ defines an equivalent norm on $H^{-1}(\Omega)$ and $\lambda\|u\|_{H^{-1}} \leq\|f\|_{H^{-1}}$. If $f \in L^{2}(\Omega)$, then $\Delta u \in L^{2}(\Omega)$, the equation makes sense in $L^{2}(\Omega)$, and $\lambda\|u\|_{L^{2}(\Omega)} \leq$ $\|f\|_{L^{2}(\Omega)}$.

One shows also that if $\Omega$ has a $C^{2}$ boundary and if $f \in L^{2}(\Omega)$, then $u \in H^{2}(\Omega)$ and $\|u\|_{H^{2}} \leq C\|f\|_{L^{2}}$. In particular, $-\Delta+I$ is an isomorphism from $H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$ onto $L^{2}(\Omega)$. Concerning $L^{p}$ estimates, we have the following result.

Proposition 1.5.1. Let $\lambda>0, u \in H_{0}^{1}(\Omega)$, and $f \in H^{-1}(\Omega)$ satisfy $-\Delta u+\lambda u=f$. If $f \in L^{p}(\Omega)$ for some $p \in[1, \infty)$, then $u \in L^{p}(\Omega)$ and $\lambda\|u\|_{L^{p}} \leq\|f\|_{L^{p}}$.

Proof. Let $\varphi:(0, \infty) \rightarrow[0, \infty)$ be smooth. Assume further that $\varphi(s)$ and $s \varphi^{\prime}(s)$ are bounded on $(0, \infty)$ and that $\varphi, \varphi^{\prime} \geq 0$. It follows that $\varphi(|u|) u \in H_{0}^{1}(\Omega)$ for all $H_{0}^{1}(\Omega)$ (see Remark 1.3.1 (v)). Moreover, one easily verifies the following identity.

$$
\operatorname{Re}(\nabla u \cdot \nabla(\varphi(|u|) \bar{u}))=\varphi(|u|)|\nabla u|^{2}+\frac{\varphi^{\prime}(|u|)}{|u|}|\operatorname{Re}(u \overline{\nabla u})|^{2} \quad \text { a.e. }
$$

In particular, $\langle-\Delta u, \varphi(|u|) u\rangle_{H^{-1}, H_{0}^{1}} \geq 0$. Taking the $H^{-1}-H^{1}$ product of the equation $-\Delta u+\lambda u=f$ with $\varphi(|u|) u$, we deduce that

$$
\lambda \int_{\Omega}|u|^{2} \varphi(|u|) \leq \int_{\Omega}|f||u| \varphi(|u|)
$$

If $\varphi(s) \leq s^{p-2}$ for some $p \in[1, \infty)$, then $|u| \varphi(|u|) \leq\left(|u|^{2} \varphi(|u|)\right)^{\frac{p-1}{p}}$; and so, by Hölder's inequality,

$$
\begin{equation*}
\lambda^{p} \int_{\Omega}|u|^{2} \varphi(|u|) \leq \int_{\Omega}|f|^{p} \tag{1.5.1}
\end{equation*}
$$

For $p \leq 2$ and $\varepsilon>0$, let $\varphi(s)=\left(\varepsilon+s^{2}\right)^{\frac{p-2}{2}}$. By (1.5.1),

$$
\lambda^{p} \int_{\Omega}|u|^{2}\left(\varepsilon+|u|^{2}\right)^{\frac{p-2}{2}} \leq \int_{\Omega}|f|^{p}
$$

Letting $\varepsilon \downarrow 0$ and applying Fatou's lemma, we see that $u \in L^{p}$ and $\lambda\|u\|_{L^{p}} \leq\|f\|_{L^{p}}$. For $2 \leq p<\infty$ and $\varepsilon>0$, let

$$
4 \varphi(s)=\left(\frac{s^{2}}{1+\varepsilon s^{2}}\right)^{\frac{p-2}{2}}
$$

It follows from (1.5.1) that

$$
\lambda^{p} \int_{\Omega} \frac{|u|^{p}}{\left(1+\varepsilon|u|^{2}\right)^{\frac{p-2}{2}}} \leq \int_{\Omega}|f|^{p} .
$$

Letting $\varepsilon \downarrow 0$ and applying Fatou's lemma, we obtain $u \in L^{p}$ and $\lambda\|u\|_{L^{p}} \leq\|f\|_{L^{p}}$.
Next, we recall some convergence results. Given $\varepsilon>0$, we define the operator $J_{\varepsilon}$ on $H^{-1}(\Omega)$ by

$$
J_{\varepsilon} u=(I-\varepsilon \Delta)^{-1}
$$

In other words, for every $f \in H^{-1}(\Omega), u_{\varepsilon}=J_{\varepsilon} f \in H_{0}^{1}(\Omega)$ is the unique solution of $u_{\varepsilon}-\varepsilon \Delta u_{\varepsilon}=f$. We deduce from what precedes that $\left\|J_{\varepsilon} f\right\|_{X} \leq\|f\|_{X}$ whenever $X=H_{0}^{1}(\Omega), L^{2}(\Omega), H^{-1}(\Omega)$, or $X=L^{p}(\Omega)$ for $1 \leq p<\infty$. In particular, $J_{\varepsilon}$ can be extended by continuity to an operator of $\mathcal{L}(X)$ with $\left\|J_{\varepsilon}\right\|_{\mathcal{L}(X)} \leq 1$. Furthermore, we have the following result.

Proposition 1.5.2. If $X$ is either of the spaces $H_{0}^{1}(\Omega), L^{2}(\Omega), H^{-1}(\Omega)$, or $L^{p}(\Omega)$ for $1<p<\infty$, then:
(i) $\left\langle J_{\varepsilon} f, g\right\rangle_{X, X^{*}}=\left\langle f, J_{\varepsilon} g\right\rangle_{X, X^{*}}$ for all $f \in X, g \in X^{\star}$.
(ii) $J_{\varepsilon} f \rightarrow f$ in $X$ as $\varepsilon \downarrow 0$ for every $f \in X$.
(iii) If $f_{\varepsilon}$ is bounded in $X$ as $\varepsilon \downarrow 0$, then $J_{\varepsilon} f_{\varepsilon}-f_{\varepsilon} \rightharpoonup 0$ in $X$ as $\varepsilon \downarrow 0$.

Proof. (i) Let $f, g \in \mathcal{D}(\Omega)$ and let $u=J_{\varepsilon} f, v=J_{\varepsilon} g$. It follows that

$$
\begin{aligned}
\left\langle J_{\varepsilon} f, g\right\rangle_{X, X^{*}} & =\left\langle J_{\varepsilon} f, g\right\rangle_{L^{2}}=\langle u,-\varepsilon \Delta v+v\rangle_{L^{2}} \\
& =\langle-\varepsilon \Delta u+u, v\rangle_{L^{2}}=\left\langle f, J_{\varepsilon} g\right\rangle_{L^{2}}=\left\langle f, J_{\varepsilon} g\right\rangle_{X, X^{*}} .
\end{aligned}
$$

(i) follows by density of $\mathcal{D}(\Omega)$ in $X$.
(ii) By density, we may assume $f \in \mathcal{D}(\Omega)$. Let $u_{\varepsilon}=J_{\varepsilon} f$. One easily verifies that

$$
u_{\varepsilon}-f=J_{\varepsilon}(f-(I-\varepsilon \Delta) f)=\varepsilon J_{\varepsilon} \Delta f,
$$

and so

$$
\left\|u_{\varepsilon}-f\right\|_{H^{-1}} \leq \varepsilon\|\Delta f\|_{H^{-1}} \underset{\varepsilon \downarrow 0}{\longrightarrow} 0
$$

Hence (ii) is proven for $X=H^{-1}(\Omega)$. Furthermore, $u_{\varepsilon}$ is bounded in $H_{0}^{1}(\Omega)$, and it follows from Remark 1.3 .8 (iii) that

$$
\left\|u_{\varepsilon}-f\right\|_{L^{2}}^{2} \leq\left\|u_{\varepsilon}-f\right\|_{H^{1}}\left\|u_{\varepsilon}-f\right\|_{H^{-1}} \leq C \varepsilon^{\frac{1}{2}} \underset{\varepsilon \nmid 0}{\longrightarrow} 0
$$

Hence (ii) is proven for $X=L^{2}(\Omega)$. Finally, one easily verifies that ( $\left.I-\Delta\right) u_{\varepsilon}=$ $J_{\varepsilon}(I-\Delta) f$. Therefore, from the result for $X=H^{-1}(\Omega)$, we deduce that $(I-\Delta) u_{\varepsilon} \rightarrow$ (I- $\Delta) f$ in $H^{-1}(\Omega)$, which implies that $u_{\varepsilon} \rightarrow u$ in $H_{0}^{1}(\Omega)$. Hence (ii) is established for $X=H_{0}^{1}(\Omega)$. Finally, let $1 \leq q<p<r<\infty$. It follows from Hölder's inequality that

$$
\left\|u_{\varepsilon}-f\right\|_{L^{p}} \leq\left\|u_{\varepsilon}-f\right\|_{L^{q}}^{\frac{q(r-p)}{p(r-q)}}\left\|u_{\varepsilon}-f\right\|_{L^{r}}^{\frac{r(p-q)}{p(r-q)}}
$$

Note that $\left\|u_{\varepsilon}-f\right\|_{L^{r}} \leq\left\|u_{\varepsilon}\right\|_{L^{r}}+\|f\|_{L^{r}} \leq 2\|f\|_{L^{r}}$. If $p>2$, we let $q=2$ and we obtain

$$
\left\|u_{\varepsilon}-f\right\|_{L^{p}} \leq\left\|u_{\varepsilon}-f\right\|_{L^{2}}^{\frac{2(r-p)}{p(r-2)}}\left(2\|f\|_{L^{r}}\right)^{\frac{r(p-2)}{p(r-2)}} \underset{\varepsilon\rfloor 0}{\longrightarrow} 0
$$

If $p<2$, we let $r=2$ and we obtain a similar conclusion. This completes the proof of (ii)
(iii) Let $u_{\varepsilon}=J_{\varepsilon} f_{\varepsilon}$. We know that $u_{\varepsilon}$ is bounded in $X$; and so it suffices to show that $u_{\varepsilon}-f_{\varepsilon} \rightarrow 0$ in $\mathcal{D}^{\prime}(\Omega)$. Given $\varphi \in \mathcal{D}(\Omega)$,

$$
\left\langle u_{\varepsilon}-f_{\varepsilon}, \varphi\right\rangle_{\mathcal{D}^{\prime}, \mathcal{D}}=\varepsilon\left\langle u_{\varepsilon}, \Delta \varphi\right\rangle_{\mathcal{D}^{\prime}, \mathcal{D}} \underset{\varepsilon \backslash 0}{ } 0
$$

Hence the result follows.
Suppose now $\Omega=\mathbb{R}^{N}$. Applying the Fourier transform, we see that $u=J_{\varepsilon} f$, being the solution of $u-\varepsilon \Delta u=f$, is given by $\left(1+4 \varepsilon \pi^{2}|\xi|^{2}\right) \widehat{u}=\widehat{f}$. In particular, $J_{\varepsilon}$ can be extended to an operator $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right) \rightarrow \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$. We have the following result.

Proposition 1.5.3. Suppose $\Omega=\mathbb{R}^{N}$ and let $J_{\varepsilon}=(I-\varepsilon \Delta)^{-1}$ for $\varepsilon>0$. Given any $s \in \mathbb{R}$, it follows that $J_{\varepsilon}$ is a contraction of $H^{s}\left(\mathbb{R}^{N}\right)$ and that $J_{\varepsilon} \in$ $\mathcal{L}\left(H^{s}\left(\mathbb{R}^{N}\right), H^{s+2}\left(\mathbb{R}^{N}\right)\right)$ with $\left\|J_{\varepsilon}\right\|_{\mathcal{L}\left(H^{s}, H^{s+2}\right)} \leq \max \left\{1,\left(4 \varepsilon \pi^{2}\right)^{-1}\right\}$.

Proof. Let $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ and $u=J_{\varepsilon} f$, so that $\widehat{u}=\left(1+4 \varepsilon \pi^{2}|\xi|^{2}\right)^{-1} \hat{f}$. We see that $|\widehat{u}| \leq|\widehat{f}|$ and $\left(1+|\xi|^{2}\right)|\widehat{u}| \leq\left(1+|\xi|^{2}\right)\left(1+4 \varepsilon \pi^{2}|\xi|^{2}\right)^{-1}|\widehat{f}| \leq \max \left\{1,\left(4 \varepsilon \pi^{2}\right)^{-1}\right\}|\widehat{f}|$. The result follows from the definition of $H^{s}\left(\mathbb{R}^{N}\right)$ (see Section 1.4).

### 1.6. Semigroups of Linear Operators

Consult, for example, Brezis [43], Brezis and Cazenave [44], Cazenave and Haraux [64, 65], Haraux [158], and Pazy [294].

Let $X$ be a complex Hilbert space with norm $\|\cdot\|_{X}$ and sesquilinear form $\langle\cdot, \cdot\rangle_{X}$. We consider $X$ as a real Hilbert space with the scalar product $(x, y)_{X}=\operatorname{Re}\langle x, y\rangle_{X}$.

Let $A: D(A) \subset X \rightarrow X$ be a $\mathbb{C}$-linear operator. Assume that $A$ is self-adjoint (so that $D(A)$ is a dense subset of $X$ ) and that $A \leq 0$ (i.e., $(A x, x) \leq 0$ for all $x \in D(A))$. $A$ generates a self-adjoint semigroup of contractions $(S(t))_{t \geq 0}$ on $X$. $D(A)$ is a Hilbert space when equipped with the scalar product

$$
(x, y)_{D(A)}=(A x, A y)_{X}+(x, y)_{X}
$$

corresponding to the norm $\|u\|_{D(A)}^{2}=\|A u\|_{X}^{2}+\|u\|_{X}^{2}$ and $D(A) \hookrightarrow X \hookrightarrow(D(A))^{\star}$, all the embeddings being dense. We denote by $X_{A}$ the completion of $D(A)$ for the norm $\|x\|_{X_{A}}^{2}=\|x\|_{X}^{2}-(A x, x)_{X} . X_{A}$ is also a Hilbert space with the scalar product defined by $(x, y)_{A}=(x, y)_{X}-(A x, y)_{X}$ for $x, y \in D(A)$. It follows that

$$
D(A) \hookrightarrow X_{A} \hookrightarrow X \hookrightarrow X_{A}^{\star} \hookrightarrow(D(A))^{\star},
$$

all the embeddings being dense. Furthermore, it is easily shown that $A$ can be extended to a self-adjoint operator $\bar{A}$ on $(D(A))^{\star}$ with domain $X$. We have $\left.\bar{A}\right|_{D(A)}=A,\left.\bar{A}\right|_{D(A)} \in \mathcal{L}(D(A), X),\left.\bar{A}\right|_{X_{A}} \in \mathcal{L}\left(X_{A}, X_{A}^{\star}\right)$, and $\left.\bar{A}\right|_{X} \in \mathcal{L}\left(X,(D(A))^{\star}\right)$.

Since $A$ is self-adjoint, $i A: D(A) \subset X \rightarrow X$ defined by $(i A) x=i A x$ for $x \in D(A)$ is also $\mathbb{C}$-linear and is skew-adjoint. In particular, $i A$ generates a group of isometries $(\mathcal{T}(t))_{t \in \mathbb{R}}$ on $X$. We deduce easily from the skew-adjointness of $i A$ that

$$
\mathcal{T}(t)^{\star}=\mathfrak{T}(-t) \quad \text { for every } t \in \mathbb{R} .
$$

We know that for every $x \in D(A), u(t)=\mathfrak{T}(t) x$ is the unique solution of the problem

$$
\left\{\begin{array}{l}
u \in C(\mathbb{R}, D(A)) \cap C^{1}(\mathbb{R}, X) \\
i \frac{d u}{d t}+A u=0 \text { for all } t \in \mathbb{R} \\
u(0)=x
\end{array}\right.
$$

Moreover,

$$
\|u(t+h)-u(t)\| \leq|h|\|A x\| \quad \text { for all } t, x \in \mathbb{R} .
$$

Next, it follows easily from the preceding observations that $(\mathcal{T}(t))_{t \in \mathbb{R}}$ can be extended to a group of isometries $(\overline{\mathcal{T}}(t))_{t \in \mathbb{R}}$ on $(D(A))^{\star}$, which is the group generated by the skew-adjoint operator $i \bar{A} . \overline{\mathcal{T}}(t)$ coincides with $\mathcal{T}(t)$ on $X$, and $(\overline{\mathcal{T}}(t))_{t \in \mathbb{R}}$ restricted to any of the spaces $X_{A}^{\star}, X, X_{A}, D(A)$ is a group of isometries. For convenience, we use the same notation for $\mathcal{T}(t)$ and $\overline{\mathcal{T}}(t)$. We know that for every $x \in X, u(t)=\mathscr{T}(t) x$ is the unique solution of the problem

$$
\left\{\begin{array}{l}
u \in C(\mathbb{R}, X) \cap C^{1}\left(\mathbb{R},(D(A))^{\star}\right) \\
i \frac{d u}{d t}+\bar{A} u=0 \quad \text { for all } t \in \mathbb{R} \\
u(0)=x
\end{array}\right.
$$

In addition, the following regularity properties hold:

$$
\begin{array}{ll}
\text { If } x \in X_{A}, & \text { then } u \in C\left(\mathbb{R}, X_{A}\right) \cap C^{1}\left(\mathbb{R}, X_{A}^{\star}\right) \\
\text { if } x \in D(A), & \text { then } u \in C(\mathbb{R}, D(A)) \cap C^{1}(\mathbb{R}, X)
\end{array}
$$

Concerning the nonhomogeneous problem, we recall that for every $x \in X$ and every $f \in C([0, T], X)$ (where $T \in \mathbb{R}$ ), there exists a unique solution of the problem

$$
\left\{\begin{array}{l}
u \in C([0, T], X) \cap C^{1}\left([0, T],(D(A))^{\star}\right)  \tag{1.6.1}\\
i \frac{d u}{d t}+\bar{A} u+f=0 \quad \text { for all } t \in[0, T] \\
u(0)=x
\end{array}\right.
$$

Indeed, $u \in C([0, T], X)$ is a solution of the above problem if and only if $u$ satisfies

$$
\begin{equation*}
u(t)=\mathcal{T}(t) x+i \int_{0}^{t} \mathcal{T}(t-s) f(s) d s \quad \text { for all } t \in[0, T] \tag{1.6.2}
\end{equation*}
$$

Formula (1.6.2) is known as Duhamel's formula. It is well known that if, in addition, $f \in W^{1,1}((0, T), X)$ or $f \in L^{1}((0, T), D(A))$, then

$$
u \in C([0, T], D(A)) \cap C^{1}([0, T], X)
$$

Remark 1.6.1. For every $x \in(D(A))^{\star}$ and $f \in L^{1}\left((0, T),(D(A))^{\star}\right)$, (1.6.2) defines a function $u \in C\left([0, T],(D(A))^{\star}\right)$. A natural question to ask is under what additional conditions $u$ satisfies an equation of the type (1.6.1). Here are some answers.
(i) If, in addition, $x \in X$ and $\left.u \in W^{1,1}\left((0, T),(D(A))^{\star}\right)\right)$ or $u \in L^{1}((0, T), X)$, then $u$ satisfies (1.6.2) if and only if $u$ satisfies

$$
\left\{\begin{array}{l}
u \in L^{1}((0, T), X) \cap W^{1,1}\left((0, T),(D(A))^{\star}\right) \\
i \frac{d u}{d t}+\bar{A} u+f=0 \quad \text { a.e. on }[0, T] \\
u(0)=x
\end{array}\right.
$$

(ii) If $x \in X$ and $f \in C\left([0, T],(D(A))^{\star}\right)$, and if $\left.u \in C^{1}\left([0, T],(D(A))^{\star}\right)\right)$ or $u \in C([0, T], X)$, then $u$ satisfies (1.6.2) if and only if $u$ satisfies (1.6.1).
(iii) Similarly, if $x \in X_{A}, f \in L^{1}\left([0, T], X_{A}^{\star}\right)$ and if $\left.u \in W^{1,1}\left((0, T), X_{A}^{\star}\right)\right)$ or if $u \in L^{1}\left((0, T), X_{A}\right)$, then $u$ satisfies (1.6.2) if and only if $u$ satisfies

$$
\left\{\begin{array}{l}
u \in L^{1}\left((0, T), X_{A}\right) \cap W^{1,1}\left((0, T), X_{A}^{\star}\right) \\
i \frac{d u}{d t}+\bar{A} u+f=0 \quad \text { a.e. on }[0, T] \\
u(0)=x
\end{array}\right.
$$

(iv) Let $x \in X_{A}$ and $f \in C\left([0, T], X_{A}^{\star}\right)$. If $\left.u \in C^{1}\left([0, T], X_{A}^{\star}\right)\right)$ or if $u \in C\left([0, T], X_{A}\right)$, then $u$ satisfies (1.6.2) if and only if $u$ satisfies

$$
\left\{\begin{array}{l}
u \in C\left([0, T], X_{A}\right) \cap C^{1}\left([0, T], X_{A}^{\star}\right) \\
i \frac{d u}{d t}+\bar{A} u+f=0 \text { for all } t \in[0, T] \\
u(0)=x
\end{array}\right.
$$

(v) Also, if $x \in D(A)$ and $f \in L^{1}([0, T], X)$, and if $\left.u \in W^{1,1}((0, T), X)\right)$ or if $u \in L^{1}((0, T), D(A))$, then $u$ satisfies (1.6.2) if and only if $u$ satisfies

$$
\left\{\begin{array}{l}
u \in L^{1}((0, T), D(A)) \cap W^{1,1}((0, T), X) \\
i \frac{d u}{d t}+A u+f=0 \quad \text { a.e. on }[0, T] \\
u(0)=x
\end{array}\right.
$$

(vi) Suppose $x \in D(A)$ and $f \in C([0, T], X)$. If $\left.u \in C^{1}([0, T], X)\right)$ or $u \in C([0, T], D(A))$, then $u$ satisfies (1.6.2) if and only if $u$ satisfies

$$
\left\{\begin{array}{l}
u \in C([0, T], D(A)) \cap C^{1}([0, T], X) \\
i \frac{d u}{d t}+A u+f=0 \text { for all } t \in[0, T] \\
u(0)=x
\end{array}\right.
$$

### 1.7. Some Compactness Tools

It is well known that the embedding $H^{1}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{2}\left(\mathbb{R}^{N}\right)$ is not compact. In order to pass to the limit in certain problems, we will use some specific tools that take into account the lack of compactness. The first one is due to W. Strauss [323] (see also Berestycki and Lions [25]).

Proposition 1.7.1. Let $\left(u_{n}\right)_{n \geq 0} \subset H^{1}\left(\mathbb{R}^{N}\right)$ be a bounded sequence of spherically symmetric functions. If $N \geq 2$ or if $u_{n}(x)$ is a nonincreasing function of $|x|$ for every $n \geq 0$, then there exist a subsequence $\left(u_{n_{k}}\right)_{k \geq 0}$ and $u \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $u_{n_{k}} \rightarrow u$ as $k \rightarrow \infty$ in $L^{p}\left(\mathbb{R}^{N}\right)$ for every $2<p<2 N /(N-2)(2<p \leq \infty$ if $N=1$ ) 。

Proposition 1.7.1 is an immediate consequence of the following two lemmas.
LEMMA 1.7.2. Let $\left(u_{n}\right)_{n \geq 0}$ be a bounded sequence in $H^{1}\left(\mathbb{R}^{N}\right)$. Suppose $u_{n}(x) \rightarrow 0$ as $|x| \rightarrow \infty$, uniformly in $n \geq 0$. It follows that there exist a subsequence $\left(u_{n_{k}}\right)_{k \geq 0}$ and $u \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $u_{n_{k}} \rightarrow u$ as $k \rightarrow \infty$ in $L^{p}\left(\mathbb{R}^{N}\right)$ for every $2<p<$ $\frac{2 N}{N-2}(2<p \leq \infty$ if $N=1)$.
Proof. It follows from Remark 1.3 .1 (iii) that there exist $u \in H^{1}\left(\mathbb{R}^{N}\right)$ and a subsequence $\left(u_{n_{k}}\right)_{k \geq 0}$ such that $u_{n_{k}} \rightharpoonup u$ as $n \rightarrow \infty$ in $H^{1}\left(\mathbb{R}^{N}\right)$. Fix $\varepsilon>0$ and let $R>0$ to be chosen later. Given $p$ as in the statement, we have

$$
\begin{aligned}
\left\|u_{n_{k}}-u\right\|_{L^{p}\left(\mathbb{R}^{N}\right)} & =\left\|u_{n_{k}}-u\right\|_{L^{p}\left(B_{R}\right)}+\left\|u_{n_{k}}-u\right\|_{L^{p}(\{|x| \geq R\})} \\
& \leq\left\|u_{n_{k}}-u\right\|_{L^{p}\left(B_{R}\right)}+\left\|u_{n_{k}}-u\right\|_{L^{\infty}(\{|x| \geq R\})}^{\frac{p-2}{p}}\left\|u_{n_{k}}-u\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}
\end{aligned}
$$

Let $\delta>0$. We first fix $R$ large enough so that (by uniform convergence)

$$
\left\|u_{n_{k}}-u\right\|_{L^{\infty}(\{|x| \geq R\})}^{\frac{p-2}{\nu}}\left\|u_{n_{k}}-u\right\|_{L^{2}\left(\mathbb{R}^{N}\right)} \leq \frac{\varepsilon}{2} .
$$

Next, since $\left(\left.u_{n_{k}}\right|_{B_{R}}\right)_{k \geq 0}$ is bounded in $H^{1}\left(B_{R}\right)$, it follows from Rellich's compactness theorem that $\left.\left.u_{n_{k}}\right|_{B_{R}} \rightarrow u\right|_{B_{R}}$ in $L^{p}\left(B_{R}\right)$. Therefore for $k$ large enough we have

$$
\left\|u_{n_{k}}-u\right\|_{L^{p}\left(B_{R}\right)} \leq \frac{\varepsilon}{2}
$$

and so $\left\|u_{n_{k}}-u\right\|_{L^{p}\left(\mathbb{R}^{N}\right)} \leq \varepsilon$. This proves the result.
Lemma 1.7.3. If $u \in H^{1}\left(\mathbb{R}^{N}\right)$ is a radially symmetric function, then

$$
\begin{equation*}
\sup _{x \in \mathbb{R}^{N}}|x|^{\frac{N-1}{2}}|u(x)| \leq C\|u\|_{L^{2}}^{\frac{1}{2}}\|\nabla u\|_{L^{2}}^{\frac{1}{2}} \tag{1.7.1}
\end{equation*}
$$

If, in addition, $u(x)$ is a nonincreasing function of $|x|$, then

$$
\begin{equation*}
\sup _{x \in \mathbb{R}^{N}}|x|^{\frac{N}{2}}|u(x)| \leq C\|u\|_{L^{2}} . \tag{1.7.2}
\end{equation*}
$$

Proof. Suppose first $u \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$. We have

$$
r^{N-1} u(r)^{2}=-\int_{r}^{\infty} \frac{d}{d s}\left(s^{N-1} u(s)^{2}\right) d s \leq 2 \int_{r}^{\infty} s^{N-1} u(s) u^{\prime}(s) d s
$$

and (1.7.1) follows from the Cauchy-Schwarz inequality. If $u(x)$ is a nonincreasing function of $|x|$, then

$$
\|u\|_{L^{2}}^{2} \geq \int_{\{|x|<R\}}\left|u(x)^{2}\right| d x \geq|\{|x|<R\} \| u(r)|^{2},
$$

proving (1.7.2). The general case then follows by a density argument.
The other type of compactness argument we will use does not require radial symmetry. It is due to P.-L. Lions [235, 236] and is known as the concentrationcompactness method. That method is designed to pass to the limit in variational problems with lack of compactness. It can be formulated in many ways, but we describe only the form which we will use (Proposition 1.7.6 below). We begin with a first lemma concerning the concentration function.

Lemma 1.7.4. Let $u \in L^{2}\left(\mathbb{R}^{N}\right)$ with $\|u\|_{L^{2}}=a>0$ and let the concentration function $\rho(u, \cdot)$ be defined by

$$
\begin{equation*}
\rho(u, t)=\sup _{y \in \mathbb{R}^{N}} \int_{\{|x-y|<t\}}|u(x)|^{2} d x \text { for } t>0 . \tag{1.7.3}
\end{equation*}
$$

(i) $\rho(u, t)$ is a nondecreasing function of $t . \rho(u, 0)=0,0<\rho(u, t) \leq a$ for $t>0$, and $\lim _{t \rightarrow \infty} \rho(u, t)=a$.
(ii) There exists $y(u, t) \in \mathbb{R}^{N}$ such that

$$
\rho(u, t)=\int_{\{|x-y(u, t)|<t\}}|u(x)|^{2} d x
$$

(iii) If $u \in L^{r}\left(\mathbb{R}^{N}\right)$ for some $r>2$, then

$$
|\rho(u, t)-\rho(u, s)| \leq C\|u\|_{L^{r}}^{2}\left|t^{N}-s^{N}\right|^{\frac{r-2}{r}} \quad \text { for all } s, t>0 \text { with } C=C(N, r)
$$

Proof. Property (i) is immediate. Next, given $t>0$, there is a sequence $\left(y_{n}\right)_{n \in \mathbb{N}} \subset \mathbb{R}^{N}$ such that

$$
\rho(u)(t)=\lim _{n \rightarrow \infty} \int_{\left\{\left|x-y_{n}\right|<t\right\}}|u(x)|^{2} d x>0
$$

We claim that the sequence $\left(y_{n}\right)_{n \geq 0}$ is bounded. Otherwise, there exists a subsequence $\left(y_{n_{j}}\right)_{j \geq 0}$ such that $\left\{\left|x-y_{n_{j}}\right|<t\right\} \cap\left\{\left|x-y_{n_{\ell}}\right|<t\right\}=\varnothing$ for $j \neq \ell$, and so

$$
\int_{\mathbb{R}^{N}}|u|^{2} \geq \sum_{j \geq 0} \int_{\left\{\left|x-y_{n_{j}}\right|<t\right\}}|u(x)|^{2} d x=+\infty
$$

which is absurd. Therefore, $\left(y_{n}\right)_{n \geq 0}$ has a convergent subsequence, and its limit $y(u, t)$ satisfies (ii). Finally, consider $0<s \leq t<\infty$. We have

$$
\begin{aligned}
|\rho(u, t)-\rho(u, s)| & =\int_{\{|x-y(u, t)|<t\}}|u|^{2}-\int_{\{|x-y(u, s)|<s\}}|u|^{2} \\
& =\int_{\{s<|x-y(u, t)|<t\}}|u|^{2}+\int_{\{|x-y(u, t)|<s\}}|u|^{2}-\int_{\{|x-y(u, s)|<s\}}|u|^{2} \\
& \leq \int_{\{s<|x-y(u, t)|<t\}}|u|^{2},
\end{aligned}
$$

by (ii) and the definition of $\rho(u, s)$. Therefore, by Hölder's inequality,

$$
|\rho(u, t)-\rho(u, s)| \leq\|u\|_{L^{r}}^{2}|\{s<|x-y(u, t)|<t\}|^{\frac{r-2}{r}}
$$

and (iii) follows.
We next study the limit of a sequence of concentration functions.
Lemma 1.7.5. Let $\left(u_{n}\right)_{n \geq 0} \subset H^{1}\left(\mathbb{R}^{N}\right)$ be such that

$$
\begin{gather*}
\left\|u_{n}\right\|_{L^{2}}=a>0  \tag{1.7.4}\\
\sup _{n \geq 0}\left\|\nabla u_{n}\right\|_{L^{2}}<\infty \tag{1.7.5}
\end{gather*}
$$

and let $p\left(u_{n}, t\right)$ be defined by (1.7.3). Set

$$
\begin{equation*}
\mu=\lim _{t \rightarrow \infty} \liminf _{n \rightarrow \infty} \rho\left(u_{n}, t\right) \tag{1.7.6}
\end{equation*}
$$

Then there exist a subsequence $\left(u_{n_{k}}\right)_{k \geq 0}$, a nondecreasing function $\gamma(t)$, and a sequence $t_{k} \rightarrow \infty$ with the following properties:
(i) $\rho\left(u_{n_{k}}, \cdot\right) \rightarrow \gamma(\cdot) \in[0, a]$ as $k \rightarrow \infty$ uniformly on bounded sets of $[0, \infty)$.
(ii) $\mu=\lim _{t \rightarrow \infty} \gamma(t)=\lim _{k \rightarrow \infty} \rho\left(u_{n_{k}}, t_{k}\right)=\lim _{k \rightarrow \infty} \rho\left(u_{n_{k}}, t_{k} / 2\right)$.

Proof. We deduce from (1.7.6) that there exist $t_{k} \rightarrow \infty$ such that

$$
\begin{equation*}
\mu=\lim _{k \rightarrow \infty} \rho\left(u_{n_{k}}, t_{k}\right) \tag{1.7.7}
\end{equation*}
$$

Note that $\rho\left(u_{n}, t\right) \leq\left\|u_{n}\right\|_{L^{2}}^{2} \leq a$. Since $H^{1}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{r}\left(\mathbb{R}^{N}\right)$ for some $r>2$, it follows from (1.7.4), (1.7.5), and property (iii) of Lemma 1.7.4 that $p\left(u_{n}, \cdot\right)$ is uniformly Hölder continuous. Therefore, (i) follows from Ascoli's theorem (after renaming the sequence $n_{k}$ ). Note that we do not loose property (1.7.7) by passing to a subsequence. Since $\rho\left(u_{n}, \cdot\right)$ is nondecreasing, it follows from (1.7.7) that

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} \rho\left(u_{n_{k}}, \frac{t_{k}}{2}\right) \leq \limsup _{k \rightarrow \infty} \rho\left(u_{n_{k}}, t_{k}\right)=\mu \tag{1.7.8}
\end{equation*}
$$

Next, for every $t>0$,

$$
\liminf _{k \rightarrow \infty} \rho\left(u_{n_{k}}, t\right) \geq \liminf _{n \rightarrow \infty} \rho\left(u_{n}, t\right)
$$

so that, by letting $t \rightarrow \infty$ and using (1.7.6) and (i),

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \gamma(t) \geq \mu \tag{1.7.9}
\end{equation*}
$$

Finally, given $t>0$, we have $t_{k} / 2>t$ for $k$ large, so that

$$
\rho\left(u_{n_{k}}, \frac{t_{k}}{2}\right) \geq \rho\left(u_{n_{k}}, t\right) \underset{k \rightarrow \infty}{\longrightarrow} \gamma(t)
$$

Letting $t \rightarrow \infty$, we obtain

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} \rho\left(u_{n_{k}}, \frac{t_{k}}{2}\right) \geq \mu \tag{1.7.10}
\end{equation*}
$$

Part (ii) follows from (1.7.8), (1.7.9), and (1.7.10).

Proposition 1.7.6. Let $\left(u_{n}\right)_{n \in \mathbb{N}} \subset H^{1}\left(\mathbb{R}^{N}\right)$ satisfy (1.7.4)-(1.7.5), let $\rho\left(u_{n}, t\right)$ be defined by (1.7.3), and let $\mu$ be defined by (1.7.6). There exists a subsequence $\left(u_{n_{k}}\right)_{k \geq 0}$ that satisfies the following properties.
(i) If $\mu=a$, then there exists a sequence $\left(y_{k}\right)_{k \geq 0} \subset \mathbb{R}^{N}$ and $u \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $u_{n_{k}}\left(\cdot-y_{k}\right) \rightarrow u$ as $k \rightarrow \infty$ in $L^{p}\left(\mathbb{R}^{N}\right)$ for all $2 \leq p<\frac{2 N}{N-2}(2 \leq p \leq \infty$ if $N=1$ ).
(ii) If $\mu=0$, then $\left\|u_{n_{k}}\right\|_{L^{p}} \rightarrow 0$ as $k \rightarrow \infty$ for all $2<p<\frac{2 N}{N-2}(2<p \leq \infty$ if $N=1$ ).
(iii) There exist $\left(v_{k}\right)_{k \geq 0},\left(w_{k}\right)_{k \geq 0} \subset H^{1}\left(\mathbb{R}^{N}\right)$ such that

$$
\begin{gather*}
\operatorname{supp} v_{k} \cap \operatorname{supp} w_{k}=\varnothing  \tag{1.7.11}\\
\left|v_{k}\right|+\left|w_{k}\right| \leq\left|u_{n_{k}}\right|  \tag{1.7.12}\\
\left\|v_{k}\right\|_{H^{1}}+\left\|w_{k}\right\|_{H^{1}} \leq C\left\|u_{n_{k}}\right\|_{H^{1}}  \tag{1.7.13}\\
\left\|v_{k}\right\|_{L^{2}}^{2} \xrightarrow[k \rightarrow \infty]{ } \mu, \quad\left\|w_{k}\right\|_{L^{2}}^{2} \underset{k \rightarrow \infty}{\longrightarrow} a-\mu  \tag{1.7.14}\\
\text { 4) }  \tag{1.7.15}\\
\liminf _{k \rightarrow \infty}\left\{\int\left|\nabla u_{n_{k}}\right|^{2}-\int\left|\nabla v_{k}\right|^{2}-\int\left|\nabla w_{k}\right|^{2}\right\} \geq 0  \tag{1.7.16}\\
\text { for all } 2 \leq p<\frac{2 N}{N-2}(2 \leq p<\infty \text { if } N=1)
\end{gather*}
$$

For the proof, we will use the following Sobolev-type inequality.
Lemma 1.7.7. There exists a constant $K$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}|u|^{\frac{2 N+4}{N}} \leq K \rho(u, t)^{\frac{2}{N}}\left(\int_{\mathbb{R}^{N}}|\nabla u|^{2}+t^{-2} \int_{\mathbb{R}^{N}}|u|^{2}\right) \tag{1.7.17}
\end{equation*}
$$

for all $u \in H^{1}\left(\mathbb{R}^{N}\right)$ and all $t>0$, where $\rho$ is defined by (1.7.3).
Proof. Let $\left(Q_{j}\right)_{j \geq 0}$ be a sequence of open, unit cubes of $\mathbb{R}^{N}$ such that $Q_{j} \cap Q_{k}=\varnothing$ if $j \neq k$ and $\overline{U_{j \geq 0} Q_{j}}=\mathbb{R}^{N}$. It follows that

$$
\int_{\mathbb{R}^{N}}|u|^{\alpha+2}=\sum_{j=0}^{\infty} \int_{Q_{j}}|u|^{\alpha+2} \quad \text { and } \quad\|u\|_{H^{1}}^{2}=\sum_{j=0}^{\infty} \int_{Q_{j}}\left(|\nabla u|^{2}+|u|^{2}\right) .
$$

We now proceed in two steps.
STEP 1. There exists a constant $C$ independent of $j$ such that

$$
\begin{equation*}
\int_{Q_{j}}|u|^{\frac{2 N+4}{N}} \leq C\left(\int_{Q_{j}}|u|^{2}\right)^{\frac{2}{N}}\left(\int_{Q_{j}}|\nabla u|^{2}+|u|^{2}\right) \quad \text { for all } u \in H^{1}\left(Q_{j}\right) \tag{1.7.18}
\end{equation*}
$$

Indeed, suppose first $N \geq 3$. It follows from Sobolev's embedding that

$$
\|u\|_{L^{\frac{2 N}{N-2}}\left(Q_{j}\right)} \leq C\|u\|_{H^{1}\left(Q_{j}\right)}
$$

and (1.7.18) follows by using Hölder's inequality. Suppose now $N=2$. It follows from Sobolev's embedding that

$$
\|u\|_{L^{2}\left(Q_{j}\right)} \leq C\left(\|\nabla u\|_{L^{1}\left(Q_{j}\right)}+\|u\|_{L^{1}\left(Q_{j}\right)}\right)
$$

Changing $u$ to $|u|^{2}$ and using the estimate $\left.|\nabla| u\right|^{2}|\leq 2| u| | \nabla u \mid$ together with Hölder's inequality, we obtain (1.7.18). Suppose now $N=1$. Sobolev's embedding yields

$$
\|u\|_{L^{\infty}\left(Q_{j}\right)} \leq C\left(\|\nabla u\|_{\left.L^{1}\left(Q_{j}\right)\right)}+\|u\|_{L^{1}\left(Q_{j}\right)}\right)
$$

Therefore, changing $u$ to $|u|^{2}$, we deduce as above that

$$
\|u\|_{L^{\infty}\left(Q_{j}\right)}^{2} \leq C\|u\|_{L^{2}\left(Q_{j}\right)}\left(\|\nabla u\|_{\left.L^{2}\left(Q_{j}\right)\right)}+\|u\|_{L^{2}\left(Q_{j}\right)}\right),
$$

and (1.7.18) follows from Hölder's inequality

$$
\|u\|_{L^{6}\left(Q_{j}\right)}^{6} \leq\|u\|_{L^{2}\left(Q_{j}\right)}^{2}\|u\|_{L^{\infty}\left(Q_{j}\right)}^{4} .
$$

Finally, the fact that in the above calculations the constant is independent of $j$ follows from translation invariance.

STEP 2. Proof of (1.7.17). Summing on $j$ the inequality (1.7.18), we obtain

$$
\int_{\mathbb{R}^{N}}|u|^{\frac{2 N+4}{N}} \leq C\left(\sup _{j \in \mathbb{N}} \int_{Q_{j}}|u|^{2}\right)^{\frac{2}{N}} \int_{\mathbb{R}^{N}}|\nabla u|^{2}+|u|^{2},
$$

and (1.7.17) for $t=1$ follows easily. The general case of (1.7.17) is obtained by changing $u(x)$ to $u(t x)$.

Proof of Proposition 1.7.6. We use the functions $\gamma(\cdot)$ and $y(\cdot, \cdot)$ and the sequences $\left(u_{n_{k}}\right)_{k \geq 0}$ and $\left(t_{k}\right)_{k \geq 0}$ constructed in Lemmas 1.7.4 and 1.7.5. Fix $T$ sufficiently large so that $\gamma(T)>a / 2$ and let $y_{k}=y\left(u_{n_{k}}, T\right)$. By possibly extracting a subsequence, we may assume that there exists $u \in H^{1}\left(\mathbb{R}^{N}\right)$ so that

$$
\begin{equation*}
u_{n_{k}}\left(\cdot-y_{k}\right) \rightharpoonup u \quad \text { in } H^{1}\left(\mathbb{R}^{N}\right) \text { as } k \rightarrow \infty . \tag{1.7.19}
\end{equation*}
$$

We now proceed in three steps.
Step 1. Proof of (i). Suppose $\mu=a$. We claim that if $u$ is given by (1.7.19), then

$$
\begin{equation*}
\|u\|_{L^{2}}^{2}=a \tag{1.7.20}
\end{equation*}
$$

from which (i) follows. We now prove the claim (1.7.20). Note that, since the embedding $H^{1}\left(B_{R}\right) \hookrightarrow L^{2}\left(B_{R}\right)$ is compact,

$$
\begin{equation*}
\int_{\{|x|<R\}}|u(x)|^{2} d x=\lim _{k \rightarrow \infty} \int_{\left\{\left|x-y_{k}\right|<R\right\}}\left|u_{n_{k}}(x)\right|^{2} d x \quad \text { for every } R>0 \tag{1.7.21}
\end{equation*}
$$

On the other hand, it follows from what precedes that $\rho\left(u_{n_{k}}, T\right)>a / 2$ for $k$ large. Fix $\varepsilon<a / 2$ and let $\tau$ be large enough so that $\rho\left(u_{n_{k}}, \tau\right)>a-\varepsilon$ for $k$ large. Since

$$
\int_{\left\{\left|x-y_{k}\right|<T\right\}}\left|u_{n_{k}}\right|^{2}+\int_{\left\{\left|x-y\left(u_{n_{k}}, \tau\right)\right|<\tau\right\}}\left|u_{n_{k}}\right|^{2}>\frac{a}{2}+a-\varepsilon>a \quad \text { for } k \text { large, }
$$

we see that $\left\{\left|x-y_{k}\right|<T\right\} \cap\left\{\left|x-y\left(u_{n_{k}}, \tau\right)\right|<\tau\right\} \neq \varnothing$. In particular, if $R=T+2 \tau$, then $\left\{\left|x-y\left(u_{n_{k}}, \tau\right)\right|<\tau\right\} \subset\left\{\left|x-y_{k}\right|<R\right\}$, and so

$$
\int_{\left\{\left|x-y_{k}\right|<R\right\}}\left|u_{n_{k}}\right|^{2} \geq \int_{\left\{\left|x-y\left(u_{n_{k}}, \tau\right)\right|<\tau\right\}}\left|u_{n_{k}}\right|^{2}>a-\varepsilon \quad \text { for } k \text { large. }
$$

Applying (1.7.21), we deduce that

$$
\|u\|_{L^{2}}^{2} \geq \int_{\{|x|<R\}}|u(x)|^{2} d x \geq a-\varepsilon
$$

(1.7.20) follows by letting $\varepsilon \downarrow 0$.

Step 2. Proof of (ii). Suppose $\mu=0$. It follows from Lemma 1.7.5(ii) that $\rho\left(u_{n_{k}}, 1\right) \rightarrow 0$ as $k \rightarrow \infty$, and (ii) follows from (1.7.17).

STEP 3. Proof of (iii). We fix $\theta, \varphi \in C^{\infty}([0, \infty))$ such that $0 \leq \theta, \varphi \leq 1$ and

$$
\begin{array}{ll}
\theta(t) \equiv 1 & \text { for } 0 \leq t \leq \frac{1}{2},
\end{array} \theta(t) \equiv 0 \quad \text { for } t \geq \frac{3}{4}, ~ 子 \quad \text { for } 0 \leq t \leq \frac{3}{4}, \quad \varphi(t) \equiv 1 \quad \text { for } t \geq 1,
$$

and we set

$$
v_{k}=\theta_{k} u_{n_{k}}, \quad w_{k}=\varphi_{k} u_{n_{k}}
$$

where

$$
\theta_{k}(x)=\theta\left(\frac{\left|x-y\left(u_{n_{k}}, t_{k} / 2\right)\right|}{t_{k}}\right), \quad \varphi_{k}(x)=\varphi\left(\frac{\left|x-y\left(u_{n_{k}}, t_{k} / 2\right)\right|}{t_{k}}\right)
$$

Properties (1.7.11)-(1.7.13) are then immediate. Next,

$$
\begin{aligned}
\rho\left(u_{n_{k}}, \frac{t_{k}}{2}\right)=\int_{\left\{\left|x-y\left(u_{n_{k}}, t_{k} / 2\right)\right| \leq t_{k} / 2\right\}}\left|u_{n_{k}}\right|^{2} & \leq \int_{\mathbb{R}^{N}}\left|v_{k}\right|^{2} \\
& \leq \int_{\left\{\left|x-y\left(u_{n_{k}}, t_{k} / 2\right)\right| \leq t_{k}\right\}}\left|u_{n_{k}}\right|^{2} \\
& \leq \int_{\left\{\left|x-y\left(u_{n_{k}}, t_{k}\right)\right| \leq t_{k}\right\}}\left|u_{n_{k}}\right|^{2} \leq \rho\left(u_{n_{k}}, t_{k}\right)
\end{aligned}
$$

so that

$$
\begin{equation*}
\left\|v_{k}\right\|_{L^{2}}^{2} \underset{k \rightarrow \infty}{\longrightarrow} \mu \tag{1.7.22}
\end{equation*}
$$

by Lemma 1.7.4(ii). Set now $z_{k}=u_{n_{k}}-v_{k}-w_{k}$, so that in particular $\left|z_{k}\right| \leq\left|u_{n_{k}}\right|$. We have

$$
\begin{aligned}
\int_{\mathbb{R}^{N}}\left|z_{k}\right|^{2} & \leq \int_{\left\{t_{k} / 2 \leq\left|x-y\left(u_{n_{k}}, t_{k} / 2\right)\right| \leq t_{k}\right\}}\left|u_{n_{k}}\right|^{2} \\
& =\int_{\left\{\left|x-y\left(u_{n_{k}}, t_{k} / 2\right)\right| \leq t_{k}\right\}}\left|u_{n_{k}}\right|^{2}-\int_{\left\{\left|x-y\left(u_{n_{k}}, t_{k} / 2\right)\right| \leq t_{k} / 2\right\}}\left|u_{n_{k}}\right|^{2} \\
& \leq \int_{\left\{\left|x-y\left(u_{n_{k}}, t_{k}\right)\right| \leq t_{k}\right\}}\left|u_{n_{k}}\right|^{2}-\int_{\left\{\left|x-y\left(u_{n_{k}}, t_{k} / 2\right)\right| \leq t_{k} / 2\right\}}\left|u_{n_{k}}\right|^{2} \\
& =\rho\left(u_{n_{k}}, t_{k}\right)-\rho\left(u_{n_{k}}, \frac{t_{k}}{2}\right)
\end{aligned}
$$

so that

$$
\begin{equation*}
\left\|z_{k}\right\|_{L^{2}}^{2} \underset{k \rightarrow \infty}{\longrightarrow} 0 \tag{1.7.23}
\end{equation*}
$$

by Lemma 1.7.4(ii). We deduce from (1.7.11), (1.7.22), and (1.7.23) that

$$
\left\|w_{k}\right\|_{L^{2}}^{2} \underset{k \rightarrow \infty}{\longrightarrow} a-\mu
$$

which proves (1.7.14). Next, one easily verifies that

$$
\left|\left|u_{n_{k}}\right|^{p}-\left|v_{k}\right|^{p}-\left|w_{k}\right|^{p}\right| \leq C\left|u_{n_{k}}\right|^{p-1}\left|z_{k}\right|
$$

and (1.7.15) follows. (Note that $z_{k}$ is bounded in $H^{1}$ and converges to 0 in $L^{2}$, hence in $L^{p}$.) Finally, it follows from an easy calculation that

$$
\begin{aligned}
\mid \nabla & \left.u_{n_{k}}\right|^{2}-\left|\nabla v_{k}\right|^{2}-\left|\nabla w_{k}\right|^{2} \\
= & \left|\nabla u_{n_{k}}\right|^{2}\left(1-\theta_{k}^{2}-\varphi_{k}^{2}\right) \\
& -\left|u_{n_{k}}\right|^{2}\left(\left|\nabla \theta_{k}\right|^{2}+\left|\nabla \varphi_{k}\right|^{2}\right)-\operatorname{Re}\left(\overline{u_{n_{k}}} \nabla u_{n_{k}}\right) \cdot \nabla\left(\theta_{k}^{2}+\varphi_{k}^{2}\right) \\
\geq & -\frac{C}{t_{k}^{2}}\left|u_{n_{k}}\right|^{2}-\frac{C}{t_{k}}\left|u_{n_{k}}\right|\left|\nabla u_{n_{k}}\right|,
\end{aligned}
$$

from which (1.7.16) follows.

## CHAPTER 2

## The Linear Schrödinger Equation

This chapter is devoted to the study of some fundamental properties of the (linear) Schrödinger equation. We study in particular the dispersive properties and the smoothing effect of the equation in $\mathbb{R}^{N}$.

### 2.1. Basic Properties

Let $\Omega$ be an open subset of $\mathbb{R}^{N}$ ( $\Omega$ does not need to be smooth or bounded). We define the operator $A$ on $L^{2}(\Omega)$ by

$$
\left\{\begin{array}{l}
D(A)=\left\{u \in H_{0}^{1}(\Omega), \Delta u \in L^{2}(\Omega)\right\} \\
A u=\Delta u \text { for } u \in D(A)
\end{array}\right.
$$

Evidently, $D(A)=H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$ if $\Omega$ is smooth enough. It is well known that $A$ is self-adjoint and $\leq 0$, and so we may apply the results of Section 1.6. Observe that the space $X_{A}$ is nothing other than $H_{0}^{1}(\Omega)$. Indeed $\|\cdot\|_{A}=\|\cdot\|_{H_{0}^{1}}$, and $\mathcal{D}(\Omega) \subset D(A)$, so that $H_{0}^{1}(\Omega) \subset X_{A}$. Since also $D(A)$ is a subset of $H_{0}^{1}(\Omega)$, we see that $X_{A} \subset H_{0}^{1}(\Omega)$, and so $X_{A}=H_{0}^{1}(\Omega)$ with equality of the norms. It follows that $X_{A}^{\star}=H^{-1}(\Omega)$. On the other hand, note that $D(A) \neq H_{0}^{2}(\Omega)$, and so $D(A)^{\star} \neq H^{-2}(\Omega)$. The operator $\bar{A} \in \mathcal{L}\left(L^{2}(\Omega),(D(A))^{\star}\right)$ is simply defined by

$$
(\bar{A} u, v)_{(D(A))^{*}, D(A)}=(u, \Delta v)_{L^{2}} \quad \text { for } u \in L^{2}(\Omega) \text { and } v \in D(A) .
$$

Let us denote by $(\mathcal{T}(t))_{t \in \mathbb{R}}$ the group of isometries generated by $i A$ in any of the spaces $D(A), H_{0}^{1}(\Omega), L^{2}(\Omega), H^{-1}(\Omega),(D(A))^{\star}$. We have the following result.

Proposition 2.1.1. Given $\varphi \in L^{2}(\Omega), u(t)=\mathcal{T}(t) \varphi$ is the unique solution of the problem

$$
\left\{\begin{array}{l}
u \in C\left(\mathbb{R}, L^{2}(\Omega)\right) \cap C^{1}\left(\mathbb{R},(D(A))^{\star}\right) \\
i u_{t}+\Delta u=0 \text { in }(D(A))^{\star} \quad \text { for every } t \in \mathbb{R} \\
u(0)=\varphi
\end{array}\right.
$$

Moreover, $\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}}$ for every $t \in \mathbb{R}$. If $\varphi \in H_{0}^{1}(\Omega)$, then for every $t \in \mathbb{R}$, $u \in C\left(\mathbb{R}, H_{0}^{1}(\Omega)\right) \cap C^{1}\left(\mathbb{R}, H^{-1}(\Omega)\right)$ and $\|\nabla u(t)\|_{L^{2}}=\|\nabla \varphi\|_{L^{2}}$.

REMARK 2.1.2. It follows from Section 1.6 that $\mathcal{T}(t)^{\star}=\mathcal{T}(-t)$ for every $t \in \mathbb{R}$. On the other hand, with the notation of Proposition 2.1.1, let $v(t)=\bar{u}(-t)$. We have

$$
\left\{\begin{array}{l}
i v_{t}+\Delta v=0 \\
v(0)=\bar{\varphi}
\end{array}\right.
$$

and so $\mathcal{T}(-t) \varphi=\overline{\mathcal{T}(t) \bar{\varphi}}$ for every $\varphi \in L^{2}(\Omega)$.

### 2.2. Fundamental Properties in $\mathbb{R}^{N}$

In this section we consider the case $\Omega=\mathbb{R}^{N}$. In this case, $\boldsymbol{T}(t)$ can be expressed explicitly in Fourier variables. Indeed, let $\varphi \in \mathcal{S}\left(\mathbb{R}^{N}\right)$ and let $u \in C^{\infty}\left(\mathbb{R}, \mathcal{S}\left(\mathbb{R}^{N}\right)\right)$ be defined by

$$
\widehat{u(t)}(\xi)=e^{-4 \pi^{2} i|\xi|^{2} t} \widehat{\varphi}(\xi) \quad \text { for all } t \in \mathbb{R} \text { and } \xi \in \mathbb{R}^{N}
$$

We have $i \hat{u}_{t}-4 \pi^{2}|\xi|^{2} \hat{u}=0$ in $\mathbb{R} \times \mathbb{R}^{N}$, and so $i u_{t}+\Delta u=0$ in $\mathbb{R} \times \mathbb{R}^{N}$. Since $u(0)=\varphi$, we deduce that $u(t)=\mathcal{T}(t) \varphi$. Thus we see that

$$
\begin{equation*}
\mathcal{F}(\mathcal{T}(t) \varphi)(\xi)=e^{-4 \pi^{2} i|\xi|^{2} t} \widehat{\varphi}(\xi) \tag{2.2.1}
\end{equation*}
$$

for all $\varphi \in \mathcal{S}\left(\mathbb{R}^{N}\right), t \in \mathbb{R}$, and $\xi \in \mathbb{R}^{N}$.
Remark 2.2.1. Formula (2.2.1) has the following simple applications:
(i) We deduce from formula (2.2.1) that $\mathcal{T}(\cdot) \varphi \in C\left(\mathbb{R}, \mathcal{S}\left(\mathbb{R}^{N}\right)\right.$ ) for every $\varphi \in$ $\mathcal{S}\left(\mathbb{R}^{N}\right)$. By duality, $\mathcal{T}(t)$ can be extended to $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$, and

$$
\mathcal{T}(\cdot) \varphi \in C\left(\mathbb{R}, \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)\right)
$$

for every $\varphi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$. It follows in particular that if $\varphi_{n} \rightarrow \varphi$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ and if $t_{n} \rightarrow t$, then

$$
\mathcal{T}\left(t_{n}\right) \varphi_{n} \rightarrow \mathcal{T}(t) \varphi \quad \text { in } \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)
$$

Indeed, given $\theta \in \mathcal{S}\left(\mathbb{R}^{N}\right)$, we have $\mathcal{T}\left(-t_{n}\right) \theta \rightarrow \mathcal{T}(-t) \theta$ in $\mathcal{S}\left(\mathbb{R}^{N}\right)$, so that

$$
\begin{aligned}
\left\langle\mathcal{T}\left(t_{n}\right) \varphi_{n}, \theta\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}} & =\left\langle\varphi_{n}, \mathcal{T}\left(-t_{n}\right) \theta\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}} \\
& \xrightarrow[n \rightarrow \infty]{\longrightarrow}\langle\varphi, \mathcal{T}(-t) \theta\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}=\langle\mathcal{T}(t) \varphi, \theta\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}
\end{aligned}
$$

by theorem 2.17 of [304].
(ii) It follows from (2.2.1) that $|\mathcal{F}(\mathcal{T}(t) \varphi)(\xi)|=|\varphi(\xi)|$ for all $t \in \mathbb{R}$ and $\xi \in \mathbb{R}^{N}$. In particular, we see that for all $s \in \mathbb{R}$ and $t \in \mathbb{R}$,

$$
\|\mathcal{T}(t) \varphi\|_{H^{s}}=\|\varphi\|_{H^{s}}
$$

Since $\mathcal{S}\left(\mathbb{R}^{N}\right)$ is dense in $H^{s}\left(\mathbb{R}^{N}\right)$ for all $s \in \mathbb{R}$, we deduce that for any $s \in \mathbb{R},(\mathcal{T}(t))_{t \in \mathbb{R}}$ can be extended to a group of isometries in $H^{s}\left(\mathbb{R}^{N}\right)$, which we still denote by $(\mathcal{T}(t))_{t \in \mathbb{R}}$. The generator of $(\mathcal{T}(t))_{t \in \mathbb{R}}$ in $H^{s}\left(\mathbb{R}^{N}\right)$ is the operator $A_{s}$ defined by $D\left(A_{s}\right)=H^{s+2}\left(\mathbb{R}^{N}\right)$, and $A_{s} u=i \Delta u$ for $u \in D\left(A_{s}\right)$. It follows easily that if $\varphi \in H^{s}\left(\mathbb{R}^{N}\right)$, then $u(t)=\mathcal{T}(t) \varphi$ satisfies $u \in \cap_{j \geq 0} C^{j}\left(\mathbb{R}, H^{s-2 j}\left(\mathbb{R}^{N}\right)\right)$.
(iii) Let $I$ be a bounded, open interval of $\mathbb{R}$ with $0 \in I$. Let $s \in \mathbb{R}, \varphi \in H^{s}\left(\mathbb{R}^{N}\right)$, $f \in L^{1}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right)$, and $u \in C\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right)$. We deduce from (ii) above and the results of Section 1.6 that $u$ satisfies

$$
u(t)=\mathcal{T}(t) \varphi+i \int_{0}^{t} \mathcal{T}(t-s) f(s) d s
$$

for $t \in I$ if and only if $u \in W^{1,1}\left(I, H^{s-2}\left(\mathbb{R}^{N}\right)\right)$ and

$$
\left\{\begin{array}{l}
i u_{t}+\Delta u+f=0 \quad \text { for } t \in I \\
u(0)=\varphi
\end{array}\right.
$$

If, in addition, $f \in C\left(I, H^{s-2}\left(\mathbb{R}^{N}\right)\right)$, then $u \in C^{1}\left(I, H^{s-2}\left(\mathbb{R}^{N}\right)\right)$.
REMARK 2.2.2. Here are some comments on the scaling properties of $\mathcal{T}(t)$. Let $\varphi \in L^{2}\left(\mathbb{R}^{N}\right), \gamma>0$, and set $\psi(x)=\varphi(\gamma x)$ so that $\psi \in L^{2}\left(\mathbb{R}^{N}\right)$. It follows that for all $t \in \mathbb{R}$,

$$
\begin{equation*}
[\mathcal{T}(t) \psi](x)=\left[\mathcal{T}\left(\gamma^{2} t\right) \varphi\right](\gamma x) \quad \text { a.e. } \tag{2.2.2}
\end{equation*}
$$

Indeed, let $u(t)=\mathcal{T}(t) \varphi$ and set $v(t, x)=u\left(\gamma^{2} t, \gamma x\right)$. Since $i u_{t}+\Delta u=0$, it follows that $i v_{t}+\Delta v=0$; and since $v(0, x)=\varphi(\gamma x)=\psi(x)$, we see that $v(t)=\mathcal{T}(t) \psi$. Similarly, let $f \in L^{1}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{N}\right)\right), \gamma>0$, and set $g(t, x)=\gamma^{2} f\left(\gamma^{2} t, \gamma x\right)$. If

$$
u(t)=i \int_{0}^{t} \mathfrak{T}(t-s) f(s) d s, \quad v(t)=i \int_{0}^{t} \mathfrak{T}(t-s) g(s) d s
$$

then for all $t \in \mathbb{R}$,

$$
\begin{equation*}
v(t, x)=u\left(\gamma^{2} t, \gamma x\right) \quad \text { a.e. } \tag{2.2.3}
\end{equation*}
$$

Indeed, both $v$ and $w$ defined by $w(t, x)=u\left(\gamma^{2} t, \gamma x\right)$ are solutions of the equation $i z_{t}+\Delta z+f=0$ with the initial condition $z(0)=0$, so that $v=w$. These calculations are justified when $\varphi$ and $f$ are sufficiently smooth ( $\varphi \in H^{2}\left(\mathbb{R}^{N}\right)$ and $f \in L^{1}\left(\mathbb{R}, H^{2}\left(\mathbb{R}^{N}\right)\right)$, say). Then (2.2.2) and (2.2.3) follow in the general case by a density argument.

The following well-known result is the fundamental estimate for $\mathfrak{T}(t)$.
Proposition 2.2.3. If $p \in[2, \infty]$ and $t \neq 0$, then $\mathfrak{T}(t)$ maps $L^{p^{\prime}}\left(\mathbb{R}^{N}\right)$ continuously to $L^{p}\left(\mathbb{R}^{N}\right)$ and

$$
\begin{equation*}
\|\mathcal{T}(t) \varphi\|_{L^{p}\left(\mathbb{R}^{N}\right)} \leq(4 \pi|t|)^{-N\left(\frac{1}{2}-\frac{1}{p}\right)}\|\varphi\|_{L^{p^{\prime}}\left(\mathbb{R}^{N}\right)} \quad \text { for all } \varphi \in L^{p^{\prime}}\left(\mathbb{R}^{N}\right) . \tag{2.2.4}
\end{equation*}
$$

The proof of Proposition 2.2.3 relies on the following lemma.
Lemma 2.2.4. Given $t \neq 0$, define the function $K_{t}$ by

$$
K_{t}(x)=\left(\frac{1}{4 \pi i t}\right)^{\frac{N}{2}} e^{\frac{\left.i|x| x\right|^{2}}{4 t}} \quad \text { for } x \in \mathbb{R}^{N} .
$$

It follows that $\mathcal{T}(t) \varphi=K_{t} \star \varphi$; i.e.,

$$
\begin{equation*}
\mathfrak{T}(t) \varphi(x)=(4 \pi i t)^{-\frac{N}{2}} \int_{\mathbb{R}^{N}} e^{\frac{i \dot{i x-\left.y\right|^{2}}}{4 t}} \varphi(y) d y \tag{2.2.5}
\end{equation*}
$$

for all $t \neq 0$ and all $\varphi \in \mathcal{S}\left(\mathbb{R}^{N}\right)$.
Proof. Since $\widehat{K}_{t}(\xi)=e^{-i 4 \pi^{2}|\xi|^{2} t}$, the result follows from (2.2.1).
Proof of Proposition 2.2.3. Let $\varphi \in \mathcal{S}\left(\mathbb{R}^{N}\right)$. It follows from Lemma 2.2.4 that

$$
\|\mathcal{T}(t) \varphi\|_{L^{\infty}} \leq(4 \pi|t|)^{-\frac{N}{2}}\|\varphi\|_{L^{1}} .
$$

By density, $\mathfrak{T}(t) \in \mathcal{L}\left(L^{1}\left(\mathbb{R}^{N}\right), L^{\infty}\left(\mathbb{R}^{N}\right)\right)$ and

$$
\|\mathcal{T}(t)\|_{\mathcal{L}\left(L^{1}\left(\mathbb{R}^{N}\right), L^{\infty}\left(\mathbb{R}^{N}\right)\right)} \leq(4 \pi|t|)^{-\frac{N}{2}}
$$

The general case is obtained by interpolation between the cases $p=2$ and $p=\infty$ (use the Riesz-Thorin interpolation theorem).

REmark 2.2.5. It follows from formula (2.2.5) that

$$
\mathcal{T}(t) \varphi(x)=\left(\frac{1}{4 \pi i t}\right)^{\frac{N}{2}} e^{\frac{i|x|^{2}}{4 t}} \int e^{-\frac{i x \cdot y}{2 t}} e^{\frac{i|y|^{2}}{4 t}} \varphi(y) d y
$$

In other words, up to a rescaling and to multiplication by a function of modulus 1 , $\mathcal{T}(t)$ is nothing but the Fourier transform. More precisely, if we define a multiplier $M_{t}$ by $M_{t}(x)=e^{i|x|^{2} / 4 t}$ and dilation operator $D_{t}$ by $D_{t} w(x)=(4 \pi i t)^{-\frac{N}{2}} w(x / 4 \pi i t)$, then

$$
\mathcal{T}(t) \varphi=M_{t} D_{t} \mathcal{F}\left(M_{t} \varphi\right)
$$

In particular, estimate (2.2.4) is optimal in the sense that if $\mathcal{T}(t) \in \mathcal{L}\left(L^{q}, L^{p}\right)$, then necessarily $2 \leq p \leq \infty$ and $q=p^{\prime}$.

Corollary 2.2.6. If $t \neq 0$, then

$$
\|\mathcal{T}(t) \varphi\|_{H^{s, p}} \leq(4 \pi|t|)^{-N\left(\frac{1}{2}-\frac{1}{p}\right)}\|\varphi\|_{H^{s, p^{\prime}}} \quad \text { for all } \varphi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)
$$

where $s \in \mathbb{R}$ and $2 \leq p \leq \infty$. The same estimate holds with the norms of $H^{s, p}\left(\mathbb{R}^{N}\right)$ and $H^{s, p^{\prime}}\left(\mathbb{R}^{N}\right)$ replaced by the norms of $\dot{H}^{s, p}\left(\mathbb{R}^{N}\right)$ and $\dot{H}^{s, p^{\prime}}\left(\mathbb{R}^{N}\right)$. Moreover

$$
\|\mathcal{T}(t) \varphi\|_{B_{p, q}^{s}} \leq(4 \pi|t|)^{-N\left(\frac{1}{2}-\frac{1}{p}\right)}\|\varphi\|_{B_{p^{\prime}, q}^{s}} \quad \text { for all } \varphi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)
$$

where $s \in \mathbb{R}$ and $2 \leq p \leq \infty$ and $1 \leq q \leq \infty$. The same estimate holds with the norms of $B_{p, q}^{s}\left(\mathbb{R}^{N}\right)$ and $B_{p^{\prime}, q}^{s}\left(\mathbb{R}^{N}\right)$ replaced by the norms of $\dot{B}_{p, q}^{s}\left(\mathbb{R}^{N}\right)$ and $\dot{B}_{p^{\prime}, q}^{s}\left(\mathbb{R}^{N}\right)$.

Proof. Fix $t \neq 0$ and let $u=\mathfrak{T}(t) \varphi$. Given $w \in \mathcal{S}\left(\mathbb{R}^{N}\right)$, it follows from (2.2.1) that

$$
\begin{align*}
\mathcal{F}^{-1}(w u(t)) & =\mathcal{F}^{-1}\left(w e^{-4 \pi^{2} i|\xi|^{2} t} \widehat{\varphi}\right)  \tag{2.2.6}\\
& =\mathcal{F}^{-1}\left(e^{-4 \pi^{2} i|\xi|^{2} t} \mathcal{F} \mathcal{F}^{-1}(w \widehat{\varphi})\right)=\mathcal{T}(t)\left(\mathcal{F}^{-1}(w \widehat{\varphi})\right)
\end{align*}
$$

In particular, it follows from (2.2.4) that

$$
\left\|\mathcal{F}^{-1}(w \widehat{u})\right\|_{L^{p}} \leq(4 \pi|t|)^{-N\left(\frac{1}{2}-\frac{1}{p}\right)}\left\|\mathcal{F}^{-1}(w \widehat{\varphi})\right\|_{L^{p^{\prime}}} \quad \text { for any } 2 \leq p \leq \infty
$$

The result follows immediately from the above estimate and the definitions of the various Sobolev and Besov norms (see Section 1.4).

### 2.3. Strichartz's Estimates

Estimate (2.2.4) is remarkable but it is not quite handy for solving the nonlinear problems, since the $L^{p}$ spaces are not stable by $\mathcal{T}(t)$. However, we will derive from (2.2.4) space-time estimates that are essential for solving the nonlinear Schrödinger equations. The first estimates of that kind were obtained by Strichartz [327] as a Fourier restriction theorem. Strichartz's estimates were generalized by Ginibre and Velo [136], who gave a remarkable, elementary proof. Strichartz's estimate for the nonhomogeneous problem was generalized by Yajima [364] and by Cazenave and Weissler [68]. Finally, the endpoint estimates were established by Keel and Tao [210]. We begin by introducing the notion of admissible pair.

Definition 2.3.1. We say that a pair $(q, r)$ is admissible if

$$
\begin{equation*}
\frac{2}{q}=N\left(\frac{1}{2}-\frac{1}{r}\right) \tag{2.3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
2 \leq r \leq \frac{2 N}{N-2} \quad(2 \leq r \leq \infty \text { if } N=1,2 \leq r<\infty \text { if } N=2) \tag{2.3.2}
\end{equation*}
$$

REMARK 2.3.2. If ( $q, r$ ) is an admissible pair, then $2 \leq q \leq \infty$. Note that the pair $(\infty, 2)$ is always admissible. The pair $\left(2, \frac{2 N}{N-2}\right)$ is admissible if $N \geq 3$.

Theorem 2.3.3. (Strichartz's estimates) The following properties hold:
(i) For every $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$, the function $t \mapsto \mathfrak{T}(t) \varphi$ belongs to

$$
L^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{N}\right)\right) \cap C\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{N}\right)\right)
$$

for every admissible pair $(q, r)$. Furthermore, there exists a constant $C$ such that

$$
\begin{equation*}
\|\mathcal{T}(\cdot) \varphi\|_{L^{q}\left(\mathbb{R}, L^{r}\right)} \leq C\|\varphi\|_{L^{2}} \quad \text { for every } \varphi \in L^{2}\left(\mathbb{R}^{N}\right) \tag{2.3.3}
\end{equation*}
$$

(ii) Let $I$ be an interval of $\mathbb{R}$ (bounded or not), $J=\bar{I}$, and $t_{0} \in J$. If $(\gamma, \rho)$ is an admissible pair and $f \in L^{\gamma^{\prime}}\left(I, L^{\rho^{\prime}}\left(\mathbb{R}^{N}\right)\right.$ ), then for every admissible pair $(q, r)$, the function

$$
\begin{equation*}
t \mapsto \Phi_{f}(t)=\int_{t_{0}}^{t} \mathcal{T}(t-s) f(s) d s \quad \text { for } t \in I \tag{2.3.4}
\end{equation*}
$$

belongs to $L^{q}\left(I, L^{r}\left(\mathbb{R}^{N}\right)\right) \cap C\left(J, L^{2}\left(\mathbb{R}^{N}\right)\right)$. Furthermore, there exists a constant $C$ independent of $I$ such that

$$
\begin{equation*}
\left\|\Phi_{f}\right\|_{L^{q}\left(I, L^{r}\right)} \leq C\|f\|_{L_{\gamma^{\prime}}\left(I, L^{\rho^{\prime}}\right)} \quad \text { for every } f \in L^{\gamma^{\prime}}\left(I, L^{\rho^{\prime}}\left(\mathbb{R}^{N}\right)\right) \tag{2.3.5}
\end{equation*}
$$

REmARK 2.3.4. Theorem 2.3 .3 deserves a few comments. One is easily convinced that property (i) describes a quite remarkable smoothing effect. Indeed for all $t \in \mathbb{R}$, $\mathfrak{J}(t) L^{2}=L^{2}$. In particular, given $t \neq 0$ and $p>2$, there exists a dense subset $E_{p}$ of $L^{2}$ such that $\mathcal{T}(t) \varphi \notin L^{p}$ for every $\varphi \in E_{p}$. However, it follows from property (i) that for every $\varphi \in L^{2}, \mathcal{T}(t) \varphi \in L^{p}$ for a.a. $t \in \mathbb{R}$ and all $2 \leq p \leq \frac{2 N}{N-2}$ if $N \geq 3$. Note that by the preceding observation, the restriction "for a.a. $t \in \mathbb{R}$ " cannot be reduced to "for all $t \neq 0$ " in general.

Concerning property (ii), note that the definition of $\Phi_{f}$ makes sense. Indeed, $L^{\rho^{\prime}} \hookrightarrow H^{-1}$, and so $f \in L^{1}\left(I^{\prime}, H^{-1}\right)$ for every bounded interval $I^{\prime} \subset I$. In particular, $\Phi_{f} \in C\left(I^{\prime}, H^{-1}\right)$. Evidently, properties (i) and (ii) give an estimate of the solution of the nonhomogeneous Schrödinger equation in terms of $f$ and $\varphi$,

$$
\left\{\begin{array}{l}
i u_{t}+\Delta u+f=0 \\
u(0)=\varphi
\end{array}\right.
$$

REmark 2.3.5. The estimates of Theorem 2.3 .3 are called endpoint estimates in the case $r=\frac{2 N}{N-2}$ or $\rho=\frac{2 N}{N-2}$. Note also that an estimate similar to (2.3.3) but with the space and time integration reversed holds. More precisely,

$$
\left(\int_{\mathbb{R}^{N}}\left(\int_{-\infty}^{+\infty}|u(t, x)|^{2} d t\right)^{\frac{N}{N-2}} d x\right)^{\frac{N-2}{2 N}} \leq C\|\varphi\|_{L^{2}} \quad \text { for every } \varphi \in L^{2}\left(\mathbb{R}^{N}\right)
$$

that is,

$$
\|u\|_{L^{\frac{2 N}{N^{-2}}}\left(\mathbb{R}^{N}, L^{2}(\mathbb{R})\right)} \leq C\|\varphi\|_{L^{2}}
$$

(see Ruiz and Vega [306]).

Proof of Theorem 2.3.3. We only give the proof away from the endpoints, i.e., for $r, \rho \neq \frac{2 N}{N-2}$. The proof in the case $r=\frac{2 N}{N-2}$ or $\rho=\frac{2 N}{N-2}$ is more delicate and the reader is referred to Keel and Tao [210]. Note that we will make an essential use of the endpoint estimates only in the proof of Propositions 4.2.5, 4.2.7, and 4.2.13.

We divide the proof into five steps, and we first establish property (ii). For convenience, we assume that $I=[0, T)$ for some $T \in(0, \infty)$ and that $t_{0}=0$, the proof being the same in the general case. It is convenient to define, in the same way as $\Phi$, the operators $\Psi$ and $\Theta_{t}$ (where $t \in(0, T)$ is a parameter) by

$$
\left\lceil\Psi_{f}(s)=\int_{s}^{T} \mathcal{T}(s-t) f(t) d t \quad \forall s \in[0, T)\right.
$$

and

$$
\left[\Theta_{t, f}(s)=\int_{0}^{t} \mathcal{T}(s-\sigma) f(\sigma) d \sigma \quad \forall s \in[0, T)\right.
$$

It is clear that both $\Psi$ and $\Theta_{t}$ are continuous $L_{\mathrm{loc}}^{1}\left([0, T), H^{-1}\right) \rightarrow C\left([0, T), H^{-1}\right)$.
Step 1. For every admissible pair $(q, r)$, the mappings $\Phi, \Psi$, and $\Theta_{t}$ are continuous $L^{q^{\prime}}\left((0, T), L^{r^{\prime}}\left(\mathbb{R}^{N}\right)\right) \rightarrow L^{q}\left((0, T), L^{r}\left(\mathbb{R}^{N}\right)\right)$. We only prove the estimate for $\Phi$, the other ones being obtained similarly. By density, we need only
consider the case $f \in C_{\mathrm{c}}\left([0, T), L^{r^{\prime}}\right)$. In this case, Proposition 2.2.3 shows that $\Phi_{f} \in C\left([0, T), L^{r}\right)$, and that

$$
\left\|\Phi_{f}(t)\right\|_{L^{r}} \leq \int_{0}^{t}|t-s|^{-N\left(\frac{1}{2}-\frac{1}{r}\right)}\|f(s)\|_{L^{r^{\prime}}} d s \leq \int_{0}^{T}|t-s|^{\frac{-2}{q}}\|f(s)\|_{L^{r^{\prime}}} d s .
$$

It follows from the Riesz potential inequalities (cf. Stein [319], theorem 1, p. 119) that

$$
\left\|\Phi_{f}\right\|_{L^{q}\left((0, T), L^{r}\right)} \leq C\|f\|_{L^{q^{\prime}}\left((0, T), L^{r^{\prime}}\right)}
$$

where $C$ depends only on $q$.
Step 2. For every admissible pair ( $q, r$ ), the mappings $\Phi, \Psi$, and $\Theta_{t}$ are continuous $L^{q^{\prime}}\left((0, T), L^{r^{\prime}}\left(\mathbb{R}^{N}\right)\right) \rightarrow C\left([0, T] \bar{L}^{2}\left(\mathbb{R}^{N}\right)\right.$. We only prove the estimate for $\bar{\Phi}$, the other ones being obtained similarly. By density, we need only consider the case $f \in C_{\mathrm{c}}\left([0, T), L^{r^{\prime}}\right)$. By using the embedding $L^{r^{\prime}} \hookrightarrow H^{-1}$ and applying the operator $(I-\varepsilon \Delta)^{-1}$, one may thus assume that $f \in C_{\mathrm{c}}\left([0, T), L^{r^{\prime}}\right) \cap C_{\mathrm{c}}\left([0, T), L^{2}\right)$. It follows that $\Phi_{f} \in C\left([0, T), L^{2}\right)$, and so

$$
\begin{aligned}
\left\|\Phi_{f}(t)\right\|_{L^{2}}^{2} & =\left(\int_{0}^{t} \mathcal{T}(t-s) f(s) d s, \int_{0}^{t} \mathcal{T}(t-\sigma) f(\sigma) d \sigma\right)_{L^{2}} \\
& =\int_{0}^{t} \int_{0}^{t}(\mathcal{T}(t-s) f(s), \mathcal{T}(t-\sigma) f(\sigma))_{L^{2}} d \sigma d s \\
& =\int_{0}^{t} \int_{0}^{t}(f(s), \mathcal{T}(s-\sigma) f(\sigma))_{L^{2}} d \sigma d s=\int_{0}^{t}\left(f(s), \Theta_{t, f}(s)\right)_{L^{2}} d s,
\end{aligned}
$$

where we used the property $\mathfrak{T}(t)^{\star}=\mathfrak{T}(-t)$. Applying Hölder's inequality in space, then in time, and applying Step 1, we deduce that

$$
\left\|\Phi_{f}(t)\right\|_{L^{2}}^{2} \leq\|f\|_{L^{q^{\prime}}\left((0, T), L^{r^{\prime}}\right)}\left\|\Theta_{t, f}\right\|_{L^{q}\left((0, T), L^{r}\right)} \leq C\|f\|_{L^{q^{\prime}}\left((0, T), L^{r^{\prime}}\right)}^{2} .
$$

This proves the result, since $t$ is arbitrary.
Step 3. For every admissible pair $(q, r), \Phi$ is continuous $L^{1}\left((0, T), L^{2}\left(\mathbb{R}^{N}\right)\right) \rightarrow$ $L^{q}\left((0, T), L^{r}\left(\mathbb{R}^{N}\right)\right)$. Let $f \in L^{1}\left((0, T), L^{2}\right)$ and consider $\varphi \in C_{\mathbf{c}}\left([0, T), \mathcal{D}\left(\mathbb{R}^{N}\right)\right)$. We have

$$
\begin{aligned}
\int_{0}^{T}\left(\Phi_{f}(t), \varphi(t)\right)_{L^{2}} d t & =\int_{0}^{T} \int_{0}^{t}(\mathcal{T}(t-s) f(s), \varphi(t))_{L^{2}} d s d t \\
& =\int_{0}^{T} \int_{s}^{T}(f(s), \mathcal{T}(s-t) \varphi(t))_{L^{2}} d t d s \\
& =\int_{0}^{T}\left(f(s), \Psi_{\varphi}(s)\right)_{L^{2}} d s,
\end{aligned}
$$

and so, by the Cauchy-Schwartz inequality and Step 2,

$$
\begin{align*}
\left|\int_{0}^{T}\left(\Phi_{f}(t), \varphi(t)\right)_{L^{2}} d t\right| & \leq\|f\|_{L^{1}\left((0, T), L^{2}\right)}\left\|\Psi_{\varphi}\right\|_{L^{\infty}\left((0, T), L^{2}\right)}  \tag{2.3.6}\\
& \leq C\|f\|_{L^{1}\left((0, T), L^{2}\right)}\|\varphi\|_{L^{q^{\prime}}\left((0, T), L^{r^{\prime}}\right)}
\end{align*}
$$

On the other hand, one shows easily by choosing appropriate test functions that

$$
\begin{aligned}
& \|g\|_{L^{q}\left((0, T), L^{r}\right)}= \\
& \quad \sup \left\{\int_{0}^{T}(g(t), \varphi(t))_{L^{2}} d t ; \varphi \in C_{\mathrm{c}}^{\infty}\left((0, T) \times \mathbb{R}^{N}\right),\|\varphi\|_{L^{q^{\prime}}\left((0, T), L^{r^{\prime}}\right)}=1\right\}
\end{aligned}
$$

for all $g \in L^{1}\left((0, T), L^{2}\left(\mathbb{R}^{N}\right)\right)$. The result follows from (2.3.6) and the above relation applied with $g=\Phi_{f}$.

Step 4. Proof of (ii). Let $(\gamma, \rho)$ be an admissible pair. We deduce from Steps 1 and 2 that $\Phi$ is continuous $L^{\gamma^{\prime}}\left((0, T), L^{\rho^{\prime}}\left(\mathbb{R}^{N}\right)\right) \rightarrow L^{\infty}\left((0, T), L^{2}\left(\mathbb{R}^{N}\right)\right)$ and $L^{\gamma^{\prime}}\left((0, T), L^{\rho^{\prime}}\left(\mathbb{R}^{N}\right)\right) \rightarrow L^{\gamma}\left((0, T), L^{\rho}\left(\mathbb{R}^{N}\right)\right)$. Consider an admissible pair $(q, r)$ for which $2 \leq q \leq \rho$, and let $\theta \in[0,1]$ be such that

$$
\frac{1}{r}=\frac{\theta}{\rho}+\frac{1-\theta}{2} \quad \text { and } \quad \frac{1}{q}=\frac{\theta}{\gamma}+\frac{1-\theta}{\infty}
$$

By applying Hölder's inequality in space, then in time, we obtain

$$
\left\|\Phi_{f}\right\|_{L^{q}\left((0, T), L^{r}\right)} \leq\left\|\Phi_{f}\right\|_{L^{\gamma}\left((0, T), L^{\rho}\right)}^{\theta}\left\|\Phi_{f}\right\|_{L^{\infty}\left((0, T), L^{2}\right)}^{1-\theta} \leq C\|f\|_{L^{\gamma^{\prime}\left((0, T), L^{\rho^{\prime}}\right)}}
$$

Thus $\Phi$ is continuous $L^{\gamma^{\prime}}\left((0, T), L^{\rho^{\prime}}\left(\mathbb{R}^{N}\right)\right) \rightarrow L^{q}\left((0, T), L^{r}\left(\mathbb{R}^{N}\right)\right)$.
Let now $(q, r)$ be an admissible pair for which $\rho<r$, and let $\mu \in[0,1]$ be such that

$$
\frac{1}{\gamma^{\prime}}=\frac{\mu}{1}+\frac{1-\mu}{q^{\prime}} \quad \text { and } \quad \text { ' } \frac{1}{\rho^{\prime}}=\frac{\mu}{2}+\frac{1-\mu}{r^{\prime}}
$$

By Steps 1 and 3, $\Phi$ is continuous $L^{q^{\prime}}\left((0, T), L^{r^{\prime}}\left(\mathbb{R}^{N}\right)\right) \rightarrow L^{q}\left((0, T), L^{r}\left(\mathbb{R}^{N}\right)\right)$ and $L^{1}\left((0, T), L^{2}\left(\mathbb{R}^{N}\right)\right) \rightarrow L^{q}\left((0, T), L^{r}\left(\mathbb{R}^{N}\right)\right)$. By interpolation (see Bergh and Löfström [28], theorem 5.1.2, p. 107), $\Phi$ is continuous

$$
L^{\sigma}\left((0, T), L^{\delta}\left(\mathbb{R}^{N}\right)\right) \rightarrow L^{q}\left((0, T), L^{r}\left(\mathbb{R}^{N}\right)\right)
$$

for every pair $(\sigma, \delta)$ such that for some $\theta \in[0,1]$,

$$
\frac{1}{\sigma}=\frac{\theta}{1}+\frac{1-\theta}{q^{\prime}} \quad \text { and } \quad \frac{1}{\delta}=\frac{\theta}{2}+\frac{1-\theta}{r^{\prime}}
$$

The result follows by choosing $\theta=\mu$.
STEP 5. Proof of (i). The proof is parallel to the proof of (ii), and we describe only the main steps. Let

$$
\Lambda_{f}(t)=\int_{-\infty}^{+\infty} \mathcal{T}(t-s) f(s) d s \quad \text { and } \quad \Gamma_{f}=\int_{-\infty}^{+\infty} \mathcal{T}(-t) f(t) d t
$$

One shows (see Step 1) that

$$
\left\|\Lambda_{f}\right\|_{L^{q}\left((0, T), L^{r}\right)} \leq C\|f\|_{L^{q^{\prime}}\left((0, T), L^{r^{\prime}}\right)}
$$

for every admissible pair $(q, r)$. Deduce (see Step 2) that

$$
\left\|\Gamma_{f}\right\|_{L^{2}} \leq C\|f\|_{L^{q^{\prime}}\left((0, T), L^{r^{\prime}}\right)}
$$

from which one obtains that

$$
\begin{aligned}
\left|\int_{-\infty}^{+\infty}(\mathcal{J}(t) \varphi, \psi(t))_{L^{2}} d t\right| & =\left(\varphi, \int_{-\infty}^{+\infty} \mathcal{T}(-t) \psi(t) d t\right)_{L^{2}} \\
& \leq C\|\varphi\|_{L^{2}}\|\psi\|_{L^{q^{\prime}}\left((0, T), L^{r^{\prime}}\right)}
\end{aligned}
$$

for every $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$ and $\psi \in C_{\mathrm{c}}\left([0, T), \mathcal{D}\left(\mathbb{R}^{N}\right)\right)$. Assertion (i) follows (see Step 3). This completes the proof.

COROLLARY 2.3.6. Let $I=(T, \infty)$ for some $T \geq-\infty$ (respectively, $I=(-\infty, T)$ for some $T \leq \infty$ ) and let $J=\bar{I}$. Let $(\gamma, \rho)$ be an admissible pair, and let $f \in$ $L^{\gamma^{\prime}}\left(I, L^{\rho^{\prime}}\left(\mathbb{R}^{N}\right)\right)$. It follows that the function

$$
t \mapsto \Phi_{f}(t)=\int_{t}^{\infty} \mathcal{T}(t-s) f(s) d s \quad\left(\text { respectively, } \Phi_{f}(t)=\int_{t}^{-\infty} \mathcal{T}(t-s) f(s) d s\right)
$$

for every $t \in J$, makes sense as the uniform limit in $L^{2}\left(\mathbb{R}^{N}\right)$, as $m \rightarrow+\infty$ (respectively, as $m \rightarrow-\infty$ ), of the functions

$$
\Phi_{f}^{m}(t)=\int_{t}^{m} \mathfrak{T}(t-s) f(s) d s \quad \text { for every } t \in J
$$

In addition for every admissible pair $(q, r), \Phi_{f} \in L^{q}\left(I, L^{r}\left(\mathbb{R}^{N}\right)\right) \cap C\left(J, L^{2}\left(\mathbb{R}^{N}\right)\right)$. Furthermore, there exists a constant $C$ such that

$$
\left\|\Phi_{f}\right\|_{L^{q}\left(I, L^{r}\right)} \leq C\|f\|_{L^{\gamma^{\prime}}\left(I, L^{\rho^{\prime}}\right)} \quad \text { for every } f \in L^{\gamma^{\prime}}\left(I, L^{\rho^{\prime}}\left(\mathbb{R}^{N}\right)\right)
$$

Proof. We consider, for example, the case $I=(T, \infty)$. Let $j, m$ be two integers, $T<j<m$. For every $t \in J$,

$$
\left\|\Phi_{f}^{m}(t)-\Phi_{f}^{j}(t)\right\|_{L^{2}}=\left\|\mathcal{T}(m-t)\left(\Phi_{f}^{m}(t)-\Phi_{f}^{j}(t)\right)\right\|_{L^{2}}=\left\|\int_{j}^{m} \mathcal{T}(m-s) f(s) d s\right\|_{L^{2}}
$$

By (2.3.5), there exists a constant $C(\gamma)$ such that

$$
\left\|\Phi_{f}^{m}(t)-\Phi_{f}^{m}(t)\right\|_{L^{2}} \leq C\|f\|_{L^{\gamma^{\prime}}\left((j, \infty), L^{\rho^{\prime}}\right)}
$$

Thus $\Phi^{m}$ is a Cauchy sequence in $L^{\infty}\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right)$, and so $\Phi_{f} \in C\left(J, L^{2}\left(\mathbb{R}^{N}\right)\right)$ and

$$
\begin{equation*}
\left\|\Phi_{f}\right\|_{L^{\infty}\left(I, L^{2}\right)} \leq C\|f\|_{L^{\gamma^{\prime}}\left(I, L^{\rho^{\prime}}\right)} \tag{2.3.7}
\end{equation*}
$$

Finally, given any admissible pair ( $q, r$ ), it follows from (2.3.5) that there exists a constant $C$ such that

$$
\begin{equation*}
\left\|\Phi_{f}^{m}\right\|_{L^{q}\left(I, L^{r}\right)} \leq C\|f\|_{L^{\gamma^{\prime}}\left(I, L^{\rho^{\prime}}\right)} \tag{2.3.8}
\end{equation*}
$$

For $j \in \mathbb{N}, j \geq T$, define $f_{j} \in L^{\gamma^{\prime}}\left(I, L^{\rho^{\prime}}\left(\mathbb{R}^{N}\right)\right)$ by

$$
f_{j}(t)= \begin{cases}f(t) & \text { if } t \leq j \\ 0 & \text { if } t>j\end{cases}
$$

Since $f_{j} \rightarrow f$ in $L^{\gamma^{\prime}}\left(I, L^{\rho^{\prime}}\left(\mathbb{R}^{N}\right)\right)$ as $j \rightarrow \infty$, we deduce from (2.3.7) that

$$
\begin{equation*}
\Phi_{f_{j}} \rightarrow \Phi_{f} \quad \text { in } L^{2}\left(\mathbb{R}^{N}\right) \quad \text { uniformly in } t \in J \tag{2.3.9}
\end{equation*}
$$

Note that for $m \geq j, \Phi_{f_{j}}^{m}$ is independent of $m$. It follows from (2.3.8) that $\Phi_{f_{j}} \in L^{\gamma^{\prime}}\left(I, L^{\rho^{\prime}}\left(\mathbb{R}^{N}\right)\right)$. Furthermore, letting $T \leq j \leq k$, we deduce from (2.3.8) that

$$
\left\|\Phi_{f_{j}}-\Phi_{f_{k}}\right\|_{L^{a}\left(I, L^{r}\right)} \leq C\left\|f_{j}-f_{k}\right\|_{L^{\gamma^{\prime}}\left(I, L^{p^{\prime}}\right)} \leq C\|f\|_{L^{\gamma^{\prime}}\left((j, k), L^{\rho^{\prime}}\right)}
$$

In particular, $\Phi_{f_{j}}$ is a Cauchy sequence in $L^{q}\left(I, L^{r}\left(\mathbb{R}^{N}\right)\right.$ ), which possesses a limit $\psi$ such that, by (2.3.8),

$$
\begin{equation*}
\|\psi\|_{L^{q}\left(I, L^{r}\right)} \leq C\|f\|_{L^{\gamma^{\prime}}\left(I, L^{\rho^{\prime}}\right)} \tag{2.3.10}
\end{equation*}
$$

Therefore, there exists a subsequence, which we still denote by $f_{j}$, such that $\Phi_{f_{j}}(t) \rightarrow \psi(t)$ in $L^{r}\left(\mathbb{R}^{N}\right)$ for a.a. $t \in I$. Applying (2.3.9), we see that $\psi(t)=\Phi_{f}(t)$ a.e. on $I$, and the result follows from (2.3.10).

Corollary 2.3.7. If $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ and $r \in\left(2, \frac{2 N}{N-2}\right)(r \in(2, \infty]$ if $N=1)$, then $\|\mathcal{T}(t) \varphi\|_{L^{r}} \rightarrow 0$ as $t \rightarrow \pm \infty$.

Proof. Let $q$ be such that $(q, r)$ is an admissible pair. It follows from GagliardoNirenberg's inequality that there exists $C$ such that for every $t, s \in \mathbb{R}$,

$$
\|u(t)-u(s)\|_{L^{r}} \leq C\|u(t)-u(s)\|_{H^{1}}^{\frac{2}{q}}\|u(t)-u(s)\|_{L^{2}}^{\frac{q-2}{q}}
$$

Since $\varphi \in H^{1}\left(\mathbb{R}^{N}\right), u(t)$ is bounded in $H^{1}\left(\mathbb{R}^{N}\right)$, and so

$$
\|u(t)-u(s)\|_{L^{r}} \leq C\|u(t)-u(s)\|_{L^{2}}^{\frac{g-2}{q}}
$$

Furthermore, by Proposition 2.1.1, $u_{t}$ is bounded in $H^{-1}\left(\mathbb{R}^{N}\right)$, and so $u$ is globally Lipschitz continuous $\mathbb{R} \rightarrow H^{-1}\left(\mathbb{R}^{N}\right)$ (see Theorem 1.3.10). Therefore (see Remark 1.3.8(iii)), there exists $C$ such that

$$
\|u(t)-u(s)\|_{L^{2}} \leq C|t-s|^{\frac{1}{2}}
$$

and so

$$
\|u(t)-u(s)\|_{L^{r}} \leq C|t-s|^{\frac{q-2}{2 q}}
$$

In particular, $u: \mathbb{R} \rightarrow L^{r}\left(\mathbb{R}^{N}\right)$ is uniformly continuous. The result now follows from the property $u \in L^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{N}\right)\right.$ ) (Theorem 2.3.3), since $q<\infty$.

REmark 2.3.8. The estimates of Theorem 2.3.3 (and Corollary 2.3.6) can be generalized to various spaces involving derivatives. For example, for every $m \geq 0$, we may replace $\varphi$ by $D^{\alpha} \varphi$ in (2.3.3) with $|\alpha|=m$. Since $D^{\alpha} \mathcal{T}(t)=\mathcal{T}(t) D^{\alpha}$, we deduce that

$$
\|\mathcal{T}(\cdot) \varphi\|_{L^{q}\left(\mathbb{R}, W^{m, r}\right)} \leq C\|\varphi\|_{H^{m}}
$$

Similarly, applying (2.3.5) to $D^{\alpha} f$, we see that

$$
\left\|\Phi_{f}\right\|_{L^{q}\left(I, W^{m, r}\right)} \leq C\|f\|_{L^{\gamma^{\prime}}\left(I, W^{m, \rho^{\prime}}\right)}
$$

Since

$$
\mathcal{T}(t)\left[\mathcal{F}^{-1}\left(\left(1+|\xi|^{2}\right)^{\frac{s}{2}} \widehat{\varphi}\right)\right]=\mathcal{F}^{-1}\left[\left(1+|\xi|^{2}\right)^{\frac{s}{2}} \mathcal{F}(\mathcal{T}(t) \varphi)\right]
$$

by (2.2.1), we obtain as well

$$
\|\mathcal{T}(\cdot) \varphi\|_{L^{q}\left(\mathbb{R}, H^{s, r}\right)} \leq C\|\varphi\|_{H^{s}}, \quad\left\|\Phi_{f}\right\|_{L^{q}\left(I, H^{s, r}\right)} \leq C\|f\|_{L^{\gamma^{\prime}}\left(I, H^{s, \rho^{\prime}}\right)}
$$

Using the Littlewood-Paley decomposition, it is easy to establish similar estimates in Besov spaces. (See Corollary 2.3.9 below.) Such estimates are useful to study the
nonlinear Schrödinger equation in the fractional order Sobolev space $H^{s}\left(\mathbb{R}^{N}\right)$; see, for example, Cazenave and Weissler [70], Kato [206], Pecher [295], and Section 4.9 below.

## Corollary 2.3.9. Given any $s \in \mathbb{R}$, the following properties hold:

(i) If $(q, r)$ is an admissible pair, then there exists a constant $C$ such that

$$
\|\mathcal{T}(\cdot) \varphi\|_{L^{q}\left(\mathbb{R}, B_{r, 2}^{*}\right)} \leq C\|\varphi\|_{B_{2,2}^{s}}
$$

for every $\varphi \in H^{s}\left(\mathbb{R}^{N}\right)$.
(ii) If $(q, r)$ is an admissible pair, then there exists a constant $C$ such that

$$
\|\mathcal{T}(\cdot) \varphi\|_{L^{q}\left(\mathbb{R}, \dot{B}_{r, 2}\right)} \leq C\|\varphi\|_{\dot{B}_{2,2}^{x}}
$$

for every $\varphi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ such that $\|\varphi\|_{\dot{D}_{2,2}^{*}}<\infty$.
(iii) Let $I$ be an interval of $\mathbb{R}$ (bounded or not), let $J=\bar{I}$, and let $t_{0} \in J$. If $(\gamma, \rho)$ and ( $q, r$ ) are admissible pairs, then there exists a constant $C$ independent of I such that

$$
\left\|\Phi_{f}\right\|_{L^{q}\left(I, B_{r, 2}^{s}\right)}^{s} \leq C\|f\|_{L^{\gamma^{\prime}}\left(I, B_{p^{\prime}, 2}^{s}\right)}
$$

for every $f \in L^{\gamma^{\prime}}\left(I, B_{\rho^{\prime}, 2}^{s}\left(\mathbb{R}^{N}\right)\right)$, where $\Phi_{f}$ is defined by (2.3.4).
(iv) With the notation of (iii) above, it follows that

$$
\left\|\Phi_{f}\right\|_{L^{q}\left(I, \dot{B}_{r, 2}\right)} \leq C\|f\|_{L^{\gamma^{\prime}}\left(I, \dot{B}_{p^{\prime}, 2}^{s}\right)}
$$

for some constant $C$ independent of $I$.
Proof. We only prove the homogeneous estimates (ii) and (iv), the proofs of (i) and (iii) being similar. Also, we assume $q<\infty$, the necessary modifications to treat the case $q=\infty$ are obvious. Let $\eta$ and $\psi_{j}$ satisfy (1.4.1)-(1.4.2).

STEP 1. Proof of (ii). We set $u(t)=\mathcal{T}(t) \varphi$ and we observe that (see (2.2.6))

$$
\mathcal{F}^{-1}\left(|\xi|^{s} \psi_{j} \widehat{u(t)}\right)=\mathcal{T}(t)\left(\mathcal{F}^{-1}\left(|\xi|^{s} \psi_{j} \hat{\varphi}\right)\right),
$$

and so

$$
\|u\|_{L^{q}\left(\mathbb{R}, \dot{B}_{r, 2}^{s}\right)}^{2}=\left(\int\left(\sum_{j} 2^{2 s j} \mid \mathcal{T}(t)\left(\mathcal{F}^{-1}\left(|\xi|^{s} \psi_{j} \widehat{\varphi}\right)\right) \|_{L^{r}}^{2}\right)^{\frac{q}{2}} d t\right)^{\frac{2}{4}}
$$

Setting $a_{j}(t)=2^{2 s j}\left\|\mathcal{T}(t)\left(\mathcal{F}^{-1}\left(|\xi|^{s} \psi_{j} \widehat{\varphi}\right)\right)\right\|_{L^{r}}^{2}$ and $p=q / 2 \geq 1$, we obtain

$$
\begin{aligned}
\|u\|_{L^{q}\left(\mathbb{R}, \dot{B}_{r, 2}^{s}\right)}^{2} & =\left(\int\left(\sum_{j} a_{j}(t)\right)^{p} d t\right)^{\frac{1}{p}} \\
& =\left\|\sum_{j} a_{j}(\cdot)\right\|_{L^{p}(\mathbb{R})} \\
& \leq \sum_{j}\left\|a_{j}(\cdot)\right\|_{L^{p}(\mathbb{R})} \\
& =\sum_{j} 2^{2 s j}\left\|\mathcal{T}(\cdot)\left(\mathcal{F}^{-1}\left(|\xi|^{s} \psi_{j} \widehat{\varphi}\right)\right)\right\|_{L^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{N}\right)\right)}^{2}
\end{aligned}
$$

Applying (2.3.3), we deduce that

$$
\|u\|_{L^{q}\left(\mathbb{R}, \dot{B}_{r, 2}^{s}\right)} \leq C\left(\sum_{j} 2^{2 s j}\left\|\mathcal{F}^{-1}\left(|\xi|^{s} \psi_{j} \hat{\varphi}\right)\right\|_{L^{2}}^{2}\right)^{\frac{1}{2}}=C\|\varphi\|_{\dot{B}_{2,2}^{s}}
$$

which is the desired estimate.
STEP 2. Proof of (iv). We set $u(t)=\Phi_{f}(t)$ and we observe that (see (2.2.6))

$$
\left.2^{s j} \mathcal{F}^{-1}\left(|\xi|^{s} \psi_{j} \widehat{u(t)}\right)\right)=\int_{t_{0}}^{t} \mathcal{T}(t-s)\left(2^{s j} \mathcal{F}^{-1}\left(|\xi|^{s} \psi_{j} \widehat{f(s)}\right)\right) d s=\Phi_{v_{j}}(t)
$$

where

$$
v_{j}(t)=2^{s j} \mathcal{F}^{-1}\left(|\xi|^{s} \psi_{j} \widehat{f(t)}\right)
$$

Therefore,

$$
\|u\|_{L^{q}\left(I, \dot{B}_{r, 2}^{s}\right)}^{2}=\left(\int_{I}\left(\sum_{j}\left\|\Phi_{v_{j}}(t)\right\|_{L^{r}}^{2}\right)^{\frac{q}{2}} d t\right)^{\frac{2}{q}}
$$

Arguing as in the proof of (ii) above, we obtain

$$
\|u\|_{L^{q}\left(I, \dot{B}_{r, 2}^{s}\right)}^{2} \leq \sum_{j}\left\|\Phi_{v_{j}}(\cdot)\right\|_{L^{q}\left(I, L^{r}\right)}^{2}
$$

Applying now (2.3.5), we deduce that

$$
\|u\|_{L^{q}\left(I, \dot{B}_{r, 2}^{s}\right)}^{2} \leq C \sum_{j}\left\|v_{j}\right\|_{L^{\gamma^{\prime}}\left(I, L^{\rho^{\prime}}\right)}^{2}=C \sum_{j}\left(\int_{I} b_{j}(t) d t\right)^{p}
$$

where $b_{j}(t)=\left\|v_{j}(t)\right\|_{L^{\prime}}^{\gamma^{\prime}}$ and $p=2 / \gamma^{\prime} \geq 1$. It follows that

$$
\begin{aligned}
\|u\|_{L^{q}\left(I, \dot{B}_{r, 2}^{s}\right)}^{\frac{2}{p}} & \leq C\left\|\int_{I} b_{j}(t) d t\right\|_{\ell^{p}(\mathbb{Z})} \\
& \leq C \int_{I}\left\|b_{j}(t)\right\|_{\ell^{p}(\mathbb{Z})} d t \\
& =C \int_{I}\left(\sum_{j}\left\|v_{j}(t)\right\|_{L^{\rho^{\prime}}}^{2}\right)^{\frac{\gamma^{\prime}}{2}} d t=C\|f\|_{L^{\gamma^{\prime}\left(I, \dot{B}_{\rho^{\prime}, 2}^{s}\right.}}^{\gamma^{\prime}},
\end{aligned}
$$

which completes the proof.

### 2.4. Strichartz's Estimates for Nonadmissible Pairs

It is natural to wonder if (2.3.3) or (2.3.5) hold for nonadmissible pairs ( $q, r$ ) and $(\gamma, \rho)$. Concerning (2.3.3), the answer is no. One sees easily that the condition (2.3.1) is necessary. Indeed, assume (2.3.3) holds for some pair ( $q, r$ ) with $q, r \geq 1$. Fix $\theta \in L^{2}\left(\mathbb{R}^{N}\right), \theta \neq 0$ and, given $\gamma>0$, let $\varphi(x)=\theta(\gamma x)$. Setting $w(t)=\mathfrak{T}(t) \theta$ and $u(t)=\mathcal{T}(t) \varphi$, it follows from (2.2.2) that $u(t, x)=w\left(\gamma^{2} t, \gamma x\right)$, so that (2.3.3) implies that

$$
\gamma^{-\frac{2}{q}-\frac{N}{r}}\|w\|_{L^{q}\left(\mathbb{R}, L^{r}\right)} \leq C \gamma^{-\frac{N}{2}}\|\theta\|_{L^{2}}
$$

Since this holds for arbitrary $\gamma>0$, we obtain (2.3.1). In particular, we see that $r \geq 2$ (otherwise $q<0$ ). If $N=2$ and $(q, r)=(2, \infty)$, then the estimate (2.3.3) is false, even if one replaces $L^{\infty}$ by BMO. (See Montgomery-Smith [252]. Note that (2.3.3) with $(q, r)=(2, \infty)$ holds for radial functions; see Tao [334].) The case $N \geq 3, r>2 N /(N-2)$ is more easily eliminated (see Keel and Tao [210]).

Assume now that (2.3.5) holds for some pairs $(q, r)$ and $(\gamma, \rho)$. Changing $f$ to $\sigma^{2} f\left(\sigma^{2} t, \sigma x\right)$ and applying (2.2.3), we obtain by arguing as above the necessary condition

$$
\begin{equation*}
\frac{2}{q}-N\left(\frac{1}{2}-\frac{1}{r}\right)+\frac{2}{\gamma}-N\left(\frac{1}{2}-\frac{1}{\rho}\right)=0 . \tag{2.4.1}
\end{equation*}
$$

This is clearly satisfied if ( $q, r$ ) and ( $\gamma, \rho$ ) are admissible, but (2.4.1) allows many more choices. We present here a simple case where (2.3.5) holds for nonadmissible pairs. This case corresponds to $\rho=r$ in (2.4.1).

Proposition 2.4.1. Let $I$ be an interval of $\mathbb{R}$ (bounded or not), set $J=\bar{I}$, let $t_{0} \in J$, and consider $\Phi$ defined by (2.3.4). Assume $2<r<2 N /(N-2)(2<r \leq \infty$ if $N=1$ ) and let $1<a, \widetilde{a}<\infty$ satisfy

$$
\begin{equation*}
\frac{1}{\tilde{a}}+\frac{1}{a}=N\left(\frac{1}{2}-\frac{1}{r}\right) \tag{2.4.2}
\end{equation*}
$$

It follows that $\Phi_{f} \in L^{a}\left(I, L^{r}\left(\mathbb{R}^{N}\right)\right)$ for every $f \in L^{\tilde{a}^{\prime}}\left(I, L^{r^{\prime}}\left(\mathbb{R}^{N}\right)\right)$. Moreover, there exists a constant $C$ independent of $I$ such that

$$
\begin{equation*}
\left\|\Phi_{f}\right\|_{L^{a}\left(I, L^{r}\right)} \leq C\|f\|_{L^{a^{\prime}}\left(I, L^{r^{\prime}}\right)} \quad \text { for every } f \in L^{\tilde{a}^{\prime}}\left(I, L^{r^{\prime}}\left(\mathbb{R}^{N}\right)\right) \tag{2.4.3}
\end{equation*}
$$

Proof. By density, we need only prove (2.4.3) for $f \in C_{\mathrm{c}}\left(I, \mathcal{S}\left(\mathbb{R}^{N}\right)\right)$. It follows from (2.2.4) that

$$
\left\|\Phi_{f}(t)\right\|_{L^{r}} \leq \int_{t_{0}}^{t}(4 \pi|t-s|)^{-N\left(\frac{1}{2}-\frac{1}{r}\right)}\|f(s)\|_{L^{r^{\prime}}}
$$

and so (2.4.3) is an immediate consequence of the Riesz potential inequalities (Stein [319], theorem 1, p. 119).

Remark 2.4.2. It seems that no necessary and sufficient condition is known for the validity of (2.3.5). The best available results are obtained in Vilela [353]. (See Montgomery-Smith [252]. Note that (2.3.3) with $(q, r)=(2, \infty)$ holds for radial functions; see Tao [334].) The case $N \geq 3, r>2 N /(N-2)$ is more easily eliminated (see Keel and Tao [210]).

### 2.5. Space Decay and Smoothing Effect in $\mathbb{R}^{N}$

We still assume in this section that $\Omega=\mathbb{R}^{N}$. We have seen in Proposition 2.2.3 and Theorem 2.3.3 that $\mathcal{T}(t)$ has a smoothing effect in some $L^{p}$ spaces. On the other hand, one easily verifies with the formula of Lemma 2.2 .4 that for every $\varphi \in L^{1}\left(\mathbb{R}^{N}\right)$ supported in a compact subset $\Omega$ of $\mathbb{R}^{N}$, the function $(t, x) \mapsto \mathcal{T}(t) \varphi(x)$ is analytic in $(0,+\infty) \times \mathbb{R}^{N}$. In other words, $\mathcal{T}(t)$, being essentially the Fourier transform (see Remark 2.2.5), maps functions having a nice decay as $|x| \rightarrow \infty$ to smooth functions.

In this section we establish precise estimates describing this smoothing effect, which enable us to prove similar results in the nonlinear case. Let us first introduce some notation. For $j \in\{1, \ldots, N\}$, let $P_{j}$ be the partial differential operator on $\mathbb{R}^{N+1}$ defined by

$$
\begin{equation*}
P_{j} u(t, x)=\left(x_{j}+2 i t \partial_{j}\right) u(t, x)=x_{j} u(t, x)+\frac{\partial_{j} u}{\partial x_{j}}(t, x) . \tag{2.5.1}
\end{equation*}
$$

For a multi-index $\alpha$, we define the partial differential operator $P_{\alpha}$ on $\mathbb{R}^{N+1}$ by

$$
\begin{equation*}
P_{\alpha}=\prod_{i=1}^{N} P_{i}^{\alpha_{i}} \tag{2.5.2}
\end{equation*}
$$

Furthermore for $x \in \mathbb{R}^{N}$, we set

$$
\begin{equation*}
x^{\alpha}=\prod_{i=1}^{N} x_{i}^{\alpha_{i}} \tag{2.5.3}
\end{equation*}
$$

Consider a smooth function $u: \mathbb{R}^{N+1} \rightarrow \mathbb{C}$. An easy calculation shows that

$$
P_{j} u(t, x)=2 i t e^{i \frac{|x|^{2}}{4 t}} \frac{\partial}{\partial_{x_{j}}}\left(e^{-i \frac{|x|^{2}}{4 t}} u\right),
$$

from which we deduce by an obvious recurrence argument that

$$
\begin{equation*}
P_{\alpha} u(t, x)=(2 i t)^{|\alpha|} e^{i \frac{|x|^{2}}{4 t}} D^{\alpha}\left(e^{-i \frac{|x|^{2}}{4 t}} u\right) . \tag{2.5.4}
\end{equation*}
$$

On the other hand, a formal calculation shows that

$$
\begin{equation*}
\left[P_{\alpha}, i \partial_{t}+\Delta\right]=0 \tag{2.5.5}
\end{equation*}
$$

where $[\cdot, \cdot]$ is the commutator bracket. In other words, if $u$ is a smooth solution of the linear Schrödinger equation, then so is $P_{\alpha} u$. In particular, if we consider $\varphi \in \mathcal{S}\left(\mathbb{R}^{N}\right)$ and if we set $u(t)=\mathcal{T}(t) \varphi$, then $u_{\alpha}=P_{\alpha} u$ is a solution of Schrödinger's equation. It follows that

$$
\begin{equation*}
u_{\alpha}(t)=\mathfrak{T}(t) u_{\alpha}(0)=\mathcal{T}(t) x^{\alpha} \varphi \tag{2.5.6}
\end{equation*}
$$

and so $\left\|u_{\alpha}\right\|_{L^{2}}=\left\|x^{\alpha} \varphi\right\|_{L^{2}}$. By (2.5.4), this implies that

$$
\begin{equation*}
(2|t|)^{|\alpha|}\left\|D^{\alpha}\left(e^{-i \frac{|x|^{2}}{4 t}} u(t)\right)\right\|_{L^{2}}=\left\|x^{\alpha} \varphi\right\|_{L^{2}} . \tag{2.5.7}
\end{equation*}
$$

By density, we immediately obtain the following result.
Proposition 2.5.1. Let $\alpha$ be a multi-index. Let $\varphi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ be such that $x^{\alpha} \varphi \in$ $L^{2}\left(\mathbb{R}^{N}\right)$. If $u(t)=\mathcal{T}(t) \varphi \in C\left(\mathbb{R}, \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)\right)$, then

$$
D^{\alpha} e^{-i \frac{|x|^{2}}{4 t}} u(t) \in C\left(\mathbb{R} \backslash\{0\}, L^{2}\left(\mathbb{R}^{N}\right)\right)
$$

and formula (2.5.7) holds for every $t \neq 0$.

Corollary 2.5.2. Let $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$, and assume that $\left(1+|x|^{m}\right) \varphi \in L^{2}\left(\mathbb{R}^{N}\right)$ for some nonnegative integer $m$. It follows that $e^{-i \frac{|x|^{2}}{4 t}} u(t) \in C\left(\mathbb{R} \backslash\{0\}, H^{m}\left(\mathbb{R}^{N}\right)\right)$, and if $k$ is the integer part of $m / 2$, then

$$
u \in \bigcap_{0 \leq j \leq k} C^{j}\left(\mathbb{R} \backslash\{0\}, H_{\mathrm{loc}}^{m-2 j}\left(\mathbb{R}^{N}\right)\right) .
$$

In particular, if $\left(1+|x|^{m}\right) \varphi \in L^{2}\left(\mathbb{R}^{N}\right)$ for every nonnegative integer $m$, then $u \in C^{\infty}\left(\mathbb{R} \backslash\{0\} \times \mathbb{R}^{N}\right)$.

Proof. The $H^{m}$ regularity of $e^{-i \frac{|x|^{2}}{4 t}} u(t)$ follows from Proposition 2.5.1. Since $e^{i \frac{\left.|x|\right|^{2}}{4 t}} \in C^{\infty}\left(\mathbb{R} \backslash\{0\} \times \mathbb{R}^{N}\right)$, we see that $u \in C\left(\mathbb{R} \backslash\{0\}, H_{\text {loc }}^{m}\left(\mathbb{R}^{N}\right)\right)$. The regularity of the time derivatives follows from the equation.

Remark 2.5.3. Formula (2.5.6) means that $P_{\alpha} \mathcal{J}(t) \varphi=\mathcal{T}(t)\left(x^{\alpha} \varphi\right)$ or alternatively, by setting $\varphi=\mathfrak{T}(-t) \psi, \mathcal{T}(-t) P_{\alpha} \psi=x^{\alpha} \mathcal{J}(-t) \psi$. In particular, $(x+$ $2 i t \nabla) \mathcal{T}(t)=\mathcal{T}(t) x$, or equivalently $\mathfrak{J}(-t)(x+2 i t \nabla)=x \mathcal{T}(-t)$.

Corollary 2.5.4. Let $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$ be such that $|\cdot| \varphi(\cdot) \in L^{2}\left(\mathbb{R}^{N}\right)$, and let $u(t)=\mathscr{T}(t) \varphi$.
(i) The function $t \mapsto(x+2 i t \nabla) u(t, x)$ belongs to $L^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair ( $q, r$ ).
(ii) $u \in C\left(\mathbb{R} /\{0\}, L^{r}\left(\mathbb{R}^{N}\right)\right)$ for every $r \in\left[2, \frac{2 N}{N-2}\right](r \in[2, \infty)$ if $N=2, r \in$ $[2, \infty]$ if $N=1$ ), and there exists $C$, depending only on $r$ and $N$, such that

$$
\|u(t)\|_{L^{r}} \leq C\left(\|\varphi\|_{L^{2}}+\|x \varphi\|_{L^{2}}\right)|t|^{-N\left(\frac{1}{2}-\frac{1}{r}\right)} \quad \text { for every } t \neq 0 .
$$

Proof. By (2.5.1) and (2.5.6), $(x+2 i t \nabla) u(t, x)=\boldsymbol{T}(t) \psi$, where $\psi(x)=x \varphi(x)$, and so (i) follows from Theorem 2.3.3. Next, let $v(t, x)=e^{-i \frac{|x|^{2}}{4 t}} u(t, x)$. By (2.5.6) and (2.5.7), $\nabla v \in C\left(\mathbb{R} /\{0\}, L^{2}\left(\mathbb{R}^{N}\right)\right)$ and

$$
\|\nabla v(t)\|_{L^{2}} \leq C|t|^{-1}\|x \varphi\|_{L^{2}} .
$$

The result follows from Gagliardo-Nirenberg's inequality, since $|u|=|v|$.

### 2.6. Homogeneous Data in $\mathbb{R}^{N}$

In this section we study the action of the Schrödinger group $(\mathcal{T}(t))_{t \in \mathbb{R}}$ on homogeneous functions. The resulting estimates are useful for constructing self-similar and asymptotically self-similar solutions of certain nonlinear Schrödinger equations. They are also useful to describe the possible decay rates of $\|\mathcal{T}(t) \varphi\|_{L^{r}}$.

For simplicity, we only consider functions of the form $|x|^{-p}$, so that the proofs depend only on explicit calculations with the gamma function and analytic continuation arguments. We refer to $[73,74,286,298,302]$ for more general results.

We observe that if $p \in \mathbb{C}$ and $0<\operatorname{Re} p<N$, then $\psi(x)=|x|^{-p}$ does not belong to any space $L^{q}\left(\mathbb{R}^{N}\right)$. However, $\psi \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N}\right)$ and $\psi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$. Since the Schrodinger group operates on $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ by Remark 2.2.1(i), it follows that $\mathfrak{T}(t) \psi$ is well defined as a tempered distribution for all $t>0$. In fact, much more can be said.

Theorem 2.6.1. Let $\psi(x)=|x|^{-p}$ with $p \in \mathbb{C}$ and $0<\operatorname{Re} p<N$. It follows that $\mathcal{T}(t) \psi \in L^{r}\left(\mathbb{R}^{N}\right)$ for all $t>0$ and all $r$ such that

$$
\begin{equation*}
r>\max \left\{\frac{N}{\operatorname{Re} p}, \frac{N}{N-\operatorname{Re} p}\right\} \tag{2.6.1}
\end{equation*}
$$

For such $r$,

$$
\begin{equation*}
\|\mathfrak{T}(t) \psi\|_{L^{r}}=t^{\frac{N}{2 r}-\frac{\mathrm{Re} p}{2}}\|\mathcal{T}(1) \psi\|_{L^{r}} \quad \text { for } t>0 \tag{2.6.2}
\end{equation*}
$$

Moreover, if $u(t, x)=\mathfrak{T}(t) \psi(x)$, then $u \in C^{\infty}\left((0, \infty) \times \mathbb{R}^{N}\right)$.
Before proceeding to the proof, we make some simple observations. Given $\lambda>0$, let $D_{\lambda}$ be the dilation operator

$$
D_{\lambda} w(x)=\lambda^{p} w(\lambda x)
$$

$D_{\lambda}$ is defined on $\mathcal{S}\left(\mathbb{R}^{N}\right)$ and is extended by duality to $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ by

$$
\left\langle D_{\lambda} w, \psi\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}=\lambda^{2 p-N}\left\langle w, D_{\frac{1}{\lambda}} \psi\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}
$$

for all $w \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ and all $\psi \in \mathcal{S}\left(\mathbb{R}^{N}\right)$. It is immediate that

$$
\begin{equation*}
\left\|D_{\lambda} w\right\|_{L^{r}}=\lambda^{\operatorname{Re} p-\frac{N}{r}}\|w\|_{L^{r}} \tag{2.6.3}
\end{equation*}
$$

whenever $w \in L^{r}\left(\mathbb{R}^{N}\right)$. Moreover, it is easy to check, first by applying (2.2.2) for $w \in \mathcal{S}\left(\mathbb{R}^{N}\right)$, then by duality for $w \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$, that $\mathcal{T}(t) w=D_{\lambda} \mathcal{T}\left(\lambda^{2} t\right) D_{\frac{1}{\lambda}} w$. In particular, letting $\lambda=t^{-\frac{1}{2}}$,

$$
\begin{equation*}
\mathcal{T}(t) w=D_{\frac{1}{\sqrt{t}}} \mathcal{T}(1) D_{\sqrt{t}} w \tag{2.6.4}
\end{equation*}
$$

for all $t>0$. Now if $\psi=|x|^{-p}$, then $D_{\lambda} \psi=\psi$ for all $\lambda>0$. Therefore, it follows from (2.6.4) that

$$
\begin{equation*}
\mathfrak{T}(t) \psi=D_{\frac{1}{\sqrt{t}}} \mathcal{T}(1) \psi \tag{2.6.5}
\end{equation*}
$$

In view of (2.6.5) and (2.6.3), all the conclusions of Theorem 2.6.1 follow if we show that

$$
\begin{equation*}
\mathcal{T}(1) \psi \in C^{\infty}\left(\mathbb{R}^{N}\right) \tag{2.6.6}
\end{equation*}
$$

and that

$$
\begin{equation*}
\mathcal{T}(1) \psi \in L^{r}\left(\mathbb{R}^{N}\right) \tag{2.6.7}
\end{equation*}
$$

for all $r$ satisfying (2.6.1).
We next establish some notation and recall some well-known facts. The gamma function satisfies the following relation

$$
\begin{equation*}
c^{-z} \Gamma(z)=\int_{0}^{\infty} e^{-c t} t^{z-1} d t \tag{2.6.8}
\end{equation*}
$$

valid for $c>0$ and $z \in \mathbb{C}$ with $\operatorname{Re} z>0$. Also, if $\mathcal{O}$ denotes the domain of the standard branch of the logarithm; i.e.,

$$
\mathcal{O}=\{z \in \mathbb{C}: z \text { is not a negative real number or } 0\}
$$

then for a fixed complex number $p$, the function $f(z)=z^{p}=e^{p \log z}$ is analytic in $\mathcal{O}$. Note that if $r>0$, then $(r z)^{p}=r^{p} z^{p}$ for all $z \in \mathcal{O}$. Also, $\left|r^{p}\right|=r^{\operatorname{Re} p}$ if $r>0$.

Another function that plays a central role in the analysis is given by

$$
\begin{equation*}
H(y ; a, b)=\int_{0}^{1} e^{i y r} r^{a-1}(1-r)^{b-1} d r \tag{2.6.9}
\end{equation*}
$$

where $a, b \in \mathbb{C}$ with $\operatorname{Re} a>0$ and $\operatorname{Re} b>0$, and $y \in \mathbb{R}$ (or $\mathbb{C}$ ). Note that $H(y ; a, b)$ is separately analytic as a function of $y, a$, and $b$ in the domains just specified.

Lemma 2.6.2. Let $\psi(x)=|x|^{-p}$ with $0<\operatorname{Re} p<N$. For $t>0$ and $x \in \mathbb{R}^{N}$,

$$
\begin{equation*}
[\mathcal{T}(t) \psi](x)=(4 i t)^{-\frac{p}{2}} \Gamma(p / 2)^{-1} H\left(\frac{|x|^{2}}{4 t} ; \frac{p}{2}, \frac{N-p}{2}\right) \tag{2.6.10}
\end{equation*}
$$

where the function $H$ is defined by (2.6.9).
Proof. The basic idea is to express $|x|^{-p}$ using the gamma function, then change variables so that the Gauss kernel

$$
G_{s}(x)=(4 \pi s)^{-\frac{N}{2}} e^{-\frac{|x|^{2}}{4 s}}
$$

appears in the integral. It will then be possible to apply the operator $e^{z \Delta}$. By formula (2.6.8), if $x \neq 0$

$$
\begin{aligned}
|x|^{-p} & =\Gamma(p / 2)^{-1} \int_{0}^{\infty} e^{-|x|^{2} t} t^{\frac{p}{2}-1} d t \\
& =4^{-\frac{p}{2}} \Gamma(p / 2)^{-1} \int_{0}^{\infty} e^{-\frac{|x|^{2}}{4 s}} s^{-\frac{p}{2}-1} d s \\
& =4^{-\frac{p}{2}}(4 \pi)^{\frac{N}{2}} \Gamma(p / 2)^{-1} \int_{0}^{\infty} G_{s}(x) s^{\frac{N}{2}-\frac{p}{2}-1} d s
\end{aligned}
$$

This integral, in addition to being absolutely convergent for each $x \neq 0$, is an absolutely convergent Bochner integral in $L^{1}\left(\mathbb{R}^{N}\right)+C_{0}\left(\mathbb{R}^{N}\right)$. In other words,

$$
\psi=4^{-\frac{p}{2}}(4 \pi)^{\frac{N}{2}} \Gamma(p / 2)^{-1} \int_{0}^{\infty} G_{s}(\cdot) s^{\frac{N}{2}-\frac{p}{2}-1} d s
$$

Next, we apply the heat semigroup, $e^{t \Delta}$ for $t>0$, which gives (since $e^{t \Delta} G_{s}=G_{t+s}$ )

$$
e^{t \Delta} \psi=4^{-\frac{p}{2}}(4 \pi)^{\frac{N}{2}} \Gamma(p / 2)^{-1} \int_{0}^{\infty} G_{s+t}(\cdot) s^{\frac{N}{2}-\frac{p}{2}-1} d s
$$

This integral now is absolutely convergent in $C_{0}\left(\mathbb{R}^{N}\right)$, where pointwise evaluation is a bounded linear functional. Making the change of variables $r=\frac{t}{s+t}$, we see that for all $x \in \mathbb{R}^{N}$

$$
\begin{align*}
\Gamma(p / 2)\left(e^{t \Delta} \psi\right)(x) & =4^{-\frac{p}{2}}(4 \pi)^{\frac{N}{2}} \int_{0}^{1} G_{\frac{t}{r}}(x)\left(\frac{t-t r}{r}\right)^{\frac{N-p-2}{2}} \frac{t}{r^{2}} d r \\
& =(4 t)^{-\frac{p}{2}}(4 \pi t)^{\frac{N}{2}} \int_{0}^{1} G_{\frac{t}{r}}(x) r^{\frac{p-N-2}{2}}(1-r)^{\frac{N-p-2}{2}} d r  \tag{2.6.11}\\
& =(4 t)^{-\frac{p}{2}} \int_{0}^{1} e^{-\frac{r|x|^{2}}{4 t}} r^{\frac{p}{2}-1}(1-r)^{\frac{N-p-2}{2}} d r
\end{align*}
$$

We next claim that formula (2.6.11) is valid not only for $t>0$, but for all $t \in \mathbb{C}$ with $\operatorname{Re} t>0$. Indeed, if $\eta \in \mathcal{S}\left(\mathbb{R}^{N}\right)$, then $\left\langle e^{t \Delta} \psi, \eta\right\rangle$ is an analytic function of $t$
on the open half plane $\operatorname{Re} t>0$, and continuous on the closed half plane $\operatorname{Re} t \geq 0$. Next, if we integrate the right side of (2.6.11) against $\eta(x)$ over $\mathbb{R}^{N}$, the result is also an analytic function of $t$ on the right half plane $\operatorname{Re} t>0$, continuous at least on the closed half plane with $t=0$ removed. By the identity theorem, these two functions are equal on the open half plane. By continuity, they are equal also for $t=i \tau, \tau \in \mathbb{R}, \tau \neq 0$. Since $\eta$ is an arbitrary Schwartz function, (2.6.11), as an identity between two tempered distributions, has been proved for all complex $t \neq 0$ with $\operatorname{Re} t \geq 0$. This establishes the proposition.

Corollary 2.6.3. Let $\psi(x)=|x|^{-p}$ with $0<\operatorname{Re} p<N$. It follows that $\mathcal{T}(1) \psi \in$ $C^{\infty}\left(\mathbb{R}^{N}\right) \cap L^{\infty}\left(\mathbb{R}^{N}\right)$.

LEmma 2.6.4. If $y>0, \operatorname{Re} a>0$, and $\operatorname{Re} b>0$, and if $n$ and $m$ are nonnegative integers such that

$$
n+2>\operatorname{Re} a \quad \text { and } \quad m+2>\operatorname{Re} b
$$

then

$$
\begin{align*}
H(y ; a, b)= & y^{-a} \sum_{k=0}^{m} C_{k}(a, b) e^{\frac{(a+k) \pi i}{2}} y^{-k} \\
+ & C_{m+1}(a, b) y^{-a-m-1} \frac{m+1}{\Gamma(m+2-b)} \\
& \times \int_{0}^{\infty} \int_{0}^{1}(1-s)^{m}\left(-i-\frac{s t}{y}\right)^{-a-m-1} d s e^{-t} t^{m+1-b} d t  \tag{2.6.12}\\
+ & e^{i y} y^{-b} \sum_{k=0}^{n} C_{k}(b, a) e^{-\frac{(b+k) \pi i}{2}} y^{-k} \\
+ & C_{n+1}(b, a) e^{i y} y^{-b-n-1} \frac{n+1}{\Gamma(n+2-a)} \\
& \times \int_{0}^{\infty} \int_{0}^{1}(1-s)^{n}\left(i-\frac{s t}{y}\right)^{-b-n-1} d s e^{-t} t^{n+1-a} d t
\end{align*}
$$

where

$$
\begin{equation*}
C_{k}(a, b)=\frac{\Gamma(a+k)}{k!} \frac{\Gamma(k+1-b)}{\Gamma(1-b)} . \tag{2.6.13}
\end{equation*}
$$

Proof. For the moment, we assume that

$$
0<\operatorname{Re} a<1, \quad 0<\operatorname{Re} b<1
$$

Using formula (2.6.8) twice, first with $c=r, z=1-a$, and then with $c=1-r$, $z=1-b$, we rewrite formula (2.6.9) as follows:

$$
\begin{align*}
& \Gamma(1-a) \Gamma(1-b) H(y ; a, b) \\
&= \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{1} e^{i y r} e^{-r s} s^{-a} e^{-(1-r) t} t^{-b} d r d s d t \\
&= \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{1} e^{(i y-s+t) r} d r s^{-a} e^{-t} t^{-b} d s d t \\
&= \int_{0}^{\infty} \int_{0}^{\infty} \frac{e^{i y-s+t}-1}{i y-s+t} s^{-a} e^{-t} t^{-b} d s d t \\
&= \int_{0}^{\infty} \int_{0}^{\infty} \frac{s^{-a}}{-i y-t+s} e^{-t} t^{-b} d s d t  \tag{2.6.14}\\
&+e^{i y} \int_{0}^{\infty} \int_{0}^{\infty} \frac{t^{-b}}{i y-s+t} e^{-s} s^{-a} d t d s \\
&= \int_{0}^{\infty} \int_{0}^{\infty} \frac{s^{-a}}{-i y-t+s} d s e^{-t} t^{-b} d t \\
&+e^{i y} \int_{0}^{\infty} \int_{0}^{\infty} \frac{s^{-b}}{i y-t+s} d s e^{-t} t^{-a} d t
\end{align*}
$$

We therefore consider the integral

$$
\rho(w)=\int_{0}^{\infty} \frac{s^{-a}}{w+s} d s
$$

where $w \in \mathcal{O}$ and $0<\operatorname{Re} a<1$. It is known (by changing variables in the beta function) that $\rho(1)=\Gamma(1-a) \Gamma(a)$. Next, if $w$ is a positive real number, we set $s=w t$, and so

$$
\begin{equation*}
\rho(w)=\int_{0}^{\infty} \frac{(w t)^{-a}}{w+w t} w d t=w^{-a} \Gamma(1-a) \Gamma(a), \quad w>0 \tag{2.6.15}
\end{equation*}
$$

Since $\rho(w)$ and $w^{-a}=e^{-a \log w}$ are both holomorphic in $\mathcal{O},(2.6 .15)$ is true for all $w \in \mathcal{O}$. Substituting (2.6.15) back into (2.6.14) with $w= \pm i y-t$, we see that

$$
\begin{align*}
H(y ; a, b)= & \frac{\Gamma(a)}{\Gamma(1-b)} \int_{0}^{\infty}(-i y-t)^{-a} e^{-t} t^{-b} d t  \tag{2.6.16}\\
& +\frac{\Gamma(b)}{\Gamma(1-a)} e^{i y} \int_{0}^{\infty}(i y-t)^{-b} e^{-t} t^{-a} d t
\end{align*}
$$

The next step is to replace $(-i y-t)^{-a}$ and $(i y-t)^{-b}$ in (2.6.16) by their finite Taylor formulas around $t=0$ with integral remainder terms. If $f(t)=(-i y-t)^{-a}$ and $g(t)=(i y-t)^{-b}$, then

$$
\begin{aligned}
& f^{(k)}(t)=a(a+1) \cdots(a+k-1)(-i y-t)^{-a-k} \\
& g^{(k)}(t)=b(b+1) \cdots(b+k-1)(-i y-t)^{-b-k}
\end{aligned}
$$

Since

$$
f(t)=\sum_{k=0}^{m} \frac{1}{k!} f^{(k)}(0) t^{k}+\frac{1}{m!} \int_{0}^{t}(t-s)^{m} f^{(m+1)}(s) d s
$$

and similarly for $g(t)$, we see that

$$
\begin{aligned}
H(y ; a, b)= & \frac{\Gamma(a)}{\Gamma(1-b)} \sum_{k=0}^{m} \frac{f^{(k)}(0)}{k!} \int_{0}^{\infty} e^{-t} t^{-b+k} d t \\
& +\frac{\Gamma(a)}{\Gamma(1-b)} \int_{0}^{\infty} \frac{1}{m!} \int_{0}^{t}(t-s)^{m} f^{(m+1)}(s) d s e^{-t} t^{-b} d t \\
& +\frac{\Gamma(b)}{\Gamma(1-a)} e^{i y} \sum_{k=0}^{n} \frac{g^{(k)}(0)}{k!} \int_{0}^{\infty} e^{-t} t^{-a+k} d t \\
& +\frac{\Gamma(b)}{\Gamma(1-a)} e^{i y} \int_{0}^{\infty} \frac{1}{n!} \int_{0}^{t}(t-s)^{n} g^{(n+1)}(s) d s e^{-t} t^{-a} d t
\end{aligned}
$$

and so

$$
\begin{aligned}
& H(y ; a, b) \\
& \begin{aligned}
= & \frac{\Gamma(a)}{\Gamma(1-b)} \sum_{k=0}^{m} \frac{a(a+1) \cdots(a+k-1)}{k!}(-i y)^{-a-k} \Gamma(k+1-b) \\
& +\frac{\Gamma(a)}{\Gamma(1-b)} \int_{0}^{\infty} \frac{1}{m!} \\
& \times \int_{0}^{t}(t-s)^{m} a(a+1) \cdots(a+m)(-i y-s)^{-a-m-1} d s e^{-t} t^{-b} d t \\
& +\frac{\Gamma(b)}{\Gamma(1-a)} e^{i y} \sum_{k=0}^{n} \frac{b(b+1) \cdots(b+k-1)}{k!}(i y)^{-b-k} \Gamma(k+1-a) \\
+ & \frac{\Gamma(b)}{\Gamma(1-a)} e^{i y} \int_{0}^{\infty} \frac{1}{n!} \\
& \times \int_{0}^{t}(t-s)^{n} b(b+1) \cdots(b+n)(i y-s)^{-b-n-1} d s e^{-t} t^{-a} d t
\end{aligned}
\end{aligned}
$$

Furthermore, since $y>0$,

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{0}^{t}(t-s)^{m}(-i y-s)^{-a-m-1} d s e^{-t} t^{-b} d t= \\
& y^{-a-m-1} \int_{0}^{\infty} \int_{0}^{1}(1-s)^{m}\left(-i-\frac{s t}{y}\right)^{-a-m-1} d s e^{-t} t^{m+1-b} d t
\end{aligned}
$$

and so we obtain the formulation (2.6.12)-(2.6.13).
Formula (2.6.12) has been proved only for $y>0,0<\operatorname{Re} a<1$, and $0<$ $\operatorname{Re} b<1$. On the other hand, the right-hand side is an analytic function in $a$ for $0<\operatorname{Re} a<n+2$, with $y>0$ and $b$ such that $0<\operatorname{Re} b<m+2$ fixed, and also an analytic function in $b$ for $0<\operatorname{Re} b<m+2$, with $y>0$ and $a$ such that $0<\operatorname{Re} a<n+2$ fixed. (Recall that $1 / \Gamma(z)$ is an entire function.) It follows that (2.6.12) holds for all $y>0$, and all $a, b$ in the region stated in the lemma.

Proposition 2.6.5. Let $\psi(x)=|x|^{-p}$ where $0<\operatorname{Re} p<N$. It follows that $\mathcal{T}(1) \psi \in L^{r}\left(\mathbb{R}^{N}\right)$ for all $r$ satisfying (2.6.1). Moreover, $\mathcal{T}(1) \psi(x)$ is given by the explicit formula (2.6.17) below for $x \neq 0$.

Proof. We apply the asymptotic expression from Lemma 2.6.4 to formula (2.6.10) in Lemma 2.6.2 with $a=p / 2, b=(N-p) / 2, n>\frac{\operatorname{Re} p}{2}-2$, and $m>\frac{N-\operatorname{Re} p}{2}-2$. We see that if $x \neq 0$, then

$$
\begin{aligned}
& {[\mathcal{T}(1) \psi](x)} \\
& \begin{aligned}
= & |x|^{-p} \sum_{k=0}^{m} A_{k}(a, b) e^{\frac{k \pi i}{2}}\left(\frac{|x|^{2}}{4}\right)^{-k} \\
& +A_{m+1}(a, b)|x|^{-p}\left(\frac{|x|^{2}}{4}\right)^{-m-1} \frac{(m+1) e^{-\frac{a \pi i}{2}}}{\Gamma(m+2-b)} \\
& \times \int_{0}^{\infty} \int_{0}^{1}(1-s)^{m}\left(-i-\frac{4 s t}{|x|^{2}}\right)^{-a-m-1} d s e^{-t} t^{m+1-b} d t \\
+ & e^{\frac{i|x|^{2}}{4}}|x|^{-N+p}(4)^{\frac{N}{2}-p} \sum_{k=0}^{n} B_{k}(b, a) e^{-\frac{(N+2 k) \pi i}{4}}\left(\frac{|x|^{2}}{4}\right)^{-k} \\
+ & e^{\frac{i|x|^{2}}{4}}|x|^{-N+p}(4)^{\frac{N}{2}-p} B_{n+1}(b, a)\left(\frac{|x|^{2}}{4}\right)^{-n-1} \frac{(n+1) e^{-\frac{a \pi i}{2}}}{\Gamma(n+2-a)} \\
& \times \int_{0}^{\infty} \int_{0}^{1}(1-s)^{n}\left(i-\frac{4 s t}{|x|^{2}}\right)^{-b-n-1} d s e^{-t} t^{n+1-a} d t
\end{aligned}
\end{aligned}
$$

where

$$
A_{k}(a, b)=\frac{C_{k}(a, b)}{\Gamma(a)}=\frac{\Gamma(a+k)}{\Gamma(a) k!} \frac{\Gamma(k+1-b)}{\Gamma(1-b)}
$$

and

$$
B_{k}(b, a)=\frac{C_{k}(b, a)}{\Gamma(a)}=\frac{\Gamma(b+k)}{\Gamma(a) k!} \frac{\Gamma(k+1-a)}{\Gamma(1-a)} .
$$

By Corollary 2.6.3, $\mathfrak{T}(1) \psi \in C^{\infty}\left(\mathbb{R}^{N}\right)$. Therefore, to determine whether $\mathcal{T}(1) \psi \in$ $L^{r}\left(\mathbb{R}^{N}\right)$, it suffices to consider $|x|$ large. Proposition 2.6.5 now follows immediately from formula (2.6.17).

Proof of Theorem 2.6.1. As observed before, we need only establish properties (2.6.6) and (2.6.7). They follow from Corollary 2.6.3 and Proposition 2.6.5, respectively.

Remark 2.6.6. Here are some comments on Theorem 2.6.1.
(i) Note that $A_{0}(a, b)=B_{0}(a, b)=1$. Therefore, the term with slower decay in (2.6.17) is either of order $|x|^{-p}$ or of order $|x|^{N-p}$, depending on $p$. Thus, if $r$ does not satisfy the condition (2.6.1), then $\mathcal{T}(1) \psi \notin L^{r}\left(\mathbb{R}^{N}\right)$. If $\operatorname{Re} p<$ $N / 2$, then $\mathcal{T}(1) \psi$ behaves like $|x|^{-p}$ as $|x| \rightarrow \infty$. If $\operatorname{Re} p>N / 2$, then $\mathfrak{T}(1) \psi$ behaves like $c e^{i|x|^{2} / 4}|x|^{-N+p}$ as $|x| \rightarrow \infty$. And if $\operatorname{Re} p=N / 2$, then $\mathcal{T}(1) \psi$ behaves like $|x|^{-p}+c e^{i|x|^{2} / 4}|x|^{-N+p}$ as $|x| \rightarrow \infty$. In particular, $|\mathcal{T}(1) \psi| \approx|x|^{-\min \{\operatorname{Re} p, N-\operatorname{Re} p\}}$, so that the decay is at most $|x|^{-N / 2}$. This is justified by the fact that $\mathfrak{T}(1) \psi$ cannot be in any $L^{q}$ space with $q \leq 2$ for otherwise we would have $\psi \in L^{q^{\prime}}$.
(ii) The conclusions of Theorem 2.6.1 hold for the more general homogeneous function $\psi(x)=\omega(x)|x|^{-p}$ with $0<\operatorname{Re} p<N$ and $\omega$ homogeneous of degree

0 and "sufficiently smooth." See Cazenave and Weissler [73, 74], Oru [286], Planchon [298], and Ribaud and Youssfi [302].
(iii) In view of (2.6.5), $u(t)=\mathcal{T}(t) \psi$ is a self-similar solution for the group of transformations $u_{\lambda}(t, x)=\lambda^{p} u\left(\lambda^{2} t, \lambda x\right)$. This can also be seen independently by observing that $\psi$ is homogeneous of degree $-p$.

Corollary 2.6.7. Let $\psi(x)=|x|^{-p}$ with $0<\operatorname{Re} p<N$. Suppose $\varphi \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N}\right)$ satisfies $\varphi-\psi \in L^{r^{\prime}}\left(\mathbb{R}^{N}\right)$ for some

$$
\begin{equation*}
r>\min \left\{\frac{N}{\operatorname{Re} p}, \frac{N}{N-\operatorname{Re} p}\right\} \tag{2.6.18}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
t^{\frac{\mathrm{Re} p}{2}-\frac{N}{2 r}}\|\mathcal{T}(t)(\varphi-\psi)\|_{L^{r}} \leq t^{-\frac{r(N-\mathrm{Re} p)-N}{2 r}}\|\varphi-\psi\|_{L^{r}} \rightarrow 0 \quad \text { as } t \rightarrow \infty \tag{2.6.19}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
t^{\frac{\mathrm{Re} p}{2}-\frac{N}{2 r}}\|\mathcal{T}(t) \varphi\|_{L^{r}} \rightarrow\|\mathcal{T}(1) \psi\|_{L^{r}} \quad \text { as } t \rightarrow \infty \tag{2.6.20}
\end{equation*}
$$

Proof. By (2.2.4),

$$
\|\mathcal{T}(t)(\varphi-\psi)\|_{L^{r}} \leq t^{-\frac{N(r-2)}{2 r}}\|\varphi-\psi\|_{L^{r^{\prime}}}
$$

Hence (2.6.19) follows by using the assumption (2.6.18). The result (2.6.20) now follows from (2.6.19), (2.6.18), and (2.6.2).

REMARK 2.6.8. In view of (2.6.2) and (2.6.20), we can determine the possible decay rates as $t \rightarrow \infty$ of $\|\mathcal{T}(t) \varphi\|_{L^{r}}$ for $2<r \leq \infty$.
(i) The decay rate (as $t \rightarrow \infty$ ) given by (2.2.4) is optimal, since

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} t^{\frac{N(r-2)}{2 r}}\|\mathfrak{T}(t) \varphi\|_{L^{r}}>0 \tag{2.6.21}
\end{equation*}
$$

for every $\varphi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right), \varphi \neq 0$, with the convention that $\|\psi\|_{L^{r}}=+\infty$ if $\psi \notin L^{r}$. (See Strauss [322] and Kato [205].) Indeed, let $\varphi \in \mathcal{S}\left(\mathbb{R}^{N}\right), \varphi \not \equiv 0$, and set $u(t)=\mathfrak{T}(t) \varphi$. It is easy to check that $v$ defined by

$$
v(t, x)=t^{-\frac{N}{2}} e^{\frac{i|x|^{2}}{4 t}} \bar{u}\left(\frac{1}{t}, \frac{x}{t}\right)
$$

for $t>0$ is also a solution of Schrödinger's equation in $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$. By duality, the same holds for $\varphi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$. In particular, $v(t)=\mathcal{T}(t) \psi$ for some $\psi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$. Now, assuming by contradiction that

$$
t_{n}^{\frac{N(r-2)}{2 r}}\left\|\mathcal{T}\left(t_{n}\right) \varphi\right\|_{L^{r}} \rightarrow 0 \quad \text { for some } t_{n} \rightarrow \infty
$$

we deduce, setting $s_{n}=1 / t_{n}$, that

$$
\left\|\mathcal{T}\left(s_{n}\right) \psi\right\|_{L^{r}}=t_{n}^{\frac{N(r-2)}{2 r}}\left\|\mathcal{T}\left(t_{n}\right) \varphi\right\|_{L^{r}} \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

In particular, $\mathcal{T}\left(s_{n}\right) \psi \rightarrow 0$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$. By Remark 2.2.1(i), we conclude that $\psi=0$, thus $\varphi=0$, which proves the claim. Note also that the maximal decay rate is indeed achieved if $\varphi \in L^{r^{\prime}}\left(\mathbb{R}^{N}\right)$.
(ii) Let $0<\nu<\frac{N(r-2)}{2 r}$. If $\varphi(x)=|x|^{-2 \nu-\frac{N}{r}}$, we deduce from (2.6.2) that $\|\mathcal{T}(t) \varphi\|_{L^{r}} \approx t^{-\nu}$. Thus all decay rates slower that the maximal decay $t^{-\frac{N(r-2)}{2 r}}$ are achieved for some $\varphi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$.
(iii) $L^{2}\left(\mathbb{R}^{N}\right)$ being of particular importance for Schrödinger's equation, and even more for its nonlinear versions, one may wonder what are the decay rates achieved for initial values in $L^{2}\left(\mathbb{R}^{N}\right)$. To see this, let $0<\nu<\frac{N(r-2)}{2 r}$ and $\psi(x)=|x|^{-2 \nu-\frac{N}{r}}$. Consider $\varphi \in C^{\infty}\left(\mathbb{R}^{N}\right)$ with $\varphi(x)=\psi(x)$ for $|x|$ large. Since $\varphi-\psi$ has compact support and the singularity $|x|^{-2 \nu-\frac{N}{r}}$, we see that $\varphi-\psi \in L^{r^{\prime}}\left(\mathbb{R}^{N}\right)$. Thus $\|\mathscr{T}(t) \varphi\|_{L^{r}} \approx t^{-\nu}$. Next, $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$ for $\nu>\frac{N(r-2)}{4 r}$. In particular, all possible decay rates between the maximal decay $t^{-\frac{N(r-2)}{2 r}}$ and $t^{-\frac{N(r-2)}{4 r}}$ are achieved by $L^{2}$ solutions. On the other hand, the lower limit $\frac{N(r-2)}{4 r}$ is optimal (in fact it is not even achieved), at least for $r \leq 2 N /(N-2)(r \leq \infty$ if $N=1, r<\infty$ if $N=2)$. Indeed, it follows from Strichartz's estimate that for such $r$ 's,

$$
\|\mathcal{T}(\cdot) \varphi\|_{L^{\frac{4 r}{N(r-2)}}\left((0, \infty), L^{r}\left(\mathbb{R}^{N}\right)\right)} \leq C\|\varphi\|_{L^{2}}
$$

so that

$$
\liminf _{t \rightarrow \infty} t^{\frac{N(r-2)}{4 r}}\|\mathcal{T}(t) \varphi\|_{L^{r}}=0
$$

### 2.7. Comments

As we will see in Chapter 4, Theorem 2.3.3 is an essential tool for the study of the nonlinear Schrödinger equation in $\mathbb{R}^{N}$. Therefore, it is natural to ask if Theorem 2.3.3 can be generalized to a wider class of equations. In fact, a careful analysis of the proof shows that it uses only two properties. The first one is the identity $\mathfrak{J}(t)^{\star}=\mathfrak{T}(-t)$, which is valid for every skew-adjoint generator. The second one is the estimate (2.2.4), which itself follows from Lemma 2.2.4. Therefore, such an inequality holds whenever $\mathcal{T}(t)$ has a kernel $K(t)$ whose $L^{\infty}$-norm behaves like $|t|^{-\frac{N}{2}}$ (at least near 0 ). In particular, we have the following result (see Keel and Tao [210] for more general results).

Theorem 2.7.1. Let $A$ be a self-adjoint, $\leq 0$ operator on $X=L^{2}(\Omega)$. Assume that there exists $t_{0}>0$ such that for every $t \in\left(-t_{0}, 0\right) \cup\left(0, t_{0}\right), \mathcal{T}(t)=e^{i t A}$ maps $L^{1}(\Omega)$ to $L^{\infty}(\Omega)$, with a norm less than $K|t|^{-\frac{N}{2}}$. The following properties hold:
(i) For every $\varphi \in L^{2}(\Omega)$, the function $t \mapsto \mathcal{T}(t) \varphi$ belongs to $L_{\mathrm{loc}}^{q}\left(\mathbb{R}, L^{r}(\Omega)\right)$ for every admissible pair $(q, r)$ with $q>2$, and there exists a constant $C$, depending only on $K$ and $q$, such that

$$
\|\mathcal{T}(\cdot) \varphi\|_{L^{q}\left((-T, T), L^{r}\right)} \leq C\left(\frac{1+T}{t_{0}}\right)^{\frac{1}{q}}\|\varphi\|_{L^{2}}
$$

for every $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$ and every $T>0$.
(ii) Let $0<|T|<\infty$. If ( $\gamma, \rho$ ) is an admissible pair with $\gamma>2$ and $f \in L^{\gamma^{\prime}}\left((0, T), L^{\rho^{\prime}}(\Omega)\right)$, then for every admissible pair $(q, r)$ with $q>2$, the function

$$
t \mapsto \Phi_{f}(t)=\int_{0}^{t} \boldsymbol{\mathcal { T }}(t-s) f(s) d s
$$

belongs to $L^{q}\left((0, T), L^{r}(\Omega)\right)$. Furthermore, there exists a constant $C$, depending only on $K, \gamma$, and $q$, such that

$$
\left\|\Phi_{f}\right\|_{L^{q}\left((0, T), L^{r}\right)} \leq C\left(\frac{1+|T|}{t_{0}}\right)^{\frac{1}{q}}\|f\|_{L^{\prime}\left((0, T), L^{\rho^{\prime}}\right)}
$$

for every $f \in L^{\gamma^{\prime}}\left((0, T), L^{\rho^{\prime}}(\Omega)\right)$. In addition, $\Phi_{f} \in C\left([0, T], L^{2}(\Omega)\right)$.
Proof. Repeating the proof of Theorem 2.3.3, one shows that estimates (i) and (ii) hold for $T=t_{0}$. In particular, assuming $q<\infty$,

$$
\int_{0}^{t_{0}}\|\mathcal{T}(t) \varphi\|_{L^{r}}^{q} d t \leq C\|\varphi\|_{L^{2}}^{q}
$$

It follows that for every positive integer $k$,

$$
\int_{k t_{0}}^{(k+1) t_{0}}\|\mathcal{T}(t) \varphi\|_{L^{r}}^{q} d t \leq C\left\|\mathcal{T}\left(k t_{0}\right) \varphi\right\|_{L^{2}}^{q} \leq C\|\varphi\|_{L^{2}}^{q} .
$$

In particular,

$$
\int_{-k t_{0}}^{k t_{0}}\|\mathcal{T}(t) \varphi\|_{L^{r}}^{\boldsymbol{q}} d t \leq C k\|\varphi\|_{L^{2}}^{q} .
$$

Hence (i) is established. One proves (ii) by a similar argument.
In view of Theorem 2.7.1, it is interesting to know when $e^{i t A}$ satisfies estimate (2.2.4) (for possibly small times). In the next remarks, we collect some results in that direction.

Remark 2.7.2. Estimate (2.2.4) does not hold in a bounded domain $\Omega \subset \mathbb{R}^{N}$ for any $p>2$. The reason is that in this case, $L^{2}(\Omega) \hookrightarrow L^{p^{\prime}}(\Omega)$, and so if such an estimate held, then $I=\mathcal{T}(t) \mathcal{T}(-t)$ would map

$$
L^{2}(\Omega) \rightarrow L^{2}(\Omega) \hookrightarrow L^{p^{\prime}}(\Omega) \rightarrow L^{p}(\Omega) .
$$

This is absurd, since this would mean that $L^{2}(\Omega) \hookrightarrow L^{p}(\Omega)$. However, note that estimate (2.2.4) might hold if, for example, $\Omega$ is the complement of a star-shaped domain. Unfortunately, such a result is apparently unknown (see Hayashi [160]). On the other hand, estimate (2.2.4) (hence those of Theorem 2.3.3) hold in certain cones of $\mathbb{R}^{N}$. For example, they hold if $\Omega=\mathbb{R}_{+}^{N}$. To see this, consider $\varphi \in \mathcal{D}\left(\mathbb{R}_{+}^{N}\right)$, and let $\bar{\varphi}$ be defined by

$$
\bar{\varphi}\left(x_{1}, \ldots, x_{n}\right)= \begin{cases}\varphi\left(x_{1}, \ldots, x_{n}\right) & \text { if } x_{n}>0 \\ -\varphi\left(x_{1}, \ldots,-x_{n}\right) & \text { if } x_{n}<0 .\end{cases}
$$

It follows that $\bar{\varphi} \in \mathcal{D}\left(\mathbb{R}^{N}\right)$. Let $\bar{u}=\overline{\mathcal{T}(t)} \bar{\varphi}$, where $\overline{\mathfrak{T}(t)}$ is the group of isometries generated by $i \Delta$ in $\mathbb{R}^{N}$. One easily verifies, by uniqueness, that $\left.\bar{u}\right|_{\mathbb{R}_{+}^{N}}=\mathscr{T}(t) \varphi$, where $\mathcal{T}(t)$ is the group of isometries generated by $i \Delta$ in $\mathbb{R}_{+}^{N}$. This proves the result,
by Proposition 2.2 .3 and density. This applies in particular to the case where $\Omega \subset \mathbb{R}$ is a half-line. One can repeat this argument and obtain the estimate (2.2.4) when $\Omega$ is a cone of $\mathbb{R}^{N}$ of a certain type. For example, (2.2.4) holds when $\Omega \subset \mathbb{R}^{2}$ is defined by $\Omega=\left\{\rho e^{i \theta}: \rho>0,0<\theta<\pi / 2^{m}\right\}$ for some nonnegative integer $m$.

Remark 2.7.3. The estimates of Theorem 2.3.3 fail in a bounded domain $\Omega \subset$ $\mathbb{R}^{N}$. In the case where $\Omega$ is a cube of $\mathbb{R}^{N}$ there are, however, substitutes to these estimates that can be used to solve the Cauchy problem for the nonlinear equation. (In fact, this holds in the more general case of periodic boundary conditions.) On these questions, see Bourgain [35, 38].

REMARK 2.7.4. Estimate (2.2.4) holds when one replaces the Laplacian by a more general pseudodifferential operator on $\mathbb{R}^{N}$ (see Balabane [11, 12], and Balabane and Emami Rad [13, 14]).

REMARK 2.7.5. We note that the results of this chapter have been stated for the equation $i u_{t}+\Delta u=0$. It is clear that similar results hold for the equation $i u_{t}+a \Delta u=0$, where $a \in \mathbb{R}, a \neq 0$, which is equivalent by an obvious scaling.

REmARK 2.7.6. Consider the operator $A=\Delta-V$, where $V: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is a given potential. If the negative part of $V$ is not too large, then $A$ defines a selfadjoint operator on $L^{2}\left(\mathbb{R}^{N}\right)$ (see for example, Kato [202]). If $V$ is small enough in $L^{1} \cap L^{\infty}$, then it follows from a perturbation method that $\mathfrak{T}(t)=e^{i t A}$ satisfies (2.2.4) (see Schonbek [308]). More general cases are considered in Journé, Soffer, and Sogge [200].

If $V \in C^{\infty}\left(\mathbb{R}^{N}\right)$ is nonnegative and if $D^{\alpha} V \in L^{\infty}\left(\mathbb{R}^{N}\right)$ for all $|\alpha| \geq 2$ (the model case is $V(x)=|x|^{2}$ ), then also $\mathcal{T}(t)=e^{i t A}$ satisfies (2.2.4) (see Fujiwara [115, 116], A. Weinstein [355], Zelditch [368], and Oh [277, 278]).

On the other hand, such estimates do not hold in general for several reasons. First of all, $A$ may have eigenvalues. Therefore, if $\lambda$ is an eigenvalue of $A$ and if $\varphi$ is a corresponding eigenvector, then $\mathcal{T}(t) \varphi=e^{i \lambda t} \varphi$, and so $\mathcal{T}(t) \varphi$ does not decay as $|t| \rightarrow \infty$. But there is a more subtle reason that prevents estimate (2.2.4) from holding. Even if one removes the eigenvectors, that is, if one works in the supplement (in $L^{2}$ ) of the space spanned by the eigenvectors, then a resonance effect can occur, even for short range (i.e., localized) potentials. The reader should consult on that subject the very interesting papers of Rauch [300], Jensen and Kato [197], and Murata [253].

REmARK 2.7.7. Estimates of the form (2.2.4) hold for the Schrödinger equation with an external magnetic potential. See Chapter 9.

Remark 2.7.8. In addition to the smoothing effects of Sections 2.3 and 2.5, a third kind of smoothing effect was discovered. It says that for every $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$, then $u(t)=\mathcal{T}(t) \varphi$ belongs to $H_{\text {loc }}^{1 / 2}\left(\mathbb{R}^{N}\right)$ for a.a. $t \in \mathbb{R}$. It was discovered independently by Constantin and saut [94, 95], Sjölin [315], and Vega [351]. See also Ben Artzi and Devinatz [21], Ben Artzi and Klainerman [22], and Kato and Yajima [207] for further developments, as well as Kenig, Ponce, and Vega [211] for a related smoothing effect. A typical result in this direction is the following (see Ben
(Artzi and Klainerman [22] for a rather simple proof): There exists a constant $C$ such that for every $\varphi \in L^{2}\left(\mathbb{R}^{N}\right), u(t)=\mathcal{T}(t) \varphi$ satisfies

$$
\int_{-\infty}^{+\infty} \int_{\mathbb{R}^{N}} \frac{1}{1+|x|^{2}}|P u(t, x)|^{2} d x d t \leq C\|\varphi\|_{L^{2}}^{2}
$$

Where $P=(I-\Delta)^{1 / 4}$ is the pseudodifferential operator defined by $\widehat{P u}(\xi)=(1+$ $\left.4 \pi^{2}|\xi|^{2}\right)^{1 / 4} \widehat{u}(\xi)$. One can obtain similar estimates for the nonhomogeneous problem. More precisely, if $f \in L^{2}\left([0, T], L^{2}\left(\mathbb{R}^{N}\right)\right)$, then for every bounded open set $B \subset \mathbb{R}^{N}$ $u \in L^{2}\left([0, T], H^{1 / 2}(B)\right)$ (see Constantin and Saut [94, 95]). Therefore, there is locally a gain of half a derivative. As a matter of fact, if one is willing to reverse the time and space integrations, then the gain is one derivative. More precisely, if $\left\{Q_{\alpha}\right\}_{\alpha \in \mathbb{Z}^{N}}$ is a family of disjoint open cubes of size $R$ such that $\mathbb{R}^{N}=\bigcup_{\alpha \in \mathbb{Z}^{N}} \overline{Q_{\alpha}}$, then (see Kenig, Ponce, and Vega [212])

$$
\sup _{\alpha \in \mathbb{Z}^{N}}\left(\int_{Q_{\alpha}} \int_{-\infty}^{+\infty}|\nabla u(t, x)|^{2} d t d x\right)^{\frac{1}{2}} \leq C R \sum_{\alpha \in \mathbb{Z}^{N}}\left(\int_{Q_{\alpha}} \int_{-\infty}^{+\infty}|f(t, x)|^{2} d t d x\right)^{\frac{1}{2}}
$$

See also Ruiz and Vega [306] for related estimates. Similar estimates hold for $A=\Delta-V$, under appropriate assumptions on the potential $V$ (see Constantin and Saut [95]). Estimates of the above type are essential for solving the Cauchy problem for quasi-linear Schrödinger equations (i.e., with nonlinearities containing derivatives of $u$ ). See the comments and references in Section 9.5 .

REmark 2.7.9. Strichartz's estimates similar to those of Theorem 2.3.3 hold in certain exterior domains $\Omega \subset \mathbb{R}^{N}$ under the geometric assumption that $\Omega$ is nontrapping. See Burq, Gérard, and Tzvetkov [47].

Remark 2.7.10. Strichartz's estimates similar to those of Theorem 2.3.3 hold for the Schrödinger equation on certain nonflat manifolds. See Burq, Gérard, and Tzvetkov [49].

## The Cauchy Problem in a General Domain

In this chapter we consider a class of nonlinear Schrödinger equations in a general domain $\Omega \subset \mathbb{R}^{N}$. In the case $\Omega=\mathbb{R}^{N}$, the Strichartz estimates are an essential tool for the study of the Cauchy problem. In the case of a general domain $\Omega \subset \mathbb{R}^{N}$, Strichartz's estimates do not hold and fewer results are known. Our goal is to obtain, using energy techniques, a rather general existence result of solutions in the energy space, which can be adapted to many situations where local existence in that space is known. There is a wide literature on this subject. The study of the Cauchy problem in the energy space was initiated by Ginibre and Velo [133, 132] for local nonlinearities, and by Ginibre and Velo [134] for nonlocal nonlinearities of Hartree type.

In Section 3.1, we introduce various notions of solutions and in Section 3.2 some typical examples of nonlinearities to which we will apply our results. In Section 3.3, we prove our main local existence result and in Section 3.3, we establish some global existence results via energy estimates. In Sections 3.5 and 3.6, we apply the results of Sections 3.3 and 3.4 to the nonlinear Schrödinger equation in some subdomains of $\mathbb{R}$ and $\mathbb{R}^{2}$. The results of Section 3.3 will also be applied in Chapter 9 to some generalizations.

### 3.1. The Notion of Solution

In this section we make precise various notions of solution that we will use throughout the text. Let $\Omega \subset \mathbb{R}^{N}$ and, given a nonlinearity $g$, consider the initial value problem

$$
\left\{\begin{array}{l}
i u_{t}+\Delta u+g(u)=0  \tag{3.1.1}\\
\left.u\right|_{\partial \Omega}=0 \\
u(0)=\varphi
\end{array}\right.
$$

In order to motivate our definitions, we first consider the model case of the pure power nonlinearity $g(u)=\lambda|u|^{\alpha} u$ with $\lambda \in \mathbb{R}$ and $\alpha \geq 0$; i.e., consider the model equation

$$
\left\{\begin{array}{l}
i u_{t}+\Delta u+\lambda|u|^{\alpha} u=0  \tag{3.1.2}\\
\left.u\right|_{\partial \Omega}=0 \\
u(0)=\varphi
\end{array}\right.
$$

We first observe that, multiplying the equation by $\bar{u}$, integrating over $\Omega$, and taking the imaginary part, we obtain formally the conservation of charge

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega}|u(t, x)|^{2} d x=0 \tag{3.1.3}
\end{equation*}
$$

Therefore, the $L^{2}$ norm of the solution is constant. Next, multiplying the equation by $\bar{u}_{t}$, integrating over $\Omega$, and taking the real part, we obtain formally the conservation of energy

$$
\begin{equation*}
\frac{d}{d t} E(u(t))=0 \tag{3.1.4}
\end{equation*}
$$

where the energy $E$ is defined by

$$
E(w)=\int_{\Omega}\left\{\frac{1}{2}|\nabla w(x)|^{2}-\frac{\lambda}{\alpha+2}|w(x)|^{\alpha+2}\right\} d x
$$

Finally, multiplying the equation by $\nabla \bar{u}$, integrating over $\Omega$, and taking the real part, we obtain formally the conservation of momentum

$$
\begin{equation*}
\frac{d}{d t} \operatorname{Im} \int_{\Omega} u(t, x) \nabla \bar{u}(t, x) d x=0 \tag{3.1.5}
\end{equation*}
$$

When $N=1$ and $\alpha=2$, equation (3.1.2) is completely integrable and there are infinitely many conservation laws. When $\alpha=4 / N$ and $\Omega=\mathbb{R}^{N}$, there is the pseudoconformal conservation law (see Section 7.2). In general, however, the only known conservation laws for (3.1.2) are (3.1.3), (3.1.4), and (3.1.5). Since (3.1.5) does not involve any positive quantity, only (3.1.3) and (3.1.4) can possibly provide useful estimates of the solutions.

The above conservation laws suggest two possible "energy spaces," namely, $L^{2}(\Omega)$ associated with (3.1.3), and $H_{0}^{1}(\Omega)$ associated with (3.1.4). The point in working in an energy space is that, if there is a "good" local existence result, then the global existence of solutions follows from a priori estimates. These in general follow from the conservation of energy under some relevant assumptions on the nonlinearity.

We will study the local Cauchy problem in $L^{2}$ in Chapter 4. For the moment, we restrict our attention to solutions in $H_{0}^{1}(\Omega)$, and we make the following definition.

Definition 3.1.1. Consider $g \in C\left(H_{0}^{1}(\Omega), H^{-1}(\Omega)\right), \varphi \in H_{0}^{1}(\Omega)$ and an interval $I \ni 0$.
(i) A weak $H_{0}^{1}$-solution $u$ of (3.1.1) on I is a function

$$
u \in L^{\infty}\left(I, H_{0}^{1}(\Omega)\right) \cap W^{1, \infty}\left(I, H^{-1}(\Omega)\right)
$$

such that $i u_{t}+\Delta u+g(u)=0$ in $H^{-1}(\Omega)$ for a.a. $t \in I$ and $u(0)=\varphi$.
(ii) A strong $H_{0}^{1}$-solution $u$ of (3.1.1) on $I$ is a function

$$
u \in C\left(I, H_{0}^{1}(\Omega)\right) \cap C^{1}\left(I, H^{-1}(\Omega)\right)
$$

such that $i u_{t}+\Delta u+g(u)=0$ in $H^{-1}(\Omega)$ for all $t \in I$ and $u(0)=\varphi$.

REMARK 3.1.2. Here are some comments on Definition 3.1.1.
(i) The boundary condition $\left.u\right|_{\partial \Omega}=0$ is included in the assumption $u(t) \in H_{0}^{1}(\Omega)$.
(ii) If $u \in L^{\infty}\left(I, H_{0}^{1}(\Omega)\right) \cap W^{1, \infty}\left(I, H^{-1}(\Omega)\right)$, then $u \in C\left(\bar{I}, L^{2}(\Omega)\right)$ so that the condition $u(0)=\varphi$ makes sense.
(iii) Let $u \in L^{\infty}\left(I, H_{0}^{1}(\Omega)\right)$. If $g(u) \in L^{\infty}\left(I, H^{-1}(\Omega)\right)$ (which is automatically the case if $g: H_{0}^{1}(\Omega) \rightarrow H^{-1}(\Omega)$ is bounded on bounded sets), then $\Delta u+g(u) \in L^{\infty}\left(I, H^{-1}(\Omega)\right)$. Therefore, if $u$ satisfies $i u_{t}+\Delta u+g(u)=0$ in the sense of distributions, then $u \in W^{1, \infty}\left(I, H^{-1}(\Omega)\right)$. In addition, if $u \in C\left(I, H_{0}^{1}(\Omega)\right)$ satisfies $i u_{t}+\Delta u+g(u)=0$ in the sense of distributions, then $u \in C^{1}\left(I, H^{-1}(\Omega)\right)$.
(iv) We gave the definitions of weak and strong $H_{0}^{1}$-solutions of the Cauchy problem at $t=0$, i.e., with the initial condition $u(0)=\varphi$. Of course, given any $t_{0} \in \mathbb{R}$, one can give similar definitions for the Cauchy problem at $t=t_{0}$, i.e., with the initial condition $u\left(t_{0}\right)=\varphi$.

On applying the results of Section 1.6, we deduce the following property.
Proposition 3.1.3. (Duhamel's formula) Let $I$ be an interval such that $0 \in I$; let $g \in C\left(H_{0}^{1}(\Omega), H^{-1}(\Omega)\right)$ and $\varphi \in H_{0}^{1}(\Omega)$. If $g$ is bounded on bounded sets and $u \in L^{\infty}\left(I, H_{0}^{1}(\Omega)\right)$, then $u$ is a weak $H_{0}^{1}$-solution of (3.1.1) on I if and only if

$$
\begin{equation*}
u(t)=\mathcal{T}(t) \varphi+i \int_{0}^{t} \mathcal{T}(t-s) g(u(s)) d s \quad \text { for a.a. } t \in I \tag{3.1.6}
\end{equation*}
$$

A function $u \in C\left(I, H_{0}^{1}(\Omega)\right)$ is a strong $H_{0}^{1}$-solution of (3.1.1) on $I$ if and only if it satisfies (3.1.6) for all $t \in I$.

We now introduce the notion of uniqueness in $H^{1}$.
Definition 3.1.4. Consider $g \in C\left(H_{0}^{1}(\Omega), H^{-1}(\Omega)\right)$. We say that there is uniqueness in $H^{1}$ for problem (3.1.1) if, given any $\varphi \in H_{0}^{1}(\Omega)$ and any interval $I \ni 0$, it follows that any two weak $H_{0}^{1}$-solutions of (3.1.1) on $I$ coincide.

Finally, we introduce the notion of local well-posedness for problem (3.1.1).
Definition 3.1.5. Consider $g \in C\left(H_{0}^{1}(\Omega), H^{-1}(\Omega)\right)$. We say that the initialvalue problem (3.1.1) is locally well posed in $H_{0}^{1}(\Omega)$ if the following properties hold:
(i) There is uniqueness in $H^{1}$ for the problem (3.1.1).
(ii) For every $\varphi \in H_{0}^{1}(\Omega)$, there exists a strong $H_{0}^{1}$-solution of (3.1.1) which is defined on a maximal interval $\left(-T_{\min }, T_{\max }\right)$, with $T_{\max }=T_{\max }(\varphi) \in(0, \infty]$ and $T_{\min }=T_{\min }(\varphi) \in(0, \infty]$.
(iii) There is the blowup alternative: If $T_{\max }<\infty$, then $\lim _{t \uparrow T_{\max }}\|u(t)\|_{H^{1}}=$ $+\infty$ (respectively, if $T_{\min }<\infty$, then we have $\lim _{t \downarrow-T_{\min }}\|u(t)\|_{H^{1}}=+\infty$ ).
(iv) The solution depends continuously on the initial value; i.e., if $\varphi_{n} \underset{n \rightarrow \infty}{\longrightarrow} \varphi$ in $H_{0}^{1}(\Omega)$ and if $I \subset\left(-T_{\min }(\varphi), T_{\max }(\varphi)\right)$ is a closed interval, then the maximal solution $u_{n}$ of (3.1.1) with the initial condition $u_{n}(0)=\varphi_{n}$ is defined on $\bar{I}$ for $n$ large enough and satisfies $u_{n} \xrightarrow[n \rightarrow \infty]{\longrightarrow} u$ in $C\left(\bar{I}, H_{0}^{1}(\Omega)\right)$.

## Remark 3.1.6. Here are some comments on Definition 3.1.5.

(i) The property that $\left(-T_{\min }, T_{\max }\right)$ is the maximum interval of existence means that if $I \ni 0$ is an interval such that there exists a strong $H_{0}^{1}$-solution of (3.1.1) on $I$, then $I \subset\left(-T_{\min }, T_{\max }\right)$.
(ii) If $T_{\max }<\infty$ (respectively, $T_{\min }<\infty$ ), then by the blowup alternative $\lim _{t \uparrow T_{\text {max }}}\|u(t)\|_{H^{1}}=+\infty$ (respectively, $\lim _{t \downarrow-T_{\text {min }}}\|u(t)\|_{H^{1}}=+\infty$ ). In this case, the solution $u$ is said to blow up at $T_{\max }$ (respectively, $-T_{\min }$ ). If $T_{\max }=\infty$ (respectively, $T_{\min }=\infty$ ), the solution is said to be positively (respectively, negatively) global. Note that in this case the blowup alternative does not say anything about the possible boundedness of $\|u(t)\|_{H^{1}}$ as $t \rightarrow \infty$.
(iii) Note that the continuous dependence property implies that the functions $T_{\text {max }}$ and $T_{\text {min }}$ are lower semicontinuous $H_{0}^{1}(\Omega) \rightarrow(0, \infty]$.
(iv) There are various notions of well-posedness in the literature. We adopted a quite strong notion of well-posedness by requiring uniqueness, the blowup alternative, and continuous dependence.

### 3.2. Some Typical Nonlinearities

In this section, we introduce various classical models of nonlinearities.
Example 3.2.1. The external potential. Consider a real-valued potential $V: \Omega \rightarrow \mathbb{R}$. Assume that

$$
\begin{equation*}
V \in L^{p}(\Omega) \tag{3.2.1}
\end{equation*}
$$

with

$$
\begin{equation*}
p \geq 1, \quad p>\frac{N}{2} \tag{3.2.2}
\end{equation*}
$$

Let $g$ be defined by

$$
\begin{equation*}
g(u)=V u \tag{3.2.3}
\end{equation*}
$$

for all measurable $u: \Omega \rightarrow \mathbb{C}$, and $G$ be defined by

$$
\begin{equation*}
G(u)=\frac{1}{2} \int_{\Omega} V(x)|u(x)|^{2} d x \tag{3.2.4}
\end{equation*}
$$

for all measurable $u: \Omega \rightarrow \mathbb{C}$ such that $V|u|^{2} \in L^{1}(\Omega)$. We have the following result.

Proposition 3.2.2. Let $V$ satisfy (3.2.1) and (3.2.2), let $g$ and $G$ be defined by (3.2.3) and (3.2.4), respectively, and set

$$
\begin{equation*}
r=\frac{2 p}{p-1} \tag{3.2.5}
\end{equation*}
$$

The following properties hold:
(i) $G \in C^{1}\left(H_{0}^{1}(\Omega), \mathbb{R}\right), g \in C\left(H_{0}^{1}(\Omega), H^{-1}(\Omega)\right)$, and $G^{\prime}=g$.
(ii) $2 \leq r<\frac{2 N}{N-2}(2 \leq r \leq \infty$ if $N=1)$.
(iii) $g \in C\left(L^{r}(\Omega), L^{r^{\prime}}(\Omega)\right)$ and $\|g(u)\|_{L^{r^{\prime}}} \leq\|V\|_{L^{p}}\|u\|_{L^{r}}$ for all $u \in L^{r}(\Omega)$.
(iv) $\operatorname{Im} g(u) \bar{u}=0$ a.e. in $\Omega$ for all $u \in H_{0}^{1}(\Omega)$.

Proof. Part (ii) follows from (3.2.2) and (3.2.5). (iii) is a consequence of (ii) and Hölder's inequality. In particular, $H_{0}^{1}(\Omega) \hookrightarrow L^{r}(\Omega)$ and $L^{r^{\prime}}(\Omega) \hookrightarrow H^{-1}(\Omega)$ by Sobolev's embedding theorem, which implies that $g \in C\left(H_{0}^{1}(\Omega), H^{-1}(\Omega)\right)$. Next, it follows from Hölder's inequality that $2 \| G\left(u\|\leq\| V\left\|_{L^{p}}\right\| u \|_{L^{r}}^{2}\right.$, so that $G$ is well defined on $H_{0}^{1}(\Omega)$. Furthermore,

$$
G(u+v)-G(u)-(g(u), v)_{H^{-1}, H_{0}^{1}}=\frac{1}{2} \int_{\Omega} V|v|^{2}
$$

for all $u, v \in H_{0}^{1}(\Omega)$, and one deduces easily that $G \in C^{1}\left(H_{0}^{1}(\Omega), \mathbb{R}\right)$ and $G^{\prime}=g$. Hence (i) is established. Finally, (iv) follows from the fact that $V$ is real valued.

REMARK 3.2.3. Let $V$ be a real-valued potential, $V \in L^{p}(\Omega)+L^{\infty}(\Omega)$. If $p$ satisfies (3.2.2), then we may write $V=V_{1}+V_{2}$, where $V_{1}$ satisfies (3.2.2) and $V_{2}$ satisfies (3.2.2) with $p$ replaced by $\infty$. In particular, we may apply Proposition 3.2.2 to both $V_{1}$ and $V_{2}$.

Example 3.2.4. The local nonlinearity. Consider a function $f: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ such that $f(x, u)$ is measurable in $x$ and continuous in $u$. Let $F: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ be defined by

$$
\begin{equation*}
F(x, u)=\int_{0}^{u} f(x, s) d s \quad \text { for all } u \geq 0 \tag{3.2.6}
\end{equation*}
$$

Assume that

$$
\begin{equation*}
f(x, 0)=0 \quad \text { for a.a. } x \in \Omega \tag{3.2.7}
\end{equation*}
$$

and that for every $K>0$ there exists $L(K)<\infty$ such that

$$
\begin{equation*}
|f(x, u)-f(x, v)| \leq L(K)|u-v| \tag{3.2.8}
\end{equation*}
$$

for a.a. $x \in \Omega$ and all $u, v$ such that $|u|,|v| \leq K$. Assume further that

$$
\begin{cases}L \in C([0, \infty)) & \text { if } N=1  \tag{3.2.9}\\ L(t) \leq C t^{\alpha} \text { with } 0 \leq \alpha<\frac{4}{N-2} & \text { if } N \geq 2\end{cases}
$$

Extend $f$ to the complex plane by setting

$$
\begin{equation*}
f(x, u)=\frac{u}{|u|} f(x,|u|) \quad \text { for all } u \in \mathbb{C}, u \neq 0 \tag{3.2.10}
\end{equation*}
$$

Finally, set

$$
\begin{equation*}
g(u)(x)=f(x, u(x)) \quad \text { a.e. in } \Omega \tag{3.2.11}
\end{equation*}
$$

for all measurable $u: \Omega \rightarrow \mathbb{C}$, and

$$
\begin{equation*}
G(u)=\int_{\Omega} F(x,|u(x)|) d x \tag{3.2.12}
\end{equation*}
$$

for all measurable $u: \Omega \rightarrow \mathbb{C}$ such that $F(\cdot, u(\cdot)) \in L^{1}(\Omega)$. We have the following result.

Proposition 3.2.5. Let $f$ satisfy (3.2.7), (3.2.8), and (3.2.9); let $g$ and $G$ be defined by (3.2.10), (3.2.11), (3.2.6), and (3.2.12), and set

$$
r= \begin{cases}2 & \text { if } N=1  \tag{3.2.13}\\ \alpha+2 & \text { if } N \geq 2\end{cases}
$$

The following properties hold:
(i) $G \in C^{1}\left(H_{0}^{1}(\Omega), \mathbb{R}\right), g \in C\left(H_{0}^{1}(\Omega), H^{-1}(\Omega)\right)$ and $G^{\prime}=g$.
(ii) If $N \geq 2$, then $2 \leq r<\frac{2 N}{N-2}$.
(iii) $g \in C\left(L^{r}(\Omega), L^{r^{\prime}}(\Omega)\right)$.
(iv) For all $M>0$, there exists $C(M)<\infty$ such that $\|g(u)-g(v)\|_{L^{r^{\prime}}} \leq$ $C(M)\|u-v\|_{L^{r}}$ for all $u, v \in H_{0}^{1}(\Omega)$ with $\|u\|_{H^{1}},\|v\|_{H^{1}} \leq M$.
(v) $\operatorname{Im} g(u) \bar{u}=0$ a.e. in $\Omega$ for all $u \in H_{0}^{1}(\Omega)$.

Proof. (v) is an immediate consequence of (3.2.10). Let now $K>0$, and let $u, v \in \mathbb{C}$ be such that $|u|,|v| \leq K$. Suppose for definiteness that $|u| \geq|v|$. It follows from (3.2.7), (3.2.8), and (3.2.10) that

$$
\begin{equation*}
|f(x, v)| \leq L(K)|v| \tag{3.2.14}
\end{equation*}
$$

On the other hand, we deduce from (3.2.10) that

$$
\begin{aligned}
|u||v|(f(x, u)-f(x, v))= & u|v|[f(x,|u|)-f(x,|v|)] \\
& +[u(|v|-|u|+|u|(u-v))] f(x,|v|)
\end{aligned}
$$

and so

$$
\begin{aligned}
|u||v||f(x, u)-f(x, v)| & \leq|u||v||f(x,|u|)-f(x,|v|)|+2|u||u-v||f(x,|v|)| \\
& \leq 3|u||v| L(K)|u-v|
\end{aligned}
$$

where we used (3.2.8) and (3.2.14) in the last inequality. Therefore, replacing $L(K)$ by $3 L(K)$, we have

$$
\begin{equation*}
|f(x, u)-f(x, v)| \leq L(K)|u-v| \tag{3.2.15}
\end{equation*}
$$

for all $u, v \in \mathbb{C}$ such that $|u|,|v| \leq K$.
We first consider the case $N \geq 2$. (ii) follows from (3.2.9) and (3.2.13). In particular, $H_{0}^{1}(\Omega) \hookrightarrow L^{r}(\Omega)$ by Sobolev's embedding theorem. Therefore, by (3.2.15), (3.2.9), and Hölder's inequality,

$$
\|g(u)-g(v)\|_{L^{r^{\prime}}} \leq C\left(\|u\|_{L^{r}}^{\alpha}+\|u\|_{L^{r}}^{\alpha}\right)\|u-v\|_{L^{r}} .
$$

Hence (iii) and (iv) are proven. Next, it follows from (3.2.7), (3.2.8), and (3.2.6) that

$$
\begin{equation*}
|f(x, u)| \leq C|u|^{r-1}, \quad|F(x,|u|)| \leq C|u|^{r}, \tag{3.2.16}
\end{equation*}
$$

so that $G$ is well defined on $H_{0}^{1}(\Omega)$. We now deduce from (3.2.6) and (3.2.16) that

$$
|G(u+v)-G(u)|=\left|\int_{\Omega} \int_{|u|}^{|u+v|} f(x, s) d s d x\right| \leq C \int_{\Omega}|v|(|u|+|v|)^{r-1}
$$

so that $G \in C\left(H_{0}^{1}(\Omega), \mathbb{R}\right)$. Fix now $u, v \in H_{0}^{1}(\Omega)$. Given $0<t \leq 1$, (3.2.16) implies that

$$
\frac{1}{t}|F(x, u+t v)-F(x, u)-t \operatorname{Re}(f(x, u) \bar{v})| \leq C|v|(|u|+|v|)^{r-1} \in L^{1}(\Omega)
$$

Since clearly

$$
\frac{1}{t}[F(x, u+t v)-F(x, u)-t \operatorname{Re}(f(x, u) \bar{v})] \underset{t \downarrow 0}{\longrightarrow} 0
$$

it follows from the dominated convergence theorem that

$$
\frac{1}{t}\left[G(u+t v)-G(u)-(g(u), v)_{H^{-1}, H_{0}^{1}}\right] \underset{t \downarrow 0}{\longrightarrow} 0 .
$$

Therefore, $G$ is gâteaux differentiable and $G^{\prime}=g$. Since $g \in C\left(H_{0}^{1}(\Omega), H^{-1}(\Omega)\right)$, (i) follows.

We finally consider the case $N=1$. Since $H_{0}^{1}(\Omega) \hookrightarrow L^{\infty}(\Omega)$, we deduce from (3.2.15) that, after possibly modifying the function $L$,

$$
|f(x, u)-f(x, v)| \leq L(M)|u-v|
$$

for all $u, v \in H_{0}^{1}(\Omega)$ such that $\|u\|_{H^{1}},\|v\|_{H^{1}} \leq M$. The rest of the proof is then an obvious modification of the argument used in the case $N \geq 2$.

REMARK 3.2.6. A typical $f$ to which we may apply Proposition 3.2.5 is $f(u)=$ $|u|^{\alpha} u$ with $0 \leq \alpha<\frac{2 N}{N-2}(0 \leq \alpha<\infty$ if $N=1)$.

Remark 3.2.7. Let $g(u)=f(\cdot, u(\cdot))$, where $f$ satisfies (3.2.7) and (3.2.8) with

$$
\begin{cases}L(t) \in C((0, \infty)) & \text { if } N=1  \tag{3.2.17}\\ L(t) \leq C\left(1+t^{\alpha}\right) \text { with } 0 \leq \alpha<\frac{4}{N-2} & \text { if } N \geq 2\end{cases}
$$

If $N \geq 2$, define the functions $f_{1}$ and $f_{2}$ by

$$
f_{1}(x, u)= \begin{cases}f(x, u) & \text { if } 0 \leq u \leq 1 \\ f(x, 1) & \text { if } u \geq 1\end{cases}
$$

and

$$
f_{2}(x, u)= \begin{cases}0 & \text { if } 0 \leq u \leq 1 \\ f(x, u)-f(x, 1) & \text { if } u \geq 1 .\end{cases}
$$

We have $f=f_{1}+f_{2}$, and $f_{1}$ and $f_{2}$ both satisfy (3.2.7). Furthermore, one easily verifies that $f_{1}$ satisfies (3.2.8) and (3.2.9) with $\alpha$ replaced by 0 and that $f_{2}$ satisfies (3.2.8) and (3.2.9) with $\alpha$ as in (3.2.17). In particular, we can write $g=g_{1}+g_{2}$ where both $g_{1}$ and $g_{2}$ satisfy the assumptions of Proposition 3.2.5.

Example 3.2.8. The Hartree nonlinearity in $\mathbb{R}^{N}$. Let $\Omega=\mathbb{R}^{N}$ and consider a real-valued potential $W: \mathbb{R}^{N} \rightarrow \mathbb{R}$. Assume that

$$
\begin{equation*}
W \in L^{p}\left(\mathbb{R}^{N}\right) \tag{3.2.18}
\end{equation*}
$$

for some

$$
\begin{equation*}
p \geq 1, \quad p>\frac{N}{4}, \tag{3.2.19}
\end{equation*}
$$

and

$$
\begin{equation*}
W \text { is even. } \tag{3.2.20}
\end{equation*}
$$

Let $g$ be defined by

$$
\begin{equation*}
g(u)=\left(W \star|u|^{2}\right) u \tag{3.2.21}
\end{equation*}
$$

for all measurable $u: \mathbb{R}^{N} \rightarrow \mathbb{R}$ such that $W \star|u|^{2}$ is measurable, and let $G$ be defined by

$$
\begin{equation*}
G(u)=\frac{1}{4} \int_{\mathbb{R}^{N}}\left(W \star|u|^{2}\right)(x)|u(x)|^{2} d x \tag{3.2.22}
\end{equation*}
$$

for all measurable $u: \mathbb{R}^{N} \rightarrow \mathbb{R}$ such that $\left(W \star|u|^{2}\right)(x)|u(x)|^{2}$ is integrable. We have the following result.

Proposition 3.2.9. Let $W$ satisfy (3.2.18), (3.2.19), and (3.2.20), and let $g$ and $G$ be defined by (3.2.21) and (3.2.22), respectively. Set

$$
\begin{equation*}
r=\frac{4 p}{2 p-1} \tag{3.2.23}
\end{equation*}
$$

Then the following properties hold:
(i) $G \in C^{1}\left(H^{1}\left(\mathbb{R}^{N}\right), \mathbb{R}\right), g \in C\left(H^{1}\left(\mathbb{R}^{N}\right), H^{-1}\left(\mathbb{R}^{N}\right)\right)$, and $G^{\prime}=g$.
(ii) $2 \leq r<\frac{2 N}{N-2}(2 \leq r<\infty$ if $N=1)$.
(iii) $g \in C\left(L^{r}\left(\mathbb{R}^{N}\right), L^{r^{\prime}}\left(\mathbb{R}^{N}\right)\right)$.
(iv) For all $M>0$, there exists $C(M)<\infty$ such that $\|g(u)-g(v)\|_{L^{r^{\prime}}} \leq$ $C(M)\|u-v\|_{L^{r}}$ for all $u, v \in H^{1}\left(\mathbb{R}^{N}\right)$ with $\|u\|_{L^{r}},\|v\|_{L^{r}} \leq M$.
(v) $\operatorname{Im} g(u) \bar{u}=0$ a.e. in $\mathbb{R}^{N}$ for all $u \in \mathbb{R}^{N}$.

Proof. Part (ii) follows from (3.2.19) and (3.2.23). Next, we deduce from (3.2.19), (3.2.23), and Hölder and Young's inequalities that

$$
\|(W \star(u v)) w\|_{L^{r^{\prime}}} \leq\|W\|_{L^{p}}\|u\|_{L^{r}}\|v\|_{L^{r}}\|w\|_{L^{r}}
$$

Statements (iii) and (iv) follow easily. On the other hand, we deduce in particular from (ii) that $H^{1}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{r}\left(\mathbb{R}^{N}\right)$ and $L^{r^{\prime}}\left(\mathbb{R}^{N}\right) \hookrightarrow H^{-1}\left(\mathbb{R}^{N}\right)$ by Sobolev's embedding theorem, which implies that $g \in C\left(H^{1}\left(\mathbb{R}^{N}\right), H^{-1}\left(\mathbb{R}^{N}\right)\right)$. It also follows from Hölder and Young's inequalities that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}(W \star(u v)) w z \leq\|W\|_{L^{p}}\|u\|_{L^{r}}\|v\|_{L^{r}}\|w\|_{L^{r}}\|z\|_{L^{r}} \tag{3.2.24}
\end{equation*}
$$

so that $G$ is well defined $H^{1}\left(\mathbb{R}^{N}\right) \rightarrow \mathbb{R}$. Since $W$ is even, we see that

$$
\int_{\mathbb{R}^{N}}(W \star \varphi) \psi=\int_{\mathbb{R}^{N}}(W \star \psi) \varphi
$$

Therefore,

$$
\begin{aligned}
G(u+v)- & G(u)-(g(u), v)_{H^{-1}, H_{0}^{1}}
\end{aligned}=-\quad \begin{aligned}
\int_{\mathbb{R}^{N}}\left(W \star|v|^{2}\right)\left(\frac{|u|^{2}+|v|^{2}}{4}+\operatorname{Re}(u \bar{v})\right)+\int_{\mathbb{R}^{N}}(W \star \operatorname{Re}(u \bar{v})) \operatorname{Re}(u \bar{v}) .
\end{aligned}
$$

Applying now (3.2.24), we obtain

$$
\left|G(u+v)-G(u)-(g(u), v)_{H^{-1}, H_{0}^{1}}\right| \leq C\|W\|_{L^{p}}\left(\|u\|_{L^{r}}^{2}+\|v\|_{L^{r}}^{2}\right)\|v\|_{L^{r}}^{2}
$$

and so $G \in C^{1}\left(H^{1}\left(\mathbb{R}^{N}\right), \mathbb{R}\right)$ and $G^{\prime}=g$. This proves (i). Assertion (v) follows from the fact that $W$ is real valued.

REMARK 3.2.10. Let $W$ be an even, real-valued potential, $W \in L^{p}(\Omega)+L^{\infty}(\Omega)$. If $p$ satisfies (3.2.19), then we may write $W=W_{1}+W_{2}$, where $W_{1}$ satisfies (3.2.19) and $W_{2}$ satisfies (3.2.19) with $p$ replaced by $\infty$. In particular, we may apply Proposition 3.2.9 to both $W_{1}$ and $W_{2}$.

Example 3.2.11. Let

$$
g(u)=V u+f(\cdot, u(\cdot))+\left(W \star|u|^{2}\right) u
$$

where $V, f$, and $W$ are as follows:

- $V$ is a real-valued potential, $V \in L^{p}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $p \geq 1$, $p>N / 2$.
- $f: \mathbb{R}^{N} \times \mathbb{R} \rightarrow \mathbb{R}$ is measurable in $x \in \mathbb{R}^{N}$ and continuous in $u \in \mathbb{R}$ and satisfies (3.2.7), (3.2.8), and (3.2.17). $f$ is extended to $\mathbb{R}^{N} \times \mathbb{C}$ by (3.2.10).
- $W$ is an even, real-valued potential; $W \in L^{q}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $q \geq 1$, $q>N / 4$.
Applying Remarks 3.2.3, 3.2.7, and 3.2.10, we see that we may write

$$
g=g_{1}+\cdots+g_{6}
$$

where each of the $g_{j}$ 's satisfies the following conditions:
(i) $g_{j}=G_{j}^{\prime}$ for some $G_{j} \in C^{1}\left(H^{1}\left(\mathbb{R}^{N}\right), \mathbb{R}\right)$,
(ii) $g_{j} \in C\left(L^{r_{j}}\left(\mathbb{R}^{N}\right), L^{r_{j}^{\prime}}\left(\mathbb{R}^{N}\right)\right)$,
(iii) for every $M<\infty$, there exists $C(M)<\infty$ such that $\left\|g_{j}(v)-g_{j}(u)\right\|_{L^{r_{j}^{\prime}}} \leq$ $C(M)\|v-u\|_{L^{r_{j}}}$ for all $u, v \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $\|u\|_{H^{1}}+\|v\|_{H^{1}} \leq M$,
(iv) $\operatorname{Im}\left(g_{j}(u) \bar{u}\right)=0$ a.e. in $\mathbb{R}^{N}$ for every $u \in H^{1}\left(\mathbb{R}^{N}\right)$
for some $r_{j} \in\left[2, \frac{2 N}{N-2}\right)\left(r_{j}, \rho_{j} \in[2, \infty]\right.$ if $\left.N=1\right)$.

### 3.3. Local Existence in the Energy Space

We begin with an abstract result for which we use the notation introduced in Section 1.6.

Theorem 3.3.1. Let $X$ be a complex Hilbert space with the real scalar product $(\cdot, \cdot)_{X}$. Let $A$ be a $\mathbb{C}$-linear, self-adjoint, $\leq 0$ operator on $X$ with domain $D(A)$.

Let $X_{A}$ be the completion of $D(A)$ for the norm $\|x\|_{X_{A}}^{2}=\|x\|_{X}^{2}-(A x, x)_{X}, X_{A}^{\star}=$ $\left(X_{A}\right)^{\star}$, and $\bar{A}$ be the extension of $A$ to $(D(A))^{\star}$. Finally, let $\mathfrak{T}(t)$ be the group of isometries generated on $(D(A))^{\star}, X_{A}^{\star}, X, X_{A}$, or $D(A)$ by the skew-adjoint operator $i A$. Assume that $g: X \rightarrow X$ is Lipschitz continuous on bounded sets of $X$ and that there exists $G \in C^{1}\left(X_{A}, \mathbb{R}\right)$ such that $G^{\prime}(x)=g(x)$ for all $x \in X_{A}$. Assume further that

$$
\begin{equation*}
(g(x), i x)_{X}=0 \quad \text { for all } x \in X \tag{3.3.1}
\end{equation*}
$$

For $x \in X_{A}$, set

$$
\begin{equation*}
E(x)=\frac{1}{2}\left(\|x\|_{X_{A}}^{2}-\|x\|_{X}^{2}\right)-G(x)=-\frac{1}{2}(A x, x)_{X}-G(x) \tag{3.3.2}
\end{equation*}
$$

so that $E \in C^{1}\left(X_{A}, \mathbb{R}\right)$ and $E^{\prime}(x)=-A x-g(x) \in X_{A}^{\star}$ for every $x \in X_{A}$. It follows that, for every $x \in X$, there exists a unique solution $u$ of the problem

$$
\left\{\begin{array}{l}
u \in C(\mathbb{R}, X) \cap C^{1}\left(\mathbb{R},(D(A))^{\star}\right)  \tag{3.3.3}\\
i \frac{d u}{d t}+\bar{A} u+g(u)=0 \quad \text { for all } t \in \mathbb{R} \\
u(0)=x
\end{array}\right.
$$

In addition, the following properties hold:
(i) $\|u(t)\|_{X}=\|x\|_{X}$ for every $t \in \mathbb{R}$ (conservation of charge).
(ii) If $x \in X_{A}$, then $u \in C\left(\mathbb{R}, X_{A}\right) \cap C^{1}\left(\mathbb{R}, X_{A}^{\star}\right)$ and $E(u(t))=E(x)$ for every $t \in \mathbb{R}$ (conservation of energy).
(iii) If $x \in D(A)$, then also $u \in C(\mathbb{R}, D(A)) \cap C^{1}(\mathbb{R}, X)$.

Proof. We proceed in five steps.
STEP 1. It is well known that for every $x \in X$, there exists a unique, maximal solution $u \in C\left(\left(T_{1}, T_{2}\right), X\right)$ of (3.3.3), $T_{1}<0<T_{2} . u$ is maximal in the sense that if $\left|T_{i}\right|<\infty$ (for $i=1,2$ ), then $\|u(t)\|_{X} \rightarrow \infty$ as $t \rightarrow T_{i}$. In addition, if $x \in D(A)$, then $u \in C\left(\left(T_{1}, T_{2}\right), D(A)\right) \cap C^{1}\left(\left(T_{1}, T_{2}\right), X\right)$. Furthermore, $u$ depends continuously on $x$ in $X$, uniformly on compact subsets of the maximal existence interval. This follows essentially from Segal [309] (see Cazenave and Haraux [64, 65], Brezis and Cazenave [44], and Pazy [294]).

Step 2. Assume $x \in D(A)$, and take the scalar product of the equation with iu. We obtain that

$$
\left(u_{t}, u\right)_{X}=\left(i u_{t}, i u\right)_{X}=-(A u, i u)_{X}-(g(u), i u)_{X} .
$$

The first term of the right-hand side vanishes by self-adjointness, and the second by (3.3.1). Therefore,

$$
\frac{d}{d t}\|u(t)\|_{X}^{2}=2\left(u_{t}, u\right)_{X}=0
$$

Hence the conservation of charge follows. Multiplying the equation by $u_{t}$, we obtain

$$
0=\left(i u_{t}, u_{t}\right)_{X}=\left(-A u, u_{t}\right)_{X}-\left(g(u), u_{t}\right)_{X}
$$

Therefore,

$$
\begin{equation*}
\frac{d}{d t} E(u(t))=0 \tag{3.3.4}
\end{equation*}
$$

This establishes the conservation of energy.
Step 3. By Step 2 and continuous dependence, we obtain conservation of charge when $x \in X$. Therefore $\|u(t)\|_{X}$ is uniformly bounded on the maximal existence interval, and so the solution exists on $(-\infty, \infty)$. Hence (i) and (iii) follow.

Step 4. Let $x \in X_{A}$, and let $x_{n} \in D(A)$ converge to $x$ in $X_{A}$ as $n \rightarrow \infty$. We denote by $u_{n}$ the solution of (3.3.3) with initial value $x_{n}$. By (i), $u_{n}$ is bounded in $L^{\infty}(\mathbb{R}, X)$, and so $G\left(u_{n}\right)$ is uniformly bounded. We deduce from the conservation of energy (3.3.4) that $u_{n}$ is bounded in $L^{\infty}\left(\mathbb{R}, X_{A}\right)$, and from the equation that $\left(u_{n}\right)_{t}$ is bounded in $L^{\infty}\left(\mathbb{R}, X_{A}^{*}\right)$. On the other hand, it follows from continuous dependence that for every $t \in \mathbb{R}, u_{n}(t) \rightarrow u(t)$ as $n \rightarrow \infty$, strongly in $X$, hence weakly in $X_{A}$. Therefore, $u \in L^{\infty}\left(\mathbb{R}, X_{A}\right) \cap W^{1, \infty}\left(\mathbb{R}, X_{A}^{\star}\right)$ and $E(u(t)) \leq E(x)$ for every $t \in \mathbb{R}$.

Step 5. Let $t \in \mathbb{R}$, let $y=u(t)$, and let $v$ be the solution of (3.3.3) with initial value $y$. We deduce from Step 4 that $E(v(-t)) \leq E(y)$. On the other hand, $v(-t)=x$ by uniqueness so that $E(u(t))=E(x)$ for every $t \in \mathbb{R}$. Hence there is conservation of energy. In particular, the function $t \mapsto\|u(t)\|_{X_{A}}^{2}$ is continuous. Since $u: \mathbb{R} \rightarrow X_{A}$ is weakly continuous, we obtain $u \in C\left(\mathbb{R}, X_{A}\right)$, and so $u \in$ $C^{1}\left(\mathbb{R}, X_{A}^{\star}\right)$ by the equation. Hence (ii) is proven.

Remark 3.3.2. Note that the assumption (3.3.1) is only needed to ensure conservation of charge, which implies that all solutions of (3.3.3) are global. Without that assumption, we would have a local version of Theorem 3.3.1 (without the conservation of charge).

Theorem 3.3.1 is not applicable in general for solving the local Cauchy problem in the energy space for the nonlinear Schrödinger equation (3.1.1) for "large" nonlinearities. Indeed, we must take $X=L^{2}(\Omega)$, and so we need $g$ to be locally Lipschitz continuous on $L^{2}(\Omega)$. If $g$ is of the form $g(u)(x)=f(u(x))$ for some function $f: \mathbb{C} \rightarrow \mathbb{C}$, then $f$ needs to be globally Lipschitz continuous, and in particular sublinear. Thus, we need to improve Theorem 3.3.1 under weaker assumptions on $g$.

We now use the notation of Chapter 2. In particular, $\Omega$ is an open subset of $\mathbb{R}^{N}, A$ is the Laplacian with Dirichlet boundary conditions, and so $X=L^{2}(\Omega)$, $X_{A}=H_{0}^{1}(\Omega)$, and $X_{A}^{\star}=H^{-1}(\Omega)$. We want to go as far as possible under fairly general assumptions on $g$. The main results of this section are Theorems 3.3.5 and 3.3.9. In Theorem 3.3.5, we show the existence of local weak $H_{0}^{1}$ solutions. In Theorem 3.3.9, we show the local well-posedness of the Cauchy problem in $H_{0}^{1}(\Omega)$, provided we have the "a priori" information that solutions are unique. The reason we proceed that way is that in order to apply Theorem 3.3 .9 , we will only need to show uniqueness, and the known techniques for proving uniqueness depend heavily on the the type of nonlinearity and on geometric properties of $\Omega$.

We make the following assumption on the nonlinearity $g$ :

$$
\begin{equation*}
g=G^{\prime} \quad \text { for some } G \in C^{1}\left(H_{0}^{1}(\Omega), \mathbb{R}\right) \tag{3.3.5}
\end{equation*}
$$

In particular, $g \in C\left(H_{0}^{1}(\Omega), H^{-1}(\Omega)\right)$. We assume that there exist $r, \rho \in\left[2, \frac{2 N}{N-2}\right)$ ( $r, \rho \in[2, \infty]$ if $N=1$ ) such that

$$
\begin{equation*}
g \in C\left(H_{0}^{1}(\Omega), L^{\rho^{\prime}}(\Omega)\right) \tag{3.3.6}
\end{equation*}
$$

and such that for every $M<\infty$ there exists $C(M)<\infty$ such that

$$
\begin{equation*}
\|g(v)-g(u)\|_{L^{\rho^{\prime}}} \leq C(M)\|v-u\|_{L^{r}} \tag{3.3.7}
\end{equation*}
$$

for all $u, v \in H_{0}^{1}(\Omega)$ such that $\|u\|_{H^{1}}+\|v\|_{H^{1}} \leq M$. Finally, we assume that, for every $u \in H_{0}^{1}(\Omega)$,

$$
\begin{equation*}
\operatorname{Im}(g(u) \bar{u})=0 \quad \text { a.e. in } \Omega \tag{3.3.8}
\end{equation*}
$$

We define the energy $E$ by

$$
\begin{equation*}
E(u)=\frac{1}{2} \int_{\Omega}|\nabla u|^{2} d x-G(u) \quad \text { for every } u \in H_{0}^{1}(\Omega) \tag{3.3.9}
\end{equation*}
$$

so that $E \in C^{1}\left(H_{0}^{1}(\Omega), \mathbb{R}\right)$ and $E^{\prime}(u)=-\Delta u-g(u)$ for every $u \in H_{0}^{1}(\Omega)$.
Remark 3.3.3. Assumptions (3.3.5)-(3.3.8) deserve some comments. The energy space being here $H_{0}^{1}(\Omega)$, it is natural to require that $g: H_{0}^{1}(\Omega) \rightarrow H^{-1}(\Omega)$, as the Laplacian does. The assumption that $g$ is the gradient of some functional $G$ is stronger. It allows us to define the energy, and the conservation of energy is essential in our proof of local existence. Note that most of the classical examples from theoretical physics possess this property. However, in the case of local nonlinearities in $\Omega=\mathbb{R}^{N}$, local existence can be proved without conservation of energy (see Kato [203, 204, 205, 206] and Chapter 4). Assumptions (3.3.6) require that $g$ is slightly better than a mapping $H_{0}^{1}(\Omega) \rightarrow H^{-1}(\Omega)$, and assumption (3.3.7) is a type of local Lipschitz condition. Finally, assumption (3.3.8) implies the conservation of charge. It is essential for our proof, but may be replaced by other hypotheses on $g$ with different proofs (see Kato [203, 204, 205, 206], and Cazenave and Weissler [68]).

REMARK 3.3.4. Note that all the nonlinearities introduced in Section 3.2 satisfy the assumptions (3.3.5)-(3.3.8).

We begin with the following result.
ThEOREM 3.3.5. Let $g=g_{1}+\cdots+g_{k}$, where each of the $g_{j}$ 's satisfies the assumptions (3.3.5)-(3.3.8) for some exponents $r_{j}, \rho_{j}$. Set $G=G_{1}+\cdots+G_{k}$ and $E=E_{1}+\cdots+E_{k}$. For every $M>0$, there exists $T(M)>0$ with the following property: For every $\varphi \in H_{0}^{1}(\Omega)$ such that $\|\varphi\|_{H^{1}} \leq M$, there exists a weak $H_{0}^{1}$-solution $u$ of (3.1.1) on $I=(-T(M), T(M))$. In addition,

$$
\begin{equation*}
\|u\|_{L^{\infty}\left((-T(M), T(M)), H^{1}\right)} \leq 2 M . \tag{3.3.10}
\end{equation*}
$$

Furthermore,

$$
\begin{align*}
\|u(t)\|_{L^{2}} & =\|\varphi\|_{L^{2}},  \tag{3.3.11}\\
E(u(t)) & \leq E(\varphi), \tag{3.3.12}
\end{align*}
$$

for all $t \in(-T(M), T(M))$.
Before proceeding to the proof of the proposition, we establish two elementary lemmas.

Lemma 3.3.6. Let $I \subset \mathbb{R}$ be an interval. It follows that for every $u \in$ $L^{\infty}\left(I, H_{0}^{1}(\Omega)\right) \cap W^{1, \infty}\left(I, H^{-1}(\Omega)\right)$,

$$
\|u(t)-u(s)\|_{L^{2}(\Omega)} \leq C|t-s|^{\frac{1}{2}} \quad \text { for all } s, t \in I
$$

where $C=\max \left\{\|u\|_{L^{\infty}\left(I, H^{1}\right)},\left\|u^{\prime}\right\|_{L^{\infty}\left(I, H^{-1}\right)}\right\}$.
Proof. The result is a consequence of Remark 1.3 .11 applied with $X=H^{-1}(\Omega)$ and $p=\infty$, and of the inequality $\|v\|_{L^{2}}^{2} \leq\|v\|_{H^{-1}}\|v\|_{H_{0}^{1}}$ (see Remark 1.3.8(iii)).

LEMMA 3.3.7. If g satisfies (3.3.5)-(3.3.8), then, after possibly modifying the function $C(M)$,

$$
\begin{align*}
\|g(v)-g(u)\|_{L^{p^{\prime}}} & \leq C(M)\|v-u\|_{L^{2}}^{a},  \tag{3.3.13}\\
|G(v)-G(u)| & \leq C(M)\|v-u\|_{L^{2}}^{b}, \tag{3.3.14}
\end{align*}
$$

for every $u, v \in H_{0}^{1}(\Omega)$ such that $\|u\|_{H^{1}}+\|v\|_{H^{1}} \leq M$, with $a=1-N\left(\frac{1}{2}-\frac{1}{r}\right)$ and $b=1-N\left(\frac{1}{2}-\frac{1}{\rho}\right)$.

Proof. (3.3.13) follows from (3.3.7) and from Gagliardo-Nirenberg's inequality

$$
\|w\|_{L^{r}} \leq C\|w\|_{H_{0}^{1}}^{1-a}\|w\|_{L^{2}}^{a}
$$

(3.3.14) follows from the identity

$$
\begin{aligned}
G(v)-G(u) & =\int_{0}^{1} \frac{d}{d s} G(s v+(1-s) u) d s \\
& =\int_{0}^{1}\langle g(s v+(1-s) u), v-u\rangle_{L^{\rho^{\prime}}, L^{\rho}} d s
\end{aligned}
$$

and the inequality

$$
\|w\|_{L^{\rho}} \leq C\|w\|_{H_{0}^{1}}^{1-b}\|w\|_{L^{2}}^{b}
$$

Proof of Theorem 3.3.5. We give the proof in the case where $g$ satisfies (3.3.5)-(3.3.8). The proof in the case $g=g_{1}+\cdots+g_{k}$ is trivially adapted.

The proof proceeds in three steps. We first approximate $g$ by a family of nicer nonlinearities for which we may apply Theorem 3.3.1 in order to construct approximate solutions. Next, we obtain uniform estimates on the approximate solutions by using the conservation laws. Finally, we use these estimates to pass to the limit in the approximate equation.

Note that the proof of Theorem 3.3.5 requires at some stage a regularization procedure. Indeed, construction of solutions could be made, under appropriate assumptions on $g$ and in the case $\Omega=\mathbb{R}^{N}$, by a fixed point argument (see Kato [203, 204, 205, 206], Cazenave and Weissler [70]). However, the energy inequality (3.3.12) is obtained, at least formally, by taking the scalar product of the equation with $i u_{t}$. Note that for a solution with values in $H_{0}^{1}(\Omega), u_{t}$ is only in $H^{-1}(\Omega)$, and so one cannot multiply the equation by $u_{t}$. Hence the necessity of the regularization.

Now, in principle, we have the choice on the type of regularization. For a given type of nonlinearity, a natural regularization appears, but which is of a different
nature according to the nonlinearity. For example, for a local nonlinearity (Example 3.2.4), the most appropriate thing to do would be to truncate $f$ for large values of $u$. For a linear potential (Example 3.2.1), it would be natural to truncate the potential; and for a Hartree type nonlinearity (Example 3.2.8) it would be natural to use the convolution with a sequence of mollifiers. Since we want a proof that applies to these different nonlinearities, and that works as well when $\Omega=\mathbb{R}^{N}$ or when $\Omega$ is bounded, we find it convenient to regularize the nonlinearity by applying $(I-\varepsilon \Delta)^{-1}$.

We obtain estimates on the approximate solutions by using the conservation of energy for the approximate problem. For that purpose, we need $g$ to be the gradient of some functional $G$ (assumption (3.3.5)).

As usual, the difficulty is to pass to the limit in the nonlinearity. The crux is that for the limiting problem there is conservation of charge (Lemma 3.3.8). Note that there is necessarily a little bit of technicality at that point. Indeed, we make a local assumption on $g$ (assumption (3.3.8)), we apply a global regularization, and eventually we recover a local property at the limit. This seems rather unnatural, but there does not seem to be any obvious way of avoiding that difficulty.

From now on, we consider $\varphi \in H_{0}^{1}(\Omega)$ and we set $M=\|\varphi\|_{H^{1}}$.
STEP 1. Construction of approximate solutions. Given a positive integer $m$, let

$$
J_{m}=\left(I-\frac{1}{m} \Delta\right)^{-1} .
$$

In other words for every $f \in H^{-1}(\Omega), J_{m} f \in H_{0}^{1}(\Omega)$ is the unique solution of the equation

$$
u-\frac{1}{m} \Delta u=f \quad \text { in } H^{-1}(\Omega)
$$

We summarize below the main properties of the self-adjoint operator $J_{m}$ (see Section 1.5).

$$
\begin{align*}
\left\|J_{m}\right\|_{\mathcal{L}\left(H^{-1}, H_{0}^{1}\right)} & \leq m  \tag{3.3.15}\\
\left\|J_{m}\right\|_{\mathcal{L}\left(L^{p}, L^{p}\right)} & \leq 1 \quad \text { for } 1 \leq p<\infty \tag{3.3.16}
\end{align*}
$$

Moreover, if $X$ is any of the spaces $H_{0}^{1}(\Omega), L^{2}(\Omega)$, or $H^{-1}(\Omega)$, then

$$
\begin{gather*}
\left\|J_{m}\right\|_{\mathcal{L}(X, X)} \leq 1,  \tag{3.3.17}\\
J_{m} u \underset{m \rightarrow \infty}{\longrightarrow} u \text { in } X \text { for all } u \in X,  \tag{3.3.18}\\
\text { if } \sup _{m}\left\|u_{m}\right\|_{X}<\infty, \text { then } J_{m} u_{m}-u_{m} \rightharpoonup 0 \text { in } X \text { as } m \rightarrow \infty . \tag{3.3.19}
\end{gather*}
$$

We define

$$
g_{m}(u)=J_{m}\left(g\left(J_{m} u\right)\right) \quad \text { and } \quad G_{m}(u)=G\left(J_{m} u\right) \quad \text { for every } u \in H_{0}^{1}(\Omega)
$$

It is clear from (3.3.15) that the above definitions make sense. It is easy to verify by using (3.3.15) and (3.3.7) that $g_{m}$ is Lipschitz continuous on bounded sets of $L^{2}(\Omega)$, and by (3.3.15) and (3.3.5) that $G_{m} \in C^{1}\left(H_{0}^{1}(\Omega), \mathbb{R}\right)$ and $G_{m}^{\prime}=g_{m}$. In addition, we deduce easily from (3.3.8) that, for every $u \in L^{2}(\Omega)$,

$$
\left(g_{m}(u), i u\right)_{L^{2}}=\left(g\left(J_{m} u\right), i J_{m} u\right)_{L^{2}}=0
$$

Therefore, we may apply Theorem 3.3.1. Hence there exists a sequence $\left(u^{m}\right)_{m \in \mathbb{N}}$ of functions of $C\left(\mathbb{R}, H_{0}^{1}(\Omega)\right) \cap C^{1}\left(\mathbb{R}, H^{-1}(\Omega)\right)$ such that

$$
\left\{\begin{array}{l}
i u_{t}^{m}+\Delta u^{m}+g_{m}\left(u^{m}\right)=0  \tag{3.3.20}\\
u^{m}(0)=\varphi
\end{array}\right.
$$

Furthermore,

$$
\begin{equation*}
\left\|u^{m}(t)\right\|_{L^{2}}=\|\varphi\|_{L^{2}} \tag{3.3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2} \int_{\Omega}\left|\nabla u^{m}(t)\right|^{2} d x-G_{m}\left(u^{m}(t)\right)=\frac{1}{2} \int_{\Omega}|\nabla \varphi|^{2} d x-G_{m}(\varphi) \tag{3.3.22}
\end{equation*}
$$

for all $t \in \mathbb{R}$.
Step 2. Estimates on the sequence $u^{m}$. We denote by $C(M)$ various constants depending only on $M$. Let

$$
\begin{equation*}
\theta_{m}=\sup \left\{\tau>0:\left\|u^{m}(t)\right\|_{H^{1}} \leq 2 M \text { on }(-\tau, \tau)\right\} \tag{3.3.23}
\end{equation*}
$$

Note that, by (3.3.17) and (3.3.16),

$$
\begin{equation*}
g_{m} \text { satisfies (3.3.6) and (3.3.7) uniformly in } m \in \mathbb{N} . \tag{3.3.24}
\end{equation*}
$$

Therefore, by (3.3.20),

$$
\begin{equation*}
\sup _{m \in \mathbb{N}}\left\|u_{t}^{m}\right\|_{L^{\infty}\left(\left(-\theta_{m}, \theta_{m}\right), H^{-1}\right)} \leq C(M) \tag{3.3.25}
\end{equation*}
$$

It follows from (3.3.23), (3.3.25), and Lemma 3.3.6 that

$$
\begin{equation*}
\left\|u^{m}(t)-u^{m}(s)\right\|_{L^{2}} \leq C(M)|t-s|^{\frac{1}{2}} \quad \text { for all } s, t \in\left(-\theta_{m}, \theta_{m}\right) \tag{3.3.26}
\end{equation*}
$$

Applying (3.3.21), (3.3.22), (3.3.24), (3.3.14), (3.3.23), and (3.3.26), we obtain

$$
\begin{align*}
\left\|u^{m}(t)\right\|_{H^{1}}^{2} & \leq\|\varphi\|_{L^{2}}^{2}+\|\nabla \varphi\|_{L^{2}}^{2}+2\left|G_{m}\left(u^{m}(t)\right)-G_{m}(\varphi)\right| \\
& \leq\|\varphi\|_{H^{1}}^{2}+C(M)|t|^{\frac{\iota}{2}} \tag{3.3.27}
\end{align*}
$$

for all $t \in\left(-\theta_{m}, \theta_{m}\right)$. If we define $T(M)$ by

$$
C(M) T(M)^{\frac{b}{2}}=2 M^{2}
$$

then

$$
\left\|u^{m}\right\|_{L^{\infty}\left((-T, T), H^{1}\right)}<2 M
$$

for $T=\min \left\{T(M), \theta_{m}\right\}$, by (3.3.27). This implies that $T(M) \leq \theta_{m}$, and so

$$
\begin{equation*}
\left\|u^{m}\right\|_{L^{\infty}\left((-T(M), T(M)), H^{1}\right)} \leq 2 M, \tag{3.3.28}
\end{equation*}
$$

and by (3.3.25),

$$
\begin{equation*}
\left\|u_{t}^{m}\right\|_{L^{\infty}\left((-T(M), T(M)), H^{-1}\right)} \leq C(M) \tag{3.3.29}
\end{equation*}
$$

Step 3. Passage to the limit. By applying (3.3.28), (3.3.29), and Proposition 1.3.14, we deduce that there exist

$$
u \in L^{\infty}\left((-T(M), T(M)), H_{0}^{1}(\Omega)\right) \cap W^{1, \infty}\left((-T(M), T(M)), H^{-1}(\Omega)\right)
$$

and a subsequence, which we still denote by $\left(u^{m}\right)$, such that, for all $t \in$ $[-T(M), T(M)]$,

$$
\begin{equation*}
u^{m}(t) \rightharpoonup u(t) \quad \text { in } H_{0}^{1}(\Omega) \text { as } m \rightarrow \infty \tag{3.3.30}
\end{equation*}
$$

In addition, by (3.3.28), (3.3.29), Lemma 3.3.6, (3.3.24), and (3.3.14), $g_{m}\left(u^{m}\right)$ is bounded in $C^{0, \frac{a}{2}}\left((-T(M), T(M)), L^{\rho^{\prime}}(\Omega)\right)$. Therefore, we deduce from Proposition 1.1.2 that there exist a subsequence, which we still denote by $\left(g_{m}\left(u^{m}\right)\right)$, and $f \in C^{0, \frac{o}{2}}\left((-T(M), T(M)), L^{\rho^{\prime}}(\Omega)\right)$ such that, for all $t \in[-T(M), T(M)]$,

$$
\begin{equation*}
g_{m}\left(u^{m}(t)\right) \rightharpoonup f(t) \quad \text { in } L^{\rho^{\prime}}(\Omega) \text { as } m \rightarrow \infty \tag{3.3.31}
\end{equation*}
$$

On the other hand, it follows from (3.3.20) that for every $w \in H_{0}^{1}(\Omega)$ and for every $\phi \in \mathcal{D}(-T(M), T(M))$,

$$
\int_{-T(M)}^{T(M)}\left[-\left\langle i u^{m}, w\right\rangle_{H^{-1}, H_{0}^{1}} \phi^{\prime}(t)+\left\langle\Delta u^{m}+g_{m}\left(u^{m}\right), w\right\rangle_{H^{-1}, H_{0}^{1}} \phi(t)\right] d t=0 .
$$

Applying (3.3.30), (3.3.31), and the dominated convergence theorem, we deduce easily that

$$
\int_{-T(M)}^{T(M)}\left[-\langle i u, w\rangle_{H^{-1}, H_{0}^{1}} \phi^{\prime}(t)+\langle\Delta u+f, w\rangle_{H^{-1}, H_{0}^{1}} \phi(t)\right] d t=0
$$

This implies that $u$ satisfies

$$
\left\{\begin{array}{l}
i u_{t}+\Delta u+f=0  \tag{3.3.32}\\
u(0)=\varphi
\end{array}\right.
$$

where the first equation holds for a.a. $t \in(-T(M), T(M))$. Now the crux of the proof is the following result.

Lemma 3.3.8. For all $t \in(-T(M), T(M)), \operatorname{Im}(f(t) \overline{u(t)})=0$ a.e. on $\Omega$.
Proof. It suffices to show that for every bounded subset $B$ of $\Omega$,

$$
\left\langle\left. f(t)\right|_{B},\left.i u(t)\right|_{B}\right\rangle_{L^{\rho^{\prime}}(B), L^{\rho}(B)}=0
$$

To see this, we omit the time dependence and we write

$$
\begin{aligned}
&\langle f, i u\rangle_{L^{\rho^{\prime}}(B), L^{\rho}(B)}=\left\langle f-J_{m} g\left(J_{m} u^{m}\right), i u\right\rangle+\left\langle J_{m} g\left(J_{m} u^{m}\right)-g\left(J_{m} u^{m}\right), i u\right\rangle \\
&+\left\langle g\left(J_{m} u^{m}\right), i\left(u-u^{m}\right)\right\rangle+\left\langle g\left(J_{m} u^{m}\right), i\left(u^{m}-J_{m} u^{m}\right)\right\rangle \\
&+\left\langle g\left(J_{m} u^{m}\right), i J_{m} u^{m}\right\rangle \\
& \underset{m \rightarrow \infty}{\longrightarrow} a+b+c+d+e .
\end{aligned}
$$

Note first that $J_{m} g\left(J_{m} u^{m}\right)=g_{m}\left(u^{m}\right) \rightharpoonup f$ in $L^{\rho^{\prime}}(\Omega)$, hence in $L^{\rho^{\prime}}(B)$. Therefore, $a=0$. Next, observe that $g\left(J_{m} u^{m}\right)$ is bounded in $L^{\rho^{\prime}}(\Omega)$. It follows from (3.3.19) and (3.3.16) that $J_{m} g\left(J_{m} u^{m}\right)-g\left(J_{m} u^{m}\right) \rightharpoonup 0$ in $H^{-1}(\Omega)$, hence in $L^{\rho^{\prime}}(B)$. Therefore, $b=0$. Since $u^{m} \rightharpoonup u$ in $H_{0}^{1}(\Omega)$, we have $u^{m} \rightarrow u$ in $L^{\rho}(B)$. Since $g\left(J_{m} u^{m}\right)$ is bounded in $L^{\rho^{\prime}}(B)$, we deduce that $c=0$. By (3.3.19), $u^{m}-J_{m} u^{m}$ converges weakly to 0 in $H_{0}^{1}(\Omega)$. It follows that $u^{m}-J_{m} u^{m} \rightarrow 0$ in $L^{\rho}(B)$. Since $g\left(J_{m} u^{m}\right)$
is bounded in $L^{\rho^{\prime}}(B)$, we obtain $d=0$. Finally, $e=0$ by (3.3.8), and the result follows.

End of the proof of Theorem 3.3.5. Taking the $H^{-1}-H_{0}^{1}$ duality product of the first equation in (3.3.32) with $i u$, we find

$$
\frac{d}{d t}\|u(t)\|_{L^{2}}^{2}=0 \quad \text { for all } t \in(-T(M), T(M))
$$

and so

$$
\begin{equation*}
\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}} . \tag{3.3.33}
\end{equation*}
$$

It follows from (3.3.21), (3.3.33), and Proposition 1.3.14(ii) that

$$
\begin{equation*}
u^{m} \rightarrow u \text { in } C\left([-T(M), T(M)], L^{2}(\Omega)\right) . \tag{3.3.34}
\end{equation*}
$$

Applying (3.3.28), (3.3.34), and Gagliardo-Nirenberg's inequality, we deduce that

$$
\begin{equation*}
u^{m} \rightarrow u \quad \text { in } C\left([-T(M), T(M)], L^{p}(\Omega)\right) \tag{3.3.35}
\end{equation*}
$$

for every $2 \leq p<\frac{2 N}{N-2}$. It follows easily from (3.3.7), (3.3.16), (3.3.18), and (3.3.35) that

$$
\begin{aligned}
g_{m}\left(u^{m}(t)\right)-g(u(t))= & J_{m}\left[\left(g\left(J_{m} u_{m}(t)\right)-g\left(J_{m} u(t)\right)\right]\right. \\
& +J_{m}\left[g\left(J_{m} u(t)\right)-g(u(t))\right]+J_{m} g(u(t))-g(u(t)) \\
& \longrightarrow \rightarrow \infty
\end{aligned}
$$

in $L^{\rho^{\prime}}(\Omega)$ for all $t \in(-T(M), T(M))$. Therefore, $f=g(u)$ and so $u$ satisfies (3.1.1). (3.3.10) follows from (3.3.28) and (3.3.11) from (3.3.33). It remains to prove (3.3.12). This is a consequence of (3.3.22), the weak lower semicontinuity of the $H^{1}$-norm, and the fact that $G_{m}\left(u^{m}(t)\right) \rightarrow G(u(t))$ as $m \rightarrow \infty$. This completes the proof.

We now show that the initial-value problem (3.1.1) is locally well posed in $H_{0}^{1}(\Omega)$, provided we have the a priori information that weak $H_{0}^{1}$ solutions are unique.

Theorem 3.3.9. Let $g=g_{1}+\cdots+g_{k}$ where each of the $g_{j}$ 's satisfies (3.3.5)-(3.3.8) for some exponents $r_{j}, \rho_{j}$; and set $G=G_{1}+\cdots+G_{k}$ and $E=E_{1}+\cdots+E_{k}$. Assume, in addition, that there is uniqueness for the problem (3.1.1). It follows that (3.1.1) is locally well posed in $H_{0}^{1}(\Omega)$, and that there is conservation of charge and energy; i.e.,

$$
\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}} \quad \text { and } \quad E(u(t))=E(\varphi)
$$

for all $t \in\left(-T_{\min }, T_{\max }\right)$, where $u$ is the solution of (3.1.1) with the initial value $\varphi \in H_{0}^{1}(\Omega)$.

Proof. The proof proceeds in three steps. We first show that the solution $u$ given by Theorem 3.3.5 belongs to

$$
C\left((-T(M), T(M)), H_{0}^{1}(\Omega)\right) \cap C^{1}\left((-T(M), T(M)), H^{-1}(\Omega)\right),
$$

and that there is conservation of energy. Next, we consider the maximal solutions and show that $T_{\min }$ and $T_{\max }$ satisfy the blowup alternative. Finally, we establish continuous dependence.

STEP 1. Regularity. Let $I$ be an interval and let

$$
u \in L^{\infty}\left(I, H_{0}^{1}(\Omega)\right) \cap W^{1, \infty}\left(I, H^{-1}(\Omega)\right)
$$

satisfy $i u_{t}+\Delta u+g(u)=0$ for a.a. $t \in I$. We claim that $u$ satisfies both conservation of charge and energy, and that

$$
u \in C\left(I, H_{0}^{1}(\Omega)\right) \cap C^{1}\left(I, H^{-1}(\Omega)\right)
$$

To see this, consider

$$
M=\sup \left\{\|u(t)\|_{H^{1}}, t \in I\right\}
$$

and let us first show that $\|u(t)\|_{L^{2}}$ and $E(u(t))$ are constant on every interval $J \subset I$ of length at most $T(M)$, where $T(M)$ is given by Theorem 3.3.5. Indeed, let $J$ be as above and let $\sigma, \tau \in J$. Let $\varphi=u(\sigma)$ and let $v$ be the solution of (3.1.1) given by Theorem 3.3.5. $v(\cdot-\sigma)$ is defined on $J$ and, by uniqueness, $v(\cdot-\sigma)=u(\cdot)$ on $J$. Applying (3.3.11) and (3.3.12), we deduce in particular that

$$
\begin{equation*}
\|u(\tau)\|_{L^{2}}=\|u(\sigma)\|_{L^{2}}, \quad E(u(\tau)) \leq E(u(\sigma)) \tag{3.3.36}
\end{equation*}
$$

Let now $\varphi=u(\tau)$ and let $w$ be the solution of (3.1.1) given by Theorem 3.3.5. $w(\cdot-\tau)$ is defined on $J$ and, by uniqueness, $w(\cdot-\tau)=u(\cdot)$ on $J$. From (3.3.12), we deduce in particular that

$$
E(u(\sigma)) \leq E(u(\tau))
$$

Comparing with (3.3.36), we see that both $\|u(t)\|_{L^{2}}$ and $E(u(t))$ are constant on $J$. Since $J$ is arbitrary, we have

$$
\begin{equation*}
\|u(t)\|_{L^{2}}=\|u(s)\|_{L^{2}}, \quad E(u(t))=E(u(s)) \quad \text { for all } s, t \in I \tag{3.3.37}
\end{equation*}
$$

Furthermore, note that by Lemma 3.3.6, $u \in C^{0,1 / 2}\left(\bar{I}, L^{2}(\Omega)\right)$, and so the function $t \mapsto G(u(t))$ is continuous $\bar{I} \rightarrow \mathbb{R}$ by Lemma 3.3.7. In view of (3.3.37), this implies that $\|u(t)\|_{H^{1}}$ is continuous $\bar{I} \rightarrow \mathbb{R}$. Therefore, $u \in C\left(\bar{I}, H_{0}^{1}(\Omega)\right)$, and, by the equation, $u \in C^{1}\left(\bar{I}, H^{-1}(\Omega)\right)$.

Step 2. Maximality. Consider $\varphi \in H_{0}^{1}(\Omega)$ and let

$$
\begin{aligned}
& T_{\max }(\varphi)=\sup \{T>0: \text { there exists a solution of (3.1.1) on }[0, T]\} \\
& T_{\min }(\varphi)=\sup \{T>0: \text { there exists a solution of (3.1.1) on }[-T, 0]\} .
\end{aligned}
$$

It follows from Step 1 and the uniqueness property that there exists a solution

$$
u \in C\left(\left(-T_{\min }, T_{\max }\right), H_{0}^{1}(\Omega)\right) \cap C^{1}\left(\left(-T_{\min }, T_{\max }\right), H^{-1}(\Omega)\right)
$$

of (3.1.1). Suppose now that $T_{\max }<\infty$, and assume that there exist $M<\infty$ and a sequence $t_{j} \uparrow T_{\max }$ such that $\left\|u\left(t_{j}\right)\right\|_{H^{1}} \leq M$. Let $k$ be such that $t_{k}+T(M)>$ $T_{\max }(\varphi)$. By Theorem 3.3.5 and Step 1, and starting from $u\left(t_{k}\right)$, one can extend $u$ up to $t_{k}+T(M)$, which contradicts maximality. Therefore,

$$
\|u(t)\|_{H^{1}} \rightarrow \infty \quad \text { as } t \uparrow T_{\max }
$$

One shows by the same argument that if $T_{\min }(\varphi)<\infty$, then

$$
\|u(t)\|_{H^{1}} \rightarrow \infty \quad \text { as } t \downarrow-T_{\min }
$$

Therefore, so far we have established the existence of a maximal solution, the blowup alternative, and the conservation of charge and energy.

Step 3. Continuous dependence. Suppose $\varphi_{m} \rightarrow \varphi$ in $H_{0}^{1}(\Omega)$ and let

$$
M=2 \sup \left\{\|u(t)\|_{H^{1}}: t \in\left[-T_{1}, T_{2}\right]\right\}
$$

Since $\left\|\varphi_{m}\right\|_{H^{1}} \leq M$ for $m$ large enough, $[-T(M), T(M)] \subset\left(-T_{\min }(\varphi), T_{\max }(\varphi)\right)$. Thus $u_{m}$ is bounded in

$$
L^{\infty}\left((-T(M), T(M)), H_{0}^{1}(\Omega)\right) \cap W^{1, \infty}\left((-T(M), T(M)), H^{-1}(\Omega)\right)
$$

Applying the argument of Step 3 of the proof of Theorem 3.3.5, we obtain that $u_{m} \rightarrow u$ in $C\left([-T(M), T(M)], L^{2}(\Omega)\right)$. By Lemma 3.3.7 and conservation of energy, this implies that $\left\|u_{m}\right\|_{H^{1}}$ converges to $\|u\|_{H^{1}}$ uniformly on $[-T(M), T(M)]$. Applying Proposition 1.3.14(iii), we deduce that $u_{m} \rightarrow u$ in $C\left([-T(M), T(M)], H_{0}^{1}(\Omega)\right)$. Since $T(M)$ depends only on $M$, we may repeat this argument to cover the interval $\left[-T_{1}, T_{2}\right]$. This completes the proof.

Remark 3.3.10. By Theorem 3.3.9, if $g$ is a finite sum of terms $g_{j}$, where each of the $g_{j}$ 's satisfies the assumptions (3.3.5)-(3.3.8) for some exponents $r_{j}, \rho_{j}$, then problem (3.1.1) is well posed in $H_{0}^{1}(\Omega)$ provided there is uniqueness. Unfortunately, the techniques that are used to prove uniqueness depend on the problem (see the following sections). However, we give below a general sufficient condition for uniqueness.

Corollary 3.3.11. Let $G \in C^{1}\left(H_{0}^{1}(\Omega), \mathbb{R}\right)$ and let $g=G^{\prime}$. Assume that $g(0) \in$ $L^{2}(\Omega)$ and that there exists $C(M)$ for every $M$ such that

$$
\begin{equation*}
\|g(v)-g(u)\|_{L^{2}} \leq C(M)\|v-u\|_{L^{2}} \tag{3.3.38}
\end{equation*}
$$

for all $u, v \in H_{0}^{1}(\Omega)$ such that $\|u\|_{H^{1}}+\|v\|_{H^{1}} \leq M$. Assume further that $\operatorname{Im} g(u) \bar{u}=$ 0 a.e. for every $u \in H_{0}^{1}(\Omega)$. It follows that the conclusions of Theorem 3.3.9 hold.

Proof. We need only show uniqueness. Let $I$ be an interval containing 0 , let $\varphi \in H_{0}^{1}(\Omega)$, and let $u_{1}, u_{2} \in L^{\infty}\left(I, H_{0}^{1}(\Omega)\right) \cap W^{1, \infty}\left(I, H^{-1}(\Omega)\right)$ be two solutions of (3.1.1). It follows from Remark 1.6.1(iii) that

$$
u_{2}(t)-u_{1}(t)=i \int_{0}^{t} \mathcal{T}(t-s)\left(g\left(u_{2}(s)\right)-g\left(u_{1}(s)\right)\right) d s \quad \text { for all } t \in I
$$

Therefore, there exists a constant $C$ such that

$$
\left\|u_{2}(t)-u_{1}(t)\right\|_{L^{2}} \leq C \int_{0}^{t}\left\|u_{2}(s)-u_{1}(s)\right\|_{L^{2}} d s
$$

and the result follows from Gronwall's lemma.

Remark 3.3.12. Theorem 3.3.9 (and also Corollary 3.3.11) is stated for one equation, but the method applies as well for systems of the same form. More precisely, consider an integer $\mu \geq 1$ and set $\mathcal{H}_{0}^{1}=\left(H_{0}^{1}(\Omega)\right)^{\mu}, \mathcal{H}^{-1}=\left(H^{-1}(\Omega)\right)^{\mu}$,
and $\mathcal{L}^{p}=\left(L^{p}(\Omega)\right)^{\mu}$. Let $\left(\alpha_{\ell}\right)_{1 \leq \ell \leq \mu},\left(\beta_{\ell}\right)_{1 \leq \ell \leq \mu}$ be two families of real numbers such that $\alpha_{\ell} \neq 0$ and $\beta_{\ell} \neq 0$ for every $1 \leq \ell \leq \mu$. Set $\mathcal{A} U=\left(\alpha_{1} \Delta u_{1}, \ldots, \alpha_{\mu} \Delta u_{\mu}\right)$ for $U=\left(u_{1}, \ldots, u_{\mu}\right) \in \mathcal{H}_{0}^{1}$, and $\mathcal{B} U=\left(\beta_{1} u_{1}, \ldots, \beta_{\mu} u_{\mu}\right)$ for every $U \in \mathbb{C}^{\mu}$. Suppose $g=g_{1}+\cdots+g_{k}$, where each of the $g_{j}$ 's satisfies the assumptions (3.3.5)-(3.3.8) for some exponents $r_{j}, \rho_{j}$, but with $H_{0}^{1}(\Omega), H^{-1}(\Omega), L^{p}(\Omega)$ replaced by $\mathcal{H}_{0}^{1}, \mathcal{H}^{-1}, \mathcal{L}^{p}$. It follows that the conclusions of Theorem 3.3.5 and, under uniqueness assumption, those of Theorem 3.3.9 hold for the system

$$
\left\{\begin{array}{l}
i \mathcal{B} U_{t}+\mathcal{A} U+g(U)=0 \\
U(0)=\Phi
\end{array}\right.
$$

where $\Phi$ is a given initial value in $\mathcal{H}_{0}^{1}$.
Remark 3.3.13. Let $g$ be as in Theorem 3.3.9. Consider $\varphi \in H_{0}^{1}(\Omega)$, and let $u$ be the maximal solution of (3.1.1). Let $u^{m}$ be the approximate solutions constructed in Step 1 of the proof of Theorem 3.3.5. Following the argument of the proof of Theorem 3.3.9, one shows easily that $u^{m} \rightarrow u$ in $C\left([S, T], H_{0}^{1}(\Omega)\right)$ as $m \rightarrow \infty$ for every interval $[S, T] \subset\left(-T_{\min }, T_{\max }\right)$.

### 3.4. Energy Estimates and Global Existence

Given $g$ as in Theorem 3.3.5, there exists a local weak $H_{0}^{1}$-solution of the problem (3.1.1) for every initial value $\varphi \in H_{0}^{1}(\Omega)$. In this section we use the conservation of charge (3.3.11) and the energy inequality (3.3.12) to show that, under appropriate assumptions on the nonlinearity $g$, there exists a global solution of (3.1.1) for some (or every) initial value $\varphi \in H_{0}^{1}(\Omega)$. Our first result is the following.

Theorem 3.4.1. Let $g$ be as in Theorem 3.3.5. Assume further that there exist $A>0, C(A)>0$, and $\varepsilon \in(0,1)$ such that

$$
\begin{equation*}
G(u) \leq \frac{1-\varepsilon}{2}\|u\|_{H^{1}}^{2}+C(A) \tag{3.4.1}
\end{equation*}
$$

for all $u \in H_{0}^{1}(\Omega)$ such that $\|u\|_{L^{2}} \leq A$. If $\varphi \in H_{0}^{1}(\Omega)$ satisfies $\|\varphi\|_{L^{2}} \leq A$, then there exists a (global) weak $H_{0}^{1}$-solution $u$ of (3.1.1) on $\mathbb{R}$. In addition, $u \in$ $L^{\infty}\left(\mathbb{R}, H_{0}^{1}(\Omega)\right)$ and $u$ satisfies the conservation of charge (3.3.11) and the energy inequality (3.3.12) for all $t \in \mathbb{R}$.

Proof. Let $I \ni 0$ be an interval of $\mathbb{R}$. Consider a weak $H_{0}^{1}$-solution $u$ of (3.1.1) on $I$. Assume that $u$ satisfies the conservation of charge (3.3.11) and the energy inequality (3.3.12) for all $t \in I$. Since

$$
\|u(t)\|_{H^{1}}^{2}=E(u(t))-2 G(u(t))+\|u(t)\|_{L^{2}}^{2}
$$

we deduce from (3.3.11) and (3.3.12) that

$$
\|u(t)\|_{H^{1}}^{2} \leq\|\varphi\|_{H^{1}}^{2}-2 G(\varphi)+2 G(u(t)) \quad \text { for all } t \in I
$$

Assuming $\|\varphi\|_{L^{2}} \leq A$, we deduce from (3.4.1) that

$$
\|u(t)\|_{H^{1}}^{2} \leq\|\varphi\|_{H^{1}}^{2}-2 G(\varphi)+(1-\varepsilon)\|u(t)\|_{H^{1}}^{2}+2 C\left(\|\varphi\|_{L^{2}}\right)
$$

and so

$$
\begin{equation*}
\|u(t)\|_{H^{1}}^{2} \leq \frac{1}{\varepsilon}\left[\|\varphi\|_{H^{1}}^{2}-2 G(\varphi)+2 C\left(\|\varphi\|_{L^{2}}\right)\right] \quad \text { for all } t \in I \tag{3.4.2}
\end{equation*}
$$

We observe that the right-hand side of (3.4.2) depends on the initial value $\varphi$ but neither on $t$ nor on the weak $H_{0}^{1}$-solution $u$.

We now proceed as follows. Let $\varphi \in H_{0}^{1}(\Omega)$ satisfy $\|\varphi\|_{L^{2}} \leq A$ and set

$$
M=\frac{1}{\sqrt{\varepsilon}} \sqrt{\|\varphi\|_{H^{1}}^{2}-2 G(\varphi)+2 C\left(\|\varphi\|_{L^{2}}\right)}
$$

Since in particular $\|\varphi\|_{H^{1}} \leq M$, it follows from Theorem 3.3.5 that there exists a weak $H_{0}^{1}$-solution $u$ of (3.1.1) on $[0, T(M)]$ which satisfies (3.3.11) and (3.3.12) for all $t \in[0, T(M)]$. We deduce in particular from (3.4.2) that $\|u(T(M))\|_{H^{1}} \leq M$. Setting $\widetilde{\varphi}=u(T(M))$, we may apply again Theorem 3.3.5 and we see that there exists a weak $H_{0}^{1}$-solution $\widetilde{u}$ of (3.1.1) (with the initial value $\left.\widetilde{\varphi}\right)$ on $[0, T(M)]$ which satisfies (3.3.11) and (3.3.12) for all $t \in[0, T(M)]$. We now "glue" $u$ and $\widetilde{u}$ by defining the function $u(t)$ on $[0,2 T(M)]$ as

$$
u(t)= \begin{cases}u(t) & \text { if } 0 \leq t \leq T(M)  \tag{3.4.3}\\ \widetilde{u}(t-T(M)) & \text { if } 0 \leq T(M) \leq t \leq 2 T(M)\end{cases}
$$

It is clear that $u$ defined by (3.4.3) is a weak $H_{0}^{1}$-solution of (3.1.1) on $[0,2 T(M)]$. Moreover,

$$
\|u(t)\|_{L^{2}}=\|\widetilde{u}(t-T(M))\|_{L^{2}}=\|\widetilde{\varphi}\|_{L^{2}}=\|u(T(M))\|_{L^{2}}=\|\varphi\|_{L^{2}}
$$

and

$$
E(u(t))=E(\widetilde{u}(t-T(M))) \leq E(\widetilde{\varphi})=E(u(T(M))) \leq E(\varphi)
$$

for $T(M) \leq t \leq 2 T(M)$. We deduce that $u$ satisfies (3.3.11) and (3.3.12) for all $t \in[0,2 T(M)]$. In particular, we deduce from (3.4.2) that $\|u(2 T(M))\|_{H^{1}} \leq M$. We can then repeat the above argument and construct a weak $H_{0}^{1}$-solution $u$ of (3.1.1) on $[0, \infty)$ which satisfies (3.3.11) and (3.3.12) for all $t \geq 0$. We also can argue similarly for $t \leq 0$, so that we obtain a weak $H_{0}^{1}$-solution $u$ of (3.1.1) on $\mathbb{R}$ which satisfies (3.3.11) and (3.3.12) for all $t \in \mathbb{R}$. Finally, we deduce from (3.4.2) that $\sup _{t \in \mathbb{R}}\|u(t)\|_{H^{1}}<\infty$, which completes the proof.

The following corollary is an immediate consequence of Theorem 3.4.1.
Corollary 3.4.2. Let $g$ be as in Theorem 3.3.5. Assume further that for every $A>0$, there exist $C(A)>0$ and $\varepsilon \in(0,1)$ such that (3.4.1) holds. It follows that for every $\varphi \in H_{0}^{1}(\Omega)$, there exists a (global) weak $H_{0}^{1}$-solution $u$ of (3.1.1) on $\mathbb{R}$. In addition, $u \in L^{\infty}\left(\mathbb{R}, H_{0}^{1}(\Omega)\right)$ and $u$ satisfies the conservation of charge (3.3.11) and the energy inequality (3.3.12) for all $t \in \mathbb{R}$.

Corollary 3.4.2 provides a sufficient condition on the nonlinearity so that for all initial values $\varphi \in H_{0}^{1}(\Omega)$, there exists a global weak $H_{0}^{1}$-solution of (3.1.1). We next show that, under a different type of assumption on $g$, there exists a global weak $H_{0}^{1}$-solution of (3.1.1) for all sufficiently small initial data $\varphi \in H_{0}^{1}(\Omega)$. Our result is the following.

Theorem 3.4.3. Let $g$ be as in Theorem 3.3.5. Assume further that $G(0)=0$ and that there exist $\varepsilon>0$ and a nonnegative function $\theta \in C\left([0, \varepsilon), \mathbb{R}^{+}\right)$with $\theta(0)=0$ such that

$$
\begin{equation*}
G(u) \leq \frac{1-\varepsilon}{2}\|u\|_{H^{1}}^{2}+\theta\left(\|u\|_{L^{2}}\right) \tag{3.4.4}
\end{equation*}
$$

for all $u \in H_{0}^{1}(\Omega)$ such that $\|u\|_{H^{1}} \leq \varepsilon$. It follows that there exists $\delta>0$ such that for every $\varphi \in H_{0}^{1}(\Omega)$ with $\|\varphi\|_{H^{1}} \leq \delta$, there exists a (global) weak $H_{0}^{1}$-solution $u$ of (3.1.1) on $\mathbb{R}$. In addition, $\|u\|_{L^{\infty}\left(\mathbb{R}, H^{1}\right)} \leq \varepsilon$ and $u$ satisfies the conservation of charge (3.3.11) and the energy inequality (3.3.12) for all $t \in \mathbb{R}$.

Proof. Let $I \ni 0$ be an interval of $\mathbb{R}$. Consider a weak $H_{0}^{1}$-solution $u$ of (3.1.1) on $I$. Assume that $u$ satisfies the conservation of charge (3.3.11) and the energy inequality (3.3.12) for all $t \in I$. Assume that $\|u(t)\|_{H^{1}} \leq \varepsilon$ on some interval $J \subset I$ with $0 \in J$. It follows from (3.3.11), (3.3.12), and (3.4.4) that (see the proof of (3.4.2))

$$
\|u(t)\|_{H^{1}}^{2} \leq \frac{1}{\varepsilon}\left[\|\varphi\|_{H^{1}}^{2}-2 G(\varphi)+2 \theta\left(\|\varphi\|_{L^{2}}\right)\right] \quad \text { for all } t \in J
$$

Note that the right-hand side of (3.4.5) is a continuous function of $\varphi$ (in $H_{0}^{1}(\Omega)$ ), which vanishes for $\varphi=0$, and so there exists $0<\delta \leq \varepsilon / 2$ such that

$$
\frac{1}{\varepsilon}\left[\|\varphi\|_{H^{1}}^{2}-2 G(\varphi)+2 \theta\left(\|\varphi\|_{L^{2}}\right)\right] \leq \frac{\varepsilon^{2}}{4} \quad \text { if }\|\varphi\|_{H^{1}} \leq \delta
$$

Therefore, if we assume that $\|\varphi\|_{H^{1}} \leq \delta$, we deduce that

$$
\begin{equation*}
\|u(t)\|_{H^{1}} \leq \frac{\varepsilon}{2} \tag{3.4.5}
\end{equation*}
$$

on every interval $J \subset I, J \ni 0$ on which $\|u(t)\|_{H^{1}} \leq \varepsilon$.
We now proceed as follows. Let $\varphi \in H_{0}^{1}(\Omega)$ satisfy $\|\varphi\|_{H^{1}} \leq \delta$ with $\delta>0$ as above. Since in particular $\|\varphi\|_{H^{1}} \leq \varepsilon / 2$, it follows from Theorem 3.3.5 that there exists a weak $H_{0}^{1}$-solution $u$ of (3.1.1) on $[0, T(\varepsilon / 2)]$ which satisfies (3.3.11) and (3.3.12) for all $t \in[0, T(\varepsilon / 2)]$ and such that, $\|u\|_{L^{\infty}\left((0, T(\varepsilon / 2)), H^{1}\right)} \leq \varepsilon$. We deduce in particular from (3.4.5) that $\|u(T(\varepsilon / 2))\|_{H^{1}} \leq \varepsilon / 2$. Setting $\widetilde{\varphi}=u(T(\varepsilon / 2))$, we again apply Theorem 3.3.5. We see that there exists a weak $H_{0}^{1}$-solution $\widetilde{u}$ of (3.1.1) (with the initial value $\widetilde{\varphi})$ on $[0, T(\varepsilon / 2)]$ which satisfies (3.3.11)-(3.3.12) for all $t \in[0, T(\varepsilon / 2)]$ and such that $\|\widetilde{u}\|_{L^{\infty}\left((0, T(\varepsilon / 2)), H^{1}\right)} \leq \varepsilon$. We now "glue" $u$ and $\widetilde{u}$ by defining the function $u(t)$ for $0 \leq t \leq 2 T(\varepsilon / 2)$ by (3.4.3). It follows that $u$ defined by (3.4.3) is a weak $H_{0}^{1}$-solution of (3.1.1) on $[0,2 T(\varepsilon / 2)]$ which satisfies (3.3.11) and (3.3.12) for all $t \in[0,2 T(\varepsilon / 2)]$. (See the proof of Theorem 3.4.1.) Moreover, $\|u\|_{L^{\infty}\left((0,2 T(\varepsilon / 2)), H^{1}\right)} \leq \varepsilon$. In particular, we deduce from (3.4.2) that $\|u\|_{L^{\infty}\left((0,2 T(\varepsilon / 2)), H^{1}\right)} \leq \varepsilon / 2$. We can then repeat the above argument and construct a weak $H_{0}^{1}$-solution $u$ of (3.1.1) on $[0, \infty)$, then on $\mathbb{R}$, which satisfies the conclusions of the theorem.

REMARK 3.4.4. The assumption (3.4.4) is very similar in form to the assumption (3.4.1). The major difference is that (3.4.4) is assumed only for small $\|u\|_{H^{1}}$. If $g$ is a local nonlinearity, then (3.4.4) corresponds to a condition on $g$ near 0 , while (3.4.1) corresponds to a condition on $g$ for large $u$.

### 3.5. The Nonlinear Schrödinger Equation in One Dimension

In this section we assume that the dimension $N=1$. Without loss of generality, we may also assume that $\Omega$ is connected. Therefore, $\Omega$ is either $\mathbb{R}$, or a half line, or a bounded interval. The case $\Omega$ is either $\mathbb{R}$ or half line falls into the scope of Theorem 4.3.1 or Remark 4.3.2. Therefore, the local Cauchy problem in $H_{0}^{1}(\Omega)$ is well posed, for example, for the type of nonlinearities considered in Corollary 4.3.3. On the other hand, if $\Omega$ is a bounded interval, we know (Remark 2.7.2) that estimate (2.2.4) does not hold. However, one can obtain a fairly general result for local nonlinearities by using the embedding $H_{0}^{1}(\Omega) \hookrightarrow L^{\infty}(\Omega)$.

THEOREM 3.5.1. If $g(u)=f(\cdot, u(\cdot)$ ) as in Example 3.2 .4 (with $N=1$ ), then the initial-value problem (3.1.1) is locally well posed in $H_{0}^{1}(\Omega)$. Moreover, there is conservation of charge and energy; i.e.,

$$
\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}} \quad \text { and } \quad E(u(t))=E(\varphi)
$$

for all $t \in\left(-T_{\min }, T_{\max }\right)$, where $u$ is the solution of (3.1.1) with the initial value $\varphi \in H_{0}^{1}(\Omega)$.

Proof. It follows from Proposition 3.2.5 that $g$ satisfies (3.3.38), and the result follows from Corollary 3.3.11.

Corollary 3.5.2. Let $g$ be as in Theorem 3.5.1. If

$$
F(x, u) \leq C\left(1+|u|^{\delta}\right)|u|^{2} \quad \text { for some } \delta<4
$$

then for every $\varphi \in H_{0}^{1}(\Omega)$, the maximal strong $H_{0}^{1}$-solution of (3.1.1) is global and uniformly bounded in $H^{1}$. If $\delta=4$, the same conclusion holds provided $\|\varphi\|_{L^{2}}$ is small enough.

Proof. We have $G(u) \leq C\|u\|_{L^{2}}^{2}+C\|u\|_{L^{\delta+2}}^{\delta+2}$. Using Gagliardo-Nirenberg's inequality, we deduce that

$$
G(u) \leq C\|u\|_{L^{2}}^{2}+C\|u\|_{H^{1}}^{\frac{\delta}{2}}\|u\|_{L^{2}}^{2+\frac{\delta}{2}}
$$

If $\delta<4$, then it follows from the inequality $a b \leq \varepsilon a^{r}+C(\varepsilon) b^{r^{\prime}}$ that

$$
G(u) \leq \frac{1}{2}\|u\|_{H^{1}}^{2}+C\left(\|u\|_{L^{2}}\right)
$$

The result then follows from Corollary 3.4.2. If $\delta=4$, then

$$
G(u) \leq C\|u\|_{L^{2}}^{4}\|u\|_{H^{1}}^{2}+C\left(\|u\|_{L^{2}}\right)
$$

and the result follows from Theorem 3.4.1.
Corollary 3.5.3. Let $g$ be as in Theorem 3.5.1. It follows that there exists $\delta>0$ such that, for every $\varphi \in H_{0}^{1}(\Omega)$ with $\|\varphi\|_{H^{1}} \leq \delta$, the maximal strong $H_{0}^{1}$-solution of (3.1.1) is global and uniformly bounded in $H^{1}$.

Proof. There exists a constant $K$ such that if $\|u\|_{H^{1}} \leq 1$, then $\|u\|_{L^{\infty}} \leq K$. Therefore,

$$
G(u) \leq C(K)\|u\|_{L^{2}}^{2},
$$

and the result follows from Theorem 3.4.3.
REMARK 3.5.4. In particular, one may apply Theorem 3.5.1 to the case $g(u)=V u+\lambda|u|^{\alpha} u$, where $V$ is a real-valued potential $V \in L^{\infty}(\Omega), \lambda \in \mathbb{R}$, and $0 \leq \alpha<\infty$. Solutions with initial value of small $H^{1}$ norm are global by Corollary 3.5.3. If $\lambda \leq 0$ or if $\alpha<4$, then, for every initial value in $H_{0}^{1}(\Omega)$, the corresponding solution of (3.1.1) is global, as follows from Corollary 3.5.2.

Remark 3.5.5. Like Theorem 3.3.9, Theorem 3.5.1 is stated for one equation, but the method applies as well for systems of the same form (see Remark 3.3.12).

### 3.6. The Nonlinear Schrödinger Equation in Two Dimensions

In this section we assume that the dimension $N=2$. Note that $H_{0}^{1}(\Omega) \nrightarrow$ $L^{\infty}(\Omega)$, and so one may not apply the method of Section 3.5. However, one still can do something by using the fact that $H_{0}^{1}(\Omega)$ is "almost" embedded in $L^{\infty}(\Omega)$, or more precisely by using Trudinger's inequality (Remark 1.3.6).

We have the following result, due to Vladimirov (see Vladimirov [354], Ogawa [273], and Ogawa and Ozawa [274]).

Theorem 3.6.1. Let $\Omega$ be an open subset of $\mathbb{R}^{2}$ and let $g$ be as in Remark 3.2.7 with $\alpha \leq 2$. It follows that the initial-value problem (3.1.1) is locally well posed in $H_{0}^{1}(\Omega)$. Moreover, there is conservation of charge and energy; i.e.,

$$
\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}} \quad \text { and } \quad E(u(t))=E(\varphi)
$$

for all $t \in\left(-T_{\min }, T_{\max }\right)$, where $u$ is the solution of (3.1.1) with the initial value $\varphi \in H_{0}^{1}(\Omega)$.

Proof. By Theorem 3.3.9 and Proposition 3.2.5, we need only show uniqueness. Furthermore, since this is a local property, we need only establish it for possibly small intervals (see Step 2 of the proof of Theorem 4.6 .1 below). Let $I$ be an interval containing 0 , and let $u, v \in L^{\infty}\left(I, H_{0}^{1}\right) \cap W^{1, \infty}\left(I, H^{-1}\right)$ be two solutions of (3.1.1). Setting $w=v-u$, we have

$$
i w_{t}+\Delta w+g(v)-g(u)=0
$$

On multiplying the above equation in the $H^{-1}-H_{0}^{1}$ duality by $i w$, it follows that

$$
\frac{1}{2} \frac{d}{d t}\|w(t)\|_{L^{2}}^{2}=\operatorname{Im} \int_{\Omega}(g(v(t))-g(u(t))) \overline{w(t)} d x
$$

Therefore, if we define the function $h \in L^{\infty}\left(I, H_{0}^{1}(\Omega)\right)$ by

$$
h(t)=|u(t)|+|v(t)| \quad \text { for all } t \in I
$$

then

$$
\left|\frac{1}{2} \frac{d}{d t}\|w(t)\|_{L^{2}}^{2}\right| \leq C \int_{\Omega}\left(1+h(s)^{2}\right)|w(s)|^{2} d x
$$

Integrating the above inequality between 0 and $t \in I$, we obtain

$$
\begin{equation*}
\|w(t)\|_{L^{2}}^{2} \leq 2 C\left|\int_{0}^{t}\left(\|w(s)\|_{L^{2}}^{2}+\int_{\Omega} h(s)^{2}|w(s)|^{2} d x\right) d s\right| \tag{3.6.1}
\end{equation*}
$$

Consider any number $p \in(2, \infty)$. We deduce from Hölder's inequality that

$$
\begin{align*}
\int_{\Omega} h^{2}|w|^{2} d x & =\int_{\Omega}\left(h^{p}|w|^{2}\right)^{\frac{2}{p}}|w|^{\frac{2 p-4}{p}} d x \leq\left(\int_{\Omega} h^{p}|w|^{2} d x\right)^{\frac{2}{p}}\|w\|_{L^{2}}^{\frac{2 p-4}{p}}  \tag{3.6.2}\\
& \leq\left(\int_{\Omega} h^{2 p} d x\right)^{\frac{1}{p}}\|w\|_{L^{4}}^{\frac{4}{p}}\|w\|_{L^{2}}^{\frac{2 p-4}{p}}
\end{align*}
$$

Note first that $w(t)$ is bounded in $H_{0}^{1}(\Omega)$, hence in $L^{4}(\Omega)$. Furthermore, $h(t)$ is also bounded in $H_{0}^{1}(\Omega)$. Therefore (Remark 1.3.6), there exist two positive constants $K, \mu$ such that

$$
\begin{equation*}
\int_{\Omega}\left(e^{\mu h(t)^{2}}-1\right) d x \leq K \tag{3.6.3}
\end{equation*}
$$

It follows from (3.6.2), (3.6.3), and the elementary inequality

$$
x^{2 p} \leq\left(\frac{p}{\mu}\right)^{p}\left(e^{\mu x^{2}}-1\right)
$$

that

$$
\int_{\Omega} h^{2}|w|^{2} d x \leq C p K^{\frac{1}{p}}\|w\|_{L^{2}}^{\frac{2 p-4}{p}} \text { for some constant } C \text {. }
$$

Since $K^{\frac{1}{p}} \leq 1+K$, we deduce that

$$
\int_{\Omega} h^{2}|w|^{2} d x \leq C p\|w\|_{L^{2}}^{\frac{2 p-4}{p}}
$$

Let now $\phi(t)=\|w\|_{L^{2}}^{2}$. Applying the above inequality and (3.6.1), we obtain

$$
\phi(t) \leq C\left|\int_{0}^{t}\left(\phi(s)+p \phi(s)^{\frac{p-2}{p}}\right) d s\right| .
$$

Note that $\phi$ is bounded, so that $\phi(t) \leq p \phi(t)^{\frac{p-2}{p}}$ for $p$ large enough. Therefore,

$$
\begin{equation*}
\phi(t) \leq C p\left|\int_{0}^{t} \phi(s)^{\frac{p-2}{p}} d s\right| \quad \text { for all } t \in I \tag{3.6.4}
\end{equation*}
$$

Let now

$$
\Phi_{p}(t)=\int_{0}^{t} \phi(s)^{\frac{p-2}{p}} d s
$$

It follows from (3.6.4) that $\Phi_{p}^{\prime}(t) \leq C p\left|\Phi_{p}(t)^{(p-2) / p}\right|$ for all $t \in I$. Integrating this inequality yields $\left|\Phi_{p}(t)\right| \leq(2 C|t|)^{p / 2}$. Therefore, if $2 C|T|<1$, we obtain

$$
\liminf _{p \rightarrow \infty} \Phi_{p}(T)=0
$$

which implies that

$$
\int_{0}^{T} \phi(s) d s=0
$$

Thus $w \equiv 0$ on $[-T, T]$. This gives the result.

CORollary 3.6.2. Let $\Omega$ be an open subset of $\mathbb{R}^{2}$ and let $g$ be as in Theorem 3.6.1. If $\|\varphi\|_{L^{2}}$ is small enough, then the maximal strong $H_{0}^{1}$-solution of (3.1.1) given by Theorem 3.6.1 is global and uniformly bounded in $H^{1}$. If

$$
F(x, u) \leq C\left(1+|u|^{\delta}\right)|u|^{2} \quad \text { for some } \delta<2
$$

then the same conclusion holds for every $\varphi \in H_{0}^{1}(\Omega)$.
Proof. The assumption on $g$ immediately yields $F(x, u) \leq C\left(1+|u|^{2}\right)|u|^{2}$, so that $G(u) \leq C\|u\|_{L^{2}}^{2}+C\|u\|_{L^{4}}^{4}$. Using Gagliardo-Nirenberg's inequality, we deduce that $G(u) \leq C\|u\|_{L^{2}}^{2}+C\|u\|_{H^{1}}^{2}\|u\|_{L^{2}}^{2}$. Global existence for small data in $L^{2}$ then follows from Theorem 3.4.1. Assuming now $F(x, u) \leq C\left(1+|u|^{\delta}\right)|u|^{2}$ for some $\delta<2$, we obtain by arguing as above that $G(u) \leq C\|u\|_{L^{2}}^{2}+C\|u\|_{H^{1}}^{\delta}\|u\|_{L^{2}}^{2}$. Applying the inequality $a b \leq \varepsilon a^{r}+C(\varepsilon) b^{r^{\prime}}$ we deduce that $G(u) \leq \frac{1}{2}\|u\|_{H^{1}}^{2}+C\left(\|u\|_{L^{2}}\right)$. The result then follows from Corollary 3.4.2.

REMARK 3.6.3. A global existence result for $H^{2}$ solutions (i.e., solutions with values in $\left.H^{2}(\Omega) \cap H_{0}^{1}(\Omega)\right)$ was obtained by Brezis and Gallouët [45].

Remark 3.6.4. In particular, one may apply Theorem 3.6.1 to the case $g(u)=$ $V u+\lambda|u|^{\alpha} u$, where $V$ is a real-valued potential $V \in L^{\infty}(\Omega), \lambda \in \mathbb{R}$, and $0 \leq \alpha \leq 2$. In addition, global existence for initial values with small $L^{2}$ norm follows from Corollary 3.6.2. Furthermore, if $\lambda \leq 0$ or $\alpha<2$, then for every initial value in $H_{0}^{1}(\Omega)$, the corresponding solution of (3.1.1) is global. This follows again from Corollary 3.6.2.

Remark 3.6.5. Like Theorem 3.3.9, Theorem 3.6.1 is stated for one equation, but the method applies as well for systems of the same form (see Remark 3.3.12).

### 3.7. Comments

Theorem 3.3.9 admits a generalization in the setting of Theorem 3.3.1. More precisely, with the notation of Theorem 3.3.1, consider a $\mathbb{C}$-linear, self-adjoint $\leq 0$ operator $A$ on $X=L^{2}(\Omega)$. Assume that

$$
\begin{equation*}
X_{A} \hookrightarrow L^{p}(\Omega) \text { for all } 2 \leq p<\frac{2 N}{N-2} \tag{3.7.1}
\end{equation*}
$$

Assume further that for every

$$
\frac{2 N}{N+2} \leq p \leq \frac{2 N}{N-2}
$$

$(I-\varepsilon A)^{-1}$ is continuous $L^{p}(\Omega) \rightarrow L^{p}(\Omega)$ for all $\varepsilon>0$, and

$$
\begin{equation*}
\sup \left\{\left\|(I-\varepsilon A)^{-1}\right\|_{\mathcal{C}\left(L^{p}, L^{p}\right)}: \varepsilon>0\right\}<\infty \tag{3.7.2}
\end{equation*}
$$

Consider a function $g \in C\left(X_{A}, X_{A}^{\star}\right)$ such that

$$
\begin{equation*}
g=G^{\prime} \quad \text { for some } G \in C^{1}\left(X_{A}, \mathbb{R}\right) \tag{3.7.3}
\end{equation*}
$$

and assume that there exist $r, \rho \in\left[2, \frac{2 N}{N-2}\right)(r, \rho \in[2, \infty]$ if $N=1)$ such that

$$
\begin{equation*}
g \in C\left(X_{A}, L^{\rho^{\prime}}(\Omega)\right) \tag{3.7.4}
\end{equation*}
$$

and such that for every $M>0$, there exists $C(M)<\infty$ such that

$$
\begin{equation*}
\|g(v)-g(u)\|_{L^{p^{\prime}}} \leq C(M)\|v-u\|_{L^{r}} \tag{3.7.5}
\end{equation*}
$$

for every $u, v \in X_{A}$ such that $\|u\|_{X_{A}}+\|v\|_{X_{A}} \leq M$. (Or, more generally, assume $g=g_{1}+\cdots+g_{k}$, where each $g_{j}$ satisfies the above assumptions for some $r_{j}, \rho_{j}$.) Finally, assume that for every $u \in X_{A}$,

$$
\begin{equation*}
\operatorname{Im}(g(u) \bar{u})=0 \quad \text { a.e. on } \Omega \tag{3.7.6}
\end{equation*}
$$

and let $E$ be defined by (3.3.2).
We consider the problem

$$
\left\{\begin{array}{l}
i u_{t}+A u+g(u)=0  \tag{3.7.7}\\
u(0)=x
\end{array}\right.
$$

for a given $x \in X_{A}$. We have the following result.
Theorem 3.7.1. Let $A$ and $g$ be as above. Assume, in addition, that there is uniqueness for the problem (3.7.7). It follows that the initial value problem (3.7.7) is locally well posed in $X_{A}$. Moreover, there is conservation of charge and energy; i.e.,

$$
\|u(t)\|_{L^{2}}=\|x\|_{L^{2}} \quad \text { and } \quad E(u(t))=E(x)
$$

for all $t \in\left(-T_{\min }, T_{\max }\right)$, where $u$ is the solution of (3.7.7) with the initial value $x \in$ $X_{A}$. (Here, the notions of uniqueness and local well-posedness are as in Section 3.1).

Proof. The proof is an adaptation of the proof of Theorem 3.3.9. We only point out the modifications that are not absolutely trivial. Lemma 3.3.6 is easily adapted with the duality inequality $\|u\|_{X}^{2} \leq\|u\|_{X_{A}}\|u\|_{X_{A}^{\star}}$. The proof of Lemma 3.3.7 is adapted as follows. Consider $2 \leq p<q<\frac{2 N}{N-2}$. By Hölder's inequality and (3.7.1), there exists $a \in(0,1)$ such that

$$
\|u\|_{L^{p}} \leq\|u\|_{L^{2}}^{a}\|u\|_{L^{2}}^{1-a} \leq\|u\|_{A}^{a}\|u\|_{L^{2}}^{1-a},
$$

and the rest of the proof is unchanged. To adapt the proof of Theorem 3.3.5, we need inequalities of the type (3.3.15)-(3.3.16). They follow easily from the self-adjointness of $A$, except for (3.3.16), which follows from (3.7.2). The rest of the proof, including Lemma 3.3.8, is unchanged except that one has to apply Proposition 1.1.2 instead of Proposition 1.3.14.

Remark 3.7.2. Corollary 3.3 .11 is easily adapted to the above situation.
Remark 3.7.3. Like Theorem 3.3.9 (see Remark 3.3.12), Theorem 3.7.1 is stated for one equation, but the method applies as well for systems of the same form. More precisely, considering an integer $\mu \geq 1$, one may assume that $A$ is a self-adjoint operator on $\left(L^{2}(\Omega)\right)^{\mu}$ and replace everywhere $L^{p}(\Omega)$ by $\left(L^{p}(\Omega)\right)^{\mu}$. It follows that the conclusions of Theorem 3.7.1 remain valid.

REMARK 3.7.4. Using Strichartz-type estimates (see Remark 2.7.3), it is possible to solve the local (or global) initial value problem for certain nonlinear Schrödinger equations in a cube of $\mathbb{R}^{N}$ with periodic boundary conditions. See Bourgain [34, 35, 37, 38] and Kenig, Ponce, and Vega [214].

Remark 3.7.5. For $g(u)=-|u|^{2} u$ in the unit disc of $\mathbb{R}^{2}$, it was shown that the initial value problem is ill-posed in $H^{s}(\Omega)$ for $s<1 / 3$. More precisely, given $T>0$ and a bounded subset $B$ of $H^{s}(\Omega)$, the map $\varphi \in B \cap H_{0}^{1}(\Omega) \mapsto u \in C\left([0, T], H^{s}(\Omega)\right)$ is not uniformly continuous. See Burq, Gérard, and Tzvetkov [48, 50]. Note that the case of a disc is therefore different from the case of a square; see Bourgain [38].

REmark 3.7.6. Nonlinear Schrödinger equations are sometimes considered in exterior domains. When $N=1$, or when $N=2$ and under some growth condition on the nonlinearity, local (or global) existence follows from the results of Sections 3.5 and 3.6. In some other cases, one can still obtain global solutions for small initial data and study their asymptotic behavior. See, for example, Chen [78], Esteban and Strauss [111], Hayashi [164, 165], M. Tsutsumi [339], Y. Tsutsumi [340], and Yao [365]. Recently, by using a family of Strichartz estimates (see Remark 2.7.9), it was shown that in the exterior of a nontrapping obstacle in $\mathbb{R}^{N}$, there is local well-posedness in $H_{0}^{1}(\Omega)$ if $\alpha<2 /(N-2)$ and in $L^{2}(\Omega)$ if $\alpha<2 / N$ when the nonlinearity is, for example, $g(u)=\lambda|u|^{\alpha} u$. See Burq, Gérard, and Tzvetkov [47].

Remark 3.7.7. Using a family of Strichartz estimates (see Remark 2.7.10), it is possible to solve the local (or global) Cauchy problem for certain nonlinear Schrödinger equations on nonflat manifolds. See Burq, Gérard, and Tzvetkov [46, 49].

## CHAPTER 4

## The Local Cauchy Problem

### 4.1. Outline

In this chapter we study the local Cauchy problem in the case $\Omega=\mathbb{R}^{N}$. Therefore, we consider the problem

$$
\left\{\begin{array}{l}
i u_{t}+\Delta u+g(u)=0  \tag{4.1.1}\\
u(0)=\varphi
\end{array}\right.
$$

We note that if $I \ni 0$ is an interval and $g \in C\left(H^{1}\left(\mathbb{R}^{N}\right), H^{-1}\left(\mathbb{R}^{N}\right)\right)$ is bounded on bounded sets, then $u \in L^{\infty}\left(I, H_{0}^{1}(\Omega)\right)$ is a solution of equation (4.1.1) on $I$ if and only if $u$ satisfies the integral equation

$$
\begin{equation*}
u(t)=\mathcal{T}(t) \varphi+i \int_{0}^{t} \mathcal{T}(t-s) g(u(s)) d s \quad \text { for a.a. } t \in I \tag{4.1.2}
\end{equation*}
$$

(see Proposition 3.1.3). A special case of (4.1.1) is the pure power nonlinearity $g(u)=\lambda|u|^{\alpha} u$ with $\lambda \in \mathbb{C}$ and $\alpha \geq 0$. (4.1.1) then takes the form

$$
\left\{\begin{array}{l}
i u_{t}+\Delta u+\lambda|u|^{\alpha} u=0  \tag{4.1.3}\\
u(0)=\varphi
\end{array}\right.
$$

We observe that if $\alpha \leq 4 /(N-2)(\alpha<\infty$ if $N=1,2)$, then $u \in L^{\infty}\left(I, H_{0}^{1}(\Omega)\right)$ is a solution of equation (4.1.3) on $I$ if and only if $u$ satisfies the integral equation

$$
\begin{equation*}
u(t)=\mathcal{T}(t) \varphi+i \lambda \int_{0}^{t} \mathcal{T}(t-s)|u|^{\alpha} u(s) d s \quad \text { for a.a. } t \in I \tag{4.1.4}
\end{equation*}
$$

Of course, the results of Chapter 3 apply in particular to the problem (4.1.1). The essential particularity of the case $\Omega=\mathbb{R}^{N}$ is that we may use Strichartz's estimates. They are the main tool for obtaining uniqueness results. They also can be used for showing existence results in various spaces by fixed-point arguments or other methods.

In Section 4.2 we establish various uniqueness properties based on Strichartz's estimates. In Section 4.3 we apply the results of Chapter 3 combined with those of Section 4.2. In Section 4.4 we apply a fixed-point argument of Kato to derive existence results. They apply in particular to nonlinearities for which there is neither conservation of charge nor conservation of energy, so that the results of Chapter 3 do not apply. Section 4.5 is devoted to a critical case in $H^{1}\left(\mathbb{R}^{N}\right)$.

The next sections are devoted to existence results in spaces different from the energy space $H^{1}\left(\mathbb{R}^{N}\right): L^{2}\left(\mathbb{R}^{N}\right)$ (Sections 4.6 and 4.7 ), $H^{2}\left(\mathbb{R}^{N}\right)$ (Section 4.8), $H^{s}\left(\mathbb{R}^{N}\right)$ for $s<N / 2$ (Section 4.9), and $H^{m}\left(\mathbb{R}^{N}\right)$ for $m>N / 2$ (Section 4.10).

Section 4.11 is devoted to a nonautonomous Schrödinger equation that is derived from (4.1.1) by the pseudoconformal transformation. We will use that equation in Section 7.5.

Finally, we observe that the results of this chapter are stated for one equation, but similar results obviously hold for systems of the same form. See Remark 3.3.12 for an appropriate setting.

### 4.2. Strichartz's Estimates and Uniqueness

As we have seen in Section 3.3, uniqueness is a key property for the local wellposedness of the initial-value problem (4.1.1). In the present case where $\Omega=\mathbb{R}^{N}$, Strichartz's estimates are a powerful tool to establish uniqueness. We note that most of the results of this section are due to Kato [206]. We begin with the model case of the pure power nonlinearity; i.e., we consider the problem (4.1.3). We note that if $\alpha \leq 4 /(N-2)(\alpha<\infty$ if $N=1,2)$, then $g(u)=\lambda|u|^{\alpha} u$ satisfies $g \in C\left(H^{1}\left(\mathbb{R}^{N}\right), H^{-1}\left(\mathbb{R}^{N}\right)\right)$ so that we may consider weak $H^{1}$-solutions of (4.1.3). It turns out that they are unique, as the following result shows.

Proposition 4.2.1. Assume $\lambda \in \mathbb{C}$ and $0<\alpha<4 /(N-2)(0<\alpha<\infty$ if $N=1,2)$. If $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ and $u_{1}, u_{2}$ are two weak $H^{1}$-solutions of (4.1.3) on some interval $I \ni 0$, then $u_{1}=u_{2}$.

Proof. We may assume without loss of generality that $I$ is a bounded interval. It follows from (4.1.4) that

$$
\begin{equation*}
\left(u_{1}-u_{2}\right)(t)=i \lambda \int_{0}^{t} \mathcal{T}(t-s)\left(\left|u_{1}\right|^{\alpha} u_{1}-\left|u_{2}\right|^{\alpha} u_{2}\right)(s) d s \tag{4.2.1}
\end{equation*}
$$

Since

$$
\left|\left|u_{1}\right|^{\alpha} u_{1}-\left|u_{2}\right|^{\alpha} u_{2}\right| \leq C\left(\left|u_{1}\right|^{\alpha}+\left|u_{2}\right|^{\alpha}\right)\left|u_{1}-u_{2}\right|
$$

we deduce from Hölder's inequality that, setting $r=\alpha+2$,

$$
\left\|\left|u_{1}\right|^{\alpha} u_{1}-\left|u_{2}\right|^{\alpha} u_{2}\right\|_{L^{r^{\prime}}} \leq C\left(\left\|u_{1}\right\|_{L^{r}}^{\alpha}+\left\|u_{2}\right\|_{L^{r}}^{\alpha}\right)\left\|u_{1}-u_{2}\right\|_{L^{r}} .
$$

Let now $q=4 r / N(r-2)$ so that $(q, r)$ is an admissible pair. Applying Hölder's inequality in time, we deduce that if $J$ is an interval such that $0 \in J \subset I$, then

$$
\begin{align*}
& \left\|\left|u_{1}\right|^{\alpha} u_{1}-\left|u_{2}\right|^{\alpha} u_{2}\right\|_{L^{q^{\prime}}\left(J, L^{r^{\prime}}\right)} \leq  \tag{4.2.2}\\
& \quad C\left(\left\|u_{1}\right\|_{L^{\infty}\left(J, L^{r}\right)}^{\alpha}+\left\|u_{2}\right\|_{L^{\infty}\left(J, L^{r}\right)}^{\alpha}\right)\left\|u_{1}-u_{2}\right\|_{L^{q^{\prime}}\left(J, L^{r}\right)}
\end{align*}
$$

It follows from (4.2.1), (4.2.2), and Strichartz's estimate that

$$
\begin{equation*}
\left\|u_{1}-u_{2}\right\|_{L^{q}\left(J, L^{r}\right)} \leq C\left(\left\|u_{1}\right\|_{L^{\infty}\left(J, L^{r}\right)}^{\alpha}+\left\|u_{2}\right\|_{L^{\infty}\left(J, L^{r}\right)}^{\alpha}\right)\left\|u_{1}-u_{2}\right\|_{L^{q^{\prime}}\left(J, L^{r}\right)} \tag{4.2.3}
\end{equation*}
$$

Since $H^{1}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{r}\left(\mathbb{R}^{N}\right)$ and $|I|<\infty,(4.2 .3)$ yields

$$
\left\|u_{1}-u_{2}\right\|_{L^{q}\left(J, L^{r}\right)} \leq C\left\|u_{1}-u_{2}\right\|_{L^{q^{\prime}}\left(J, L^{r}\right)}
$$

for some constant $C$ independent of $J$. The result now follows by applying Lemma 4.2.2 below with $k=1, \phi_{1}(t)=\left\|u_{1}(t)-u_{2}(t)\right\|_{L^{r}}, a_{1}=q^{\prime}$, and $b_{1}=q$.

LEMMA 4.2.2. Let $I \ni 0$ be an interval. Let $1 \leq a_{j}<b_{j} \leq \infty$ and $\phi_{j} \in L^{b_{j}}(I)$, for $1 \leq j \leq k$. If there exists a constant $C \geq 0$ such that

$$
\begin{equation*}
\sum_{j=1}^{k}\left\|\phi_{j}\right\|_{L^{b_{j}}(J)} \leq C \sum_{j=1}^{k}\left\|\phi_{j}\right\|_{L^{a_{j}}(J)} \tag{4.2.4}
\end{equation*}
$$

for every interval $J$ such that $0 \in J \subset I$, then $\phi_{1}=\cdots=\phi_{k}=0$ a.e. on $I$.
Proof. We first consider the case $I=[0, T]$ for some $0<T<\infty$. Suppose that $\phi_{1}=\cdots=\phi_{k}=0$ a.e. on some interval $(0, \tau)$ with $0 \leq \tau<T$. Letting $J=[0, t]$ with $\tau<t<T$, it follows from (4.2.4) and Hölder's inequality that

$$
\sum_{j=1}^{k}\left\|\phi_{j}\right\|_{L^{b_{j}}(\tau, t)} \leq C \sum_{j=1}^{k}\left\|\phi_{j}\right\|_{L^{a_{j}}(\tau, t)} \leq C \sum_{j=1}^{k}(t-\tau)^{\frac{1}{a_{j}}-\frac{1}{r_{j}}}\left\|\phi_{j}\right\|_{L^{b_{j}}(0, t)}
$$

Therefore, if we let $t-\tau$ be sufficiently small so that

$$
C \max _{1 \leq j \leq k}(t-\tau)^{\frac{1}{a_{j}}-\frac{1}{b_{j}}}<1
$$

we deduce that $\left\|\phi_{1}\right\|_{L^{b_{1}(0, t)}}+\cdots+\left\|\phi_{k}\right\|_{L^{b_{k}(0, t)}}=0$. We now let

$$
\begin{equation*}
\theta=\sup \left\{0<t<T ; \sum_{j=1}^{k}\left\|\phi_{j}\right\|_{L^{b_{j}(0, t)}}=0\right\} \tag{4.2.5}
\end{equation*}
$$

We deduce from what precedes that $\theta>0$ (starting with $\tau=0$ ). If $\theta<T$, then we let $\tau=\theta$ and we deduce that $\phi_{1}=\cdots=\phi_{k}=0$ a.e. on $(0, \theta+\varepsilon)$ for some $\varepsilon>0$, which contradicts (4.2.5). Thus $\theta=T$ which shows the desired conclusion. The case $I=[-T, 0]$ is treated similarly (by changing $t$ to $-t$ ). In the general case, we apply the above results to all $T>0$ such that $[0, T] \subset I$, then to all $T>0$ such that $[-T, 0] \subset I$, and we deduce that $\phi_{1}=\cdots=\phi_{k}=0$ a.e. on $I$.

Proposition 4.2.1 can be extended to more general nonlinearities. In particular, we have the following result.

Proposition 4.2.3. Consider $\left.g_{1}, \ldots, g_{k} \in C\left(H^{1}\left(\mathbb{R}^{N}\right)\right), H^{-1}\left(\mathbb{R}^{N}\right)\right)$ and let

$$
g=g_{1}+\cdots+g_{k}
$$

Assume that each of the $g_{j}$ 's satisfies the assumption (3.3.7) for some exponents $r_{j}, \rho_{j} \in[2,2 N /(N-2))\left(r_{j}, \rho_{j} \in[2, \infty]\right.$ if $\left.N=1\right)$; i.e., there exists $C_{j}$ such that

$$
\begin{equation*}
\left\|g_{j}(u)-g_{j}(v)\right\|_{L^{p_{j}^{\prime}}} \leq C_{j}(M)\|u-v\|_{L^{r_{j}}} \tag{4.2.6}
\end{equation*}
$$

for all $u, v \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $\|u\|_{H^{1}},\|v\|_{H^{1}} \leq M$. If $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ and $u_{1}, u_{2}$ are two weak $H^{1}$-solutions of (4.1.1) on some interval $I \ni 0$, then $u_{1}=u_{2}$.

Proposition 4.2.3 is a consequence of the following simple lemma.

LEmma 4.2.4. Let $I \ni 0$ be an interval and $k \geq 1$ be an integer. For every $1 \leq j \leq k$, let $\left(q_{j}, r_{j}\right)$ and $\left(\gamma_{j}, \rho_{j}\right)$ be admissible pairs and $f_{j} \in L^{\gamma_{j}^{\prime}}\left(I, L^{\rho_{j}^{\prime}}\left(\mathbb{R}^{N}\right)\right)$. Finally, set

$$
\begin{equation*}
w(t)=i \sum_{j=1}^{k} \int_{0}^{t} \mathcal{T}(t-s) f_{j}(s) d s \tag{4.2.7}
\end{equation*}
$$

for all $t \in I$ (so that $w \in L^{q_{j}}\left(I, L^{r_{j}}\left(\mathbb{R}^{N}\right)\right)$ for all $1 \leq j \leq k$ by Strichartz's estimates). If for every $1 \leq j \leq k$ there exist $1 \leq a_{j}<q_{j}$ and a constant $C_{j}$ such that

$$
\begin{equation*}
\left\|f_{j}\right\|_{L^{\gamma_{j}^{\prime}}\left(J, L^{\rho_{j}^{\prime}}\right)} \leq C_{j}\|w\|_{L^{a_{j}}\left(J, L^{r_{j}}\right)} \tag{4.2.8}
\end{equation*}
$$

for all bounded intervals $J$ such that $0 \in J \subset I$, then $w=0$.
Proof. Letting

$$
w_{j}(t)=i \int_{0}^{t} \mathcal{T}(t-s) f_{j}(s) d s
$$

and applying $k$ times Strichartz's estimate, we see that there exists a constant $K_{j}$ such that

$$
\sum_{\ell=1}^{k}\left\|w_{j}\right\|_{L^{q_{\ell}\left(J, L^{r_{\ell}}\right)}} \leq K_{j}\left\|f_{j}\right\|_{L^{\gamma_{j}^{\prime}}\left(J, L^{\rho_{j}^{\prime}}\right)}
$$

for all bounded intervals $J$ such that $0 \in J \subset I$. It follows from (4.2.7) that there exists a constant $C$ such that

$$
\sum_{j=1}^{k}\|w\|_{L^{q_{j}}\left(J, L^{r_{j}}\right)} \leq C \sum_{j=1}^{k}\left\|f_{j}\right\|_{L^{\gamma_{j}^{\prime}}\left(J, L^{\rho_{j}^{\prime}}\right)}
$$

for all bounded intervals $J$ such that $0 \in J \subset I$. Applying (4.2.8) we deduce that

$$
\sum_{j=1}^{k}\|w\|_{L^{q_{j}}\left(J, L^{r_{j}}\right)} \leq C \sum_{j=1}^{k} C_{j}\|w\|_{L^{a_{j}}\left(J, L^{r_{j}}\right)}
$$

and the result follows from Lemma 4.2.2.
Proof of Proposition 4.2.3. Let $u_{1}, u_{2} \in L^{\infty}\left(I, H^{1}\right) \cap W^{1, \infty}\left(I, H^{-1}\right)$ be two solutions of (4.1.1). By (4.1.2),

$$
u_{1}(t)-u_{2}(t)=i \sum_{j=1}^{k} \int_{0}^{t} \mathcal{T}(t-s)\left[g_{j}\left(u_{1}(s)\right)-g_{j}\left(u_{2}(s)\right)\right] d s \quad \text { for a.a. } t \in I
$$

The result follows from Lemma 4.2.4 applied with $w=u_{1}-u_{2}, f_{j}=g_{j}\left(u_{1}\right)-g_{j}\left(u_{2}\right)$, and $\left(\gamma_{j}\right)_{1 \leq j \leq k}$ and $\left(q_{j}\right)_{1 \leq j \leq k}$ defined by

$$
\frac{2}{\gamma_{j}}=N\left(\frac{1}{2}-\frac{1}{\rho_{j}}\right) \quad \text { and } \quad \frac{2}{q_{j}}=N\left(\frac{1}{2}-\frac{1}{r_{j}}\right)
$$

so that ( $q_{j}, r_{j}$ ) and ( $\gamma_{j}, \rho_{j}$ ) are admissible pairs. (4.2.8) is indeed satisfied with $a_{j}=\gamma_{j}^{\prime}$ since by (4.2.6)

$$
\left\|f_{j}\right\|_{L^{\gamma_{j}^{\prime}}\left(J, L^{\rho_{j}^{\prime}}\right)} \leq C\|w\|_{L^{\gamma_{j}^{\prime}}\left(J, L^{r_{j}}\right)}
$$

and $\gamma_{j}^{\prime}<2<q_{j}$.
We note that the technique of proof of Proposition 4.2.1 does not work in the limiting case $\alpha=4 /(N-2), N \geq 3$. Indeed, we would be lead to apply Lemma 4.2.2 with $a_{1}=b_{1}$, in which case the conclusion of the lemma is clearly false. In fact, we do not know if the conclusion of Proposition 4.2 .1 holds in the limiting case $\alpha=4 /(N-2)$. A slight modification of the method of proof, however, shows uniqueness of strong $H^{1}$-solutions. More precisely, we have the following result.

Proposition 4.2.5. Assume $N \geq 3$. Let $\lambda \in \mathbb{C}$ and $\alpha=4 /(N-2)$. If $\varphi \in$ $H^{1}\left(\mathbb{R}^{N}\right)$ and $u_{1}, u_{2}$ are two strong $H^{1}$-solutions of (4.1.3) on some interval $I \ni 0$, then $u_{1}=u_{2}$.

Proof. We may assume without loss of generality that $I=[0, T]$ for some $0<$ $T<\infty$. Given $M>0$, set

$$
\begin{aligned}
& f^{M}=1_{\left\{\left|u_{1}\right|+\left|u_{2}\right|>M\right\}}\left(\left|u_{1}\right|^{\frac{4}{N-2}} u_{1}-\left|u_{2}\right|^{\frac{4}{N-2}} u_{2}\right), \\
& f_{M}=1_{\left\{\left|u_{1}\right|+\left|u_{2}\right| \leq M\right\}}\left(\left|u_{1}\right|^{\frac{4}{N-2}} u_{1}-\left|u_{2}\right|^{\frac{4}{N-2}} u_{2}\right),
\end{aligned}
$$

so that

$$
\left|u_{1}\right|^{\frac{4}{N-2}} u_{1}-\left|u_{2}\right|^{\frac{4}{N-2}} u_{2}=f_{M}+f^{M}
$$

One easily verifies that there exists $C$ independent of $M$ such that

$$
\left\{\begin{array}{l}
\left|f_{M}\right| \leq C M^{\frac{4}{N-2}}\left|u_{1}-u_{2}\right|  \tag{4.2.9}\\
\left|f^{M}\right| \leq C 1_{\left\{\left|u_{1}\right|+\left|u_{2}\right|>M\right\}}\left(\left|u_{1}\right|+\left|u_{2}\right|\right)^{\frac{4}{N-2}}\left|u_{1}-u_{2}\right|
\end{array}\right.
$$

In order to show that $u_{1}=u_{2}$, we use the endpoint Strichartz's estimate. We have

$$
\left(u_{1}-u_{2}\right)(t)=i \lambda \int_{0}^{t} \mathfrak{T}(t-s)\left(f_{M}+f^{M}\right) d s
$$

so that for every $0 \leq \tau \leq T$,

$$
\begin{align*}
\left\|u_{1}-u_{2}\right\|_{L^{2}\left((0, \tau), L^{\frac{2 N}{N-2}}\right)}+ & \left\|u_{1}-u_{2}\right\|_{L^{\infty}\left((0, \tau), L^{2}\right)} \leq \\
& C\left(\left\|f_{M}\right\|_{L^{1}\left((0, \tau), L^{2}\right)}+\left\|f^{M}\right\|_{L^{2}\left((0, \tau), L^{\frac{2 N}{N+2}}\right)}\right) \tag{4.2.10}
\end{align*}
$$

Using (4.2.9), we see that

$$
\begin{equation*}
\left\|f_{M}\right\|_{L^{1}\left((0, \tau), L^{2}\right)} \leq C M^{\frac{4}{N^{-2}}}\left\|u_{1}-u_{2}\right\|_{L^{1}\left((0, \tau), L^{2}\right)} \tag{4.2.11}
\end{equation*}
$$

and that

$$
\begin{align*}
& \left\|f^{M}\right\|_{L^{2}\left((0, \tau), L^{\frac{2 N}{N+2}}\right)} \leq \\
& \quad C\left\|1_{\left\{\left|u_{1}\right|+\left|u_{2}\right|>M\right\}}\left(\left|u_{1}\right|+\left|u_{2}\right|\right)\right\|_{L^{\infty}\left((0, \tau), L^{\frac{2 N}{N-2}}\right)}\left\|u_{1}-u_{2}\right\|_{L^{2}\left((0, \tau), L^{\frac{2 N}{N+2}}\right)} \tag{4.2.12}
\end{align*}
$$

Finally, we observe that $\left|u_{1}\right|+\left|u_{2}\right| \in C\left([0, T], H^{1}\left(\mathbb{R}^{N}\right)\right)$, so that we have $\left|u_{1}\right|+\left|u_{2}\right| \in C\left([0, T], L^{\frac{2 N}{N-2}}\left(\mathbb{R}^{N}\right)\right)$. It follows easily by dominated convergence that

$$
\begin{equation*}
\left.\left\|1_{\left\{\left|u_{1}\right|+\left|u_{2}\right|>M\right\}}\left(\left|u_{1}\right|+\left|u_{2}\right|\right)\right\|_{L^{\infty}((0, T), L} \frac{2 N}{N-2}\right) \underset{M \rightarrow \infty}{ } 0 \tag{4.2.13}
\end{equation*}
$$

Applying (4.2.13) we see that, by choosing $M$ large enough, we can absorb the right-hand side of (4.2.12) by the left-hand side of (4.2.10). Therefore, we deduce from (4.2.10)-(4.2.12) that there exists $C$ such that

$$
\left\|u_{1}-u_{2}\right\|_{L^{\infty}\left((0, \tau), L^{2}\right)} \leq C\left\|u_{1}-u_{2}\right\|_{\left.L^{1}(0, \tau), L^{2}\right)}
$$

for every $0 \leq \tau \leq T$, and the result follows from Lemma 4.2.2.
Remark 4.2.6. Note that it is precisely for showing (4.2.13) that we use the assumption that $u_{1}$ and $u_{2}$ are strong $H^{1}$-solutions. For weak $H^{1}$-solutions, we only know that $\left|u_{1}\right|+\left|u_{2}\right| \in L^{\infty}\left((0, T), H^{1}\left(\mathbb{R}^{N}\right)\right.$ ), which does not imply (4.2.13).

Proposition 4.2 .5 can be extended to more general nonlinearities. We will not study the general case. Note, however, that an immediate adaptation of the proof of Proposition 4.2 .5 yields the following result concerning local nonlinearities.

Proposition 4.2.7. Assume $N \geq 3$. Let $g \in C(\mathbb{C}, \mathbb{C})$ with $g(0)=0$ satisfy

$$
\left|g\left(z_{1}\right)-g\left(z_{2}\right)\right| \leq C\left(1+\left|z_{1}\right|^{\frac{4}{N-2}}+\left|z_{2}\right|^{\frac{4}{N-2}}\right)\left|z_{1}-z_{2}\right|
$$

for all $z_{1}, z_{2} \in \mathbb{C}$. If $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ and $u_{1}, u_{2}$ are two strong $H^{1}$-solutions of (4.1.1) on some interval $I \ni 0$, then $u_{1}=u_{2}$.

We will construct in the following sections solutions of (4.1.1) that are not $H^{1}$ solutions, and we now study uniqueness of such solutions. We begin with a lemma about the equivalence of (4.1.1) and (4.1.2) for such solutions.

Lemma 4.2.8. Let $I \ni 0$ be an interval, let $s, \sigma \in \mathbb{R}$, and let $g: H^{s}\left(\mathbb{R}^{N}\right) \rightarrow$ $H^{\sigma}\left(\mathbb{R}^{N}\right)$ be continuous and bounded on bounded sets. If $u \in L^{\infty}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right)$, then both equations (4.1.1) and (4.1.2) make sense in $H^{\mu}\left(\mathbb{R}^{N}\right)$ for $\mu=\min \{s-2, \sigma\}$. Moreover, $u$ satisfies equation (4.1.1) for a.a. $t \in I$ if and only if $u$ satisfies the integral equation (4.1.2) for a.a. $t \in I$.

Proof. Let $u \in L^{\infty}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right)$. Since $\Delta \in \mathcal{L}\left(H^{s}\left(\mathbb{R}^{N}\right), H^{s-2}\left(\mathbb{R}^{N}\right)\right)$, we see that $\Delta u \in L^{\infty}\left(I, H^{s-2}\left(\mathbb{R}^{N}\right)\right)$. Moreover, $g(u)$ is measurable $I \rightarrow H^{\sigma}\left(\mathbb{R}^{N}\right)$ because $g \in C\left(H^{s}\left(\mathbb{R}^{N}\right), H^{\sigma}\left(\mathbb{R}^{N}\right)\right)$, and bounded because $g$ is bounded on bounded sets, and so $g(u) \in L^{\infty}\left(I, H^{\sigma}\left(\mathbb{R}^{N}\right)\right)$. Thus we see that both equations make sense in $H^{\mu}\left(\mathbb{R}^{N}\right)$. Since $(\mathcal{T}(t))_{t \in \mathbb{R}}$ is a group of isometries on $H^{\mu}\left(\mathbb{R}^{N}\right)$, the equivalence between the two then follows from the results of Section 1.6.

According to the above lemma, under appropriate assumptions on $g$, we can address the question of uniqueness of solutions of (4.1.1) in $L^{\infty}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right)$. We have the following result, which is an easy application of Lemma 4.2.4.

Proposition 4.2.9. Consider $s \geq 0$. Let

$$
\begin{equation*}
\left.g_{1}, \ldots, g_{k} \in C\left(H^{s}\left(\mathbb{R}^{N}\right)\right), H^{\sigma}\left(\mathbb{R}^{N}\right)\right) \quad \text { be bounded on bounded sets, } \tag{4.2.14}
\end{equation*}
$$

for some $\sigma \in \mathbb{R}$, and let $g=g_{1}+\cdots+g_{k}$. Assume that there exist exponents $r_{j}, \rho_{j} \in[2,2 N /(N-2))\left(r_{j}, \rho_{j} \in[2, \infty]\right.$ if $\left.N=1\right)$ and functions $C_{j} \in C([0, \infty))$ such that

$$
\begin{equation*}
\left\|g_{j}(u)-g_{j}(v)\right\|_{L^{\rho_{j}^{\prime}}} \leq C_{j}(M)\|u-v\|_{L^{r_{j}}} \tag{4.2.15}
\end{equation*}
$$

for all $u, v \in H^{s}\left(\mathbb{R}^{N}\right)$ such that $\|u\|_{H^{s}},\|v\|_{H^{s}} \leq M$. Let $\varphi \in H^{s}\left(\mathbb{R}^{N}\right)$ and $u_{1}, u_{2} \in$ $L^{\infty}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right)$ be two solutions of (4.1.1) on some interval $I \ni 0$. If

$$
\begin{equation*}
u_{1}-u_{2} \in \bigcap_{j=1}^{k} L^{q_{j}}\left(I, L^{r_{j}}\left(\mathbb{R}^{N}\right)\right) \tag{4.2.16}
\end{equation*}
$$

where $q_{j}$ is such that $\left(q_{j}, r_{j}\right)$ is an admissible pair, then $u_{1}=u_{2}$.
REMARK 4.2.10. The assumptions (4.2.14), (4.2.15), and (4.2.16) deserve some comments. (4.2.14) ensures that equation (4.1.1) makes sense for a function $u \in$ $L^{\infty}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right)$. (See Lemma 4.1.8.) Assumption (4.2.15) is a Lipschitz condition for the $g_{j}$ 's on bounded sets of $H^{s}\left(\mathbb{R}^{N}\right)$. It is rather natural, since a Lipschitz condition of some sort is necessary for a uniqueness property. Finally, (4.2.16) is a regularity assumption on the difference of the solutions $u_{1}$ and $u_{2}$. In practice, it is verified by requiring that $H^{s}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{r_{j}}\left(\mathbb{R}^{N}\right)$ for all $j$ 's, so that both $u_{1}$ and $u_{2}$ belong to the prescribed space and in particular the difference $u_{1}-u_{2}$. Note, however, that (4.2.16) is in principle weaker than assuming that both $u_{1}$ and $u_{2}$ belong to the prescribed space. For example, for the Navier-Stokes equation, the difference of two solutions has a better regularity in certain spaces than each of the solutions (see, e.g., [225]). However, it seems that no one could use such a property for the Schrödinger equation to take advantage of the fact that (4.2.16) concerns the difference of two solutions (see Furioli and Terraneo [120] for interesting comments on this problem).

Proof of Proposition 4.2.9. The proof is identical to the proof of Proposition 4.2.3.

Remark 4.2.11. Given $s \geq 0$, we apply Proposition 4.2 .9 to the model case $g(u)=\lambda|u|^{\alpha} u$ where $\alpha>0$ and $\lambda \in \mathbb{C}$. There are three conditions to be checked, namely (4.2.14), (4.2.15), and (4.2.16). We note that, since $g$ is a single power, we do not need to decompose $g=g_{1}+\cdots+g_{k}$.

We investigate the condition (4.2.14). Suppose first $s \geq N / 2$, so that $H^{s}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{p}\left(\mathbb{R}^{N}\right)$ for every $2 \leq p<\infty$. It follows easily that (4.2.14) is satisfied with $\sigma=0$. Suppose now $s<N / 2$, so that $H^{s}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{p}\left(\mathbb{R}^{N}\right)$ for every $2 \leq p \leq 2 N /(N-2 s)$. We deduce easily that if $(N-2 s)(\alpha+1) \leq 2 N$, then

$$
g \in C\left(H^{s}\left(\mathbb{R}^{N}\right), L^{\frac{2 N}{(N-2 s)(\alpha+1)}}\left(\mathbb{R}^{N}\right)\right)
$$

Condition (4.2.14) is then satisfied, for example, with $\sigma<-N / 2$. If, on the other hand, $(N-2 s)(\alpha+1)<2 N$, then $g(u)$ (which is a measurable function) need not be locally integrable, so that $g$ does not map $H^{s}\left(\mathbb{R}^{N}\right)$ into any space of the type $H^{\sigma}\left(\mathbb{R}^{N}\right)$. Therefore, we see that (4.2.14) is satisfied if and only if

$$
\begin{equation*}
s \geq \frac{N(\alpha-1)}{2(\alpha+1)} \tag{4.2.17}
\end{equation*}
$$

(In particular, there is no condition if $\alpha \leq 1$.)
We next investigate the condition (4.2.16). As observed in Remark 4.2.10, we require that $H^{s}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{r}\left(\mathbb{R}^{N}\right)$, where $r$ is as in (4.2.15). This is obviously
satisfied if $s \geq N / 2$. If $s<N / 2$, then we need

$$
\begin{equation*}
2 \leq r \leq \frac{2 N}{N-2 s} \tag{4.2.18}
\end{equation*}
$$

We now turn to the condition (4.2.15) and we first study the case $s \geq N / 2$ by using the inequality

$$
\|g(u)-g(v)\|_{L^{r^{\prime}}} \leq C\left(\|u\|_{L^{\frac{\alpha r}{r-2}}}^{\alpha}+\|v\|_{L^{\frac{\alpha}{r-2}}}^{\alpha}\right)\|u-v\|_{L^{r}} .
$$

We note that $H^{s}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{p}\left(\mathbb{R}^{N}\right)$ for all $2 \leq p<\infty$, so we see that (4.2.15) is satisfied with $\rho=r$ for all $r>2$ sufficiently close to 2 .

We then study the case $s<N / 2$, so that $H^{s}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{p}\left(\mathbb{R}^{N}\right)$ for every $2 \leq p \leq 2 N /(N-2 s)$, and we use the inequality

$$
\|g(u)-g(v)\|_{L^{\rho^{\prime}}} \leq C\left(\|u\|_{L^{p}}^{\alpha}+\|v\|_{L^{p}}^{\alpha}\right)\|u-v\|_{L^{r}}
$$

where $1 \leq p \leq \infty$ satisfies

$$
\frac{\alpha}{p}=1-\frac{1}{\rho}-\frac{1}{r}
$$

We begin with the case $N=1$. Since the admissible values of $\rho$ are $2 \leq \rho \leq \infty$ and the admissible values of $r$ are (by (4.2.18)) $2 \leq r \leq 2 /(1-2 s)$, we see that the admissible values of $p$ are $2 \alpha /(1+2 s) \leq p \leq \infty$. Of course, we want $H^{s}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{p}\left(\mathbb{R}^{N}\right)$, and this is compatible with the above restriction provided $2 /(1-2 s) \geq 2 \alpha /(1+2 s)$. We note that this is exactly (since $s<1 / 2)$ the condition (4.2.17). We now assume $N \geq 2$ and we begin by assuming $s \geq 1$. In this case (4.2.18) is not a further restriction on $r$, so that the admissible values of $r$ and $\rho$ are $2 \leq r, \rho<2 N /(N-2)$. Thus the admissible values of $p$ are $N \alpha / 2<p \leq \infty$. We want $H^{s}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{p}\left(\mathbb{R}^{N}\right)$, and this is compatible with the above restriction provided $2 N /(N-2 s)>N \alpha / 2$, i.e., $\alpha<4 /(N-2 s)$. If $s<1$, then we have the further restriction (4.2.18) on $r$, so that the admissible values of $p$ are $N \alpha /(1+s)<p \leq \infty$. We want $H^{s}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{p}\left(\mathbb{R}^{N}\right)$, and this is compatible with the above restriction provided $2 N /(N-2 s)>N \alpha /(1+s)$, i.e., $\alpha<(2+2 s) /(N-2 s)$.

In conclusion, we see that if $s \geq N / 2$ there is always uniqueness in $L^{\infty}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right)$. If $s<N / 2$ and $N=1$, then there is uniqueness as soon as the equation makes sense, i.e., as soon as (4.2.17) holds, that is

$$
\begin{equation*}
\alpha \leq \frac{N+2 s}{N-2 s} \tag{4.2.19}
\end{equation*}
$$

If $s<N / 2$ and $N \geq 2$, then there is uniqueness provided the equation makes sense, i.e., provided (4.2.19) holds, but under the additional assumption

$$
\begin{equation*}
\alpha<\frac{\min \{4,2+2 s\}}{N-2 s} \tag{4.2.20}
\end{equation*}
$$

Remark 4.2.12. Suppose $g \in C(\mathbb{C}, \mathbb{C})$ satisfies $g(0)=0$ and

$$
\left|g\left(z_{1}\right)-g\left(z_{2}\right)\right| \leq C\left(1+\left|z_{1}\right|^{\alpha}+\left|z_{2}\right|^{\alpha}\right)\left|z_{1}-z_{2}\right|
$$

for some $\alpha>0$. It follows that the conclusions of Remark 4.2 .11 hold. More precisely, there is uniqueness in $L^{\infty}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right)$ provided $s \geq N / 2$, or provided
$s<N / 2,(4.2 .19)$, and, if $N \geq 2,(4.2 .20)$. To see this, we decompose $g=g_{1}+g_{2}$, where $g_{1}(0)=g_{2}(0)=0, g_{1}$ is globally Lipschitz, and $g_{2}$ satisfies

$$
\left|g_{2}\left(z_{1}\right)-g_{2}\left(z_{2}\right)\right| \leq C\left(\left|z_{1}\right|^{\alpha}+\left|z_{2}\right|^{\alpha}\right)\left|z_{1}-z_{2}\right|
$$

(See Section 3.2.) We may apply Proposition 4.2.9, since $g_{2}$ is handled with exactly the argument of Remark 4.2 .11 and $g_{1}$ clearly satisfies (4.2.15) with $r_{1}=\rho_{1}=2$.

We now state an analogue of Proposition 4.2.7 in the case of $H^{s}$ solutions.
Proposition 4.2.13. Assume $N \geq 3$ and $1 \leq s<N / 2$. Let $g \in C(\mathbb{C}, \mathbb{C})$ with $g(0)=0$ satisfy

$$
\left|g\left(z_{1}\right)-g\left(z_{2}\right)\right| \leq C\left(1+\left|z_{1}\right|^{\frac{4}{N^{-2 s}}}+\left|z_{2}\right|^{\frac{4}{N^{-2 s}}}\right)\left|z_{1}-z_{2}\right|
$$

for all $z_{1}, z_{2} \in \mathbb{C}$. If $\varphi \in H^{s}\left(\mathbb{R}^{N}\right)$ and $u_{1}, u_{2}$ are two solutions of (4.1.1) in the class $C\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right.$ ) for some interval $I \ni 0$, then $u_{1}=u_{2}$.

Proof. Since $N \geq 3$ and $s \geq 1$, (4.2.17) is satisfied. This implies that equation (4.1.1) makes sense for a function $u \in C\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right.$ ) (see Remarks 4.2.11 and 4.2.12). The proof is similar to the proof of Proposition 4.2.7. Note that we use the same admissible pairs $(\infty, 2)$ and $(2,2 N /(N-2))$, and that we use the property $u \in C\left(I, L^{\frac{2 N}{N-2 s}}\left(\mathbb{R}^{N}\right)\right)$, so that

$$
\left\|1_{\left\{\left|u_{1}\right|+\left|u_{2}\right|>M\right\}}\left(\left|u_{1}\right|+\left|u_{2}\right|\right)\right\|_{L^{\infty}\left((0, T), L N^{2 N}\right.} \rightarrow 0 \quad \text { as } M \rightarrow \infty .
$$

Remark 4.2.14. The observations of Remarks 4.2.11 and 4.2.12 and Proposition 4.2.13 are part of the work of Kato [206]. In the single power case, we observe that when $N=1$ or when $s \geq N / 2$ there is always uniqueness in $L^{\infty}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right)$ as soon as the equation makes sense. When $N \geq 2$ and $0 \leq s<N / 2$, there are some cases where the equation makes sense; but uniqueness is not a consequence of Remark 4.2.11, namely when

$$
\frac{\min \{4,2+2 s\}}{N-2 s} \leq \alpha \leq \frac{N+2 s}{N-2 s} .
$$

In fact, we will see in Section 4.9 that when $\alpha \leq 4 /(N-2 s)$, one can construct $H^{s}$ solutions, while for $\alpha>4 /(N-2 s)$ the existence problem is open. Even if one is willing to consider the restriction $\alpha \leq 4 /(N-2 s)$ as essential, there still are cases when uniqueness in $L^{\infty}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right)$ does not follow from Remark 4.2.11, namely when $N \geq 2,0 \leq s<1$ and

$$
\frac{2+2 s}{N-2 s} \leq \alpha \leq \frac{4}{N-2 s}
$$

This has been an open problem since the work of Kato [206] but there was a recent breakthrough by Furioli and Terraneo [120] who were able to fill part of the gap by using in particular negative order Besov spaces.

### 4.3. Local Existence in $H^{1}\left(\mathbb{R}^{N}\right)$

Consider $\left.g_{1}, \ldots, g_{k} \in C\left(H^{1}\left(\mathbb{R}^{N}\right)\right), H^{-1}\left(\mathbb{R}^{N}\right)\right)$ and let

$$
g=g_{1}+\cdots+g_{k}
$$

Assume that each of the $g_{j}$ 's satisfies the assumptions (3.3.5)-(3.3.8) for some exponents $r_{j}, \rho_{j}$. Let

$$
G=G_{1}+\cdots+G_{k}
$$

and set

$$
E(u)=\frac{1}{2} \int_{\mathbb{R}^{N}}|\nabla u(x)|^{2} d x-G(u)
$$

for $u \in H^{1}\left(\mathbb{R}^{N}\right)$. We will apply the results of Section 3.3 to establish the following result.

Theorem 4.3.1. If $g$ is as above, then the initial-value problem (4.1.1) is locally well posed in $H^{1}\left(\mathbb{R}^{N}\right)$. Furthermore, there is conservation of charge and energy; i.e.,

$$
\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}}, \quad E(u(t))=E(\varphi)
$$

for all $t \in\left(-T_{\min }, T_{\max }\right)$, where $u$ is the solution of (4.1.1) with the initial value $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$.

Proof. By Theorem 3.3 .9 we need only show uniqueness, which follows from Proposition 4.2.3.

Remark 4.3.2. Note that the only ingredient that we used for proving uniqueness (in Proposition 4.2.3) is Strichartz's estimate. In particular, it follows from Remark 2.7.7 that Theorem 4.3 .1 still holds if one replaces $\mathbb{R}^{N}$ by $\mathbb{R}_{+}^{N}$, or by certain cones of $\mathbb{R}^{N}$.

We now give some applications of Theorem 4.3.1 to the nonlinearities introduced in Section 3.2.

Corollary 4.3.3. Let $g(u)=V u+f(\cdot, u(\cdot))+\left(W \star|u|^{2}\right) u$ be as in Example 3.2.11. Set

$$
E(u)=\frac{1}{2} \int_{\mathbb{R}^{N}}|\nabla u|^{2} d x-G(u)
$$

where

$$
G(u)=\int_{\mathbb{R}^{N}}\left\{\frac{1}{2} V(x)|u(x)|^{2}+F(x, u(x))+\frac{1}{4}\left(W \star|u|^{2}\right)(x)|u(x)|^{2}\right\} d x
$$

It follows that the initial-value problem (4.1.1) is locally well posed in $H^{1}\left(\mathbb{R}^{N}\right)$. Moreover, there is conservation of charge and energy; i.e.,

$$
\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}},, \quad E(u(t))=E(\varphi)
$$

for all $t \in\left(-T_{\min }, T_{\max }\right)$, where $u$ is the solution of (4.1.1) with the initial value $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$.

Proof. Apply Theorem 4.3 .1 (see Example 3.2.11).

COROLLARY 4.3.4. Let $g(u)=\lambda|u|^{\alpha} u$ with $\lambda \in \mathbb{R}$ and $0 \leq \alpha<\frac{4}{N-2}$ $(0 \leq \alpha<\infty$ if $N=1)$. Set

$$
E(u)=\frac{1}{2} \int_{\mathbb{R}^{N}}|\nabla u|^{2} d x-G(u)
$$

where

$$
E(u)=\frac{1}{2} \int_{\mathbb{R}^{N}}|\nabla u|^{2} d x-\frac{\lambda}{\alpha+2} \int_{\mathbb{R}^{N}}|u|^{\alpha+2} d x
$$

It follows that the initial-value problem (4.1.3) is locally well posed in $H^{1}\left(\mathbb{R}^{N}\right)$. Moreover, there is conservation of charge and energy; i.e.,

$$
\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}}, \quad E(u(t))=E(\varphi)
$$

for all $t \in\left(-T_{\min }, T_{\max }\right)$, where $u$ is the solution of (4.1.3) with the initial value $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$.

### 4.4. Kato's Method

If $g(u)=\lambda|u|^{\alpha} u$ with $\operatorname{Im} \lambda \neq 0$, then we may not apply Theorem 3.3 .9 because $g$ satisfies neither (3.3.5) nor (3.3.8). T. Kato [203] introduced a method, based on a fixed point argument and Strichartz's estimates, by which one can solve the problem (4.1.1) for $g$ as above. Besides, that method provides a simple, direct proof of the local well-posedness result for a certain class of nonlinearities. We begin with a typical result based on the fixed point method (see [203, 204] and Theorem 4.4.6 below for more general results).

Let $f \in C(\mathbb{C}, \mathbb{C})$ satisfy

$$
\begin{equation*}
f(0)=0 \tag{4.4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
|f(u)-f(v)| \leq L(K)|u-v| \tag{4.4.2}
\end{equation*}
$$

for all $u, v \in \mathbb{C}$ such that $|u|,|v| \leq K$, with

$$
\begin{cases}L(t) \in C([0, \infty)) & \text { if } N=1  \tag{4.4.3}\\ L(t) \leq C\left(1+t^{\alpha}\right) \text { with } 0 \leq \alpha<\frac{4}{N-2} & \text { if } N \geq 2\end{cases}
$$

Set

$$
\begin{equation*}
g(u)(x)=f(u(x)) \tag{4.4.4}
\end{equation*}
$$

for all measurable $u: \mathbb{R}^{N} \rightarrow \mathbb{C}$ and a.a. $x \in \mathbb{R}^{N}$.
THEOREM 4.4.1. Let $f \in C(\mathbb{C}, \mathbb{C})$ satisfy (4.4.1)-(4.4.3) and let $g$ be defined by (4.4.4). If $f$ (considered as a function $\mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ ) is of class $C^{1}$, then the initial-value problem (4.1.1) is locally well posed in $H^{1}\left(\mathbb{R}^{N}\right)$.

REMARK 4.4.2. Since we assume neither (3.3.5) nor (3.3.8), we cannot expect conservation of charge and energy. If, in addition to the hypotheses of Theorem 4.4.1, we assume (3.3.5) (respectively, (3.3.8)), then there is conservation of energy (respectively, conservation of charge). See $[203,204]$ and Theorem 4.4.6 below.

Proof of Theorem 4.4.1. We consider the case $N \geq 2$, the proof in the case $N=1$ being easily adapted. Let $\theta \in C_{\mathrm{c}}^{\infty}(\mathbb{C}, \mathbb{R})$ be such that $\theta(z)=1$ for $|z| \leq 1$. Setting

$$
\begin{aligned}
& f_{1}(u)=\theta(u) f(u) \\
& f_{2}(u)=(1-\theta(u)) f(u)
\end{aligned}
$$

one easily verifies that

$$
\begin{align*}
& \left|f_{1}(u)-f_{1}(v)\right| \leq C|u-v|  \tag{4.4.5}\\
& \left|f_{2}(u)-f_{2}(v)\right| \leq C\left(|u|^{\alpha}+|v|^{\alpha}\right)|u-v|
\end{align*}
$$

where $\alpha$ is given by (4.4.3). Set $g_{\ell}(u)(x)=f_{\ell}(u(x))$ for $\ell=1,2$ and let

$$
r=\alpha+2
$$

Using (4.4.5), we deduce from Hölder's inequality that

$$
\begin{align*}
\left\|g_{1}(u)-g_{1}(v)\right\|_{L^{2}} & \leq C\|u-v\|_{L^{2}}  \tag{4.4.6}\\
\left\|g_{2}(u)-g_{2}(v)\right\|_{L^{r^{\prime}}} & \leq C\left(\|u\|_{L^{r}}^{\alpha}+\|v\|_{L^{r}}^{\alpha}\right)\|u-v\|_{L^{r}}
\end{align*}
$$

and from Remark 1.3.1(vii) that

$$
\begin{align*}
\left\|\nabla g_{1}(u)\right\|_{L^{2}} & \leq C\|\nabla u\|_{L^{2}},  \tag{4.4.7}\\
\left\|\nabla g_{2}(u)\right\|_{L^{r^{\prime}}} & \leq C\|u\|_{L^{r}}^{\alpha}\|\nabla u\|_{L^{r}} .
\end{align*}
$$

We now proceed in three steps.
Step 1. Local existence. Fix $M, T>0$, to be chosen later, and let $q$ be such that $(q, r)$ is an admissible pair. Consider the set

$$
\begin{align*}
E=\{ & \left\{u \in L^{\infty}\left((-T, T), H^{1}\left(\mathbb{R}^{N}\right)\right) \cap L^{q}\left((-T, T), W^{1, r}\left(\mathbb{R}^{N}\right)\right) ;\right. \\
& \left.\|u\|_{L^{\infty}\left((-T, T), H^{1}\right)} \leq M,\|u\|_{L^{q}\left((-T, T), W^{1, r}\right)} \leq M\right\} \tag{4.4.8}
\end{align*}
$$

equipped with the distance

$$
\begin{equation*}
\mathrm{d}(u, v)=\|u-v\|_{L^{q}\left((-T, T), L^{r}\right)}+\|u-v\|_{L^{\infty}\left((-T, T), L^{2}\right)} . \tag{4.4.9}
\end{equation*}
$$

We claim that $(E, \mathrm{~d})$ is a complete metric space. Indeed, we need only show that $E$ is closed in $L^{q}\left((-T, T), L^{r}\left(\mathbb{R}^{N}\right)\right)$. Consider $\left(u_{n}\right)_{n \geq 0} \subset E$ such that $u_{n} \rightarrow u$ in $L^{q}\left((-T, T), L^{r}\left(\mathbb{R}^{N}\right)\right)$. In particular, there exists a subsequence, which we still denote by $\left(u_{n}\right)_{n \geq 0}$, such that $u_{n}(t) \rightarrow u(t)$ in $L^{r}\left(\mathbb{R}^{N}\right)$ for a.a. $t \in(-T, T)$. Applying Theorem 1.2.5 twice, we deduce that

$$
u \in L^{\infty}\left((-T, T), H^{1}\left(\mathbb{R}^{N}\right)\right) \cap L^{q}\left((-T, T), W^{1, r}\left(\mathbb{R}^{N}\right)\right)
$$

and that

$$
\begin{aligned}
&\|u\|_{\left.L^{\infty}(-T, T), H^{1}\right)} \leq \liminf _{n \rightarrow \infty}\left\|u_{n}\right\|_{\left.L^{\infty}(-T, T), H^{1}\right)} \leq M \\
&\|u\|_{\left.L^{q}(-T, T), W^{1, r}\right)} \leq \liminf _{n \rightarrow \infty}\left\|u_{n}\right\|_{\left.L^{q}(-T, T), W^{1, r}\right)} \leq M
\end{aligned}
$$

and so $u \in E$.
Consider now $u \in E$. Since $g_{1}$ is continuous $L^{2}\left(\mathbb{R}^{N}\right) \rightarrow L^{2}\left(\mathbb{R}^{N}\right)$, it follows that $g_{1}(u):(-T, T) \rightarrow L^{2}\left(\mathbb{R}^{N}\right)$ is measurable, and we deduce easily that $g_{1}(u) \in L^{\infty}\left((-T, T), L^{2}\left(\mathbb{R}^{N}\right)\right)$. Similarly, since $g_{2}$ is continuous $L^{r}\left(\mathbb{R}^{N}\right) \rightarrow L^{r^{\prime}}\left(\mathbb{R}^{N}\right)$, we see that $g_{2}(u) \in L^{q}\left((-T, T), L^{r^{\prime}}\left(\mathbb{R}^{N}\right)\right)$. Using inequalities (4.4.6) and (4.4.7)
and Remark 1.2.2(iii), we deduce the following: $g_{1}(u) \in L^{\infty}\left((-T, T), H^{1}\left(\mathbb{R}^{N}\right)\right)$, $g_{2}(u) \in L^{q}\left((-T, T), W^{1, r^{\prime}}\left(\mathbb{R}^{N}\right)\right)$,

$$
\begin{aligned}
\left\|g_{1}(u)\right\|_{L^{\infty}\left((-T, T), H^{1}\right)} & \leq C\|u\|_{L^{\infty}\left((-T, T), H^{1}\right)}, \\
\left\|g_{2}(u)\right\|_{L^{q}\left((-T, T), W^{1}, r^{\prime}\right)} & \leq C\|u\|_{L^{\infty}\left((-T, T), L^{r}\right)}\|u\|_{L^{q}\left((-T, T), W^{1}, r^{\prime}\right)},
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\|g_{1}(u)-g_{1}(v)\right\|_{L^{\infty}\left((-T, T), L^{2}\right)} \leq C\|u-v\|_{L^{\infty}\left((-T, T), L^{2}\right)}, \\
& \left\|g_{2}(u)-g_{2}(v)\right\|_{L^{q}\left((-T, T), L^{r^{\prime}}\right)} \leq \\
& \quad C\left(\|u\|_{L^{\infty}\left((-T, T), L^{r}\right)}^{\alpha}+\|v\|_{L^{\infty}\left((-T, T), L^{r}\right)}^{\alpha}\right)\|u-v\|_{L^{q}\left((-T, T), L^{r}\right)}^{\alpha}
\end{aligned}
$$

Using the embedding $H^{1}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{r}\left(\mathbb{R}^{N}\right)$ and Hölder's inequality in time, we deduce from the above estimates that
(4.4.10) $\left\|g_{1}(u)\right\|_{L^{1}\left((-T, T), H^{1}\right)}+\left\|g_{2}(u)\right\|_{L^{q^{\prime}}\left((-T, T), W^{1, r^{\prime}}\right)} \leq C\left(T+T^{\frac{q-q^{\prime}}{q q^{\prime}}}\right)\left(1+M^{\alpha}\right) M$ and

$$
\begin{align*}
&\left\|g_{1}(u)-g_{1}(v)\right\|_{L^{1}\left((-T, T), L^{2}\right)}+\left\|g_{2}(u)-g_{2}(v)\right\|_{L^{q^{\prime}}\left((-T, T), L^{r^{\prime}}\right)} \leq \\
& C\left(T+T^{\frac{q-q^{\prime}}{q q^{\prime}}}\right)\left(1+M^{\alpha}\right) \mathrm{d}(u, v) . \tag{4.4.11}
\end{align*}
$$

Given $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ and $u \in E$, let $\mathcal{H}(u)$ be defined by

$$
\begin{equation*}
\mathcal{H}(u)(t)=\mathcal{T}(t) \varphi+i \int_{0}^{t} \mathcal{T}(t-s) g(u(s)) d s \tag{4.4.12}
\end{equation*}
$$

It follows from (4.4.10) and Strichartz's estimates that

$$
\begin{equation*}
\mathcal{H}(u) \in C\left([-T, T], H^{1}\left(\mathbb{R}^{N}\right)\right) \cap L^{q}\left((-T, T), W^{1, r}\left(\mathbb{R}^{N}\right)\right) \tag{4.4.13}
\end{equation*}
$$

and

$$
\begin{align*}
& \|\mathcal{H}(u)\|_{L^{\infty}\left((-T, T), H^{1}\right)}+\|\mathcal{H}(u)\|_{L^{q}\left((-T, T), W^{1, r}\right)} \leq \\
& \quad C\|\varphi\|_{H^{1}}+C\left(T+T^{\frac{q-q^{\prime}}{q q^{-}}}\right)\left(1+M^{\alpha}\right) M . \tag{4.4.14}
\end{align*}
$$

Also, we deduce from (4.4.11) that

$$
\begin{gather*}
\|\mathcal{H}(u)-\mathcal{H}(v)\|_{L^{\infty}\left((-T, T), L^{2}\right)}+\|\mathcal{H}(u)-\mathcal{H}(v)\|_{L^{q}\left((-T, T), L^{r}\right)} \leq \\
C\left(T+T^{\frac{q-q^{\prime}}{q q^{\prime}}}\right)\left(1+M^{\alpha}\right) \mathrm{d}(u, v) . \tag{4.4.15}
\end{gather*}
$$

Finally, note that

$$
\frac{q-q^{\prime}}{q q^{\prime}}=1-\frac{2}{q}=N \frac{4-(N-2) \alpha}{2 N(\alpha+2)}>0 .
$$

We now proceed as follows. Given $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$, we set

$$
M=\frac{1}{2 C}\|\varphi\|_{H^{1}},
$$

and we choose $T$ small enough so that

$$
C\left(T+T^{\frac{q-q^{\prime}}{q q^{\prime}}}\right)\left(1+M^{\alpha}\right) \leq \frac{1}{2}
$$

Note that $T$ depends on $\varphi$ only through $\|\varphi\|_{H^{1}}$. It then follows from (4.4.14) and (4.4.15) that

$$
\|\mathcal{H}(u)\|_{L^{\infty}\left((-T, T), H^{1}\right)}+\|\mathcal{H}(u)\|_{L^{q}\left((-T, T), W^{1, r}\right)} \leq M ;
$$

i.e., $\mathcal{H}(u) \in E$ and

$$
\mathrm{d}(\mathcal{H}(u), \mathcal{H}(v)) \leq \frac{1}{2} \mathrm{~d}(u, v) .
$$

In particular, $\mathcal{H}$ is a strict contraction on $E$. By Banach's fixed-point theorem, $\mathcal{H}$ has a unique fixed point $u \in E$; i.e., $u$ satisfies (4.1.2). By (4.4.13), $\mathcal{H}(u) \in$ $C\left([-T, T], H^{1}\left(\mathbb{R}^{N}\right)\right)$, and so $u \in C\left([-T, T], H^{1}\left(\mathbb{R}^{N}\right)\right)$. Applying Proposition 3.1.3, we deduce that $u$ is a strong $H^{1}$-solution of (4.1.1) on $[-T, T]$.

Step 2. Uniqueness and the blowup alternative. Uniqueness follows from Proposition 4.2.3. We then proceed as in the proof of Theorem 3.3.9: using uniqueness, we define the maximal solution; and since the solution $u$ of Step 1 is constructed on an interval depending on $\|\varphi\|_{H^{1}}$, we deduce the blowup alternative.

STEP 3. Continuous dependence. Let $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$; consider $\left(\varphi_{n}\right)_{n \geq 0} \subset$ $H^{1}\left(\mathbb{R}^{N}\right)$ such that $\varphi_{n} \rightarrow \varphi$ in $H^{1}\left(\mathbb{R}^{N}\right)$ as $n \rightarrow \infty$; and let $u_{n}$ be the maximal solution of (4.1.1) corresponding to the initial value $\varphi_{n}$. We claim that there exists $T>0$ depending on $\|\varphi\|_{H^{1}}$ such that $u_{n}$ is defined on $[-T, T]$ for $n$ large enough and $u_{n} \rightarrow u$ in $C\left([-T, T], H^{1}\left(\mathbb{R}^{N}\right)\right)$ as $n \rightarrow \infty$. The result follows by iterating this property in order to cover any compact subset of $\left(-T_{\min }, T_{\max }\right)$.

We now prove the claim. Since $\left\|\varphi_{n}\right\|_{H^{1}} \leq 2\|\varphi\|_{H^{1}}$ for $n$ sufficiently large, we deduce from Step 1 that there exists $T=T\left(\|\varphi\|_{H^{1}}\right)$ such that $u$ and $u_{n}$ are defined on $[-T, T]$ for $n \geq n_{0}$ and

$$
\begin{equation*}
\|u\|_{L^{\infty}\left((-T, T), H^{1}\right)}+\sup _{n \geq n_{0}}\left\|u_{n}\right\|_{L^{\infty}\left((-T, T), H^{1}\right)} \leq C\|\varphi\|_{H^{1}} \tag{4.4.16}
\end{equation*}
$$

Note that $u_{n}(t)-u(t)=\mathcal{T}(t)\left(\varphi_{n}-\varphi\right)+\mathcal{H}\left(u_{n}\right)(t)-\mathcal{H}(u)(t)$. Therefore, applying (4.4.15) we obtain

$$
\begin{aligned}
\| u_{n}- & u\left\|_{L^{\infty}\left((-T, T), L^{2}\right)}+\right\| u_{n}-u \|_{L^{q}\left((-T, T), L^{r}\right)} \\
\leq & C\left\|\varphi_{n}-\varphi\right\|_{H^{1}} \\
& +C\left(T+T^{\frac{q-q^{\prime}}{q q^{\prime}}}\right)\left(\left\|u_{n}-u\right\|_{L^{\infty}\left((-T, T), L^{2}\right)}+\left\|u_{n}-u\right\|_{L^{q}\left((-T, T), L^{r}\right)}\right)
\end{aligned}
$$

where $C$ depends on $\|\varphi\|_{H^{1}}$. By choosing $T$ possibly smaller, but still depending on $\|\varphi\|_{H^{1}}$, we may assume that $C\left(T+T^{\frac{q-q^{1}}{q q^{\prime}}}\right) \leq 1 / 2$ and we conclude that

$$
\begin{equation*}
\left\|u_{n}-u\right\|_{L^{\infty}\left((-T, T), L^{2}\right)}+\left\|u_{n}-u\right\|_{L^{q}\left((-T, T), L^{r}\right)} \leq 2 C\left\|\varphi_{n}-\varphi\right\|_{H^{1}} . \tag{4.4.17}
\end{equation*}
$$

Note that $\nabla$ commutes with $\mathcal{T}(t)$, and so

$$
\nabla u(t)=\mathcal{T}(t) \nabla \varphi+i \int_{0}^{t} \mathcal{T}(t-s) \nabla g(u) d s
$$

A similar identity holds for $u_{n}$. We now use the assumption $f \in C^{1}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$, which implies that $\nabla g(u)=f^{\prime}(u) \nabla u$. Therefore, we may write

$$
\begin{aligned}
\nabla\left(u_{n}-u\right)(t)= & \mathcal{T}(t) \nabla\left(u_{n}-u\right)+i \int_{0}^{t} \mathcal{T}(t-s) f^{\prime}\left(u_{n}\right) \nabla\left(u_{n}-u\right) d s \\
& +i \int_{0}^{t} \mathcal{T}(t-s)\left(f^{\prime}\left(u_{n}\right)-f^{\prime}(u)\right) \nabla u d s
\end{aligned}
$$

Note that $f_{1}$ and $f_{2}$ are also $C^{1}$, so that $f^{\prime}=f_{1}^{\prime}+f_{2}^{\prime}$. Therefore, arguing as in Step 1 and using (4.4.16), we obtain the estimate

$$
\begin{aligned}
& \left\|\nabla\left(u_{n}-u\right)\right\|_{L^{\infty}\left((-T, T), L^{2}\right)}+\left\|\nabla\left(u_{n}-u\right)\right\|_{L^{q}\left((-T, T), L^{r}\right)} \\
& \leq C \\
& \quad\left[\left\|\varphi_{n}-\varphi\right\|_{H^{1}}\right. \\
& \quad+\left(T+T^{\frac{q-q^{\prime}}{q q^{\prime}}}\right)\left(\left\|\nabla\left(u_{n}-u\right)\right\|_{L^{\infty}\left((-T, T), L^{2}\right)}+\left\|\nabla\left(u_{n}-u\right)\right\|_{L^{q}\left((-T, T), L^{r}\right)}\right) \\
& \quad+\left\|\left(f_{1}^{\prime}\left(u_{n}\right)-f_{1}^{\prime}(u)\right) \nabla u\right\|_{L^{1}\left((-T, T), L^{2}\right)} \\
& \left.\quad+\left\|\left(f_{2}^{\prime}\left(u_{n}\right)-f_{2}^{\prime}(u)\right) \nabla u\right\|_{L^{q^{\prime}}\left((-T, T), L^{r^{\prime}}\right)}\right]
\end{aligned}
$$

where $C$ depends on $\|\varphi\|_{H^{1}}$. By choosing $T$ possibly smaller, but still depending on $\|\varphi\|_{H^{1}}$, we deduce that

$$
\begin{aligned}
& \left\|\nabla\left(u_{n}-u\right)\right\|_{L^{\infty}\left((-T, T), L^{2}\right)}+\left\|\nabla\left(u_{n}-u\right)\right\|_{L^{q}\left((-T, T), L^{r}\right)} \\
& \leq C\left[\left\|\varphi_{n}-\varphi\right\|_{H^{1}}+\left\|\left(f_{1}^{\prime}\left(u_{n}\right)-f_{1}^{\prime}(u)\right) \nabla u\right\|_{L^{1}\left((-T, T), L^{2}\right)}\right. \\
& \left.\quad+\left\|\left(f_{2}^{\prime}\left(u_{n}\right)-f_{2}^{\prime}(u)\right) \nabla u\right\|_{L^{q^{\prime}}\left((-T, T), L^{r^{\prime}}\right)}\right] .
\end{aligned}
$$

Therefore, if we show that

$$
\begin{align*}
\|\left(f_{1}^{\prime}\left(u_{n}\right)-f_{1}^{\prime}(u)\right) \nabla & u \|_{L^{1}\left((-T, T), L^{2}\right)} \\
& +\left\|\left(f_{2}^{\prime}\left(u_{n}\right)-f_{2}^{\prime}(u)\right) \nabla u\right\|_{L^{q^{\prime}}\left((-T, T), L^{r^{\prime}}\right)} \underset{n \rightarrow \infty}{ } 0 \tag{4.4.18}
\end{align*}
$$

we obtain that

$$
\begin{equation*}
\left\|\nabla\left(u_{n}-u\right)\right\|_{L^{\infty}\left((-T, T), L^{2}\right)}+\left\|\nabla\left(u_{n}-u\right)\right\|_{L^{q}\left((-T, T), L^{r}\right)}^{\longrightarrow} 0 \tag{4.4.19}
\end{equation*}
$$

which, combined with (4.4.17), yields the desired convergence. We prove (4.4.18) by contradiction, and we assume that there exist $\varepsilon>0$, and a subsequence, which we still denote by $\left(u_{n}\right)_{n \geq 0}$ such that

$$
\begin{align*}
& \left\|\left(f_{1}^{\prime}\left(u_{n}\right)-f_{1}^{\prime}(u)\right) \nabla u\right\|_{L^{1}\left((-T, T), L^{2}\right)} \\
& \quad+\left\|\left(f_{2}^{\prime}\left(u_{n}\right)-f_{2}^{\prime}(u)\right) \nabla u\right\|_{L^{q^{\prime}}\left((-T, T), L^{r^{\prime}}\right)} \geq \varepsilon \tag{4.4.20}
\end{align*}
$$

By using (4.4.17) and by possibly extracting a subsequence, we may assume that $u_{n} \rightarrow u$ a.e. on $(-T, T) \times \mathbb{R}^{N}$ and that there exists $w \in L^{q}\left((-T, T), L^{r}\left(\mathbb{R}^{N}\right)\right)$ such that $\left|u_{n}\right| \leq w$ a.e. on $(-T, T) \times \mathbb{R}^{N}$. In particular, $\left(f_{1}^{\prime}\left(u_{n}\right)-f_{1}^{\prime}(u)\right) \nabla u$ and $\left(f_{2}^{\prime}\left(u_{n}\right)-f_{2}^{\prime}(u)\right) \nabla u$ both converge to 0 a.e. on $(-T, T) \times \mathbb{R}^{N}$. Since

$$
\left|\left(f_{1}^{\prime}\left(u_{n}\right)-f_{1}^{\prime}(u)\right) \nabla u\right| \leq C|\nabla u| \in L^{1}\left((-T, T), L^{2}\left(\mathbb{R}^{N}\right)\right)
$$

and

$$
\begin{aligned}
\left|\left(f_{2}^{\prime}\left(u_{n}\right)-f_{2}^{\prime}(u)\right) \nabla u\right| & \leq C\left(\left|u_{n}\right|^{\alpha}+|u|^{\alpha}\right)|\nabla u| \\
& \leq C\left(|w|^{\alpha}+|u|^{\alpha}\right)|\nabla u| \in L^{q^{\prime}}\left((-T, T), L^{r^{\prime}}\left(\mathbb{R}^{N}\right)\right)
\end{aligned}
$$

we obtain from the dominated convergence a contradiction with (4.4.20).
REMARK 4.4.3. It follows follows easily from (4.4.10) and Strichartz's estimates that

$$
u \in L_{\mathrm{loc}}^{\gamma}\left(\left(-T_{\min }, T_{\max }\right), W^{1, \rho}\left(\mathbb{R}^{N}\right)\right)
$$

for every admissible pair $(\gamma, \rho)$.
REMARK 4.4.4. (4.4.19) and (4.4.17) imply that the solution depends continuously on the initial value not only in $C\left(I, H^{1}\left(\mathbb{R}^{N}\right)\right.$ ) but also in $L^{q}\left(I, W^{1, r}\left(\mathbb{R}^{N}\right)\right)$ (and more generally in $L^{\gamma}\left(I, W^{1, \rho}\left(\mathbb{R}^{N}\right)\right.$ ), where $(\gamma, \rho)$ is any admissible pair).

Remark 4.4.5. Let $f \in C(\mathbb{C}, \mathbb{C})$ satisfy (4.4.1)-(4.4.3) (i.e., $f$ is as in Theorem 4.4.1 except that we do not assume that $f$ is $C^{1}$ ). Since we used the $C^{1}$ assumption only at the end of Step 3 of the proof of Theorem 4.4.1, there is local existence and the blowup alternative. The full statement of continuous dependence might fail. However, there is a weaker form of continuous dependence. First, with the notation of Step $3, u_{n}$ is defined on an interval $[-T, T]$ for $n$ large, with $T$ depending on $\|\varphi\|_{H^{1}}$. Also, we still have estimates (4.4.16) and (4.4.17). Using Gagliardo-Nirenberg's inequality and a covering argument, we deduce that $u_{n} \rightarrow u$ in $C\left([-T, T], L^{p}\left(\mathbb{R}^{N}\right)\right)$ for all $2 \leq p<2 N /(N-2)$.

The method of proof of Theorem 4.4 .1 can be applied to more general nonlinearities. More precisely, let $g \in C\left(H^{1}\left(\mathbb{R}^{N}\right), H^{-1}\left(\mathbb{R}^{N}\right)\right)$ and suppose that there exists $2 \leq r, \rho<2 N /(N-2)(2 \leq r, \rho<\infty$ if $N=1)$ such that

$$
\begin{equation*}
\|g(u)-g(v)\|_{L^{\rho^{\prime}}} \leq C(M)\|u-v\|_{L^{r}} \tag{4.4.21}
\end{equation*}
$$

for all $u, v \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $\|u\|_{H^{1}},\|v\|_{H^{1}} \leq M$. Suppose further that

$$
\begin{equation*}
\|g(u)\|_{W^{1, \rho^{\prime}}} \leq C(M)\left(1+\|u\|_{W^{1, r}}\right) \tag{4.4.22}
\end{equation*}
$$

for all $u \in H^{1}\left(\mathbb{R}^{N}\right) \cap W^{1, r}\left(\mathbb{R}^{N}\right)$ such that $\|u\|_{H^{1}} \leq M$.
Theorem 4.4.6. Let $g=g_{1}+\cdots+g_{k}$, where each of the $g_{j}$ 's satisfies (4.4.21)(4.4.22) for some exponents $r_{j}, \rho_{j}$. For every $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$, there exists a unique, strong $H^{1}$-solution $u$ of (4.1.1), defined on a maximal time interval $\left(-T_{\min }, T_{\max }\right)$. Moreover,

$$
u \in L_{\mathrm{loc}}^{a}\left(\left(-T_{\min }, T_{\max }\right), W^{1, b}\left(\mathbb{R}^{N}\right)\right)
$$

for every admissible pair $(a, b)$. In addition, the following properties hold:
(i) There is the blowup alternative; i.e., $\|u(t)\|_{H^{1}} \rightarrow \infty$ as $t \uparrow T_{\max }$ if $T_{\max }<\infty$ and as $t \downarrow-T_{\min }$ if $T_{\min }<\infty$.
(ii) $u$ depends continuously on $\varphi$ in the following sense: There exists $T>0$ depending on $\|\varphi\|_{H^{1}}$ such that if $\varphi_{n} \rightarrow \varphi$ in $H^{1}\left(\mathbb{R}^{N}\right)$ and if $u_{n}$ is the corresponding solution of (4.1.1), then $u_{n}$ is defined on $[-T, T]$ for $n$ large enough and $u_{n} \rightarrow u$ in $C\left([-T, T], L^{p}\left(\mathbb{R}^{N}\right)\right)$ for all $2 \leq p<2 N /(N-2)$.
(iii) If $(g(w), i w)_{H^{-1}, H^{1}}=0$ for all $w \in H^{1}\left(\mathbb{R}^{N}\right)$, then there is conservation of charge; i.e., $\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}}$ for all $t \in\left(-T_{\min }, T_{\max }\right)$.
(iv) If each of the $g_{j}$ 's satisfies (3.3.5), then there is conservation of energy; i.e., $E(u(t))=E(\varphi)$ for all $t \in\left(-T_{\min }, T_{\max }\right)$, where $E$ is defined by (3.3.9) with $G=G_{1}+\cdots+G_{k}$.

Proof. We set

$$
r=\max \left\{r_{1}, \ldots, r_{k}, \rho_{1}, \ldots, \rho_{k}\right\}
$$

and we consider the corresponding admissible pair ( $q, r$ ). Given $M, T>0$ to be chosen later, we consider the complete metric space ( $E, \mathrm{~d}$ ) defined by (4.4.8)-(4.4.9). We now proceed in three steps.

Step 1. Existence, uniqueness, regularity, the blowup alternative, and continuous dependence. We first claim that if $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$, then the mapping $\mathcal{H}$ defined by (4.4.12) is a strict contraction on $E$ for appropriate choices of $M$ and $T$.

Given $1 \leq j \leq k$, we consider $q_{j}, \gamma_{j}$ such that ( $q_{j}, r_{j}$ ) and ( $\gamma_{j}, \rho_{j}$ ) are admissible pairs. It follows from Hölder's inequality that

$$
\|w\|_{W^{1, r_{j}}} \leq\|w\|_{H^{1}}^{\frac{2\left(r-r_{j}\right)}{r_{j}(r-2)}}\|w\|_{W^{1, r}}^{\frac{r\left(r_{j}-2\right)}{r_{j}(r-2)}}
$$

so that

$$
\|w\|_{L^{q_{j}}\left((-T, T), W^{1, r_{j}}\right)} \leq\|w\|_{L^{\infty}\left((-T, T), H^{1}\right)}^{\frac{2\left(r-r_{j}\right)}{r_{j}(-2)}}\|w\|_{L^{g}\left((-T, T), W^{1, r}\right)}^{\frac{r\left(r_{j}-2\right)}{r_{j}(r-2)}} .
$$

In particular, if $u \in E$, then $u \in L^{q_{j}}\left((-T, T), W^{1, r_{j}}\left(\mathbb{R}^{N}\right)\right)$ for all $1 \leq j \leq k$ and

$$
\begin{equation*}
\|u\|_{L^{q_{j}}\left((-T, T), W^{1, r_{j}}\right)} \leq M^{\frac{2\left(r-r_{j}\right)}{r_{j}(r-2)}} M^{\frac{r\left(r_{j}-2\right)}{r_{j}(r-2)}}=M . \tag{4.4.23}
\end{equation*}
$$

Next, it follows from (4.4.21)-(4.4.22) that $g_{j}$ is continuous $H^{1}\left(\mathbb{R}^{N}\right) \rightarrow L^{\rho_{j}^{\prime}}\left(\mathbb{R}^{N}\right)$. We deduce that if $u \in E$, then $g_{j}(u):(-T, T) \rightarrow L^{\rho_{j}^{\prime}}\left(\mathbb{R}^{N}\right)$ is measurable, and it follows easily that $g_{j}(u) \in L^{\infty}\left((-T, T), L^{\rho_{j}^{\prime}}\left(\mathbb{R}^{N}\right)\right)$. Applying Remark 1.2.2(iii) and (4.4.22)-(4.4.23), we conclude that $g_{j}(u) \in L^{q_{j}}\left((-T, T), W^{1, \rho_{j}^{\prime}}\left(\mathbb{R}^{N}\right)\right)$ and

$$
\left\|g_{j}(u)\right\|_{L^{q_{j}}\left((-T, T), W^{\left.1, \rho_{j}^{\prime}\right)}\right.} \leq C_{M}\left(T^{\frac{1}{q_{j}}}+\|u\|_{L^{q_{j}}\left((-T, T), W^{1, r_{j}}\right)}\right) \leq C_{M}\left(T^{\frac{1}{q_{j}}}+M\right)
$$

where $C_{M}$ depends on $M$. It follows that

$$
\begin{equation*}
\left\|g_{j}(u)\right\|_{L^{\gamma_{j}^{\prime}}\left((-T, T), W^{1, \rho_{j}^{\prime}}\right)} \leq C_{M}\left(T^{\frac{1}{q_{j}}}+M\right) T^{\frac{q_{j}-\gamma_{j}^{\prime}}{q_{j} \gamma_{j}^{\prime}}} \tag{4.4.24}
\end{equation*}
$$

Applying now Strichartz's inequalities, we deduce from (4.4.24) that if $T \leq 1$, then

$$
\mathcal{H}(u) \in L^{q}\left((-T, T), W^{1, r}\left(\mathbb{R}^{N}\right)\right) \cap C\left([-T, T], H^{1}\left(\mathbb{R}^{N}\right)\right)
$$

and

$$
\|\mathcal{H}(u)\|_{L^{q}\left((-T, T), W^{1, r}\right)}+\|\mathcal{H}(u)\|_{L^{\infty}\left((-T, T), H^{1}\right)} \leq K\|\varphi\|_{H^{1}}+K C_{M}(1+M) T^{\sigma}
$$

where

$$
\sigma=\min _{1 \leq j \leq k} \frac{q_{j}-\gamma_{j}^{\prime}}{q_{j} \gamma_{j}^{\prime}}>0
$$

We now choose $M, T$ so that $M \geq 2 K\|\varphi\|_{H^{1}}$ and $K C_{M}(1+M) T^{\sigma} \leq M$ and we see that $\mathcal{H}(u) \in E$ for all $u \in E$. (Note that $T$ depends on $\varphi$ through $\|\varphi\|_{H^{1}}$.) Applying now (4.4.21), it is not difficult to show by similar estimates that, by possibly choosing $T$ smaller (but still depending on $\|\varphi\|_{H^{1}}$ ),

$$
\begin{equation*}
\mathrm{d}(\mathcal{H}(u), \mathcal{H}(v)) \leq \frac{1}{2} \mathrm{~d}(u, v) \tag{4.4.25}
\end{equation*}
$$

for all $u, v \in E$. So $\mathcal{H}$ has a fixed point $u \in E$. This proves the existence part. Uniqueness follows from Proposition 4.2.3. The $L_{\text {loc }}^{a}\left(\left(-T_{\min }, T_{\max }\right), W^{1, b}\left(\mathbb{R}^{N}\right)\right)$ regularity follows from (4.4.24) and Strichartz's estimates. The blowup alternative is proved as in Theorem 4.4.1 and continuous dependence as in Remark 4.4.5.

STEP 2. Property (iii). Since equation (4.1.1) makes sense in $H^{-1}\left(\mathbb{R}^{N}\right)$ for a.a. $t \in\left(-T_{\min }, T_{\max }\right)$, we may multiply it (in the $H^{-1}-H^{1}$ duality) by $i u$, and we obtain

$$
\left(u_{t}, u\right)_{H^{-1}, H^{1}}=(-\Delta u, i u)_{H^{-1}, H^{1}}+(g(u), i u)_{H^{-1}, H^{1}}=0 .
$$

Since $u \in L_{\text {loc }}^{\infty}\left(\left(-T_{\min }, T_{\max }\right), H^{1}\left(\mathbb{R}^{N}\right)\right)$ and $u_{t} \in L_{\text {loc }}^{\infty}\left(\left(-T_{\min }, T_{\max }\right), H^{-1}\left(\mathbb{R}^{N}\right)\right)$, we deduce that

$$
\frac{d}{d t}\|u(t)\|_{L^{2}}^{2}=2\left(u_{t}, u\right)_{H^{-1}, H^{1}}=0
$$

and the result follows.
Step 3. Property (iv). We first assume that $\varphi \in H^{2}\left(\mathbb{R}^{N}\right)$. Given $\varepsilon>0$, we set $I_{\varepsilon}=(I-\varepsilon \Delta)^{-2}$. The reader is referred to Propositions 1.5.2 and 1.5.3 for all the relevant properties of $I_{\varepsilon}$. We define

$$
g_{j, \varepsilon}(w)=I_{\varepsilon} g_{j}\left(I_{\varepsilon} w\right)
$$

for $1 \leq j \leq k$ and $w \in H^{1}\left(\mathbb{R}^{N}\right)$, and we set

$$
g_{\varepsilon}=\sum_{j=1}^{k} g_{j, \varepsilon} \quad \text { and } \quad G_{\varepsilon}(w)=G\left(I_{\varepsilon} w\right)
$$

We observe that the $g_{j, \varepsilon}$ 's satisfy the same estimates as the $g_{j}$ 's, uniformly in $\varepsilon>0$ and that

$$
\begin{equation*}
g_{\varepsilon}=G_{\varepsilon}^{\prime} \tag{4.4.26}
\end{equation*}
$$

We denote by $u_{\varepsilon}$ the solutions of (4.1.1) with $g$ replaced by $g_{\varepsilon}$. It follows from the estimates of Step 1 that there exists $T=T\left(\|\varphi\|_{H^{1}}\right)$ such that $u_{\varepsilon}$ is defined on $[-T, T]$ and

$$
\begin{equation*}
\sup _{\substack{T \leq \leq \leq T \\ \varepsilon>0}}\left\|u_{\varepsilon}(t)\right\|_{H^{1}} \leq M=M\left(\|\varphi\|_{H^{\mathbf{1}}}\right) . \tag{4.4.27}
\end{equation*}
$$

Since $u_{\varepsilon}$ is continuous $[-T, T] \rightarrow H^{1}\left(\mathbb{R}^{N}\right)$ so is $I_{\varepsilon} u_{\varepsilon}$. Therefore, $g\left(I_{\varepsilon} u_{\varepsilon}\right)$ is continuous $[-T, T] \rightarrow H^{-1}\left(\mathbb{R}^{N}\right)$, thus $g_{\varepsilon}\left(u_{\varepsilon}\right)$ is continuous $[-T, T] \rightarrow H^{2}\left(\mathbb{R}^{N}\right)$. Since $\varphi \in H^{2}\left(\mathbb{R}^{N}\right)$, we deduce that

$$
u_{\varepsilon} \in C\left([-T, T], H^{2}\left(\mathbb{R}^{N}\right)\right) \cap C^{1}\left([-T, T], L^{2}\left(\mathbb{R}^{N}\right)\right)
$$

Therefore, we may take the $L^{2}$ scalar product of the equation with

$$
\partial_{t} u_{\varepsilon} \in C\left([-T, T], L^{2}\left(\mathbb{R}^{N}\right)\right)
$$

and obtain

$$
\left\langle i \partial_{t} u_{\varepsilon}, i \partial_{t} u_{\varepsilon}\right\rangle_{L^{2}}+\left\langle\Delta u_{\varepsilon}, \partial_{t} u_{\varepsilon}\right\rangle_{L^{2}}+\left\langle g_{\varepsilon}\left(u_{\varepsilon}\right), \partial_{t} u_{\varepsilon}\right\rangle_{L^{2}}=0
$$

Using (4.4.26), we deduce that

$$
\frac{d}{d t}\left\{\frac{1}{2} \int_{\mathbb{R}^{N}}\left|\nabla u_{\varepsilon}\right|^{2}-G_{\varepsilon}\left(u_{\varepsilon}\right)\right\}=0
$$

so that

$$
\begin{equation*}
\frac{1}{2} \int_{\mathbb{R}^{N}}\left|\nabla u_{\varepsilon}\right|^{2}-G_{\varepsilon}\left(u_{\varepsilon}\right)=\frac{1}{2} \int_{\mathbb{R}^{N}}|\nabla \varphi|^{2}-G_{\varepsilon}(\varphi) \tag{4.4.28}
\end{equation*}
$$

for all $t \in[-T, T]$. We claim that, after possibly choosing $T$ smaller (but still depending on $\|\varphi\|_{H^{1}}$ ),

$$
\begin{equation*}
u_{\varepsilon} \underset{\varepsilon \downharpoonleft 0}{ } u \tag{4.4.29}
\end{equation*}
$$

in $C\left([-T, T], L^{p}\left(\mathbb{R}^{N}\right)\right)$ for all $2 \leq p<2 N /(N-2)$. Indeed for every $j$ we write

$$
g_{j, \varepsilon}\left(u_{\varepsilon}\right)-g_{j}(u)=g_{j, \varepsilon}\left(u_{\varepsilon}\right)-g_{j, \varepsilon}(u)+I_{\varepsilon}\left(g_{j}\left(I_{\varepsilon} u\right)-g_{j}(u)\right)+\left(I_{\varepsilon}-I\right) g_{j}(u)
$$

and we deduce that, with the notation of Step 1,

$$
\begin{aligned}
& \left\|g_{j, \varepsilon}\left(u_{\varepsilon}\right)-g_{j}(u)\right\|_{L^{\gamma_{j}^{\prime}}\left((-T, T), L^{\rho_{j}^{\prime}}\right)} \\
& \quad \leq\left\|g_{j, \varepsilon}\left(u_{\varepsilon}\right)-g_{j, \varepsilon}(u)\right\|_{L^{\gamma_{j}^{\prime}}\left((-T, T), L^{\rho_{j}^{\prime}}\right)} \\
& \quad+\left\|g_{j}\left(I_{\varepsilon} u\right)-g_{j}(u)\right\|_{L^{\gamma_{j}^{\prime}}\left((-T, T), L^{\rho_{j}^{\prime}}\right)}+\left\|\left(I_{\varepsilon}-I\right) g_{j}(u)\right\|_{L^{\gamma_{j}^{\prime}}\left((-T, T), L^{\rho_{j}^{\prime}}\right)} .
\end{aligned}
$$

Since $g_{j}(u) \in L^{\gamma_{j}^{\prime}}\left((-T, T), L^{\rho_{j}^{\prime}}\left(\mathbb{R}^{N}\right)\right)$, we have

$$
\left\|\left(I_{\varepsilon}-I\right) g_{j}(u)\right\|_{L^{\gamma_{j}^{\prime}}\left((-T, T), L^{\rho_{j}^{\prime}}\right)} \xrightarrow[\varepsilon \downarrow 0]{ } 0
$$

Next, since $I_{\varepsilon} u \rightarrow u$ in $C\left([-T, T], H^{1}\left(\mathbb{R}^{N}\right)\right)$, we deduce from (4.4.21) that

$$
\left\|g_{j}\left(I_{\varepsilon} u\right)-g_{j}(u)\right\|_{L^{\gamma_{j}^{\prime}}\left((-T, T), L^{\rho_{j}^{\prime}}\right)} \xrightarrow[\varepsilon \downarrow 0]{ } 0
$$

We also deduce from (4.4.21) applied to $g_{j, \varepsilon}$ and (4.4.27) that (see the estimates of Step 1)

$$
\left\|g_{j, \varepsilon}\left(u_{\varepsilon}\right)-g_{j, \varepsilon}(u)\right\|_{L^{\gamma_{j}^{\prime}}\left((-T, T), L^{\left.\rho_{j}^{\prime}\right)}\right.} \leq C T^{\sigma}\left\|u_{\varepsilon}-u\right\|_{L^{q}\left((-T, T), L^{r}\right)}
$$

Using the above estimates and Strichartz's inequalities, we conclude that

$$
\left\|u_{\varepsilon}-u\right\|_{L^{\infty}\left((-T, T), L^{2}\right)}+\left\|u_{\varepsilon}-u\right\|_{L^{q}\left((-T, T), L^{r}\right)} \leq a_{\varepsilon}+C T^{\sigma}\left\|u_{\varepsilon}-u\right\|_{L^{q}\left((-T, T), L^{r}\right)}
$$

with $a_{\varepsilon} \rightarrow 0$ as $\varepsilon \downarrow 0$. By choosing $T$ sufficiently small, we deduce that

$$
\left\|u_{\varepsilon}-u\right\|_{L^{\infty}\left((-T, T), L^{2}\right)} \rightarrow 0 \quad \text { as } \varepsilon \downarrow 0
$$

and (4.4.29) follows by applying (4.4.27) and Gagliardo-Nirenberg's inequality.
Next, we deduce easily from (4.4.21)-(4.4.22) that (see the proof of (3.3.14))

$$
\begin{equation*}
|G(u)-G(v)| \leq C(M)\left(\|u-v\|_{L^{2}}+\|u-v\|_{L^{r}}\right) \tag{4.4.30}
\end{equation*}
$$

for all $u, v \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $\|u\|_{H^{1}},\|v\|_{H^{1}} \leq M$. In particular,

$$
\begin{equation*}
\left|G_{\varepsilon}(\varphi)-G(\varphi)\right| \leq C\left(\left\|I_{\varepsilon} \varphi-\varphi\right\|_{L^{2}}+\left\|I_{\varepsilon} \varphi-\varphi\right\|_{L^{r}}\right) \underset{\varepsilon \downharpoonleft 0}{\longrightarrow} 0 . \tag{4.4.31}
\end{equation*}
$$

Similarly, one shows using (4.4.29) and (4.4.30) that

$$
\begin{equation*}
\left|G_{\varepsilon}\left(u_{\varepsilon}\right)-G(u)\right| \underset{\varepsilon \downarrow 0}{\longrightarrow} 0 \tag{4.4.32}
\end{equation*}
$$

for all $-T \leq t \leq T$. We now let $\varepsilon \downarrow 0$ in (4.4.28). Since

$$
\|\nabla u(t)\|_{L^{2}} \leq \liminf _{\varepsilon \downharpoonright 0}\left\|\nabla u_{n}(t)\right\|_{L^{2}}
$$

we deduce by using (4.4.31) and (4.4.32) that

$$
\begin{equation*}
E(u(t)) \leq E(\varphi) \tag{4.4.33}
\end{equation*}
$$

for all $-T \leq t \leq T$.
We now consider $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$. We approximate $\varphi$ in $H^{1}\left(\mathbb{R}^{N}\right)$ by a sequence $\left(\varphi_{n}\right)_{n \geq 1} \subset H^{2}\left(\mathbb{R}^{N}\right)$, and we denote by $u_{n}$ the corresponding solutions of (4.1.1). We note that $u_{n}$ satisfies (4.4.33). Letting $n \rightarrow \infty$, using continuous dependence (property (ii)) and the argument just above, we deduce that $u$ satisfies (4.4.33). This means that $E(u(t))$ has a local maximum at $t=0$. The same property applied after replacing $\varphi$ by $u\left(t_{0}\right)$, where $t_{0} \in\left(-T_{\min }, T_{\max }\right)$ is arbitrary, implies that $E(u(t))$ has a local maximum at $t=t_{0}$. Since $E(u(t))$ is a continuous function of $t$, it must be constant. This completes the proof.

Corollary 4.4.7. Let $g$ be as in Theorem 4.4.6. If each of the $g_{j}$ 's satisfies (3.3.5), then the initial-value problem (4.1.1) is locally well posed in $H^{1}\left(\mathbb{R}^{N}\right)$.

Proof. By Theorem 4.4.6, we need only prove the continuous dependence; i.e., that if $\varphi_{n} \rightarrow \varphi$ in $H^{1}\left(\mathbb{R}^{N}\right)$ and if $u_{n}$ and $u$ are the corresponding solutions of (4.1.1), then for every interval $[-S, T] \subset\left(-T_{\min }(\varphi), T_{\max }(\varphi)\right), u_{n} \rightarrow u$ in $C\left([-S, T], H^{1}\left(\mathbb{R}^{N}\right)\right)$. We claim that there exists $T>0$ depending on $\|\varphi\|_{H^{1}}$ such that $u_{n}$ is defined on $[-T, T]$ for $n$ large enough and $u_{n} \rightarrow u$ in $C\left([-T, T], H^{1}\left(\mathbb{R}^{N}\right)\right)$ as $n \rightarrow \infty$. The result follows by iterating this property in order to cover any compact subset of $\left(-T_{\min }, T_{\max }\right)$. We now prove the claim. By Theorem 4.4.6(ii), we know that there exists $T>0$ depending on $\|\varphi\|_{H^{1}}$ such that $u_{n}$ is defined on $[-T, T]$ for $n$ large enough and $u_{n} \rightarrow u$ in $C\left([-T, T], L^{p}\left(\mathbb{R}^{N}\right)\right)$ for all $2 \leq p<2 N /(N-2)$. It follows that (see (4.4.27)) $G\left(u_{n}\right) \rightarrow G(u)$ in $C([-T, T])$. By conservation of energy, $\left\|\nabla u_{n}\right\|_{L^{2}} \rightarrow\|\nabla u\|_{L^{2}}$ in $C([-T, T])$, so that (see Proposition 1.3.14) $\nabla u_{n} \rightarrow \nabla u$ in $C\left([-T, T], L^{2}\left(\mathbb{R}^{N}\right)\right)$. This completes the proof.

Remark 4.4.8. We may apply Theorem 4.4.6 to the case

$$
g(u)=V u+f(u(\cdot))+\left(W \star|u|^{2}\right) u
$$

where $V, \nabla V \in L^{\delta}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $\delta \geq 1, \delta>N / 2, f$ is as in Theorem 4.4.1 (for example, $f(z)=\lambda|z|^{\alpha} z$ with $\lambda \in \mathbb{C}$ and $(N-2) \alpha<4$ ), and $W \in L^{\sigma}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $\sigma \geq 1, \sigma>N / 4$. This follows easily from the estimates of Section 3.2. Note that in this case, even though the assumptions of Corollary 4.4 .7 are possibly not satisfied, the initial-value problem (4.1.1) is, however, locally well-posed in $H^{1}\left(\mathbb{R}^{N}\right)$. We need only prove the continuous dependence, and this follows from the argument used in Step 3 of the proof of Theorem 4.4.1. The term $\nabla\left[V\left(u_{n}-u\right)+\left(W \star\left|u_{n}\right|^{2}\right) u_{n}-\left(W \star|u|^{2}\right) u\right]$ is easily estimated by using the formula

$$
\begin{aligned}
& \nabla\left[V u+\left(W \star|u|^{2}\right) u\right]= \\
& \quad V \nabla u+\nabla V u+\left(W \star|u|^{2}\right) \nabla u+(W \star u \nabla \bar{u}) u+(W \star \nabla u \bar{u}) u
\end{aligned}
$$

together with Hölder and Young's inequalities. Note, in addition, that there is conservation of charge provided $V$ and $W$ are real valued and $\operatorname{Im}(f(z) \bar{z})=0$ for
all $z \in \mathbb{C}$. Moreover, there is conservation of energy provided $V$ and $W$ are real valued, $W$ is even, and $f(z)=z \theta(|z|) /|z|$ for all $z \neq 0$ with $\theta:(0, \infty) \rightarrow \mathbb{R}$.

### 4.5. A Critical Case in $H^{1}\left(\mathbb{R}^{N}\right)$

In this section we assume $N \geq 3$. If we consider the model case $g(u)=\lambda|u|^{\alpha} u$ with $\lambda \in \mathbb{R}$ and $\alpha>0$, then it follows from Corollary 4.3 .4 that the initial-value problem (4.1.3) is locally well posed in $H^{1}\left(\mathbb{R}^{N}\right)$ if $\alpha<4 /(N-2)$. If $\alpha>4 /(N-2)$, then $g$ does not map $H^{1}\left(\mathbb{R}^{N}\right) \rightarrow H^{-1}\left(\mathbb{R}^{N}\right)$, so we may consider the problem out of the reach of our method. (See Section 9.4 for some partial results in that case.) In the limiting case $\alpha=4 /(N-2), g \in C\left(H^{1}\left(\mathbb{R}^{N}\right), H^{-1}\left(\mathbb{R}^{N}\right)\right)$, the energy is well defined on $H^{1}\left(\mathbb{R}^{N}\right)$, and the various notions of $H^{1}$-solutions make sense. On the other hand, the methods we presented do not apply at several steps. However, since this is a borderline case, we may think that an appropriate refinement of the method will yield some local well-posedness result. This is indeed the case, and below is such a result. (See Cazenave and Weissler [69].)

Theorem 4.5.1. Assume $N \geq 3$. Let $g(u)=\lambda|u|^{\frac{4}{N-2}} u$ with $\lambda \in \mathbb{R}$. For every $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$, there exists a unique strong $H^{1}$-solution $u$ of (4.1.3) defined on the maximal interval $\left(-T_{\min }, T_{\max }\right)$ with $0<T_{\max }, T_{\min } \leq \infty$. Moreover, the following properties hold:
(i) There is conservation of charge and energy.
(ii) $\left.u \in L_{\text {loc }}^{q}\left(-T_{\min }, T_{\max }\right), W^{1, p}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(q, r)$.
(iii) If $T_{\max }<\infty$ (respectively, $\left.T_{\min }<\infty\right)$, then $\|\nabla u\|_{L^{q}\left(\left(0, T_{\max }\right), L^{r}\right)}=+\infty$ (respectively, $\left.\|\nabla u\|_{L^{q}\left(\left(-T_{\min }, 0\right), L^{r}\right)}=+\infty\right)$ for every admissible pair $(q, r)$ with $2<r<N$.
(iv) $u$ depends continuously on $\varphi$ as follows. The functions $T_{\max }, T_{\min }$ are lower semicontinuous $H^{1}\left(\mathbb{R}^{N}\right) \rightarrow(0, \infty]$. Moreover, if $\varphi_{n} \rightarrow \varphi$ in $H^{1}\left(\mathbb{R}^{N}\right)$ and if $u_{n}$ is the maximal solution of (4.1.3) with the initial value $\varphi_{n}$, then $u_{n} \rightarrow u$ in $L^{p}\left((-S, T), H^{1}\left(\mathbb{R}^{N}\right)\right.$ ) for every $p<\infty$ and every interval $[-S, T] \subset$ $\left(-T_{\min }, T_{\max }\right)$.
Remark 4.5.2. Here are some comments on Theorem 4.5.1.
(i) We do not know whether there is uniqueness in the sense of Definition 3.1.4, i.e., uniqueness of weak $H^{1}$-solutions. In our proof of uniqueness, it is essential that we consider strong $H^{1}$-solutions.
(ii) We do not know whether the usual blowup alternative holds (i.e., the blowup of $\left.\|u(t)\|_{H^{1}}\right)$. In particular, we cannot deduce global existence results from the a priori estimates of $\|u(t)\|_{H^{1}}$ that follow from the conservation laws when $\lambda<0$.
(iii) The statement of continuous dependence is weaker than usual, since $u_{n} \rightarrow u$ in $L^{p}\left((-S, T), H^{1}\left(\mathbb{R}^{N}\right)\right)$ for every $p<\infty$, but possibly not for $p=\infty$. In the case $\lambda<0$, then there is also convergence for $p=\infty$; see Remark 4.5.4(iii).
There are at least two methods for proving the existence part in Theorem 4.5.1. One can use a variation of Kato's method. This provides a simple proof, but it is then delicate to establish the conservation of energy. Instead, one can truncate the nonlinearity $g$ and obtain solutions of the truncated problem for which there is
conservation of energy. Next, one uses the Strichartz estimates to pass to the limit. This is the method we follow here.

We begin by introducing the truncated problem. Given $n \in \mathbb{N}$, let

$$
g_{n}(u)= \begin{cases}g(u) & \text { if }|u| \leq n  \tag{4.5.1}\\ \lambda n^{\frac{4}{N-2}} u & \text { if }|u| \geq n\end{cases}
$$

In particular, $g_{n}: \mathbb{C} \rightarrow \mathbb{C}$ is globally Lipschitz. Set

$$
\begin{equation*}
G_{n}(s)=\int_{0}^{s} g_{n}(\sigma) d \sigma \tag{4.5.2}
\end{equation*}
$$

so that $\left|G_{n}(s)\right| \leq C_{n} s^{2}$ for all $s \geq 0$, and let $E_{n} \in C^{1}\left(H^{1}\left(\mathbb{R}^{N}\right), \mathbb{R}\right)$ be defined by

$$
\begin{equation*}
E_{n}(u)=\frac{1}{2} \int_{\mathbb{R}^{N}}|\nabla u|^{2}-\int_{\mathbb{R}^{N}} G_{n}(u) \tag{4.5.3}
\end{equation*}
$$

for all $u \in H^{\mathbf{1}}\left(\mathbb{R}^{N}\right)$. Given $T>0$ and $u:[0, T] \rightarrow H^{1}\left(\mathbb{R}^{N}\right)$, define $\mathcal{H}_{n}(u)$ by

$$
\begin{equation*}
\mathcal{H}_{n}(u)(t)=\mathcal{T}(t) \varphi+i \int_{0}^{t} \mathcal{T}(t-s) g_{n}(u(s)) d s \tag{4.5.4}
\end{equation*}
$$

for $0 \leq t \leq T$. $\mathcal{H}$ is defined similarly, by replacing $g_{n}$ by $g$ in (4.5.4). Finally, let

$$
\begin{equation*}
\rho=\frac{2 N^{2}}{N^{2}-2 N+4}, \quad \gamma=\frac{2 N}{N-2} \tag{4.5.5}
\end{equation*}
$$

so that ( $\gamma, \rho$ ) is an admissible pair. We will use the following lemma.
LEMMA 4.5.3. If $(q, r)$ is any admissible pair, then

$$
\begin{align*}
& \left\|\mathcal{H}_{n}(u)-\mathcal{H}_{n}(v)\right\|_{L^{q}\left((0, T), L^{r}\right)} \leq  \tag{4.5.6}\\
& C\left(\|\nabla u\|_{L^{\gamma}\left((0, T), L^{\rho}\right)}+\|\nabla v\|_{\left.L^{\gamma}\left((0, T), L^{\rho}\right)\right)^{\frac{4}{N^{-2}}}\|u-v\|_{L^{\gamma}\left((0, T), L^{\rho}\right)},}\right. \\
& \left\|\nabla \mathcal{H}_{n}(u)\right\|_{L^{q}\left((0, T), L^{r}\right)} \leq C\|\mathcal{T}(\cdot) \nabla \varphi\|_{L^{q}\left((0, T), L^{r}\right)}+C\|\nabla u\|_{L^{\gamma}\left((0, T), L^{\rho}\right)}^{\frac{N+2}{N-2}},  \tag{4.5.7}\\
& \left\|\mathcal{H}_{n}(u)-\mathcal{H}(u)\right\|_{L^{q}\left((0, T), L^{r}\right)} \leq \\
& C T^{\frac{N-2}{2 N}} n^{-\frac{4}{N(N-2)}}\|\nabla u\|_{L^{\gamma}\left((0, T), L^{\rho}\right)}^{\frac{4}{N^{\gamma}-2}}\|u\|_{\left.L^{\infty}(0, T), H^{1}\right)}^{\frac{N^{2}-2 N+4}{N(N-2}}, \tag{4.5.8}
\end{align*}
$$

for some constant $C$ independent of $n, T$, and $\varphi$.
Proof. It is clear that $\left|g_{n}(u)-g_{n}(v)\right| \leq C\left(|u|^{\frac{4}{N^{-2}}}+|v|^{\frac{4}{N-2}}\right)|u-v|$ for some constant $C$ independent of $n$. Therefore,

$$
\begin{aligned}
& \| g_{n}(u)- g_{n}(v) \|_{L^{\gamma^{\prime}\left((0, T), L^{\rho^{\prime}}\right)}} \\
& \quad \leq C\left(\|u\|_{L^{\gamma}\left((0, T), L^{\frac{N \gamma}{N-2}}\right)}+\|v\|_{L^{\gamma}\left((0, T), L^{\frac{N \gamma}{N-2}}\right)}\right)^{N^{4-2}}\|u-v\|_{L^{\gamma}\left((0, T), L^{\rho}\right)}
\end{aligned}
$$

by Hölder's inequality in space, then in time. Since $\|w\|_{L^{\frac{N \gamma}{N-2}}} \leq C\|\nabla w\|_{L^{\rho}}$ by Sobolev's inequality, (4.5.6) follows by applying Strichartz's estimate. (4.5.7) is proved similarly, by using the inequality $\left|\nabla g_{n}(u)\right| \leq C|u|^{\frac{4}{N-2}}|\nabla u|$. Next,

$$
\left|g_{n}(u)-g(u)\right| \leq C|u|^{\frac{4}{N^{-2}}}\left|1_{\{|u|>n\}} u\right| .
$$

We deduce that
(4.5.9) $\quad\left\|g_{n}(u)-g(u)\right\|_{L^{\gamma^{\prime}}\left((0, T), L^{\rho^{\prime}}\right)} \leq C\|\nabla u\|_{L^{\gamma}\left((0, T), L^{\rho}\right)}^{\frac{4}{N^{-2}}}\left\|1_{\{|u|>n\}} u\right\|_{L^{\gamma}\left((0, T), L^{\rho}\right)}$.

Finally,

$$
\begin{equation*}
\left\|1_{\{|u|>n\}} u\right\|_{L^{\rho}} \leq n^{-\frac{4}{N(N-2)}}\|u\|_{L^{\frac{2 N}{N-2}}}^{\frac{N^{2}-2 N+4}{N(N-2)}} \leq C n^{-\frac{4}{N(N-2)}}\|u\|_{H^{1}}^{\frac{N^{2}-2 N+4}{N(N-2)}} . \tag{4.5.10}
\end{equation*}
$$

(4.5.8) follows from (4.5.9), (4.5.10), and Hölder's inequality in time.

Proof of Theorem 4.5.1. We consider only positive times, the problem for $t<0$ being treated by the same method. We proceed in six steps.

STEP 1. Uniqueness. This follows from Proposition 4.2.5.
STEP 2. Approximate solutions. Since $g_{n}$ defined by (4.5.1) is globally Lipschitz $\mathbb{C} \rightarrow \mathbb{C}$, there exists a unique, global solution $u_{n} \in C\left([0, \infty), H^{1}\left(\mathbb{R}^{N}\right)\right)$ of the problem

$$
\begin{equation*}
u_{n}(t)=\mathcal{H}_{n}(u)(t) \tag{4.5.11}
\end{equation*}
$$

for all $t \geq 0$. Moreover, there is conservation of charge and energy,

$$
\begin{equation*}
\left\|u_{n}(t)\right\|_{L^{2}}=\|\varphi\|_{L^{2}}, \quad E_{n}\left(u_{n}(t)\right)=E_{n}(\varphi) \tag{4.5.12}
\end{equation*}
$$

for all $t \geq 0$. See, for example, Corollary 4.3 .3 and Corollary 6.1.2 below. Furthermore, it follows from Remark 4.4.3 or Theorem 4.4.6 that

$$
\begin{equation*}
u_{n} \in L^{q}\left((0, T), W^{1, r}\left(\mathbb{R}^{N}\right)\right) \tag{4.5.13}
\end{equation*}
$$

for every admissible pair ( $q, r$ ) and every $T>0$. Consider now any admissible pair ( $q, r$ ) and any $T>0$. We deduce from (4.5.13), (4.5.11), and (4.5.7) that

$$
\begin{equation*}
\left\|\nabla u_{n}\right\|_{L^{q}\left((0, T), L^{r}\right)} \leq\|\mathcal{T}(\cdot) \nabla \varphi\|_{L^{q}\left((0, T), L^{r}\right)}+C\left\|\nabla u_{n}\right\|_{L^{\gamma}\left((0, T), L^{\rho}\right)}^{N+2} \tag{4.5.14}
\end{equation*}
$$

Similarly, we deduce from (4.5.6) that

$$
\begin{equation*}
\left\|u_{n}\right\|_{L^{q}\left((0, T), L^{r}\right)} \leq C\|\varphi\|_{L^{2}}+C\left\|\nabla u_{n}\right\|_{L^{\gamma}\left((0, T), L^{\rho}\right)}^{\frac{4}{N^{\rho}}}\left\|u_{n}\right\|_{L^{\gamma}\left((0, T), L^{\rho}\right)} \tag{4.5.15}
\end{equation*}
$$

Finally, given $\ell \geq n$, we may write

$$
u_{n}-u_{\ell}=\left[\mathcal{H}_{n}\left(u_{n}\right)-\mathcal{H}_{n}\left(u_{\ell}\right)\right]+\left[\mathcal{H}_{n}\left(u_{\ell}\right)-\mathcal{H}\left(u_{\ell}\right)\right]+\left[\mathcal{H}\left(u_{\ell}\right)-\mathcal{H}_{\ell}\left(u_{\ell}\right)\right]
$$

and we deduce from (4.5.6) and (4.5.8) that

$$
\begin{align*}
\| u_{n}- & u_{\ell} \|_{L^{q}\left((0, T), L^{r}\right)} \\
\leq & C\left(\left\|\nabla u_{n}\right\|_{L^{\gamma}\left((0, T), L^{\rho}\right)}+\left\|\nabla u_{\ell}\right\|_{L^{\gamma}\left((0, T), L^{\rho}\right)}\right)^{\frac{4}{N^{-2}}}  \tag{4.5.16}\\
& \quad\left(\left\|u_{n}-u_{\ell}\right\|_{L^{\gamma}\left((0, T), L^{\rho}\right)}+T^{\frac{N-2}{2 N}} n^{-\frac{4}{N\left(N^{4}-2\right)}}\left\|u_{\ell}\right\|_{L^{\infty}\left((0, T), H^{1}\right)}^{\frac{N^{2}-2 N+4}{N N-2)}}\right)
\end{align*}
$$

Note that the constant $C$ in (4.5.14), (4.5.15), and (4.5.16) may depend on the admissible pair $(q, r)$, but is independent of $n, \ell$, and $T$.

Step 3. Passage to the limit. We will solve the equation (4.1.4) (which is equivalent to (4.1.3)), by letting $n \rightarrow \infty$ in (4.5.11). Consider $K$ larger than the
constant $C$ appearing in (4.5.14), (4.5.15), and (4.5.16) for the particular choice of the admissible pair $(q, r)=(\gamma, \rho)$. Fix $\delta>0$ small enough so that

$$
\begin{equation*}
K(4 \delta)^{\frac{4}{N-2}}<\frac{1}{2} \tag{4.5.17}
\end{equation*}
$$

We claim that if $0<T \leq \infty$ is such that

$$
\begin{equation*}
\|\mathcal{T}(\cdot) \nabla \varphi\|_{L^{\gamma}\left((0, T), L^{\rho}\right)} \leq \delta, \tag{4.5.18}
\end{equation*}
$$

then

$$
\begin{equation*}
\sup _{n \geq 0}\left\|\nabla u_{n}\right\|_{L^{\gamma}\left((0, T), L^{\rho}\right)} \leq 2 \delta \tag{4.5.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{n \geq 0}\left\|u_{n}\right\|_{L^{q}\left((0, T), W^{1, r}\right)}<\infty \tag{4.5.20}
\end{equation*}
$$

for every admissible pair $(q, r)$. (Note that, given $\varphi \in H^{1}\left(\mathbb{R}^{N}\right),(4.5 .18)$ is satisfied if $T>0$ is sufficiently small. Indeed, $\mathfrak{T}(\cdot) \nabla \varphi \in L^{\gamma}\left((0, \infty), L^{\rho}\left(\mathbb{R}^{N}\right)\right)$ by Strichartz's estimate, so that by dominated convergence $\|\mathcal{T}(\cdot) \nabla \varphi\|_{L^{\gamma}\left((0, T), L^{\rho}\right)} \rightarrow 0$ as $T \downarrow 0$.) Set $\theta_{n}(t)=\left\|\nabla u_{n}\right\|_{L^{\gamma}\left((0, t), L^{\rho}\right)}$. It follows from (4.5.14) that for every $0 \leq t \leq T$,

$$
\theta_{n}(t) \leq \delta+C \theta_{n}(t)^{\frac{N+2}{N-2}}
$$

If $\theta_{n}(t)=2 \delta$ for some $t \in[0, T]$, then

$$
2 \delta \leq \delta+C(2 \delta)^{\frac{N+2}{N-2}}<2 \delta
$$

by (4.5.17), which is absurd. Since $\theta_{n}$ is a continuous function with $\theta_{n}(0)=0$, we conclude that $\theta_{n}(t)<2 \delta$ for all $t \in[0, T)$, which proves (4.5.19). Applying now (4.5.14) for any admissible pair ( $q, r$ ), we find that

$$
\begin{equation*}
\sup _{n \geq 0}\left\|\nabla u_{n}\right\|_{L^{q}\left((0, T), L^{r}\right)}<\infty . \tag{4.5.21}
\end{equation*}
$$

Applying (4.5.15) with $(q, r)=(\gamma, \rho)$ and using (4.5.17) and (4.5.19), we obtain

$$
\left\|u_{n}\right\|_{L^{\gamma}\left((0, T), L^{\rho}\right)} \leq C\|\varphi\|_{L^{2}}+\frac{1}{2}\left\|u_{n}\right\|_{L^{\gamma}\left((0, T), L^{\rho}\right)}
$$

and so $\left\|u_{n}\right\|_{L^{\gamma}\left((0, T), L^{\rho}\right)} \leq 2 C\|\varphi\|_{L^{2}}$. We then apply (4.5.15) for any admissible pair ( $q, r$ ) and we deduce that

$$
\begin{equation*}
\sup _{n \geq 0}\left\|u_{n}\right\|_{L^{q}\left((0, T), L^{r}\right)}<\infty . \tag{4.5.22}
\end{equation*}
$$

(4.5.20) now follows from (4.5.21) and (4.5.22). We now deduce from (4.5.19), from (4.5.20) applied with $(q, r)=(\infty, 2)$, and from (4.5.16) applied with $(q, r)=$ $(\gamma, \rho)$, that

$$
\left\|u_{n}-u_{\ell}\right\|_{L^{\gamma}\left((0, \tau), L^{\rho}\right)} \leq \frac{1}{2}\left(\left\|u_{n}-u_{\ell}\right\|_{L^{\gamma}\left((0, \tau), L^{\rho}\right)}+C \tau^{\frac{N-2}{2 N}} n^{-\frac{4}{N(N-2)}}\right)
$$

for all $\ell \geq n$ and for all $0 \leq \tau \leq T, \tau<\infty$. (Note that we used again (4.5.17).) It follows that $\left(u_{n}\right)_{n \geq 0}$ is a Cauchy sequence in $L^{\gamma}\left((0, \tau), L^{\rho}\left(\mathbb{R}^{N}\right)\right)$. Applying again (4.5.16), but with an arbitrary admissible pair $(q, r)$, we conclude that $\left(u_{n}\right)_{n \geq 0}$
is a Cauchy sequence in $L^{q}\left((0, \tau), L^{r}\left(\mathbb{R}^{N}\right)\right)$. If we denote by $u$ its limit, then for every admissible pair ( $q, r$ ), $u \in L^{q}\left((0, T), W^{1, r}\left(\mathbb{R}^{N}\right)\right.$ ) by (4.5.20) and

$$
\begin{equation*}
u_{n} \underset{n \rightarrow \infty}{\longrightarrow} u \tag{4.5.23}
\end{equation*}
$$

in $L^{q}\left((0, \tau), L^{r}\left(\mathbb{R}^{N}\right)\right)$ for all $0 \leq \tau \leq T, \tau<\infty$. By using Lemma 4.5 .3 we may let $n \rightarrow \infty$ in (4.5.11), and we obtain that $u$ satisfies (4.1.4) for all $0 \leq t \leq T$, $t<\infty$. Since $g(u) \in L^{\gamma^{\prime}}\left((0, T), W^{1, \rho^{\prime}}\left(\mathbb{R}^{N}\right)\right)$, we deduce from Strichartz's estimate that $u \in C\left([0, \tau], H^{1}\left(\mathbb{R}^{N}\right)\right)$ for every $0<\tau \leq T, \tau<\infty$. In particular, $u$ is a strong $H^{1}$-solution of (4.1.3) by Proposition 3.1.3.

Step 4. The conservation laws. We deduce from the conservation of mass for $u_{n}$ (see (4.5.12)) and from (4.5.23) applied with $(q, r)=(\infty, 2)$ that $\|u(t)\|_{L^{2}} \equiv$ $\|\varphi\|_{L^{2}}$. We now show the conservation of energy. Applying (4.5.23) with $(q, r)=$ $(\infty, 2)$ and using (4.5.20), we deduce easily that $u_{n} \rightarrow u$ in $L^{q}\left((0, \tau), L^{\frac{2 N}{N-2}}\left(\mathbb{R}^{N}\right)\right)$ for every $\tau<\infty, \tau \leq T$, and every $q<\infty$. In particular, there exists a subsequence, which we still denote by $\left(u_{n}\right)_{n \geq 0}$, such that $u_{n}(t) \rightarrow u(t)$ in $L^{\frac{2 N}{N-2}}\left(\mathbb{R}^{N}\right)$ for a.a. $t \in$ $(0, T)$. It follows that $G_{n}\left(u_{n}\right) \rightarrow G(u)$ in $L^{1}\left(\mathbb{R}^{N}\right)$ for a.a. $t \in(0, T)$. Using the conservation of energy for $u_{n}$ and the lower semicontinuity of the gradient term, we deduce that $E(u(t)) \leq E(\varphi)$ for a.a. $t \in(0, T)$, hence for all $t \in(0, T)$ by continuity of $u(t)$ in $H^{1}\left(\mathbb{R}^{N}\right)$. Considering the reverse equation, one shows the converse inequality.

Step 5. The blowup alternative. By uniqueness, we may consider the maximal solution, defined on the interval $\left[0, T_{\max }\right)$. We show the blowup alternative by contradiction, so we assume that $T_{\max }<\infty$ and $u \in L^{q}\left(\left(0, T_{\max }\right), W^{1, r}\left(\mathbb{R}^{N}\right)\right)$ for some admissible pair ( $q, r$ ) with $2<r<N$. Let $b \in\left(2, \frac{2 N}{N-2}\right.$ ) be defined by

$$
\frac{2}{b}=1-\frac{4}{N-2}\left(\frac{1}{r}-\frac{1}{N}\right),
$$

and let $a$ be such that $(a, b)$ is an admissible pair. Since $|\nabla g(u)| \leq C|u|^{\frac{4}{N^{-2}}}|\nabla u|$, one easily verifies by using the Sobolev inequality $\|u\|_{L^{N_{r}}} \leq C\|\nabla u\|_{L^{r}}$ that

$$
\begin{equation*}
\|g(u)\|_{L^{a^{\prime}}\left((s, t), W^{1, b^{\prime}}\right)} \leq C\|\nabla u\|_{L^{q}\left((s, t), L^{r}\right)}^{\frac{4}{N-2}}\|u\|_{L^{a}\left((s, t), W^{1, b}\right)}, \tag{4.5.24}
\end{equation*}
$$

with $C$ independent of $0 \leq s \leq t<T_{\max }$. Since

$$
\begin{equation*}
u(s+\tau)=\mathcal{T}(\tau) u(s)+i \int_{0}^{\tau} \mathcal{T}(\tau-\sigma) g(u(s+\sigma)) d \sigma \tag{4.5.25}
\end{equation*}
$$

we deduce from Strichartz's estimate that

$$
\|u\|_{L^{a}\left((s, t), W^{1, b}\right)} \leq C\|u(s)\|_{H^{1}}+C\|\nabla u\|_{L^{a}\left((s, t), L^{r}\right)}^{\frac{4}{N^{-}}}\|u\|_{L^{a}\left((s, t), W^{1, b}\right)},
$$

with $C$ independent of $0 \leq s \leq t<T_{\max }$. Fix $s$ close enough to $T_{\max }$ so that $C\|\nabla u\|_{L^{q}\left(\left(s, T_{\max }\right), L^{r}\right)}^{\frac{4}{N^{2}}} \leq 1 / 2$. It follows that

$$
\|u\|_{L^{a}\left((s, t), W^{1, b}\right)} \leq 2 C\|u(s)\|_{H^{1}}
$$

for all $s<t<T_{\max }$, and so $u \in L^{a}\left(\left(s, T_{\max }\right), W^{1, b}\left(\mathbb{R}^{N}\right)\right)$. Therefore, $u \in$ $L^{a}\left(\left(0, T_{\max }\right), W^{1, b}\left(\mathbb{R}^{N}\right)\right)$ and, applying again (4.5.24), we conclude that $g(u) \in$
$L^{a^{\prime}}\left(\left(0, T_{\max }\right), W^{1, b^{\prime}}\left(\mathbb{R}^{N}\right)\right)$, so that $u \in L^{\gamma}\left(\left(0, T_{\max }\right), W^{1, \rho}\left(\mathbb{R}^{N}\right)\right)$ by Strichartz's estimate. We finally deduce from (4.5.25) and Lemma 4.5.3 that

$$
\|\mathcal{T}(\cdot) u(t)\|_{L^{\gamma}\left(\left(0, T_{\max }-t\right), W^{1, \rho}\right)} \leq\|u\|_{L^{\gamma}\left(\left(t, T_{\max }\right), W^{1, \rho}\right)}+C\|u\|_{L^{\gamma}\left(t, T_{\max }\right), W^{1, \rho)}}^{\frac{N+2}{N-2}},
$$

where $C$ is independent of $t \in\left[0, T_{\text {max }}\right]$. Therefore, we may choose $t$ close enough to $T_{\text {max }}$ so that $\|\mathcal{T}(\cdot) u(t)\|_{L^{\gamma}\left(\left(0, T_{\max }-t\right), W^{1, \rho}\right)}<\delta$ with $\delta$ given by (4.5.17). Therefore, there exists $\varepsilon>0$ such that $\|\mathcal{T}(\cdot) u(t)\|_{L^{\gamma}\left(\left(0, T_{\max }+\varepsilon-t\right), W^{1, \rho}\right)}<\delta$. We deduce from Step 3 that the solution $u$ can be extended to the interval $\left[0, T_{\max }+\varepsilon\right]$, which contradicts the maximality.

Step 6. Continuous dependence. Fix $0<T<T_{\max }$ and let $\delta>0$ satisfy (4.5.17). Since $u \in C\left([0, T], H^{1}\left(\mathbb{R}^{N}\right)\right), \bigcup_{0 \leq t \leq T}\{u(t)\}$ is a compact set of $H^{1}\left(\mathbb{R}^{N}\right)$. Therefore, it follows from Strichartz's estimate that there exists $\tau>0$ such that

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\|\mathcal{T}(\cdot) u(t)\|_{L^{\gamma}\left((0, \tau), W^{1, \rho}\right)} \leq \frac{\delta}{2} . \tag{4.5.26}
\end{equation*}
$$

Suppose now $\varphi_{n} \rightarrow \varphi$ in $H^{1}\left(\mathbb{R}^{N}\right)$. It follows in particular from (4.5.26) and Strichartz's estimate that $\left\|\mathcal{T}(\cdot) \varphi_{n}\right\|_{L^{\gamma}\left((0, \tau), W^{1, \rho}\right)}<\delta$ for $n$ large enough. Therefore, by Step 3, the solution $u_{n}$ of (4.1.3) with the initial value $\varphi_{n}$ exists on [ $0, \tau$ ] and $\left\|\nabla u_{n}\right\|_{L^{\gamma}\left((0, \tau), L^{\rho}\right)} \leq 2 \delta$. Arguing as in Step 4, we deduce that $u_{n} \rightarrow u$ in $L^{q}\left((0, \tau), L^{r}\left(\mathbb{R}^{N}\right)\right)$ and that $u_{n}$ is in a bounded subset of $L^{q}\left((0, \tau), W^{1, r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair ( $q, r$ ). Therefore (see (4.5.6)),

$$
\begin{equation*}
u_{n} \rightarrow u \tag{4.5.27}
\end{equation*}
$$

in $C\left([0, \tau], L^{2}\left(\mathbb{R}^{N}\right)\right)$. Choosing $r>2$ arbitrarily close to 2 , so that $q<\infty$ is arbitrarily large, and applying Gagliardo-Nirenberg's inequality, we obtain that $u_{n} \rightarrow u$ in $L^{q}\left((0, \tau), L^{\frac{2 N}{N-2}}\left(\mathbb{R}^{N}\right)\right)$ for every $q<\infty$. Since $E\left(u_{n}(t)\right)=E\left(\varphi_{n}\right) \rightarrow$ $E(\varphi)=E(u(t))$, we see that $\left\|\nabla u_{n}\right\|_{L^{2}} \rightarrow\|\nabla u\|_{L^{2}}$ in $L^{q}(0, \tau)$ for every $q<\infty$. On the other hand, since $u_{n}$ is bounded in $C\left([0, \tau], H^{1}\left(\mathbb{R}^{N}\right)\right)$, we deduce from (4.5.27) that $u_{n}(t) \rightharpoonup u(t)$ in $H^{1}\left(\mathbb{R}^{N}\right)$ for every $t \in[0, \tau]$. Using the $L^{q}$ convergence of the norm, one concludes easily that $u_{n} \rightarrow u$ in $L^{q}\left((0, \tau), H^{1}\left(\mathbb{R}^{N}\right)\right.$ ) for every $q<\infty$. In particular, there exists $\left(t_{n}\right)_{n \geq 0} \subset[\tau / 2, \tau]$ such that $\left\|u_{n}\left(t_{n}\right)-u\left(t_{n}\right)\right\|_{H^{1}} \rightarrow 0$. Repeating the above argument (using (4.5.26) and (4.5.27)), we deduce that $u_{n}$ exists on $[0,3 \tau / 2]$ for $n$ large enough and that $u_{n} \rightarrow u$ in $L^{q}\left((0,3 \tau / 2), H^{1}\left(\mathbb{R}^{N}\right)\right)$ for every $q<\infty$. We may now iterate the same process to cover the interval $[0, T]$.

Remark 4.5.4. Here are some further comments on Theorem 4.5.1.
(i) If $\|\nabla \varphi\|_{L^{2}}$ is small enough, then we may take $T=\infty$ in Step 3 of the proof of Theorem 4.5.1. Indeed, $\|\mathcal{J}(\cdot) \nabla \varphi\|_{L^{\gamma}\left(\mathbb{R}, L^{\rho}\right)} \leq C\|\nabla \varphi\|_{L^{2}}$. Therefore, the solution is global in that case, i.e., $T_{\max }=T_{\min }=\infty$.
(ii) It is clear from Step 5 of the proof of Theorem 4.5.1 that the blowup alternative can be improved, in the sense that if $T_{\max }<\infty$, then for every admissible pair $(q, r)$ with $2<r<N,\|u\|_{L^{g}\left(\left(0, T_{\max }\right), L^{N+r}\right)}=\infty$. In addition, using the same type of estimates as in the proof of uniqueness (see Step 1), one can show that if $T_{\max }<\infty$, then

$$
\lim _{t \uparrow T_{\max }} \lim _{M \uparrow \infty}\left\|u^{M}\right\|_{L^{\infty}\left(\left(t, T_{\max }\right), L^{\frac{2 N}{N-2}}\right)}>0,
$$

where $u^{M}=u 1_{\{|u|>M\}}$. In fact, the limit is not only positive, but bounded from below by a positive number independent of the solution. This indicates a concentration phenomenon in $L^{\frac{2 N}{N-2}}\left(\mathbb{R}^{N}\right)$.
(iii) In the case $\lambda<0$, the continuous dependence statement (iv) can be improved. More precisely, $u_{n} \rightarrow u$ in $C\left([-S, T], H^{1}\left(\mathbb{R}^{N}\right)\right)$ for every interval $[-S, T] \subset\left(-T_{\min }, T_{\max }\right)$. In other words, there is the usual continuous dependence property. The proof is in fact simpler. We have $u_{n}(t) \rightarrow u(t)$ strongly in $L^{2}\left(\mathbb{R}^{N}\right)$, weakly in $H^{1}\left(\mathbb{R}^{N}\right)$, and $E\left(u_{n}(t)\right) \rightarrow E(u(t))$ for all $t \in[0, \tau]$. Since $\lambda<0$, both terms in the energy are lower semicontinuous so that indeed $\left\|u_{n}(t)\right\|_{L^{2 N} N-2} \rightarrow\|u(t)\|_{L^{\frac{2 N}{N-2}}}$ and $\left\|\nabla u_{n}(t)\right\|_{L^{2}} \rightarrow\|\nabla u(t)\|_{L^{2}}$. Thus $u_{n}(t) \rightarrow u(t)$ strongly in $H^{1}\left(\mathbb{R}^{N}\right)$ and one concludes as above.
(iv) In the case $\lambda<0$, one would expect that the solution is global for every initial value. This is only known if we assume further that $\|\nabla \varphi\|_{L^{2}}$ is small (see (i) above) or if $\varphi$ is spherically symmetric (see Bourgain [39]).

## 4.6. $L^{2}$ Solutions

In this section we construct solutions of some nonlinear Schrödinger equations for initial data in $L^{2}\left(\mathbb{R}^{N}\right)$. Such results were first obtained by Y. Tsutsumi [343] (see also Cazenave and Weissler [69, 70] and Kato [204]). We assume that

$$
\begin{equation*}
g: L^{2}\left(\mathbb{R}^{N}\right) \cap L^{r}\left(\mathbb{R}^{N}\right) \rightarrow L^{r^{\prime}}\left(\mathbb{R}^{N}\right) \tag{4.6.1}
\end{equation*}
$$

for some

$$
\begin{equation*}
r \in\left[2, \frac{2 N}{N-2}\right) \quad(r \in[2, \infty] \text { if } N=1) \tag{4.6.2}
\end{equation*}
$$

Furthermore, we assume that there exists $\alpha>0$ such that, for every $M>0$, there exists $K(M)<\infty$ such that

$$
\begin{equation*}
\|g(v)-g(u)\|_{L^{r^{r}}} \leq K(M)\left(\|u\|_{L^{r}}^{\alpha}+\|v\|_{L^{r}}^{\alpha}\right)\|v-u\|_{L^{r}} \tag{4.6.3}
\end{equation*}
$$

for all $u, v \in L^{2}\left(\mathbb{R}^{N}\right) \cap L^{r}\left(\mathbb{R}^{N}\right)$ such that $\|u\|_{L^{2}},\|v\|_{L^{2}} \leq M$. We have the following result.

Theorem 4.6.1. Assume (4.6.1)-(4.6.3) and set

so that ( $q, r$ ) is an admtssiblépair. If $\alpha+2<q$, then for every $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$, there exist $T_{\max }, T_{\min } \in(0, \infty]$ and a unique, maximal solution $u \in C\left(\left(-T_{\min }, T_{\max }\right)\right.$, $\left.L^{2}\left(\mathbb{R}^{N}\right)\right) \cap L_{\text {loc }}^{q}\left(\left(-T_{\min }, T_{\max }\right), L^{r}\left(\mathbb{R}^{N}\right)\right)$ of problem (4.1.1). Moreover, the following properties hold:
(i) (Blowup alternative) If $T_{\max }<\infty$ (respectively, if $T_{\min }<\infty$ ), then $\|u(t)\|_{L^{2}} \rightarrow \infty$ as $t \uparrow T_{\max }$ (respectively, as $t \downarrow-T_{\min }$ ).
(ii) $u \in L_{\mathrm{loc}}^{\gamma}\left(\left(-T_{\min }, T_{\max }\right), L^{\rho}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(\gamma, \rho)$.
(iii) $u$ depends continuously on $\varphi$ in the following sense: The mappings $\varphi \mapsto$ $T_{\min }, T_{\max }$ are lower semicontinuous $L^{2}\left(\mathbb{R}^{N}\right) \rightarrow(0, \infty]$. If $\varphi_{n} \rightarrow \varphi$ in $L^{2}\left(\mathbb{R}^{N}\right)$ and if $u_{n}$ denotes the solution of (4.1.1) with the initial value $\varphi_{n}$,
then $u_{n} \rightarrow u$ in $L^{\gamma}\left((-S, T), L^{\rho}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(\gamma, \rho)$ and every $-T_{\min }<-S<0<T<T_{\text {max }}$.
(iv) If $(g(w), i w)_{L^{r^{\prime}}, L^{r}}=0$ for all $w \in L^{2}\left(\mathbb{R}^{N}\right) \cap L^{r}\left(\mathbb{R}^{N}\right)$, then $T_{\min }=T_{\max }=$ $+\infty$ and $\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}}$ for all $t \in \mathbb{R}$.
REMARK 4.6.2. Consider $u$ as in Theorem 4.6.1; i.e., $u \in C\left(\left(-T_{\min }, T_{\max }\right)\right.$, $\left.L^{2}\left(\mathbb{R}^{N}\right)\right) \cap L_{\mathrm{loc}}^{q}\left(\left(-T_{\min }, T_{\max }\right), L^{r}\left(\mathbb{R}^{N}\right)\right)$. It follows that $\Delta u \in C\left(\left(-T_{\min }, T_{\max }\right)\right.$, $H^{-2}\left(\mathbb{R}^{N}\right)$ ) and $g(u) \in L_{\text {loc }}^{\frac{q}{\alpha+1}}\left(\left(-T_{\min }, T_{\max }\right), L^{r^{\prime}}\left(\mathbb{R}^{N}\right)\right)$ by (4.6.3). Since $L^{r^{\prime}}\left(\mathbb{R}^{N}\right)$ $\hookrightarrow H^{-2}\left(\mathbb{R}^{N}\right)$, we see that $\Delta u+g(u) \in L_{\mathrm{loc}}^{\frac{q}{\alpha+1}}\left(\left(-T_{\min }, T_{\max }\right), H^{-2}\left(\mathbb{R}^{N}\right)\right) . \downarrow$ It follows that equation (4.1.1) makes sense in $\mathcal{D}^{\prime}\left(\left(-T_{\min }, T_{\max }\right), H^{-2}\left(\mathbb{R}^{N}\right)\right)$. In particular, $u_{\underline{t}} \in L_{\text {loc }}^{\frac{q}{\alpha+1}}\left(\left(-T_{\min }, T_{\max }\right), H^{-2}\left(\mathbb{R}^{N}\right)\right)$ and (4.1.1) makes sense in $H^{-2}\left(\mathbb{R}^{N}\right)$ for a.a. $t \bar{\in}\left(-T_{\min }, T_{\max }\right)$.

For the proof of Theorem 4.6.1, we will use the following lemma.
Lemma 4.6.3. Let $g$ satisfy (4.6.1)-(4.6.3) and let $I$ be an open interval of $\mathbb{R}$. If $u$ is measurable both as a function $I \rightarrow L^{2}\left(\mathbb{R}^{N}\right)$ and as a function $I \rightarrow L^{r}\left(\mathbb{R}^{N}\right)$, then $g(u)$ is measurable $I \rightarrow L^{r^{\prime}}\left(\mathbb{R}^{N}\right)$.

Proof. Note that for a.a. $t \in I, u(t) \in L^{2}\left(\mathbb{R}^{N}\right) \cap L^{r}\left(\mathbb{R}^{N}\right)$, so that $g(u(t)) \in$ $L^{r^{\prime}}\left(\mathbb{R}^{N}\right)$ is well defined. Consider a function $\varphi \in \mathcal{D}\left(\mathbb{R}^{N}\right)$ such that $\varphi(x)=1$ for $|x| \leq 1$ and set $\varphi_{n}(x)=\varphi(x / n)$ for $n \geq 1$ and $x \in \mathbb{R}^{N}$. Using the dominated convergence theorem, we see that $\varphi_{n} u(t) \rightarrow u(t)$ in $L^{2}\left(\mathbb{R}^{N}\right)$ and in $L^{r}\left(\mathbb{R}^{N}\right)$ as $n \rightarrow \infty$ for a.a. $t \in I$. In particular, $g\left(\varphi_{n} u\right) \rightarrow g(u)$ in $L^{r^{\prime}}\left(\mathbb{R}^{N}\right)$ as $n \rightarrow \infty$ for a.a. $t \in I$. Therefore, we need only show that for any given $n \geq 1, g\left(\varphi_{n} u\right)$ is measurable $I \rightarrow L^{r^{\prime}}\left(\mathbb{R}^{N}\right)$. To see this, we observe that, since $u$ is measurable $I \rightarrow L^{r}\left(\mathbb{R}^{N}\right)$, there exists a sequence $\left(u_{k}\right)_{k \geq 0} \subset C\left(I, L^{r}\left(\mathbb{R}^{N}\right)\right)$ such that $u_{k}(t) \rightarrow$ $u(t)$ in $L^{r}\left(\mathbb{R}^{N}\right)$ as $k \rightarrow \infty$ for a.a. $t \in I$. Since $\varphi_{n} u_{k}(t)$ is supported in a fixed compact subset of $K_{n} \subset \mathbb{R}^{N}$ and $L^{r}\left(K_{n}\right) \hookrightarrow L^{2}\left(K_{n}\right)$, it follows that $\varphi_{n} u_{k}$ is continuous $I \rightarrow L^{2}\left(\mathbb{R}^{N}\right) \cap L^{r}\left(\mathbb{R}^{N}\right)$, and so $g\left(\varphi_{n} u_{k}\right)$ is continuous $I \rightarrow L^{r^{\prime}}\left(\mathbb{R}^{N}\right)$. Since $\varphi_{n} u_{k} \rightarrow \varphi_{n} u$ as $k \rightarrow \infty$ in $L^{r}\left(\mathbb{R}^{N}\right)$, hence in $L^{2}\left(\mathbb{R}^{N}\right) \cap L^{r}\left(\mathbb{R}^{N}\right)$ for a.a. $t \in I$, we have $g\left(\varphi_{n} u_{k}\right) \rightarrow g\left(\varphi_{n} u\right)$ in $L^{r^{\prime}}\left(\mathbb{R}^{N}\right)$ for a.a. $t \in I$. So $g\left(\varphi_{n} u\right)$ is measurable $I \rightarrow L^{r^{\prime}}\left(\mathbb{R}^{N}\right)$, which completes the proof.

Proof of Theorem 4.6.1. For the existence part, we use a fixed point argument as in Section 4.4. For the conservation of charge, we need a regularization process. We proceed in five steps.

Step 1. Existence. Fix $T, M>0$ and set

$$
\begin{align*}
E=\{ & u \in L^{\infty}\left((-T, T), L^{2}\left(\mathbb{R}^{N}\right)\right) \cap L^{q}\left((-T, T), L^{r}\left(\mathbb{R}^{N}\right)\right) \\
& \left.\|u\|_{L^{\infty}\left((-T, T), L^{2}\right)}+\|u\|_{L^{q}\left((-T, T), L^{r}\right)} \leq M\right\} \tag{4.6.4}
\end{align*}
$$

It follows that $E$ is a complete metric space when equipped with the distance

$$
\begin{equation*}
\mathrm{d}(u, v)=\|u-v\|_{L^{\infty}\left((-T, T), L^{2}\right)}+\|u-v\|_{L^{q}\left((-T, T), L^{r}\right)} . \tag{4.6.5}
\end{equation*}
$$

Consider $u \in E$. It follows from Lemma 4.6.1 that $g(u): I \rightarrow L^{r^{\prime}}\left(\mathbb{R}^{N}\right)$ is measurable. Moreover, we deduce from (4.6.1) and (4.6.3) that for a.a. $t \in(-T, T)$,

$$
\|g(u(t))\|_{L^{r^{\prime}}} \leq\|g(0)\|_{L^{r^{\prime}}}+K(M)\|u(t)\|_{L^{r}}^{\alpha+1}
$$

Therefore, by Hölder's inequality in time,

$$
\begin{aligned}
\|g(u)\|_{\left.L^{q^{\prime}}(-T, T), L^{r^{\prime}}\right)} & \leq C T^{\frac{1}{q^{\prime}}}\|g(0)\|_{L^{r^{\prime}}}+C K(M)\|u\|_{L^{(\alpha+1) q^{\prime}}\left((-T, T), L^{r}\right)}^{\alpha+1} \\
& \leq C T^{\frac{1}{q^{\prime}}}\|g(0)\|_{L^{r^{\prime}}}+C T^{\frac{q-(\alpha+2)}{q}} K(M)\|u\|_{L^{q}\left((-T, T), L^{r}\right)}^{\alpha+1}
\end{aligned}
$$

and so

$$
\begin{equation*}
\|g(u)\|_{L^{q^{\prime}}\left((-T, T), L^{r^{\prime}}\right)} \leq C T^{\frac{1}{q^{\prime}}}\|g(0)\|_{L^{r^{\prime}}}+C T^{\frac{q-(\alpha+2)}{q}} K(M) M^{\alpha+1} \tag{4.6.6}
\end{equation*}
$$

Similarly, one shows that for $u, v \in E$,

$$
\begin{equation*}
\left.\|g(u)-g(v)\|_{L^{q^{\prime}}\left((-T, T), L^{r^{\prime}}\right)} \leq C T^{\frac{q-(\alpha+2)}{q}} K(M) M^{\alpha} \mathrm{d}(u, v) .\right] \cdots \tag{4.6.7}
\end{equation*}
$$

Applying (4.6.6), (4.6.7), and Strichartz's estimate, we see that

$$
\mathcal{G}(u)(t)=i \int_{0}^{t} \mathcal{T}(t-s) g(u(s)) d s
$$

is well defined, that $\mathcal{G}(u) \in C\left([-T, T], L^{2}\left(\mathbb{R}^{N}\right)\right) \cap L^{\gamma}\left((-T, T), L^{\rho}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(\gamma, \rho)$, and that

$$
\begin{gather*}
\|\mathcal{G}(u)\|_{L^{\gamma}\left((-T, T), L^{\rho}\right)} \leq C T^{\frac{1}{q^{\gamma}}}\|g(0)\|_{L^{\gamma^{\prime}}}+C T^{\frac{q-(\alpha+2)}{q}} K(M) M^{\alpha+1}  \tag{4.6.8}\\
\|\mathcal{G}(u)-\mathcal{G}(v)\|_{L^{\gamma}\left((-T, T), L^{\rho}\right)} \leq C T^{\frac{q-(\alpha+2)}{q}} K(M) M^{\alpha} \mathrm{d}(u, v) \tag{4.6.9}
\end{gather*}
$$

Given $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$, set now $\mathcal{H}(u)(t)=\mathcal{T}(t) \varphi+\mathcal{G}(u)(t)$. We deduce from (4.6.8) and Strichartz's estimate that for every $u \in E$,

$$
\begin{aligned}
& \|\mathcal{H}(u)\|_{L^{\infty}\left((-T, T), L^{2}\right)}+\|\mathcal{H}(u)\|_{L^{q}\left((-T, T), L^{r}\right)} \leq \\
& \quad C\|\varphi\|_{L^{2}}+C T^{\frac{1}{q^{\prime}}}\|g(0)\|_{L^{r^{\prime}}}+C T^{\frac{q-(\alpha+2)}{q}} K(M) M^{\alpha+1}
\end{aligned}
$$

Choosing $M=2 C\|\varphi\|_{L^{2}}$, we see that if $T$ is sufficiently small (depending on $\|\varphi\|_{L^{2}}$ ), $\mathcal{H}(u) \in E$ for all $u \in E$. Moreover, we deduce from (4.6.9) and Strichartz's estimate that, by possibly choosing $T$ smaller (but still depending on $\|\varphi\|_{L^{2}}$ ),

$$
\mathrm{d}(\mathcal{H}(u), \mathcal{H}(v)) \leq \frac{1}{2} \mathrm{~d}(u, v)
$$

for all $u, v \in E$. Thus $\mathcal{H}$ has a unique fixed point $u \in E$. Note that $g(u) \in$ $L^{q^{\prime}}\left((-T, T), L^{r^{\prime}}\left(\mathbb{R}^{N}\right)\right) \hookrightarrow L^{q^{\prime}}\left((-T, T), H^{-1}\left(\mathbb{R}^{N}\right)\right)$. It follows (see Section 1.6) that $\Rightarrow u \in C\left([-T, T], H^{-1}\left(\mathbb{R}^{N}\right)\right) \cap W^{1,1}\left((-T, T), H^{-3}\left(\mathbb{R}^{N}\right)\right)$ and $u$ satisfies (4.1.1) in $H^{-3}\left(\mathbb{R}^{N}\right)$ for a.a. $t \in(-T, T)$. This proves local existence.

STEP 2. Uniqueness. We first note that uniqueness is a local property, so that we need only establish it on possibly small intervals. To see this, we argue for positive times, the argument for negative times bing the same. Suppose we know that if $u, v \in C\left([0, T], L^{2}\left(\mathbb{R}^{N}\right)\right) \cap L^{q}\left((0, T), L^{r}\left(\mathbb{R}^{N}\right)\right)$ are any two solutions of (4.1.1), then $u=v$ on $(0, \tau)$ for $0<\tau \leq T$ sufficiently small. We may then define $0<\theta \leq T$ by

$$
\theta=\sup \{0<\tau<T ; u=v \text { on }(0, \tau)\}
$$

It follows that $u=v$ on $[0, \theta]$. If $\theta=T$, uniqueness follows, so we assume by contradiction that $\theta<T$. We see that $u_{1}(\cdot)=u(\theta+\cdot)$ and $v_{1}(\cdot)=v(\theta+\cdot)$ are two solutions of (4.1.1) with $\varphi$ replaced by $u(\theta)=v(\theta)$ on the interval $(0, T-\theta)$. By uniqueness for small time, we deduce that $u_{1}=v_{1}$ on some interval $[0, \varepsilon]$ with
$0<\varepsilon \leq T-\theta$. This means that $u=v$ on $[0, \theta+\varepsilon]$, contradicting the definition of $\theta$.

We now show uniqueness for small time. The proof of (4.6.9) indeed shows that

$$
\begin{aligned}
\|\mathcal{G}(u)-\mathcal{G}(v)\|_{L^{q}\left(I, L^{r}\right)} \leq & C|I|^{\frac{q-(\alpha+2)}{q}} K\left(\|u\|_{L^{\infty}\left(I, L^{2}\right)}+\|v\|_{L^{\infty}\left(I, L^{2}\right)}\right) \\
& \times\left(\|u\|_{L^{q}\left(I, L^{r}\right)}+\|v\|_{L^{q}\left(I, L^{r}\right)}\right)^{\alpha}\|u-v\|_{L^{q}\left(I, L^{r}\right)} .
\end{aligned}
$$

Since $\mathcal{G}(u)-\mathcal{G}(v)=u-v$, we deduce that if $|I|$ is sufficiently small; i.e., if $T$ is sufficiently small, then

$$
\|u-v\|_{L^{q}\left(I, L^{r}\right)} \leq \frac{1}{2}\|u-v\|_{L^{q}\left(I, L^{r}\right)}
$$

i.e., $u=v$ on $I$.

Step 3. The blowup alternative and continuous dependence. Arguing as in the proof of Theorem 3.3.9, we define the maximal solution by using the uniqueness property; and since $T$ depends on $\|\varphi\|_{L^{2}}$, we deduce the blowup alternative. Next, using again (4.6.9), we deduce easily that, if $\varphi, \psi \in L^{2}\left(\mathbb{R}^{N}\right)$ and if $u, v$ are the corresponding solutions of (4.1.1), then for some $T$ depending on $\|\varphi\|_{L^{2}},\|\psi\|_{L^{2}}$, $\mathrm{d}(u, v) \leq C\|\varphi-\psi\|_{L^{2}}$. Continuous dependence (property (iii)) follows easily (see the proof of Theorem 3.3.9).

Step 4. Proof of property (ii). Let $I \ni 0$ be a bounded interval and let $u \in L^{\infty}\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right) \cap L^{q}\left(I, L^{r}\left(\mathbb{R}^{N}\right)\right)$ be a solution of (4.1.1). We need to show that $u \in L^{\gamma}\left(I, L^{\rho}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair ( $q, r$ ). We note that the argument of proof of (4.6.6) shows that

$$
\|g(u)\|_{L^{q^{\prime}}\left(\left(I, L^{r^{\prime}}\right)\right.} \leq C|I|^{\frac{1}{q^{\prime}}}\|g(0)\|_{L^{r^{\prime}}}+C|I|^{\frac{q-(\alpha+2)}{q}} K\left(\|u\|_{L^{\infty}\left(I, L^{2}\right)}\right)\|u\|_{L^{4}\left(I, L^{r^{\prime}}\right)}^{\alpha+1} .
$$

In particular, $g(u) \in L^{q^{\prime}}\left(\left(I, L^{r^{\prime}}\left(\mathbb{R}^{N}\right)\right)\right.$ and the result follows from Strichartz's estimates.

Step 5. Proof of property (iv). Fix $\varepsilon>0$ and let $J_{\varepsilon}=(I-\varepsilon \Delta)^{-1}$. (The reader is referred to Proposition 1.5.2 and 1.5.3 for all the relevant properties of $J_{\varepsilon}$.) We define the nonlinearity $g_{\varepsilon}$ by

$$
\left.g_{\varepsilon}(w)=J_{\varepsilon} g\left(J_{\varepsilon} w\right)\right)
$$

for all $w \in L^{2}\left(\mathbb{R}^{N}\right)$. We observe that $J_{\varepsilon} w \in H^{1}\left(\mathbb{R}^{N}\right) \subset L^{2}\left(\mathbb{R}^{N}\right) \cap L^{r}\left(\mathbb{R}^{N}\right)$ so that $g\left(J_{\varepsilon} w\right) \in L^{r^{\prime}}\left(\mathbb{R}^{N}\right)$. Since $L^{r^{\prime}}\left(\mathbb{R}^{N}\right) \hookrightarrow H^{-1}\left(\mathbb{R}^{N}\right)$, we have $g_{\varepsilon}(u) \in H^{1}\left(\mathbb{R}^{N}\right)$. Moreover, since $J_{\varepsilon}$ is a contraction in $L^{p}\left(\mathbb{R}^{N}\right)$ for all $1 \leq p \leq \infty$, we see that $g_{\varepsilon}$ satisfies the assumption (4.6.3) uniformly in $\varepsilon>0$. Moreover,

$$
\left(g_{\varepsilon}(w), i w\right)_{L^{2}}=\left(g_{\varepsilon}(w), i w\right)_{L^{r^{\prime}}, L^{r}}=\left(g\left(J_{\varepsilon} w\right), i J_{\varepsilon} w\right)_{L^{r^{r}}, L^{r}}=0 .
$$

We now proceed as follows. Consider $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ and let $u$ be the corresponding solution of (4.1.1). Let $u_{\varepsilon}$ be the solutions of (4.1.1) with $g$ replaced by $g_{\varepsilon}$. Since $g_{\varepsilon}$ satisfies the assumption (4.6.3) uniformly in $\varepsilon>0$, we deduce from the estimates of Step 1 that $u_{\varepsilon}$ is defined on some interval $[-T, T]$ with $T$ independent of $\varepsilon>$ 0 . Since $g\left(J_{\varepsilon} u_{\varepsilon}\right) \in L^{q^{\prime}}(-T, T), L^{r^{\prime}}\left(\mathbb{R}^{N}\right)$ ) (see the estimates of Step 1), it follows that $g_{\varepsilon}\left(u_{\varepsilon}\right) \in L^{1}\left((-T, T), H^{1}\left(\mathbb{R}^{N}\right)\right)$. This implies that $u_{\varepsilon} \in C\left([-T, T], H^{1}\left(\mathbb{R}^{N}\right)\right)$.

Therefore, we may take the $H^{-1}-H^{1}$ duality product of equation (4.1.1) (with $g$ replaced by $g_{\varepsilon}$ ) by $i u_{\varepsilon}$, and we obtain

$$
\frac{1}{2} \frac{d}{d t}\left\|u_{\varepsilon}(t)\right\|_{L^{2}}^{2}=-\left(\Delta u_{\varepsilon}, i u_{\varepsilon}\right)_{H^{-1}, H^{1}}-\left(g_{\varepsilon}\left(u_{\varepsilon}\right), i u_{\varepsilon}\right)_{H^{-1}, H^{1}}=0
$$

so that

$$
\begin{equation*}
\left\|u_{\varepsilon}(t)\right\|_{L^{2}}=\|\varphi\|_{L^{2}} \tag{4.6.10}
\end{equation*}
$$

for $|t| \leq T$. We claim that, after possibly choosing $T$ smaller,

$$
\begin{equation*}
u_{\varepsilon} \underset{\varepsilon \downharpoonleft 0}{\longrightarrow} u \tag{4.6.11}
\end{equation*}
$$

in $L^{\infty}\left((-T, T), L^{2}\left(\mathbb{R}^{N}\right)\right)$. Indeed, we write

$$
g_{\varepsilon}\left(u_{\varepsilon}\right)-g(u)=g_{\varepsilon}\left(u_{\varepsilon}\right)-g_{\varepsilon}(u)+J_{\varepsilon}\left(g\left(J_{\varepsilon} u\right)-g(u)\right)+\left(J_{\varepsilon}-I\right) g(u)
$$

and we deduce that

$$
\begin{aligned}
& \left\|g_{\varepsilon}\left(u_{\varepsilon}\right)-g(u)\right\|_{L^{q^{\prime}}\left((-T, T), L^{r^{\prime}}\right)} \\
& \quad \leq\left\|g_{\varepsilon}\left(u_{\varepsilon}\right)-g_{\varepsilon}(u)\right\|_{L^{q^{\prime}}\left((-T, T), L^{r^{\prime}}\right)} \\
& \quad+\left\|g\left(J_{\varepsilon} u\right)-g(u)\right\|_{L^{q^{\prime}}\left((-T, T), L^{r^{\prime}}\right)}+\left\|\left(J_{\varepsilon}-I\right) g(u)\right\|_{L^{q^{\prime}}\left((-T, T), L^{r^{\prime}}\right)}
\end{aligned}
$$

Since $g(u) \in L^{q^{\prime}}\left((-T, T), L^{r^{\prime}}\left(\mathbb{R}^{N}\right)\right)$, we have

$$
\left\|\left(J_{\varepsilon}-I\right) g(u)\right\|_{L^{q^{\prime}}\left((-T, T), L^{r^{\prime}}\right)} \underset{\varepsilon \downarrow 0}{ } 0
$$

Next, since $J_{\varepsilon} u \rightarrow u$ in $L^{q}\left((-T, T), L^{r}\left(\mathbb{R}^{N}\right)\right)$, we deduce from (4.6.7) that

$$
\left\|g\left(J_{\varepsilon} u\right)-g(u)\right\|_{L^{q^{\prime}}\left((-T, T), L^{r^{\prime}}\right)} \underset{\varepsilon \downarrow 0}{ } 0 .
$$

We also deduce from (4.6.7) (applied to $g_{\varepsilon}$ ) that

$$
\left\|g_{\varepsilon}\left(u_{\varepsilon}\right)-g_{\varepsilon}(u)\right\|_{L^{q^{\prime}}\left((-T, T), L^{r^{\prime}}\right)} \leq C T^{\frac{q-(\alpha+2)}{q}}\left\|u_{\varepsilon}-u\right\|_{L^{q}\left((-T, T), L^{r}\right)}
$$

Using the above estimates and Strichartz's inequalities, we conclude that

$$
\begin{aligned}
\left\|u_{\epsilon}-u\right\|_{L^{\infty}\left((-T, T), L^{2}\right)}+\left\|u_{\varepsilon}-u\right\|_{L^{q}\left((-T, T), L^{r}\right)} & \\
& \leq a_{\varepsilon}+C T^{\frac{q-(a+2)}{q}}\left\|u_{\varepsilon}-u\right\|_{L^{q}\left((-T, T), L^{r}\right)}
\end{aligned}
$$

with $a_{\varepsilon} \rightarrow 0$ as $\varepsilon \downarrow 0$. Choosing $T$ sufficiently small, we obtain the claim (4.6.11). We then deduce from (4.6.10) and (4.6.11) that $\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}}$ for $|t| \leq T$. Replacing $\varphi$ by $u\left(t_{0}\right)$ for any $t_{0} \in\left(-T_{\max }, T_{\min }\right)$, we obtain that $\|u(t)\|_{L^{2}}$ is locally constant, hence constant. Finally, in the general case $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$, we approximate $\varphi$ in $L^{2}\left(\mathbb{R}^{N}\right)$ by $\left(\varphi_{n}\right)_{n \geq 0} \subset H^{1}\left(\mathbb{R}^{N}\right)$ and we use the continuous dependence to obtain the conservation of charge. Global existence follows from the blowup alternative.

ThEOREM 4.6.4. Let $g=g_{1}+\cdots+g_{k}$, where each of the $g_{j}$ 's satisfies (4.6.1)(4.6.3) for some exponents $r_{j}, \alpha_{j}$. Set

$$
\frac{2}{q_{j}}=N\left(\frac{1}{2}-\frac{1}{r_{j}}\right)
$$

and let $r=\max \left\{r_{1}, \ldots, r_{k}\right\}$ and $q=\min \left\{q_{1}, \ldots, q_{k}\right\}$. If $2+\alpha_{j}<q_{j}$ for $j=1, \ldots, k$, then all the conclusions of Theorem 4.6.1 hold.

Proof. Fix $M>0$ and consider ( $E, \mathrm{~d}$ ) defined by (4.6.4)-(4.6.5). We see (cf. the proof of (4.4.23)) that

$$
\|w\|_{L^{q_{j}}\left((-T, T), L^{r_{j}}\right)} \leq\|w\|_{L^{\infty}\left((-T, T), L^{2}\right)}^{\frac{2\left(r-r_{j}\right)}{r_{j}(r-2)}}\|w\|_{L^{q}\left((-T, T), L^{r}\right)}^{\frac{r\left(r_{j}-2\right)}{r_{j}(r-2)}} .
$$

In particular, $\|u\|_{L^{q_{j}}\left(\left(-T, T, L^{r_{j}}\right)\right.} \leq M$ for all $u \in E$ and $\|u-v\|_{L^{q_{j}}\left(\left(-T, T, L^{r_{j}}\right)\right.} \leq$ $\mathrm{d}(u, v)$ for all $u, v \in E$. We deduce (see the proof of (4.6.6)-(4.6.7)) that

$$
\begin{gathered}
\left\|g_{j}(u)\right\|_{\left.L^{q_{j}^{\prime}}(-T, T), L^{r_{j}^{\prime}}\right)} \leq C T^{\frac{1}{q_{j}^{\prime}}}\left\|g_{j}(0)\right\|_{L^{r^{\prime}}}+C T^{\frac{q_{j}-\left(\alpha_{j}+2\right)}{q_{j}}} K_{j}(M) M^{\alpha_{j}+1} \\
\left\|g_{j}(u)-g_{j}(v)\right\|_{\left.L^{q_{j}^{\prime}}(-T, T), L^{r_{j}^{\prime}}\right)} \leq C T^{\frac{q_{j}-\left(\alpha_{j}+2\right)}{q_{j}}} K_{j}(M) M^{\alpha_{j}} \mathrm{~d}(u, v)
\end{gathered}
$$

It follows that

$$
\mathcal{G}_{j}(u)(t)=i \int_{0}^{t} \mathcal{T}(t-s) g_{j}(u(s)) d s
$$

is well defined, that $\left.\mathcal{G}_{j}(u) \in C\left([-T, T], L^{2}\left(\mathbb{R}^{N}\right)\right) \cap L^{\gamma}(-T, T), L^{\rho}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(\gamma, \rho)$, and that

$$
\begin{gathered}
\left\|\mathcal{G}_{j}(u)\right\|_{\left.L^{\gamma}(-T, T), L^{\rho}\right)} \leq C T^{\frac{1}{q_{j}^{\prime}}}\left\|g_{j}(0)\right\|_{L^{r^{\prime}}}+C T^{\frac{q_{j}-\left(\alpha_{j}+2\right)}{q_{j}}} K_{j}(M) M^{\alpha_{j}+1} \\
\left\|\mathcal{G}_{j}(u)-\mathcal{G}_{j}(v)\right\|_{\left.L^{\gamma}(-T, T), L^{\rho}\right)} \leq C T^{\frac{q_{j}-\left(\alpha_{j}+2\right)}{q_{j}}} K_{j}(M) M^{\alpha_{j}} \mathrm{~d}(u, v)
\end{gathered}
$$

Given $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$, set now $\mathcal{H}(u)(t)=\mathfrak{T}(t) \varphi+\mathcal{G}_{1}(u)(t)+\cdots+\mathcal{G}_{k}(u)(t)$. We deduce that for every $u \in E$,

$$
\begin{aligned}
& \|\mathcal{H}(u)\|_{\left.L^{\infty}(-T, T), L^{2}\right)}+\|\mathcal{H}(u)\|_{\left.L^{q}(-T, T), L^{r}\right)} \leq \\
& C\|\varphi\|_{L^{2}}+C \sum_{j=1}^{k}\left(T^{\frac{1}{q_{j}^{\prime}}}\left\|g_{j}(0)\right\|_{L^{r^{\prime}}}+T^{\frac{q_{j}-\left(\alpha_{j}+2\right)}{q_{j}}} K_{j}(M) M^{\alpha_{j}+1}\right)
\end{aligned}
$$

Choosing $M=2 C\|\varphi\|_{L^{2}}$, we see that if $T$ is sufficiently small (depending on $\|\varphi\|_{L^{2}}$ ), $\mathcal{H}(u) \in E$ for all $u \in E$. Similarly, one shows that, by possibly choosing $T$ smaller (but still depending on $\|\varphi\|_{L^{2}}$ ) $\mathrm{d}(\mathcal{H}(u), \mathcal{H}(v)) \leq \mathrm{d}(u, v) / 2$ for all $u, v \in E$. Thus $\mathcal{H}$ has a unique fixed point $u \in E$. The rest of the proof of Theorem 4.6.1 is easily adapted.

Let us now give an example, of application of Theorem 4.6.4. Consider $V \in$ $L^{\delta}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $\delta \geq 1, \delta>N / 2$ and $W \in L^{\sigma}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $\sigma \geq 1, \sigma>N / 2$. Let $f: \mathbb{R}^{N} \times \mathbb{C} \rightarrow \mathbb{C}$ be measurable in $x \in \mathbb{R}^{N}$ and continuous in $z \in \mathbb{C}$. Suppose that $f(x, 0)=0$ for all $x \in \mathbb{R}^{N}$ and that

$$
\left|f\left(x, z_{1}\right)-f\left(x, z_{2}\right)\right| \leq C\left(1+\left|z_{1}\right|+\left|z_{2}\right|\right)^{\beta}\left|z_{1}-z_{2}\right|
$$

for some $0 \leq \beta<4 / N$. Set

$$
g(u)=V u+f(\cdot, u(\cdot))+\left(W \star|u|^{2}\right) u
$$

We have the following result.
Corollary 4.6.5. If $g$ is as above, then the conclusions of Theorem 4.6.4 hold. Moreover, if $V$ and $W$ are real valued and if $f(x, z) \bar{z} \in \mathbb{R}$ for all $z \in \mathbb{C}$ and $x \in \mathbb{R}^{N}$, then there is conservation of charge and all solutions are global.

Proof. We let $V=V_{1}+V_{2}$ with $V_{1} \in L^{\delta}\left(\mathbb{R}^{N}\right)$ and $V_{2} \in L^{\infty}\left(\mathbb{R}^{N}\right), W=W_{1}+W_{2}$ with $W_{1} \in L^{\sigma}\left(\mathbb{R}^{N}\right)$ and $W_{2} \in L^{\infty}\left(\mathbb{R}^{N}\right)$. We need only show that each of the terms $V_{1} u, V_{2} u, f(\cdot, u(\cdot)),\left(W_{1} \star|u|^{2}\right) u$ and $\left(W_{2} \star|u|^{2}\right) u$ satisfies the assumptions of Theorem 4.6.4. It is immediate that $V_{1} u$ (respectively, $V_{2} u$ ) satisfies the assumptions with $K(M) \equiv C, \alpha=0$, and $r=2 \delta /(\delta-1)$ (respectively, $r=2$ ). Applying Hölder's and Young's inequalities, one easily verifies that ( $W_{1} \star|u|^{2}$ ) $u$ (respectively, $\left.\left(W_{2} \star|u|^{2}\right) u\right)$ satisfy the assumptions with $K(M)=M^{2}, \alpha=0$, and $r=2 \sigma /(\sigma-1)$ (respectively, $r=2$ ). Finally, one may write $f(x, z)=f_{1}(x, z)+f_{2}(x, z)$, where $f_{1}$ is Lipschitz continuous in $z$, uniformly in $x$, and

$$
\left|f_{2}\left(x, z_{1}\right)-f_{2}\left(x, z_{2}\right)\right| \leq C\left(\left|z_{1}\right|^{\beta}+\left|z_{2}\right|^{\beta}\right)\left|z_{1}-z_{2}\right|
$$

for a.a. $x \in \mathbb{R}^{N}$ and all $z_{1}, z_{2} \in \mathbb{C}$. One easily verifies that $f_{1}(\cdot, u(\cdot))$ (respectively, $\left.f_{2}(\cdot, u(\cdot))\right)$ satisfies the assumptions with $K(M) \equiv C$ and with $\alpha=0$ and $r=2$ (respectively, $\alpha=\beta$ and $r=\beta+2$ ).

### 4.7. A Critical Case in $L^{\mathbf{2}}\left(\mathbb{R}^{N}\right)$

If we consider the model case $g(u)=\lambda|u|^{\alpha} u$ with $\lambda \in \mathbb{C}$ and $\alpha>0$, it follows from Corollary 4.6 .5 that the initial-value problem (4.1.3) is locally well posed (in an appropriate sense) in $L^{2}\left(\mathbb{R}^{N}\right)$ if $\alpha<4 / N$. In the limiting case $\alpha=4 / N$, the method we presented does not apply at several steps. However, an appropriate refinement of this method yields local well-posedness, and below is a typical result. (See Cazenave and Weissler [69].)

TheOrem 4.7.1. Let $g(u)=\lambda|u|^{\alpha} u$ with $\lambda \in \mathbb{C}$ and $\alpha=4 / N$. For every $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$, there exist $T_{\max }, T_{\min } \in(0, \infty]$ and a unique, maximal solution $u \in C\left(\left(-T_{\min }, T_{\max }\right), L^{2}\left(\mathbb{R}^{N}\right)\right) \cap L_{\mathrm{loc}}^{\alpha+2}\left(\left(-T_{\min }, T_{\max }\right), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$ of (4.1.3). Moreover, the following properties hold:
(i) (Blowup alternative.) If $T_{\max }<\infty$ (respectively, $T_{\min }<\infty$ ), then $\|u\|_{L^{q}\left(\left(0, T_{\max }\right), L^{r}\right)}=\infty$ (respectively, $\left.\|u\|_{L^{q}\left(\left(-T_{\min }, 0\right), L^{r}\right)}=\infty\right)$ for every admissible pair $(q, r)$ with $r \geq \alpha+2$.
(ii) $u \in L_{\mathrm{loc}}^{q}\left(\left(-T_{\min }, T_{\max }\right), L^{r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(q, r)$.
(iii) If, in addition, $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$, then $u \in C\left(\left(-T_{\min }, T_{\max }\right), H^{1}\left(\mathbb{R}^{N}\right)\right)$.
(iv) (Conservation of charge.) If $\lambda \in \mathbb{R}$, then $\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}}$ for all $t \in$ $\left(-T_{\min }, T_{\max }\right)$.
(v) (Continuous dependence.) The mappings $\varphi \mapsto T_{\min }, T_{\max }$ are lower-semicontinuous $L^{2}\left(\mathbb{R}^{N}\right) \rightarrow(0, \infty]$. If $\varphi_{n} \rightarrow \varphi$ in $L^{2}\left(\mathbb{R}^{N}\right)$ and if $u_{n}$ denotes the corresponding solutions of (4.1.3), then $u_{n} \rightarrow u$ in $L^{q}\left(I, L^{r}\left(\mathbb{R}^{N}\right)\right.$ ) for every interval $I \Subset\left(-T_{\min }, T_{\max }\right)$ and every admissible pair $(q, r)$.

REmark 4.7.2. Arguing as in Remark 4.6.2, we see that if $u$ is as in Theorem 4.7.1, then equation (4.1.3) makes sense in $H^{-2}\left(\mathbb{R}^{N}\right)$ for a.a. $t \in\left(-T_{\min }, T_{\max }\right)$.

Proof of Theorem 4.7.1. Consider an interval $I \subset \mathbb{R}$ with $0 \in I$ and let $u, v \in$ $L^{\alpha+2}\left(I, L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$. It follows from the estimate

$$
\left||u|^{\alpha} u-|v|^{\alpha} v\right| \leq(\alpha+1)\left(|u|^{\alpha}+|v|^{\alpha}\right)|u-v|
$$

and Hölder's inequality that

$$
\begin{align*}
& \left\||u|^{\alpha} u-|v|^{\alpha} v\right\|_{L^{\frac{\alpha+2}{\alpha+1}}\left(I, L^{\frac{\alpha+2}{\alpha+1}}\right)} \leq \\
& \quad(\alpha+1)\left(\|u\|_{L^{\alpha+2}\left(I, L^{\alpha+2}\right)}^{\alpha}+\|v\|_{L^{\alpha+2}\left(I, L^{\alpha+2}\right)}^{\alpha}\right)\|u-v\|_{L^{\alpha+2}\left(I, L^{\alpha+2}\right)} \tag{4.7.1}
\end{align*}
$$

Setting

$$
\mathcal{G}(u)(t)=\int_{0}^{t} \mathcal{T}(t-s)|u(s)|^{\alpha} u(s) d s
$$

it follows from (4.7.1) and Strichartz's estimates that

$$
\mathcal{G}(u) \in C\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right) \cap L^{q}\left(I, L^{r}\left(\mathbb{R}^{N}\right)\right)
$$

for every admissible pair ( $q, r$ ), and that

$$
\begin{equation*}
\|\mathcal{G}(u)\|_{L^{q}\left(I, L^{r}\right)} \leq C\|u\|_{L^{\alpha+2}\left(I, L^{\alpha+2}\right)}^{\alpha+1} \tag{4.7.2}
\end{equation*}
$$

and

$$
\begin{align*}
& \|\mathcal{G}(u)-\mathcal{G}(v)\|_{L^{q}\left(I, L^{r}\right)} \leq \\
& \quad C\left(\|u\|_{L^{\alpha+2}\left(I, L^{\alpha+2}\right)}^{\alpha}+\|v\|_{L^{\alpha+2}\left(I, L^{\alpha+2}\right)}^{\alpha}\right)\|u-v\|_{L^{\alpha+2}\left(I, L^{\alpha+2}\right)} \tag{4.7.3}
\end{align*}
$$

for some constant $C$ independent of $I$. We now proceed in four steps.
STEP 1. There exists $\delta>0$ such that if $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$ satisfies

$$
\begin{equation*}
\|\mathcal{T}(\cdot) \varphi\|_{L^{\alpha+2}\left(I, L^{\alpha+2}\right)}<\delta \tag{4.7.4}
\end{equation*}
$$

for some interval $I \subset \mathbb{R}$ containing 0 , then there exists a unique solution $u \in$ $C\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right) \cap L^{\alpha+2}\left(I, L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$ of (4.1.3). In addition, $u \in L^{q}\left(I, L^{r}\left(\mathbb{R}^{N}\right)\right)$ for any admissible pair ( $q, r$ ). Moreover, if $\varphi, \psi \in L^{2}\left(\mathbb{R}^{N}\right)$ both satisfy (4.7.4) and if $u, v$ denote the corresponding solutions of (4.1.3), then

$$
\begin{equation*}
\|u-v\|_{L^{\infty}\left(I, L^{2}\right)}+\|u-v\|_{L^{\alpha+2}\left(I, L^{\alpha+2}\right)} \leq K\|\varphi-\psi\|_{L^{2}} \tag{4.7.5}
\end{equation*}
$$

for some constant $K$ independent of $T, u$, and $v$.
Indeed, fix $\delta>0$, to be chosen later, and let $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$ satisfy (4.7.4). Consider the set

$$
E=\left\{u \in L^{\alpha+2}\left(I, L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right) ;\|u\|_{L^{\alpha+2}\left(I, L^{\alpha+2}\right)} \leq 2 \delta\right\}
$$

so that $(E, \mathrm{~d})$ is a complete metric space with $\mathrm{d}(u, v)=\|u-v\|_{L^{\alpha+2}\left(I, L^{\alpha+2}\right)}$. For $u \in E$, set

$$
\mathcal{H}(u)(t)=\mathcal{T}(t) \varphi+i \lambda \int_{0}^{t} \mathcal{T}(t-s)|u(s)|^{\alpha} u(s) d s
$$

for $t \in I$. It follows easily from (4.7.2), (4.7.3), and (4.7.4) that if $\delta$ is small enough (independently of $\varphi$ and $I$ ), then $\mathcal{H}$ is a strict contraction on $E$. Thus $\mathcal{H}$ has a fixed point $u$, which is the unique solution of (4.1.3) in $E$.

Applying (4.7.2) and Strichartz's estimates, we see that $u \in C\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right) \cap$ $L^{q}\left(I, L^{r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair ( $q, r$ ). (4.7.5) follows easily from (4.7.3) and Strichartz's estimates.

We now show uniqueness (without any smallness assumption). Let $I \ni 0$ and consider two solutions $u, v \in L^{\alpha+2}\left(I, L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$ of (4.1.3). Uniqueness being a
local property, we need only show that if $0 \in J \subset I$ with $|J|$ sufficiently small, then $u=v$ on $J$ (see Step 2 of the proof of Theorem 4.6.1). We note that

$$
\begin{equation*}
\|u\|_{L^{\alpha+2}\left(J, L^{\alpha+2}\right)}^{\alpha}+\|v\|_{L^{\alpha+2}\left(J, L^{\alpha+2}\right)}^{\alpha} \rightarrow 0 \quad \text { as }|J| \downarrow 0 \tag{4.7.6}
\end{equation*}
$$

It follows from (4.7.3) that

$$
\begin{aligned}
& \|u-v\|_{L^{\alpha+2}\left(J, L^{\alpha+2}\right)} \leq \\
& \quad C\left(\|u\|_{L^{\alpha+2}\left(J, L^{\alpha+2}\right)}^{\alpha}+\|v\|_{L^{\alpha+2}\left(J, L^{\alpha+2}\right)}^{\alpha}\right)\|u-v\|_{L^{\alpha+2}\left(J, L^{\alpha+2}\right)}
\end{aligned}
$$

We deduce from (4.7.6) that if $|J|$ is sufficiently small, then

$$
C\left(\|u\|_{L^{\alpha+2}\left(J, L^{\alpha+2}\right)}^{\alpha}+\|v\|_{L^{\alpha+2}\left(J, L^{\alpha+2}\right)}^{\alpha}\right)<1
$$

and we conclude that $\|u-v\|_{L^{\alpha+2}\left(J, L^{\alpha+2}\right)}=0$, i.e., $u=v$ on $J$.
Step 2. For $u$ as in Step 1, we show that if $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$, then $u \in$ $C\left(I, H^{1}\left(\mathbb{R}^{N}\right)\right)$. It follows from Corollary 4.3 .4 that (4.1.3) has a solution $v \in$ $C\left(\left(-T_{\min }, T_{\max }\right), H^{1}\left(\mathbb{R}^{N}\right)\right)$. This $v$ is in particular an $L^{2}$ solution, so that by uniqueness $u$ and $v$ coincide as long as they are both defined. Therefore, we need only show that $I \subset\left(-T_{\min }, T_{\max }\right)$. Assuming $I=(a, b)$, suppose $b>T_{\max }$. Since the equation (4.1.3) is invariant by space translations and since the gradient is the limit of the finite differences quotient, we deduce easily from (4.7.5) that

$$
\|\nabla v\|_{L^{\infty}\left(\left(0, T_{\max }\right), L^{2}\right)} \leq C\|\nabla \varphi\|_{L^{2}},
$$

which contradicts the blowup alternative for the $H^{1}$ solutions. Thus $T_{\max }>b$ and one shows by the same argument that $a>-T_{\text {min }}$.

STEP 3. For $u$ as in Step 1, we show that there is conservation of charge. Indeed, let $\varphi_{n} \rightarrow \varphi$ in $L^{2}\left(\mathbb{R}^{N}\right)$, with $\varphi_{n} \in H^{1}\left(\mathbb{R}^{N}\right)$. It follows from Strichartz's estimates that for $n$ large enough, $\varphi_{n}$ satisfies (4.7.4), so that by (4.7.5), $u_{n} \rightarrow u$ in $C\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right)$, where $u_{n}$ is the solution associated to $\varphi_{n}$. On the other hand, we deduce from Step 2 that $u_{n}$ is an $H^{1}$ solution, so that $\left\|u_{n}(t)\right\|_{L^{2}}=\left\|\varphi_{n}\right\|_{L^{2}}$ for all $t \in I$. Passing to the limit as $n \rightarrow \infty$, we obtain $\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}}$ for all $t \in I$.

STEP 4. Let $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$. Since $\mathcal{T}(\cdot) \varphi \in L^{\alpha+2}\left(\mathbb{R}, L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$ by Strichartz's estimates, we have $\|\mathcal{T}(\cdot) \varphi\|_{L^{\alpha+2}\left((-T, T), L^{\alpha+2}\right)} \rightarrow 0$ as $T \downarrow 0$. Therefore, (4.7.4) is satisfied for $T$ small enough, and we can apply Step 1 to construct a unique local solution. Using uniqueness, we define the maximal solution $u \in C\left(\left(-T_{\min }, T_{\max }\right)\right.$, $L^{2}\left(\mathbb{R}^{N}\right)$ ) (as in the proof of Theorem 3.3.9). It remains to establish the blowup alternative and the continuous dependence. We argue for positive times, the argument for negative times being the same. We show the blowup alternative by contradiction. Suppose that $T_{\max }<\infty$ and that $\|u\|_{L^{\alpha+2}\left(\left(0, T_{\max }\right), L^{\alpha+2}\right)}<\infty$. Let $0 \leq t \leq t+s<T_{\max }$. It follows that

$$
\mathcal{T}(s) u(t)=u(t+s)-i \lambda \int_{0}^{s} \mathcal{T}(s-\sigma)|u(t+\sigma)|^{\alpha} u(t+\sigma) d \sigma
$$

By (4.7.2), there exists $C$ such that

$$
\begin{aligned}
& \|\mathcal{T}(\cdot) u(t)\|_{L^{\alpha+2}\left(\left(0, T_{\max }-t\right), L^{\alpha+2}\right)} \leq \\
& \|u\|_{L^{\alpha+2}\left(\left(t, T_{\max }\right), L^{\alpha+2}\right)}+C\|u\|_{L^{\alpha+2}\left(\left(t, T_{\max }\right), L^{\alpha+2}\right)}^{\alpha+1}
\end{aligned}
$$

Therefore for $t$ close enough to $T_{\max }$,

$$
\|\mathfrak{T}(\cdot) u(t)\|_{L^{\alpha+2}\left(\left(0, T_{\max }-t\right), L^{\alpha+2}\right)}<\frac{\delta}{2}
$$

By Step $1, u$ can be extended after $T_{\max }$, which is a contradiction. This shows that

$$
\|u\|_{L^{\alpha+2}\left(\left(0, T_{\max }\right), L^{\alpha+2}\right)}=\infty .
$$

Let now ( $q, r$ ) be an admissible pair such that $r>\alpha+2$. It follows from Hölder's inequality that for any $T<T_{\text {max }}$,

$$
\|u\|_{L^{\alpha+2}\left((0, T), L^{\alpha+2}\right)} \leq\|u\|_{L^{\infty}\left((0, T), L^{2}\right)}^{\mu}\|u\|_{L^{q}\left((0, T), L^{r}\right)}^{1-\mu} \leq\|\varphi\|_{L^{2}}^{\mu}\|u\|_{L^{q}\left((0, T), L^{r}\right)}^{1-\mu}
$$

with $\mu=\frac{2(r-\alpha-2)}{(\alpha+2)(r-2)}$. Letting $T \uparrow T_{\max }$, we obtain $\|u\|_{L^{q}\left(\left(0, T_{\max }\right), L^{r}\right)}=\infty$.
Finally, we show the continuous dependence. Consider $T<T_{\max }$. Since $u \in C\left([0, T], L^{2}\left(\mathbb{R}^{N}\right)\right)$, it follows from Strichartz's estimates and an obvious compactness argument that there exists $\tau>0$ such that

$$
\|\mathcal{T}(\cdot) u(t)\|_{L^{\alpha+2}\left((0, \tau), L^{\alpha+2}\right)} \leq \frac{\delta}{2}
$$

for all $t \in[0, T]$, where $\delta$ is as in (4.7.4). Fix an integer $n$ such that $T \leq n \tau$, let $K \geq$ 1 be the constant in (4.7.5), and let $M$ be such that $\|\mathcal{T}(\cdot) v\|_{L^{\alpha+2}\left(\mathbb{R}, L^{\alpha+2}\right)} \leq M\|v\|_{L^{2}}$. Let $\varepsilon>0$ be small enough so that $M K^{n-1} \varepsilon<\delta / 2$. We claim that if $\|\varphi-\psi\|_{L^{2}} \leq \varepsilon$, then $T_{\max }(\psi)>T$ and $\|u-v\|_{C\left([0, T], L^{2}\right)}+\|u-v\|_{L^{\alpha+2}\left((0, T), L^{\alpha+2}\right)} \leq n K^{n}\|\varphi-\psi\|_{L^{2}}$, where $v$ is the solution corresponding to the initial value $\psi$. Indeed, if $\|\varphi-\psi\|_{L^{2}} \leq \varepsilon$, then

$$
\begin{aligned}
\|\mathcal{T}(\cdot) \psi\|_{L^{\alpha+2}\left((0, T / n), L^{\alpha+2}\right)} \leq & \|\mathfrak{T}(\cdot) \varphi\|_{L^{\alpha+2}\left((0, T / n), L^{\alpha+2}\right)} \\
& +\|\mathcal{T}(\cdot)(\varphi-\psi)\|_{L^{\alpha+2}\left((0, T / n), L^{\alpha+2}\right)} \\
\leq & \frac{\delta}{2}+M \varepsilon<\delta .
\end{aligned}
$$

Therefore, it follows from Step 1 that $T_{\max }(\psi)>T / n$ and that

$$
\|u-v\|_{C\left([0, T / n], L^{2}\right)}+\|u-v\|_{L^{\alpha+2}\left((0, T / n), L^{\alpha+2}\right)} \leq K\|\varphi-\psi\|_{L^{2}}
$$

In particular, $\|u(T / n)-v(T / n)\|_{L^{2}} \leq K \varepsilon$. The claim follows by iterating this argument $n$ times. This completes the proof.

REmark 4.7.3. The blowup alternative in Theorem 4.7.1 is not very handy, since it does not concern the $L^{2}$ norm of $u$. In fact, despite of the conservation of charge when $\lambda \in \mathbb{R}, T_{\min }$ and $T_{\max }$ can be finite in some cases. For example, assume $\lambda>0$ and let $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ be such that $|\cdot| \varphi(\cdot) \in L^{2}\left(\mathbb{R}^{N}\right)$ and $E(\varphi)<0$. It follows from Theorem 6.5.4 below that $u$ blows up in $H^{1}$ for both $t>0$ and $t<0$. Therefore, $T_{\max }<\infty$ and $T_{\min }<\infty$, by Theorem 4.7.1(iii).

REMARK 4.7.4. We conjecture that if $\lambda<0$, then $T_{\min }=T_{\max }=\infty$ for all $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$. However, we only have the following partial result. Assume $\lambda<0$, and suppose that $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$ is such that $x \varphi(x) \in L^{2}\left(\mathbb{R}^{N}\right)$. It follows that $T_{\max }=T_{\min }=\infty$ and, in addition, $u \in L^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(q, r)$. Indeed, consider a sequence $\left(\varphi_{n}\right)_{n \geq 0} \subset H^{1}\left(\mathbb{R}^{N}\right)$, with $\varphi_{n} \underset{n \rightarrow \infty}{\longrightarrow} \varphi$ in $L^{2}\left(\mathbb{R}^{N}\right)$ and $x \varphi_{n}(x)$ bounded in $L^{2}\left(\mathbb{R}^{N}\right)$. The corresponding solutions satisfy $u_{n} \in C\left(\mathbb{R}, H^{1}\left(\mathbb{R}^{N}\right)\right)$ and $|\cdot| u_{n} \in C\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{N}\right)\right)$ (see Lemma 6.5.2 below), and
from the pseudoconformal conservation law (see Theorem 7.2.1 below), we see that $\left\|u_{n}(t)\right\|_{L^{\alpha+2}}^{\alpha+2} \leq C t^{-2}$ for all $t \in \mathbb{R}$. By continuous dependence, this implies that $\|u(t)\|_{L^{\alpha+2}}^{\alpha+2} \leq C t^{-2}$ for a.a. $t \in\left(-T_{\min }, T_{\max }\right)$. In particular, we see that if $T_{\max }<\infty$, then $u \in L^{\alpha+2}\left(\left(0, T_{\max }\right), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$, which contradicts the blowup alternative (note that $u \in L^{\alpha+2}\left((0, T), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right.$ ) for all $0<T<T_{\max }$ ). We see as well that $T_{\min }=\infty$. In addition, it is clear that the above estimate implies that $u \in L^{\alpha+2}\left(\mathbb{R}, L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$. The estimate for an arbitrary admissible pair follows easily from Strichartz's estimates.

REmARK 4.7.5. There exists $\eta>0$ such that if

$$
\begin{equation*}
\|\mathcal{T}(\cdot) \varphi\|_{L^{\alpha+2}\left(\mathbb{R}, L^{\alpha+2}\right)}<\eta \tag{4.7.7}
\end{equation*}
$$

then $T_{\min }=T_{\max }=\infty$. Moreover, $u \in L^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(q, r)$. This follows easily from Step 1 of the proof of Theorem 4.7 .1 (see in particular (4.7.4)). However, this conclusion does not hold in general for large data. Indeed, if $\lambda>0$, there exist nontrivial solutions (standing waves) of the form $u(t, x)=e^{i \omega t} \phi(x)$, with $\phi \in H^{1}\left(\mathbb{R}^{N}\right), \phi \neq 0$ (see Section 7.2). These solutions obviously do not belong to $L^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{N}\right)\right.$ ) if $q<\infty$. On the other hand, by Strichartz's estimates, (4.7.7) is satisfied if $\|\varphi\|_{L^{2}}<\mu$ for $\mu$ small enough.

## 4.8. $H^{2}$ Solutions

In this section we construct $H^{2}$ solutions by a fixed-point argument, and we follow the proof of Kato [203, 204]. See also Y. Tsutsumi [340]. We note that obtaining $H^{2}$ estimates by differentiating twice the equation in space would require that the nonlinearity is sufficiently smooth (see Section 4.9 below). Instead, we differentiate the equation once in time, and then deduce $H^{2}$ estimates by the equation.

Let $g: H^{2}\left(\mathbb{R}^{N}\right) \rightarrow L^{2}\left(\mathbb{R}^{N}\right)$. Assume there exist $0 \leq s<2$ and $2 \leq r, \rho<$ $2 N /(N-2)(2 \leq r, \rho<\infty$ if $N=1)$ such that

$$
\begin{equation*}
g \in C\left(H^{s}\left(\mathbb{R}^{N}\right), L^{2}\left(\mathbb{R}^{N}\right)\right) \text { is bounded on bounded sets } \tag{4.8.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\|g(u)-g(v)\|_{L^{\rho^{\prime}}} \leq L(M)\|u-v\|_{L^{r}} \tag{4.8.2}
\end{equation*}
$$

for all $u, v \in H^{2}\left(\mathbb{R}^{N}\right)$ such that $\|u\|_{H^{s}},\|v\|_{H^{s}} \leq M$.
THEOREM 4.8.1. Let $g=g_{1}+\cdots+g_{k}$, where each of the $g_{j}$ 's satisfies the conditions (4.8.1)-(4.8.2) for some exponent $s_{j}, r_{j}, \rho_{j}$ and some function $L_{j}(M)$. For every $\varphi \in H^{2}\left(\mathbb{R}^{N}\right)$, there exist $T_{\max }, T_{\min }>0$ and a unique, maximal solution $u \in C\left(\left(-T_{\min }, T_{\max }\right), H^{2}\left(\mathbb{R}^{N}\right)\right) \cap C^{1}\left(\left(-T_{\min }, T_{\max }\right), L^{2}\left(\mathbb{R}^{N}\right)\right)$ of (4.1.1). Moreover, the following properties hold:
(i) $u \in W_{\mathrm{loc}}^{1, q}\left(\left(-T_{\min }, T_{\max }\right), L^{r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(q, r)$.
(ii) (Blowup alternative) If $T_{\max }<\infty$ (respectively, $T_{\min }<\infty$ ), then $\|u(t)\|_{H^{2}} \rightarrow \infty$ as $t \uparrow T_{\max }$ (respectively, as $t \downarrow-T_{\text {min }}$ ).
(iii) $u$ depends continuously on $\varphi$ in the following sense. There exists $T>$ 0 depending on $\|\varphi\|_{H^{2}}$ such that if $\varphi_{n} \rightarrow \varphi$ in $H^{2}\left(\mathbb{R}^{N}\right)$ and if $u_{n}$ is the corresponding solution of (4.1.1), then $u_{n}$ is defined on $[-T, T]$ for
$n$ large enough and $\left\|u_{n}\right\|_{L^{\infty}\left((-T, T), H^{2}\right)}$ is bounded. Moreover $u_{n} \rightarrow u$ in $C\left([-T, T], H^{s}\left(\mathbb{R}^{N}\right)\right)$ as $n \rightarrow \infty$ for all $0 \leq s<2$.
(iv) If $(g(w), i w)_{L^{2}}=0$ for all $w \in H^{2}\left(\mathbb{R}^{N}\right)$, then there is conservation of charge; i.e., $\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}}$ for all $t \in\left(-T_{\min }, T_{\max }\right)$.
(v) If for every $j$ there exists $G_{j} \in C^{1}\left(H^{2}\left(\mathbb{R}^{N}\right), \mathbb{R}\right)$ such that $g_{j}=G_{j}^{\prime}$, then there is conservation of energy; i.e., $E(u(t))=E(\varphi)$ for all $t \in\left(-T_{\min }, T_{\max }\right)$, where $E$ is defined by (3.3.9) with $G=G_{1}+\cdots+G_{k}$.

For the proof of Theorem 4.8 .1 we will use the following lemmas.
LEMMA 4.8.2. Let $\varphi \in H^{2}\left(\mathbb{R}^{N}\right)$ and set $v(t)=\mathcal{T}(t) \varphi$. It follows that $v \in$ $C\left(\mathbb{R}, H^{2}\left(\mathbb{R}^{N}\right)\right)$ and $\|v\|_{L^{\infty}\left(\mathbb{R}, H^{2}\right)} \leq\|\varphi\|_{H^{2}}$. Moreover, if $(q, r)$ is any admissible pair, then $v \in C^{1}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{N}\right)\right) \cap W^{1, q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{N}\right)\right)$ and there exists $C$ independent of $\varphi$ such that $\|v\|_{W^{1, q}\left(\mathbb{R}, L^{r}\right)} \leq C\|\varphi\|_{H^{2}}$.

Proof. The result follows from Strichartz's estimates and the identity $v_{t}=i \Delta v=$ $i \mathcal{T}(t) \Delta \varphi$.

LEMMA 4.8.3. Let $g$ satisfy (4.8.1). It follows that $g(u) \in L^{\infty}\left(J, L^{2}\left(\mathbb{R}^{N}\right)\right)$ for every interval $J \subset \mathbb{R}$ and every $u \in L^{\infty}\left(J, H^{s}\left(\mathbb{R}^{N}\right)\right)$. Moreover, there exists a continuous function $K:(0, \infty) \rightarrow(0, \infty)$ such that

$$
\begin{equation*}
\|g(u)\|_{L^{\infty}\left(J, L^{2}\right)} \leq K(M) \tag{4.8.3}
\end{equation*}
$$

for every $u \in L^{\infty}\left(J, H^{s}\left(\mathbb{R}^{N}\right)\right)$ with $\|u\|_{L^{\infty}\left(J, H^{s}\right)} \leq M$.
Proof. This is an immediate consequence of (4.8.1).
LEMMA 4.8.4. Let $g$ satisfy (4.8.1)-(4.8.2). Let $q$ and $\gamma$ be such that $(q, r)$ and $(\gamma, \rho)$ are admissible pairs. It follows that $\frac{d}{d t} g(u) \in L^{\gamma^{\prime}}\left(J, L^{\rho^{\prime}}\left(\mathbb{R}^{N}\right)\right)$. Moreover,

$$
\begin{equation*}
\left\|\frac{d}{d t} g(u)\right\|_{L^{\gamma^{\prime}}\left(J, L^{\rho^{\prime}}\right)} \leq L(M)\left\|u_{t}\right\|_{L^{\gamma^{\prime}}\left(J, L^{r}\right)} \tag{4.8.4}
\end{equation*}
$$

and in particular

$$
\begin{equation*}
\left\|\frac{d}{d t} g(u)\right\|_{L^{\gamma^{\prime}}\left(J, L^{\rho^{\prime}}\right)} \leq L(M)|J|^{1-\frac{1}{\gamma}-\frac{1}{q}}\left\|u_{t}\right\|_{L^{q}\left(J, L^{r}\right)} \tag{4.8.5}
\end{equation*}
$$

for every interval $J \subset \mathbb{R}$ and every $u \in L^{\infty}\left(J, H^{s}\left(\mathbb{R}^{N}\right)\right)$ with $u_{t} \in L^{q}\left(J L^{r}\left(\mathbb{R}^{N}\right)\right)$ and $\|u\|_{L^{\infty}\left(J, H^{s}\right)} \leq M$.

Proof. (4.8.4) is a consequence of (4.8.2) and Proposition 1.3 .12 (applied to $f(t)=g(u(t))-g\left(u\left(t_{0}\right)\right)$, where $t_{0} \in J$ is fixed $)$.

LEmma 4.8.5. Let $J \ni 0$ be a bounded interval, let $(\gamma, \rho)$ be an admissible pair, and consider $f \in L^{\infty}\left(J, L^{2}\left(\mathbb{R}^{N}\right)\right)$ such that $f_{t} \in L^{\gamma^{\prime}}\left(J, L^{\rho^{\prime}}\left(\mathbb{R}^{N}\right)\right)$. If

$$
v(t)=i \int_{0}^{t} \mathcal{T}(t-s) f(s) d s \quad \text { for all } t \in J
$$

then $v \in L^{\infty}\left(J, H^{2}\left(\mathbb{R}^{N}\right)\right) \cap C^{1}\left(J, L^{2}\left(\mathbb{R}^{N}\right)\right) \cap W^{1, a}\left(J, L^{b}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair ( $a, b$ ), and

$$
\begin{align*}
&\|v\|_{L^{a}\left(J, L^{b}\right)} \leq C\|f\|_{L^{1}\left(J, L^{2}\right)}  \tag{4.8.6}\\
&\left\|v_{t}\right\|_{L^{a}\left(J, L^{b}\right)} \leq C\|f(0)\|_{L^{2}}+C\left\|f_{t}\right\|_{L^{\gamma^{\prime}}\left(J, L^{\rho^{\prime}}\right)}  \tag{4.8.7}\\
&\|\Delta v\|_{L^{\infty}\left(J, L^{2}\right)} \leq\|f\|_{L^{\infty}\left(J, L^{2}\right)}+C\|f(0)\|_{L^{2}}  \tag{4.8.8}\\
&+C\left\|f_{t}\right\|_{L^{\gamma^{\prime}}\left(J, L^{\rho^{\prime}}\right)}
\end{align*}
$$

where $C$ is independent of $J$ and $f$. If, in addition, $f \in C\left(J, L^{2}\left(\mathbb{R}^{N}\right)\right)$, then $v \in C\left(J, H^{2}\left(\mathbb{R}^{N}\right)\right)$.

Proof. Since $L^{\rho^{\prime}}\left(\mathbb{R}^{N}\right) \hookrightarrow H^{-1}\left(\mathbb{R}^{N}\right)$, we see that $f \in W^{1,1}\left(J, H^{-1}\left(\mathbb{R}^{N}\right)\right) \hookrightarrow$ $C\left(J, H^{-1}\left(\mathbb{R}^{N}\right)\right)$. It follows that

$$
\begin{aligned}
v_{t}(t)=i \frac{d}{d t} \int_{0}^{t} \mathcal{T}(s) f(t-s) d s & =i \mathcal{T}(t) f(0)+i \int_{0}^{t} \mathcal{T}(s) f_{t}(t-s) d s \\
& =i \mathcal{T}(t) f(0)+i \int_{0}^{t} \mathcal{T}(t-s) f_{t}(s) d s
\end{aligned}
$$

(The above formula is trivial if $f \in C^{1}\left(J, H^{-1}\left(\mathbb{R}^{N}\right)\right.$ ) and follows by density for $f \in W^{1,1}\left(J, H^{-1}\left(\mathbb{R}^{N}\right)\right)$.) The result is then a consequence of Strichartz's estimates. Note that we use the equation $i v_{t}+\Delta v+f=0$ to obtain (4.8.8) and the $H^{2}$ regularity.

Proof of Theorem 4.8.1. We first note that by Lemma 4.2.8, the problems (4.1.1) and (4.1.2) are equivalent. We then proceed in four steps.

STEP 1. Local existence. We construct local solutions by a fixed-point argument. We set

$$
\begin{aligned}
& s=\max \left\{s_{1}, \ldots, s_{k}\right\}<2 \\
& r=\max \left\{r_{1}, \ldots, r_{k}, \rho_{1}, \ldots, \rho_{k}\right\}
\end{aligned}
$$

and we consider the corresponding admissible pair $(q, r)$. Given $M, T>0$ to be chosen later, we set $I=(-T, T)$ and we consider

$$
\begin{align*}
E=\{ & \left\{u \in L^{\infty}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right) \cap W^{1, \infty}\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right) \cap W^{1, q}\left(I, L^{r}\left(\mathbb{R}^{N}\right)\right)\right. \\
& \left.u(0)=\varphi \text { and }\|u\|_{L^{\infty}\left(I, H^{s}\right)}+\|u\|_{W^{1, \infty}\left(I, L^{2}\right)}+\|u\|_{W^{1, q}\left(I, L^{r}\right)} \leq M\right\} \tag{4.8.9}
\end{align*}
$$

It follows that $(E, \mathrm{~d})$ is a complete metric space, where the distance d is defined by

$$
\begin{equation*}
\mathrm{d}(u, v)=\|u-v\|_{L^{\infty}\left(I, L^{2}\right)}+\|u-v\|_{L^{q}\left(I, L^{r}\right)} \tag{4.8.10}
\end{equation*}
$$

(This is established by the argument of Step 1 of the proof of Theorem 4.4.1, using Remark 1.3.13(ii) in addition to Theorem 1.2.5.) Moreover, $E \neq \varnothing$ since $u(t) \equiv \varphi$ clearly belongs to $E$. We now consider $\mathcal{H}$ defined by

$$
\mathcal{H}(u)(t)=\mathcal{T}(t) \varphi+\mathcal{G}(u)(t)
$$

where

$$
\mathcal{G}(u)(t)=i \int_{0}^{t} \mathcal{T}(t-s) g(u(s)) d s
$$

for all $u \in E$ and all $t \in I$. Since $g(u) \in L^{\infty}\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right)$ by Lemma 4.8.3, it follows that $\mathcal{G}(u) \in C\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right)$ is well defined.

We first note that by (4.8.3),

$$
\begin{equation*}
\left\|g_{j}(u)\right\|_{L^{\infty}\left(J, L^{2}\right)} \leq K(M) \tag{4.8.11}
\end{equation*}
$$

for every $u \in E$ (with $K=\max \left\{K_{1}, \ldots K_{k}\right\}$ ). Next, given $1 \leq j \leq k$, we consider $q_{j}, \gamma_{j}$ such that $\left(q_{j}, r_{j}\right)$ and ( $\gamma_{j}, \rho_{j}$ ) are admissible pairs. It follows from Hölder's inequality that

$$
\|w\|_{L^{q_{j}}\left(I, L^{r_{j}}\right)} \leq\|w\|_{L^{\infty}\left(I, L^{2}\right)}^{\frac{2\left(r-r_{j}\right)}{r_{j}(r-2)}}\|w\|_{L^{q}\left(I, L^{r}\right)}^{\frac{r\left(r_{j}-2\right)}{r_{j}(r-2)}} .
$$

In particular, if $u \in E$, then $u \in W^{1, q_{j}}\left(I, L^{r_{j}}\left(\mathbb{R}^{N}\right)\right)$ for all $1 \leq j \leq k$ and

$$
\begin{equation*}
\|u\|_{W^{1, q_{j}}\left(I, L^{r_{j}}\right)} \leq M^{\frac{2\left(r-r_{j}\right)}{r_{j}(r-2)}} M^{\frac{r\left(r_{j}-2\right)}{r_{j}(r-2)}}=M \tag{4.8.12}
\end{equation*}
$$

Therefore, we deduce from (4.8.5) and (4.8.12) that

$$
\begin{equation*}
\left\|\frac{d}{d t} g_{j}(u)\right\|_{L^{\gamma_{j}^{\prime}\left(I, L^{\rho_{j}^{\prime}}\right)}} \leq F(M) T^{1-\frac{1}{\gamma_{j}}-\frac{1}{q_{j}}} \tag{4.8.13}
\end{equation*}
$$

with $F(M)=M \max \left\{L_{1}(M), \ldots, L_{k}(M)\right\}$. Applying now Lemma 4.8 .5 to each of the $g_{j}$ 's, we conclude that $\mathcal{G}(u) \in L^{\infty}\left(I, H^{2}\left(\mathbb{R}^{N}\right)\right) \cap W^{1, a}\left(I, L^{b}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(a, b)$ and every $u \in E$. Moreover, it follows from (4.8.6) and (4.8.11) that

$$
\begin{equation*}
\|\mathcal{G}(u)\|_{L^{\infty}\left(I, L^{2}\right)} \leq C_{0} T K(M) \tag{4.8.14}
\end{equation*}
$$

for some $C_{0}$ independent of $M$ and $T$. Similarly, it follows from (4.8.6), (4.8.7), (4.8.11), and (4.8.13) that, by possibly choosing $C_{0}$ larger,

$$
\begin{align*}
& \|\mathcal{G}(u)\|_{W^{1, \infty}\left(I, L^{2}\right)}+\|\mathcal{G}(u)\|_{W^{1, q}\left(I, L^{r}\right)} \leq \\
& \quad C_{0}\left(T K(M)+\sum_{j=1}^{k}\left\|g_{j}(\varphi)\right\|_{L^{2}}+F(M) \sum_{j=1}^{k} T^{1-\frac{1}{\gamma_{j}}-\frac{1}{q_{j}}}\right) . \tag{4.8.15}
\end{align*}
$$

Also, it follows from (4.8.8), (4.8.14), (4.8.11), and (4.8.13) that, by possibly choosing $C_{0}$ larger,

$$
\begin{align*}
& \|\mathcal{G}(u)\|_{L^{\infty}\left(I, H^{2}\right)} \leq \\
& \quad C_{0}\left((1+T) K(M)+\sum_{j=1}^{k}\left\|g_{j}(\varphi)\right\|_{L^{2}}+F(M) \sum_{j=1}^{k} T^{1-\frac{1}{\gamma_{j}}-\frac{1}{q_{j}}}\right) \tag{4.8.16}
\end{align*}
$$

with $C$ independent of $M$ and $T$. Applying now Lemma 4.8.2, we deduce from (4.8.14)-(4.8.16) that, by possibly choosing $C_{0}$ larger,

$$
\begin{gather*}
\|\mathcal{H}(u)\|_{L^{\infty}\left(I, L^{2}\right)} \leq C_{0}\left(T K(M)+\|\varphi\|_{H^{2}}\right)  \tag{4.8.17}\\
\|\mathcal{H}(u)\|_{W^{1, \infty}\left(I, L^{2}\right)}+\|\mathcal{H}(u)\|_{W^{1, q}\left(I, L^{r}\right)} \leq \\
C_{0}\left(\|\varphi\|_{H^{2}}+\sum_{j=1}^{k}\left\|g_{j}(\varphi)\right\|_{L^{2}}+T K(M)+F(M) \sum_{j=1}^{k} T^{1-\frac{1}{\gamma_{j}}-\frac{1}{q_{j}}}\right) \tag{4.8.18}
\end{gather*}
$$

and

$$
\begin{align*}
& \|\mathcal{H}(u)\|_{L^{\infty}\left(I, H^{2}\right)} \leq \\
& \quad C_{0}\left(\|\varphi\|_{H^{2}}+\sum_{j=1}^{k}\left\|g_{j}(\varphi)\right\|_{L^{2}}+(1+T) K(M)+F(M) \sum_{j=1}^{k} T^{1-\frac{1}{\gamma_{j}}-\frac{1}{q_{j}}}\right) . \tag{4.8.19}
\end{align*}
$$

We now let

$$
M=4 C_{0}\left(\|\varphi\|_{H^{2}}+\sum_{j=1}^{k}\left\|g_{j}(\varphi)\right\|_{L^{2}}\right)
$$

It follows from (4.8.18) that, by choosing $T$ sufficiently small,

$$
\|\mathcal{H}(u)\|_{W^{1, \infty}\left(I, L^{2}\right)}+\|\mathcal{H}(u)\|_{W^{1, q}\left(I, L^{r}\right)} \leq \frac{M}{2}
$$

Next, using (4.8.17), (4.8.19), and the elementary interpolation estimate

$$
\begin{equation*}
\|u\|_{H^{s}} \leq\|u\|_{H^{2}}^{\frac{s}{2}}\|u\|_{L^{2}}^{\frac{2-s}{2}} \tag{4.8.20}
\end{equation*}
$$

we see that, by choosing $T$ possibly smaller,

$$
\|\mathcal{H}(u)\|_{L^{\infty}\left(I, H^{s}\right)} \leq \frac{M}{2}
$$

It follows that $\mathcal{H}: E \rightarrow E$. A similar, though simpler, argument shows that, after choosing $T$ possibly smaller, $\mathcal{H}$ is a strict contraction on ( $E, \mathrm{~d}$ ). Therefore, $\mathcal{H}$ has a fixed point $u \in E$, which is a solution of (4.1.1). It remains to show that $u \in C\left(I, H^{2}\left(\mathbb{R}^{N}\right)\right) \cap C^{1}\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right)$ and that $u \in W^{1, a}\left(I, L^{b}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(a, b)$. This follows from Lemmas 4.8 .2 and 4.8.5. The only point which is not immediate is that $g(u) \in C\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right)$. To see this, we observe that $u \in C\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right)$. Moreover, by (4.8.19), $u \in L^{\infty}\left(I, H^{2}\left(\mathbb{R}^{N}\right)\right)$. Applying the inequality (4.8.20), we deduce that $u \in C\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right.$ ), so that $g(u) \in C\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right)$ by (4.8.1).

Step 2. Uniqueness, the blowup alternative, and continuous dependence. Uniqueness follows from Proposition 4.2.9. For the blowup alternative, we proceed as in the proof of Theorem 3.3.9: using uniqueness, we define the maximal solution; and since the solution $u$ of Step 1 is constructed on an interval depending on $\|\varphi\|_{H^{2}}$ (as is easily verified), we deduce the blowup alternative. Arguing as in Remark 4.4.5, we see that there is boundedness in $L^{\infty}\left((-T, T), H^{2}\left(\mathbb{R}^{N}\right)\right)$ and continuous dependence in $L^{\infty}\left((-T, T), L^{2}\left(\mathbb{R}^{N}\right)\right)$ for some $T>0$ depending on $\|\varphi\|_{H^{2}}$. Applying (4.8.20), we deduce the continuous dependence in $L^{\infty}\left((-T, T), H^{s}\left(\mathbb{R}^{N}\right)\right)$ for every $s<2$.

Step 3. Property (iv). Since equation (4.1.1) makes sense in $L^{2}\left(\mathbb{R}^{N}\right)$ for all $t \in\left(-T_{\min }, T_{\max }\right)$, we may multiply it (in the $L^{2}$ scalar product) by $i u$, and we obtain

$$
\left(u_{t}, u\right)_{L^{2}}=(-\Delta u, i u)_{L^{2}}+(g(u), i u)_{L^{2}}=0
$$

Therefore,

$$
\frac{d}{d t}\|u(t)\|_{L^{2}}^{2}=2\left(u_{t}, u\right)_{H^{-1}, H^{1}}=0
$$

and the result follows.

STEP 4. Property (v). Since equation (4.1.1) makes sense in $L^{2}\left(\mathbb{R}^{N}\right)$ for all $t \in\left(-T_{\min }, T_{\max }\right)$, we may multiply it (in the $L^{2}$ scalar product) by $u_{t}$, and we obtain

$$
\left(i u_{t}, u_{t}\right)_{L^{2}}=\left(-\Delta u, u_{t}\right)_{L^{2}}+\left(g(u), u_{t}\right)_{L^{2}}
$$

Since $\left(i u_{t}, u_{t}\right)_{L^{2}}=0$, we deduce that $\frac{d}{d t} E(u(t))=0$ and the result follows. Note that the identity

$$
\frac{d}{d t} G(u)=\left(g(u), u_{t}\right)_{L^{2}}
$$

holds in principle for $u \in C^{1}\left(\left(-T_{\min }, T_{\max }\right), H^{2}\left(\mathbb{R}^{N}\right)\right)$. However, it is equivalent to

$$
G(u(t))=G(u(0))+\int_{0}^{t}\left(g(u(s)), u_{t}(s)\right)_{L^{2}} d s \quad \text { for all } t \in\left(-T_{\min }, T_{\max }\right)
$$

This last identity is easily established for $u$ as in the statement by an obvious density argument. This completes the proof.

We now give an application of Theorem 4.8.1 in a model case.
Corollary 4.8.6. Let $V \in L^{\delta}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $\delta \geq 1, \delta>N / 2$ and $W \in L^{\sigma}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $\sigma \geq 1, \sigma>N / 6$. Let $f \in C(\mathbb{C}, \mathbb{C})$ satisfy $f(0)=0$ and

$$
|f(u)-f(v)| \leq L(|u|+|v|)|u-v|
$$

for all $u, v \in \mathbb{C}$ with $L \in C([0, \infty), \mathbb{R})$ if $N \leq 3$ and $L(t) \leq C\left(1+t^{\alpha}\right)$ with $\alpha \geq 0$ and $(N-4) \alpha<4$ if $N \geq 4$. Finally, set

$$
g(u)=V u+f(u(\cdot))+\left(W \star|u|^{2}\right) u
$$

It follows that all the conclusions of Theorem 4.8.1 hold. If, in addition, $f \in$ $C^{1}(\mathbb{C}, \mathbb{C})$ (in the real sense), there is continuous dependence in a stronger sense as follows. The mappings $\varphi \mapsto T_{\min }, T_{\max }$ are lower semicontinuous $H^{2}\left(\mathbb{R}^{N}\right) \rightarrow$ $(0, \infty]$. If $\varphi_{n} \rightarrow \varphi$ in $H^{2}\left(\mathbb{R}^{N}\right)$ and if $u_{n}$ denotes the solution of (4.1.1) with the initial value $\varphi_{n}$, then $u_{n} \rightarrow u$ in $C\left([-S, T], H^{2}\left(\mathbb{R}^{N}\right)\right)$ and in $W^{1, q}\left((-S, T), L^{r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(q, r)$ and every $-T_{\min }<-S<0<T<T_{\max }$.

Proof. The fact that $g$ satisfies the assumptions of Theorem 4.8 .1 follows easily from the estimates of Section 3.2. The stronger continuous dependence property when $f$ is $C^{1}$ is proved by the argument used in Step 3 of the proof of Theorem 4.4.1, except that we differentiate the equation in time instead of space. Doing so we first obtain continuous dependence in $W^{1, q}\left(I, L^{r}\left(\mathbb{R}^{N}\right)\right.$ ) for every admissible pair ( $q, r$ ), then in $C\left(I, H^{2}\left(\mathbb{R}^{N}\right)\right)$ by the equation. Note that the term $\partial_{t}\left[V\left(u_{n}-u\right)+(W \star\right.$ $\left.\left.\left|u_{n}\right|^{2}\right) u_{n}-\left(W \star|u|^{2}\right) u\right]$ is easily estimated by using the formula $\partial_{t}\left[V u+\left(W \star|u|^{2}\right) u\right]=$ $V \partial_{t} u+\left(W \star|u|^{2}\right) \partial_{t} u+\left(W \star u \partial_{t} \bar{u}\right) u+\left(W \star \partial_{t} u \bar{u}\right) u$ together with Hölder and Young's inequalities.

Remark 4.8.7. Here are some comments on Corollary 4.8.6.
(i) If $g$ is in Corollary 4.8.6, then there is conservation of charge provided $V$ and $W$ are real valued and $\operatorname{Im}(f(z) \bar{z})=0$ for all $z \in \mathbb{C}$.
(ii) If $g$ is in Corollary 4.8.6, then there is conservation of energy provided $V$ and $W$ are real valued, $W$ is even and $f(z)=z \theta(|z|) /|z|$ for all $z \neq 0$ with $\theta:(0, \infty) \rightarrow \mathbb{R}$.
(iii) Corollary 4.8.6 applies in particular to the case $g(u)=\lambda|u|^{\alpha} u$ with $\lambda \in \mathbb{C}$, $\alpha \geq 0$, and $(N-4) \alpha<4$. A similar result holds in the $H^{2}$ "critical" case $N \geq 5$ and $\alpha=4 /(N-4)$; see Cazenave and Weissler [70], theorem 1.4.

## 4.9. $H^{s}$ Solutions, $s<N / 2$

In this section we study the existence of solutions of the nonlinear Schrödinger equation (4.1.1) in the Sobolev space $H^{s}\left(\mathbb{R}^{N}\right)$ for $s \geq 0$. (We note that the cases $s=0, s=1$, and $s=2$ have been studied in the preceding sections.) In principle, a local existence result can be established by a fixed point argument by using Strichartz's estimates in the Sobolev spaces $H^{s, r}\left(\mathbb{R}^{N}\right)$ (see Remark 2.3.8) along with estimates of $\|g(u)\|_{H^{s, r}}$. This is the program carried out by Kato [206] and it makes use of a delicate estimate of $\|g(u)\|_{H^{s, r}}$ (Lemma A3 in [206]). Here, we rather use the Besov space $B_{r, 2}^{s}\left(\mathbb{R}^{N}\right)$ as an auxiliary space because estimates of $\|g(u)\|_{B_{r, 2}}$ are much simpler to obtain (see Cazenave and Weissler [70]). We also note that, regardless of the auxiliary space, the case $s>1$ tends to be more complicated as it requires more regularity of the nonlinearity. Thus we restrict ourselves to $s \in(0,1)$ and we comment on the case $s>1$ at the end of the section. Also, consider the case $s<N / 2$ (we comment on the limiting case $s=N / 2$ at the end of the section). When $s>N / 2$, the embedding $H^{s}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{\infty}\left(\mathbb{R}^{N}\right)$ allows a simpler treatment of the equation (provided the nonlinearity is sufficiently smooth, though); see Section 4.10 below. Note that if we consider a nonlinearity of the form $g(u)=\lambda|u|^{\alpha} u$, then the results of this section provide local existence in $H^{s}\left(\mathbb{R}^{N}\right)$ under the condition $\alpha \leq 4 /(N-2 s)$ (and, also, a regularity assumption). Thus, in principle, any power $\alpha>0$ can be handled in the $H^{s}$ framework with $s<N / 2$. Furthermore, and for the sake of simplicity, we only consider local nonlinearities. The first result of this section is the following.

TheOrem 4.9.1. Let $0<s<\min \{1, N / 2\}$. Let $g \in C(\mathbb{C}, \mathbb{C})$, and assume that $g(0)=0$ and that there exists

$$
\begin{equation*}
0 \leq \alpha<\frac{4}{N-2 s} \tag{4.9.1}
\end{equation*}
$$

such that

$$
\begin{equation*}
|g(u)-g(v)| \leq C\left(1+|u|^{\alpha}+|v|^{\alpha}\right)|u-v| \quad \text { for all } u, v \in \mathbb{C} \tag{4.9.2}
\end{equation*}
$$

Let $(\gamma, \rho)$ be the admissible pair defined by

$$
\begin{equation*}
\rho=\frac{N(\alpha+2)}{N+s \alpha}, \quad \gamma=\frac{4(\alpha+2)}{\alpha(N-2 s)} \tag{4.9.3}
\end{equation*}
$$

Given $\varphi \in H^{s}\left(\mathbb{R}^{N}\right)$, there exist $T_{\max }, T_{\min } \in(0, \infty]$ and a unique, maximal solution $u \in C\left(\left(-T_{\min }, T_{\max }\right), H^{s}\left(\mathbb{R}^{N}\right)\right) \cap L_{\mathrm{loc}}^{\gamma}\left(\left(-T_{\min }, T_{\max }\right), B_{\rho, 2}^{s}\left(\mathbb{R}^{N}\right)\right)$ of the problem (4.1.1). Moreover, the following properties hold:
(i) $u \in L_{\mathrm{loc}}^{q}\left(\left(-T_{\min }, T_{\max }\right), B_{r, 2}^{s}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(q, r)$.
(ii) (Blowup alternative) If $T_{\max }<\infty$ (respectively, if $T_{\min }<\infty$ ), then $\|u(t)\|_{H^{s}} \rightarrow \infty$ as $t \uparrow T_{\max }$ (respectively, as $t \downarrow-T_{\min }$ ).
(iii) $u$ depends continuously on $\varphi$ in the following sense. There exists $0<T<$ $T_{\max }, T_{\min }$ such that if $\varphi_{n} \rightarrow \varphi$ in $H^{s}\left(\mathbb{R}^{N}\right)$ and if $u_{n}$ denotes the solution
of (4.1.1) with the initial value $\varphi_{n}$, then $0<T<T_{\max }\left(\varphi_{n}\right), T_{\min }\left(\varphi_{n}\right)$ for all sufficiently large $n$ and $u_{n}$ is bounded in $L^{q}\left((-T, T), B_{r, 2}^{s}\left(\mathbb{R}^{N}\right)\right)$ for any admissible pair $(q, r)$. Moreover, $u_{n} \rightarrow u$ in $L^{q}\left((-T, T), L^{r}\left(\mathbb{R}^{N}\right)\right)$ as $n \rightarrow$ $\infty$. In particular, $u_{n} \rightarrow u$ in $C\left([-T, T], H^{s-\varepsilon}\left(\mathbb{R}^{N}\right)\right)$ for all $\varepsilon>0$.

REMARK 4.9.2. We decompose $g=g_{1}+g_{2}$ where $g_{1}(0)=g_{2}(0)=0, g_{1}$ is globally Lipschitz $\mathbb{C} \rightarrow \mathbb{C}$, and

$$
\begin{equation*}
\left|g_{2}\left(z_{1}\right)-g_{2}\left(z_{2}\right)\right| \leq C\left(\left|z_{1}\right|^{\alpha}+\left|z_{2}\right|^{\alpha}\right)\left|z_{1}-z_{2}\right| \tag{4.9.4}
\end{equation*}
$$

for all $z_{1}, z_{1} \in \mathbb{C}$ (see Section 3.2). Let now $I \ni 0$ be a bounded interval and let $u \in L^{\infty}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right) \cap L^{\gamma}\left(I, B_{\rho, 2}^{s}\left(\mathbb{R}^{N}\right)\right)$. In particular, $u \in L^{\infty}\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right)$ so that $g_{1}(u) \in L^{\infty}\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right)$. Next, we note that $\rho \geq 2$ so that $B_{\rho, 2}^{s}\left(\mathbb{R}^{N}\right) \hookrightarrow H^{s, \rho}\left(\mathbb{R}^{N}\right)$. Since $2 s<N$, we see $s \rho<N$, and it follows that

$$
\begin{equation*}
B_{\rho, 2}^{s}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{p}\left(\mathbb{R}^{N}\right) \tag{4.9.5}
\end{equation*}
$$

for all $\rho \leq p \leq N \rho /(N-s \rho)=N(\alpha+2) /(N-2 s)$. Using (4.9.4) we easily deduce that $g_{2}(u) \in L^{\gamma}\left(I, L^{p}\left(\mathbb{R}^{N}\right)\right)$ for all

$$
\max \left\{1, \frac{\rho}{\alpha+1}\right\} \leq p \leq \frac{N(\alpha+2)}{(N-2 s)(\alpha+1)}
$$

In particular, we see that $g_{2}(u) \in L^{\gamma}\left(I, L^{\rho^{\prime}}\left(\mathbb{R}^{N}\right)\right)$. Since $L^{\rho^{\prime}}\left(\mathbb{R}^{N}\right) \hookrightarrow H^{-\sigma}\left(\mathbb{R}^{N}\right)$ for $\sigma=\alpha(N-2 s) / 2(\alpha+2)$, we deduce that $g_{2}(u) \in L^{\gamma}\left(I, H^{-\sigma}\left(\mathbb{R}^{N}\right)\right)$. Therefore, $g(u) \in$ $L^{\gamma}\left(I, H^{-\sigma}\left(\mathbb{R}^{N}\right)\right.$ ), so that equation (4.1.1) makes sense. Moreover, we see that equation (4.1.1) is equivalent to (4.1.2) and that (4.1.2) makes sense in $H^{-\sigma}\left(\mathbb{R}^{N}\right)$.

REMARK 4.9.3. In Theorem 4.9.1, uniqueness is stated in $C\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right) \cap$ $L^{\gamma}\left(I, B_{\rho, 2}^{s}\left(\mathbb{R}^{N}\right)\right)$. If, in addition to (4.9.1), we assume $\alpha \leq(N+2 s) /(N-2 s)$, then equation (4.1.1) makes sense for any $u \in L^{\infty}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right)$, without assuming that $u$ belongs to the auxiliary space $L^{\gamma}\left(I, B_{\rho, 2}^{s}\left(\mathbb{R}^{N}\right)\right)$. Assuming, in addition, $\alpha \leq(1+2 s) /(1-2 s)$ if $N=1$ or $\alpha<(2+2 s) /(N-2 s)$ if $N \geq 2$, we know that there is uniqueness in $L^{\infty}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right.$ ) (see Section 4.2, especially Remark 4.2.12 for these properties). In this case, we deduce in particular from Theorem 4.9.1 that if $u \in L^{\infty}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right)$ is a solution of equation (4.1.1), then $L^{q}\left(I, B_{r, 2}^{s}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair ( $q, r$ ).

For the proof of Theorem 4.9.1, we will use the following nonlinear estimates in Besov spaces.

Proposition 4.9.4. Let $g \in C(\mathbb{C}, \mathbb{C})$. Assume that $g(0)=0$ and that there exists $\alpha>0$ such that

$$
\begin{equation*}
|g(u)-g(v)| \leq C\left(|u|^{\alpha}+|v|^{\alpha}\right)|u-v| \quad \text { for all } u, v \in \mathbb{C} . \tag{4.9.6}
\end{equation*}
$$

Let $0<s<1,1 \leq q \leq \infty, 1 \leq p \leq r \leq \infty$. If $\sigma=\alpha p r /(r-p)$, then

$$
\begin{equation*}
\|g(u)\|_{\dot{B}_{\boldsymbol{p}, \boldsymbol{q}}^{s}} \leq C\|u\|_{L^{\sigma}}^{\alpha}\|u\|_{\dot{B}_{r, q}^{s}} \tag{4.9.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\|g(u)\|_{B_{p, q}^{s},} \leq C\|u\|_{L^{\sigma}}^{\alpha}\|u\|_{B_{r^{s}, q}} \tag{4.9.8}
\end{equation*}
$$

for all $u \in B_{r, q}^{s}\left(\mathbb{R}^{N}\right)$. Here, we use the convention that $\|u\|_{L^{\sigma}}=\left(\int_{\mathbb{R}^{N}}|u|^{\sigma}\right)^{\frac{1}{\sigma}}$ for $0<\sigma<1$.

Proof. It follows from Hölder's inequality that

$$
\begin{equation*}
\left\||u|^{\alpha} v\right\|_{L^{p}} \leq\|u\|_{L^{r}}^{\alpha}\|v\|_{L^{r}} \tag{4.9.9}
\end{equation*}
$$

Since $|g(u)| \leq C|u|^{\alpha+1}$ by (4.9.6), we deduce that

$$
\begin{equation*}
\|g(u)\|_{L^{p}} \leq C\|u\|_{L^{\sigma}}^{\alpha}\|u\|_{L^{r}} \tag{4.9.10}
\end{equation*}
$$

Moreover, if $y \in \mathbb{R}^{N}$, then it follows from (4.9.6) and (4.9.9) that

$$
\|g(u)(\cdot-y)-g(u)(\cdot)\|_{L^{p}} \leq C\|u\|_{L^{\sigma}}^{\alpha}\|u(\cdot-y)-u(\cdot)\|_{L^{r}} .
$$

Therefore, the inequality (4.9.7) follows from Remark 1.4.4(iii). Inequality (4.9.8) follows from (4.9.7), (4.9.10), and Remark 1.4.4(ii).

Proposition 4.9.5. Let $g \in C(\mathbb{C}, \mathbb{C})$. Assume that $g(0)=0$ and that $g$ is globally Lipschitz continuous. Let $0<s<1,1 \leq r, q \leq \infty$. It follows that

$$
\begin{equation*}
\|g(u)\|_{\dot{B}_{r, q}^{s}} \leq C\|u\|_{\dot{B}_{r, q}^{s}} \tag{4.9.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\|g(u)\|_{B_{r, q}^{s}} \leq C\|u\|_{B_{r, q}^{s}} \tag{4.9.12}
\end{equation*}
$$

for all $u \in B_{r, q}^{s}\left(\mathbb{R}^{N}\right)$.
Proof. The proof is similar to the proof of Proposition 4.9.4.
Proof of Theorem 4.9.1. We only consider positive times, the study of negative times being similar. We recall that (4.1.1) is equivalent to (4.1.2) by Remark 4.9.2. Decomposing $g=g_{1}+g_{2}$ as in Remark 4.9.2, we write the equation (4.1.2) in the form

$$
u=\mathcal{H}(u)
$$

where

$$
\mathcal{H}(u)(t)=\mathcal{T}(t) \varphi+\mathcal{G}(u)(t)
$$

and

$$
\begin{aligned}
\mathcal{G}(u)(t) & =i \int_{0}^{t} \mathcal{T}(t-s) g(u(s)) d s \\
& =i \int_{0}^{t} \mathfrak{T}(t-s) g_{1}(u(s)) d s+i \int_{0}^{t} \mathcal{T}(t-s) g_{2}(u(s)) d s
\end{aligned}
$$

We mostly use a fixed point argument, and we begin with some useful estimates. We observe that by (4.9.12) with $r=q=2$,

$$
\begin{equation*}
\left\|g_{1}(u)\right\|_{H^{s}} \leq C\|u\|_{H^{s}} \quad \text { for all } u \in H^{s}\left(\mathbb{R}^{N}\right) \tag{4.9.13}
\end{equation*}
$$

Moreover, it follows from (4.9.8) with $p=\rho^{\prime}, r=\rho$, and $q=2$ that

$$
\left\|g_{2}(u)\right\|_{B_{\rho^{\prime}, 2}^{s}} \leq C\|u\|_{L}^{\alpha} \frac{N(\alpha+2)}{N-2 s}\|u\|_{B_{\rho, 2}^{s}}
$$

Since $B_{\rho, 2}^{s}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{\frac{N(\alpha+2)}{N-2 s}}\left(\mathbb{R}^{N}\right)$ by (4.9.5), we deduce that

$$
\begin{equation*}
\left\|g_{2}(u)\right\|_{B_{\rho^{\prime}, 2}^{s}} \leq C\|u\|_{B_{\rho, 2}}^{\alpha+1} \tag{4.9.14}
\end{equation*}
$$

for all $u \in B_{\rho, 2}^{s}\left(\mathbb{R}^{N}\right)$. Next, it is clear that

$$
\begin{equation*}
\left\|g_{\mathbf{1}}(u)-g_{1}(v)\right\|_{L^{2}} \leq C\|u-v\|_{L^{2}} \tag{4.9.15}
\end{equation*}
$$

and it follows easily from (4.9.4), Hölder's inequality, and (4.9.5) that

$$
\begin{equation*}
\left\|g_{2}(u)-g_{2}(v)\right\|_{L^{\rho^{\prime}}} \leq C\left(\|u\|_{B_{p, 2}^{s}}^{\alpha}+\|v\|_{B_{p, 2}}^{\alpha}\right)\|u-v\|_{L^{\rho}} \tag{4.9.16}
\end{equation*}
$$

We now proceed in five steps.
Step 1. Uniqueness. Let $I=(0, T)$ with $T>0$ and consider two solutions $u, v \in L^{\infty}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right) \cap L^{\gamma}\left(I, B_{\rho, 2}^{s}\left(\mathbb{R}^{N}\right)\right)$ of (4.1.2). We deduce from (4.9.15) that

$$
\begin{equation*}
\left\|g_{1}(u)-g_{1}(v)\right\|_{L^{1}\left(I, L^{2}\right)} \leq C\|u-v\|_{L^{1}\left(I, L^{2}\right)} \tag{4.9.17}
\end{equation*}
$$

Next, it follows from (4.9.16) that

$$
\begin{align*}
& \left\|g_{2}(u)-g_{2}(v)\right\|_{L^{\gamma^{\prime}}\left(I, L^{\rho^{\prime}}\right)} \leq \\
& \quad C\left(\|u\|_{L^{\gamma}\left(I, B_{\rho, 2}^{s}\right)}^{\alpha}+\|v\|_{L^{\gamma}\left(I, B_{\rho, 2}^{s}\right)}^{\alpha}\right)\|u-v\|_{L^{p}\left(I, L^{\rho}\right)} \tag{4.9.18}
\end{align*}
$$

where

$$
\frac{1}{p}=\frac{4-\alpha(N-2 s)}{4}+\frac{1}{\gamma}
$$

so that $p<\gamma$. Therefore, we deduce from Lemma 4.2 .4 that $u=v$.
STEP 2. Proof of property (i). Let $I=(0, T)$ with $T>0$ and consider a solution $u \in L^{\infty}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right) \cap L^{\gamma}\left(I, B_{\rho, 2}^{s}\left(\mathbb{R}^{N}\right)\right)$ of (4.1.2). We deduce from (4.9.13), (4.9.14), and Hölder's inequality in time that

$$
\begin{equation*}
\left\|g_{1}(u)\right\|_{L^{1}\left(I, H^{s}\right)} \leq C T\|u\|_{L^{\infty}\left(I, H^{s}\right)} \tag{4.9.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|g_{2}(u)\right\|_{L^{\gamma^{\prime}}\left(I, B_{\rho^{\prime}, 2}^{s}\right)} \leq C T^{\frac{4-\alpha(N-2 s)}{4}}\|u\|_{L^{\gamma}\left(I, B_{\rho, 2}^{s}\right)}^{\alpha+1} \tag{4.9.20}
\end{equation*}
$$

We now apply the Strichartz estimates in Besov spaces (Remark 2.3.8 and Corollary 2.3.9) and we deduce from (4.9.19)-(4.9.20) that if ( $q, r$ ) is any admissible pair, then $u=\mathcal{H}(u) \in L^{q}\left(I, B_{r, 2}^{s}\left(\mathbb{R}^{N}\right)\right) \cap C\left([0, T], H^{s}\left(\mathbb{R}^{N}\right)\right)$ and that there exists a constant $C$ independent of $I$ such that

$$
\begin{align*}
& \|\mathcal{H}(u)\|_{L^{q}\left(I, B_{r, 2}^{s}\right)} \leq \\
& \quad C\|\varphi\|_{H^{s}}+C T\|u\|_{L^{\infty}\left(I, H^{s}\right)}+C T^{\frac{4-\alpha(N-2 s)}{4}}\|u\|_{L^{\gamma}\left(I, B_{\rho, 2}^{s}\right)}^{\alpha+1} \tag{4.9.21}
\end{align*}
$$

and property (i) follows.
Step 3. Existence. We apply a fixed point argument in the set

$$
\begin{align*}
E=\{ & \left\{\in L^{\infty}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right) \cap L^{\gamma}\left(I, B_{\rho, 2}^{s}\left(\mathbb{R}^{N}\right)\right)\right. \\
& \left.\|u\|_{L^{\infty}\left(I, H^{s}\right)} \leq M \text { and }\|u\|_{L^{\gamma}\left(I, B_{p, 2}^{s}\right)} \leq M\right\} \tag{4.9.22}
\end{align*}
$$

where $I=(0, T)$ and $M, T>0$ are to be chosen later. ( $E, \mathrm{~d}$ ) is a complete metric space, where the distance d is defined by

$$
\mathrm{d}(u, v)=\|u-v\|_{L^{\infty}\left(I, L^{2}\right)}+\|u-v\|_{L^{\gamma}\left(I, L^{\rho}\right)}
$$

(See Step 1 of the proof of Theorem 4.4.1.) It follows from (4.9.21)-(4.9.22) that there exists a constant $C_{0}$ independent of $T$ such that

$$
\begin{align*}
\|\mathcal{T}(\cdot) \varphi\|_{L^{\infty}\left(I, H^{s}\right)}+\|\mathcal{T}(\cdot) \varphi\|_{L^{\gamma}\left(I, B_{\rho, 2}^{s}\right)} & \leq C_{0}\|\varphi\|_{H^{s}} \\
\|\mathcal{G}(u)\|_{L^{\infty}\left(I, H^{s}\right)}+\|\mathcal{G}(u)\|_{L^{\gamma}\left(I, B_{\rho, 2}^{s}\right)} & \leq C_{0}\left(T+T^{\frac{4-\alpha(N-2 s)}{4}} M^{\alpha}\right) M \tag{4.9.23}
\end{align*}
$$

for all $\varphi \in H^{s}\left(\mathbb{R}^{N}\right)$ and $u \in E$. Therefore, if we let

$$
\begin{equation*}
M=2 C_{0}\|\varphi\|_{H^{s}} \tag{4.9.24}
\end{equation*}
$$

and we then choose $T$ sufficiently small so that

$$
\begin{equation*}
C_{0}\left(T+T^{\frac{4-\alpha(N-2 s)}{4}} M^{\alpha}\right) \leq \frac{1}{2} \tag{4.9.25}
\end{equation*}
$$

it follows that $\mathcal{H}: E \rightarrow E$. Next, we deduce from (4.9.17)-(4.9.18) that

$$
\left\|g_{1}(u)-g_{1}(v)\right\|_{L^{1}\left(I, L^{2}\right)} \leq C T\|u-v\|_{L^{\infty}\left(I, L^{2}\right)}
$$

and

$$
\left\|g_{2}(u)-g_{2}(v)\right\|_{L^{\gamma^{\prime}}\left((0, T), L^{\rho^{\prime}}\right)} \leq C T^{\frac{4-\alpha(N-2 s)}{4}} M^{\alpha}\|u-v\|_{L^{\gamma}\left((0, T), L^{\rho}\right)}
$$

for all $u, v \in E$. Applying Strichartz's estimates, it follows that there exists a constant $C_{1}$ such that

$$
\begin{equation*}
\mathrm{d}(\mathcal{H}(u), \mathcal{H}(v)) \leq C_{1}\left(T+T^{\frac{4-\alpha(N-2 s)}{4}} M^{\alpha}\right) \mathrm{d}(u, v) \quad \text { for all } u, v \in E \tag{4.9.26}
\end{equation*}
$$

Choosing now $T$ possibly smaller so that

$$
\begin{equation*}
C_{1}\left(T+T^{\frac{4-\alpha(N-2 s)}{4}} M^{\alpha}\right)<1 \tag{4.9.27}
\end{equation*}
$$

we see that $\mathcal{H}$ is a strict contraction on $E$, and thus has a unique fixed point which is a solution of (4.1.2) on $I$.

STEP 4. The maximal solution and the blowup alternative. We proceed as in the proof of Theorem 3.3.9: using uniqueness, we define the maximal solution; and since the local solution is constructed by the fixed point argument on an interval depending on $\|\varphi\|_{H^{s}}$ (by (4.9.24)-(4.9.27)), we deduce the blowup alternative.

STEP 5. Continuous dependence. This is an easy consequence of the estimates of Step 3 above. Indeed, let $\varphi_{n} \rightarrow \varphi$ in $H^{s}\left(\mathbb{R}^{N}\right)$ and set $M=4 C_{0}$ where $C_{0}$ is as in (4.9.23). Since $\left\|\varphi_{n}\right\|_{H^{s}} \leq 2\|\varphi\|_{H^{s}}$ for $n \geq n_{0}$ sufficiently large, we see that $M \geq 2 C_{0}\left\|\varphi_{n}\right\|_{H^{s}}$ for $n \geq n_{0}$. It follows easily that if $T=T\left(\|\varphi\|_{H^{s}}\right)$ satisfies (4.9.25)-(4.9.27), then the solutions $u_{n}$ constructed by the argument of Step 3 all belong to the same set $E$ (defined by (4.9.22) with $T=T\left(\|\varphi\|_{H^{s}}\right)$ ) for $n \geq n_{0}$. Estimate (4.9.26) (together with Strichartz's estimates for the term $\left.\mathfrak{T}(\cdot) \varphi_{n}\right)$ implies that $\mathrm{d}\left(u_{n}, u\right) \leq C\left\|\varphi_{n}-\varphi\right\|_{L^{2}}+(1 / 2) \mathrm{d}\left(u_{n}, u\right)$, i.e., $\mathrm{d}\left(u_{n}, u\right) \leq 2 C\left\|\varphi_{n}-\varphi\right\|_{L^{2}}$. It follows that $u_{n} \rightarrow u$ in $L^{\infty}\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right) \cap L^{\gamma}\left(I, L^{\rho}\left(\mathbb{R}^{N}\right)\right)$ and a further use of Strichartz's estimates shows the convergence in $L^{q}\left(I, L^{r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible
pair ( $q, r$ ). Finally, the convergence in $L^{\infty}\left(I, H^{s-\varepsilon}\left(\mathbb{R}^{N}\right)\right.$ ) follows from the convergence in $L^{\infty}\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right.$ ), the boundedness in $L^{\infty}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right)$, and the elementary interpolation estimate $\|u\|_{H^{s-\varepsilon}} \leq\|u\|_{H^{s}}^{\frac{s-\epsilon}{s}}\|u\|_{L^{2}}^{\frac{\varepsilon}{s}}$.

REMARK 4.9.6. Here are some further comments on Theorem 4.9.1 and its proof.
(i) The choice of the admissible pair ( $\gamma, \rho$ ) given by (4.9.3) is (partially) arbitrary. It is not difficult to see that other choices are possible. The present choice leads to relatively simple calculations and is also a valid choice for the case $s>1$ and for the critical case $\alpha=4 /(N-2 s)$ (see below).
(ii) If $|g(u)-g(v)| \leq C\left(|u|^{\alpha}+|v|^{\alpha}\right)|u-v|$, one can do the fixed point argument in the set $E=\left\{u \in L^{\gamma}\left(I, B_{\rho, 2}^{s}\left(\mathbb{R}^{N}\right)\right) ;\|u\|_{L^{\gamma}\left(I, B_{\rho, 2}^{s}\right)} \leq M\right\}$, with the distance d defined by $\mathrm{d}(u, v)=\|u-v\|_{L^{\gamma}\left(I, L^{\rho}\right)}$.
(iii) It is not difficult to show that one can replace the set $E$ defined by (4.9.22) by the following set

$$
\begin{aligned}
E^{\prime}= & \left\{u \in L^{\infty}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right) \cap L^{\gamma}\left(I, B_{\rho, 2}^{s}\left(\mathbb{R}^{N}\right)\right)\right. \\
& \left.\|u\|_{L^{\infty}\left(I, \dot{H}^{s}\right)} \leq M \text { and }\|u\|_{L^{\gamma}\left(I, \dot{B}_{\rho, 2}^{s}\right)} \leq M\right\}
\end{aligned}
$$

This requires two modifications in the proof. One needs the Sobolev inequality $\|u\|_{L^{\frac{N(\alpha+2)}{N-2 s}}} \leq C\|u\|_{\dot{B}_{\rho, 2}^{s}}$ (see [28]). One also needs to show that $\left(E^{\prime}, \mathrm{d}\right)$ is complete. This amounts to showing a property of the type if $u_{n} \rightarrow u$ in $L^{\gamma}\left(I, L^{\rho}\left(\mathbb{R}^{N}\right)\right)$ and $\left\|u_{n}\right\|_{L^{\gamma}\left(I, \dot{B}_{\rho, 2}^{s}\right)} \leq M$, then $\left.u \in L^{\gamma}\left(I, B_{\rho, 2}^{s}\right)\left(\mathbb{R}^{N}\right)\right)$ and $\|u\|_{L^{\gamma}\left(I, \dot{B}_{\rho, 2}^{s}\right)} \leq M$. This follows easily by using Theorem 1.2 .5 together with the expression of $\|u\|_{\dot{B}_{\rho, 2}^{s}}$ in terms of the Littlewood-Paley decomposition.
(iv) Note that the continuous dependence statement is weaker than usual. In particular, we do not know if the mappings $\varphi \mapsto T_{\min }(\varphi), T_{\max }(\varphi)$ are lower semicontinuous $H^{s}\left(\mathbb{R}^{N}\right) \rightarrow(0, \infty]$. We do not know either if we can let $\varepsilon=0$, i.e., if continuous dependence holds in $L^{\infty}\left((-T, T), H^{s}\left(\mathbb{R}^{N}\right)\right)$. On the other hand, note that the proof does not fully use the assumption $\varphi_{n} \rightarrow \varphi$ in $H^{s}\left(\mathbb{R}^{N}\right)$ : it uses exactly that $\left\|\varphi_{n}\right\|_{H^{s}} \leq 2\|\varphi\|_{H^{s}}$ for $n$ large and that $\varphi_{n} \rightarrow \varphi$ in $L^{2}\left(\mathbb{R}^{N}\right)$.

Below is an analogue of Theorem 4.9.1 for the "critical case" $\alpha=4 /(N-2 s)$.
Theorem 4.9.7. Let $0<s<\min \{1, N / 2\}$. Let $g \in C(\mathbb{C}, \mathbb{C})$ with $g(0)=0$ satisfy (4.9.2) with

$$
\alpha=\frac{4}{N-2 s},
$$

and let $(\gamma, \rho)$ be the admissible pair defined by (4.9.3). For every $\varphi \in H^{s}\left(\mathbb{R}^{N}\right)$, there exist $T_{\max }, T_{\min } \in(0, \infty]$ and a unique, maximal solution $u$ of the problem (4.1.1) in $C\left(\left(-T_{\min }, T_{\max }\right), H^{s}\left(\mathbb{R}^{N}\right)\right) \cap L_{\text {loc }}^{\gamma}\left(\left(-T_{\min }, T_{\max }\right), B_{\rho, 2}^{s}\left(\mathbb{R}^{N}\right)\right)$. Moreover, the following properties hold:
(i) $u \in L_{\text {loc }}^{q}\left(\left(-T_{\min }, T_{\max }\right), B_{r, 2}^{s}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(q, r)$.
(ii) If $T_{\max }<\infty$, then $\|u\|_{L^{\infty}\left(\left(0, T_{\max }\right), H^{s}\right)}+\|u\|_{L^{\gamma}\left(\left(0, T_{\max }\right), B_{\rho, 2}^{s}\right)}=\infty$. A similar statement holds if $T_{\min }<\infty$.
(iii) $u$ depends continuously on $\varphi$ in the sense of Theorem 4.9.1(iii).

Proof. We use the same notation and follow the same steps as in the proof of Theorem 4.9.1.

Step 1. Uniqueness. Let $I=(0, T)$ with $T>0$ and consider two solutions $u, v \in L^{\infty}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right) \cap L^{\gamma}\left(I, B_{\rho, 2}^{s}\left(\mathbb{R}^{N}\right)\right)$ of (4.1.2). Uniqueness being a local property, we need only show that $u=v$ if $T$ is sufficiently small (see Step 2 of the proof of Theorem 4.6.1). We observe that (4.9.18) becomes

$$
\begin{equation*}
\left\|g_{2}(u)-g_{2}(v)\right\|_{L^{\gamma^{\prime}}\left(I, L^{\rho^{\prime}}\right)} \leq C\left(\|u\|_{L^{\gamma}\left(I, B_{\rho, 2}^{s}\right)}^{\alpha}+\|v\|_{L^{\gamma}\left(I, B_{\rho, 2}^{s}\right)}^{\alpha}\right)\|u-v\|_{L^{\gamma}\left(I, L^{\rho}\right)} . \tag{4.9.98}
\end{equation*}
$$

Using (4.9.17), (4.9.28), and Strichartz's estimates, we deduce that there exists $C$ independent of $T$ such that

$$
\begin{aligned}
& \|u-v\|_{L^{\infty}\left(I, L^{2}\right)}+\|u-v\|_{L^{\gamma}\left(I, L^{\rho}\right)} \leq \\
& \quad C T\|u-v\|_{L^{\infty}\left(I, L^{2}\right)}+C\left(\|u\|_{L^{\gamma}\left(I, B_{p, 2}^{s}\right)}^{\alpha}+\|v\|_{L^{\gamma}\left(I, B_{p, 2}^{s}\right)}^{\alpha}\right)\|u-v\|_{L^{\gamma}\left(I, L^{\rho}\right)} .
\end{aligned}
$$

Since $\|u\|_{L^{\gamma}\left(I, B_{p, 2}^{s}\right)} \rightarrow 0$ as $T \downarrow 0$ and similarly for $v$, we see that if $T>0$ is small enough, then

$$
\|u-v\|_{L^{\infty}\left(I, L^{2}\right)}+\|u-v\|_{L^{\gamma}\left(I, L^{\rho}\right)} \leq \frac{1}{2}\left(\|u-v\|_{L^{\infty}\left(I, L^{2}\right)}+\|u-v\|_{L^{\gamma}\left(I, L^{\rho}\right)}\right)
$$

so that $u=v$.
STEP 2. Proof of property (i). It suffices to show that if $I \ni 0$ is a bounded interval and $u \in L^{\infty}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right) \cap L^{\gamma}\left(I, B_{\rho, 2}^{s}\left(\mathbb{R}^{N}\right)\right)$ is a solution of (4.1.1), then $u \in L^{q}\left(I, B_{r, 2}^{s}\left(\mathbb{R}^{N}\right)\right) \cap C\left(\bar{I}, H^{s}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(q, r)$. This is proved as in Step 2 of the proof of Theorem 4.9.1.

Step 3. Existence. We apply a fixed point argument in the set $E$ defined by

$$
\begin{align*}
E=\{ & \left\{\in L^{\infty}\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right) \cap L^{\gamma}\left(I, B_{\rho, 2}^{s}\left(\mathbb{R}^{N}\right)\right) ;\right.  \tag{4.9.29}\\
& \left.\|u\|_{L^{\infty}\left(I, H^{s}\right)} \leq M_{1} \text { and }\|u\|_{L^{\gamma}\left(I, B_{s, 2}^{s}\right)} \leq M_{2}\right\},
\end{align*}
$$

where $I=(0, T)$ and $M_{1}, M_{2}, T>0$ are to be chosen later. $(E, \mathrm{~d})$ is a complete metric space, where the distance d is defined by

$$
\mathrm{d}(u, v)=\|u-v\|_{L^{\infty}\left(I, L^{2}\right)}+\|u-v\|_{L^{\gamma}\left(I, L^{\rho}\right)} .
$$

(See Step 1 of the proof of Theorem 4.4.1.) The proof of (4.9.21) yields

$$
\|\mathcal{H}(u)\|_{L^{q}\left(I, B_{r, 2}^{s}\right)} \leq C\|\mathcal{T}(\cdot) \varphi\|_{L^{q}\left(I, B_{r, 2}^{s}\right)}+C T\|u\|_{L^{\infty}\left(I, H^{s}\right)}+C\|u\|_{L^{\gamma}\left(I, B_{s, 2}^{s}\right)}^{\alpha+1} .
$$

In particular, given any $u \in E$,

$$
\begin{equation*}
\|\mathcal{H}(u)\|_{L^{\infty}\left(I, H^{s}\right)} \leq C_{0}\|\varphi\|_{H^{s}}+C_{0} T M_{1}+C_{0} M_{2}^{\alpha+1} \tag{4.9.30}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\mathcal{H}(u)\|_{L^{\gamma}\left(I, B_{p, 2}^{s}\right)} \leq C_{0}\|\mathcal{T}(\cdot) \varphi\|_{L^{\gamma}\left(I, B_{p, 2}^{s}\right)}+C_{0} T M_{1}+C_{0} M_{2}^{\alpha+1} \tag{4.9.31}
\end{equation*}
$$

for some constant $C_{0}$ independent of $T$. Similarly, one shows (see the proof of (4.9.26)) that there exists a constant $C_{1}$ independent of $T$ such that

$$
\begin{equation*}
\|\mathcal{H}(u)-\mathcal{H}(v)\|_{L^{\infty}\left(I, L^{2}\right)}+\|\mathcal{H}(u)-\mathcal{H}(v)\|_{L^{\gamma}\left(I, L^{\rho}\right)} \leq C_{1}\left(T+M_{2}^{\alpha}\right) \mathrm{d}(u, v) \tag{4.9.32}
\end{equation*}
$$

for all $u, v \in I$. We now choose $T, M_{1}, M_{2}$ as follows. We first let

$$
M_{1}=3 C_{0}\|\varphi\|_{H^{s}}
$$

then we choose $M_{2}>0$ sufficiently small so that

$$
C_{0} M_{2}^{\alpha+1} \leq C_{0}\|\varphi\|_{H^{s}}, \quad C_{0} M_{2}^{\alpha+1} \leq \frac{M_{2}}{3}, \quad C_{1} M_{2}^{\alpha} \leq \frac{1}{4}
$$

Finally, we choose $T>0$ sufficiently small so that

$$
C_{0} T M_{1} \leq C_{0}\|\varphi\|_{H^{s}}, \quad C_{0} T M_{1} \leq \frac{M_{2}}{3}, \quad C_{1} T \leq \frac{1}{4}
$$

and

$$
C_{0}\|\mathfrak{T}(\cdot) \varphi\|_{L^{\gamma}\left(I, B_{p, 2}^{s}\right)} \leq \frac{M_{2}}{3}
$$

(This last condition can be achieved because $\gamma<\infty$, thus $\|\mathcal{T}(\cdot) \varphi\|_{L^{\gamma}\left((0, T), B_{\rho, 2}^{s}\right)} \downarrow 0$ as $T \downarrow 0$.) We then deduce from (4.9.30)-(4.9.31) that $\|\mathcal{H}(u)\|_{L^{\infty}\left(I, H^{s}\right)} \leq M_{1}$ and $\|\mathcal{H}(u)\|_{L^{\gamma}\left(I, B_{\rho, 2}^{s}\right)} \leq M_{2}$, i.e., $\mathcal{H}: E \rightarrow E$. Furthermore, we deduce from (4.9.32) that $\mathcal{H}$ is a strict contraction on $E$, and thus has a unique fixed point which is a solution of (4.1.2) on $I$.

STEP 4. The maximal solution and the blowup alternative. Using uniqueness, we define the maximal solution (as in the proof of Theorem 3.3.9). Assume $T_{\max }<\infty$. If $\|u\|_{L^{\infty}\left(\left(0, T_{\max }\right), H^{s}\right)}+\|u\|_{L^{\gamma}\left(\left(0, T_{\max }\right), B_{\rho, 2}^{s}\right)}<\infty$, then we deduce from Step 2 that $u \in C\left(\left[0, T_{\max }\right], H^{s}\left(\mathbb{R}^{N}\right)\right)$. By Step 3 , we then can construct a solution $v$ of (4.1.2), with $\varphi$ replaced by $u\left(T_{\max }\right)$, on some interval $[0, \varepsilon]$ with $\varepsilon>0$. It follows that $\widetilde{u}$ defined on $\left[0, T_{\max }+\varepsilon\right]$ by $\widetilde{u}(t)=u(t)$ for $0 \leq t \leq T_{\max }$ and $\widetilde{u}(t)=v\left(t-T_{\max }\right)$ for $T_{\max } \leq t \leq T_{\max }+\varepsilon$ is a solution of (4.1.2) on $\left[0, T_{\max }+\varepsilon\right]$. This contradicts the definition of $T_{\max }$. Thus $\|u\|_{L^{\infty}\left(\left(0, T_{\max }\right), H^{s}\right)}+\|u\|_{L^{\gamma}\left(\left(0, T_{\max }\right), B_{\rho, 2}^{s}\right)}=\infty$.

STEP 5. Continuous dependence. This is done as in the proof of Theorem 4.9.1, Step 5.

REMARK 4.9.8. The observations of Remark 4.9.6 apply as well to Theorem 4.9.7 and its proof. We now focus in particular on the case where $|g(u)-g(v)| \leq C\left(|u|^{\alpha}+\right.$ $\left.|v|^{\alpha}\right)|u-v|$. Then one can do the fixed point argument in the set $E=\{u \in$ $\left.L^{\gamma}\left(I, B_{\rho, 2}^{s}\left(\mathbb{R}^{N}\right)\right) ;\|u\|_{L^{\gamma}\left(I, \dot{B}_{\rho, 2}^{s}\right)} \leq M\right\}$, with the distance d defined by $\mathrm{d}(u, v)=$ $\|u-v\|_{L^{\gamma}\left(I, L^{\rho}\right)}$ (see Remark 4.9.6(ii) and (iii)). In this case, instead of (4.9.31)(4.9.32), one obtains

$$
\|\mathcal{H}(u)\|_{L^{\gamma}\left(I, \dot{B}_{\rho, 2}^{s}\right)} \leq C_{0}\|\mathcal{T}(\cdot) \varphi\|_{L^{\gamma}\left(I, \dot{B}_{\rho, 2}^{s}\right)}+C_{0} M^{\alpha+1}
$$

and

$$
\|\mathcal{H}(u)-\mathcal{H}(v)\|_{L^{\gamma}\left(I, L^{\rho}\right)} \leq C_{1} M^{\alpha} \mathrm{d}(u, v)
$$

Since $\|\mathcal{T}(\cdot) \varphi\|_{L^{\gamma}\left(\mathbb{R}, \dot{B}_{\rho, 2}^{s}\right)} \leq C\|\varphi\|_{\dot{H}^{s}}$, we obtain by letting $I=\mathbb{R}$

$$
\begin{aligned}
& \|\mathcal{H}(u)\|_{L^{\gamma}\left(\mathbb{R}, \dot{B}_{\rho, 2}^{s}\right)} \leq C_{3}\|\varphi\|_{\dot{H}^{s}}+C_{0} M^{\alpha+1} \\
& \|\mathcal{H}(u)-\mathcal{H}(v)\|_{L^{\gamma}\left(\mathbb{R}, L^{\rho}\right)} \leq C_{1} M^{\alpha} \mathrm{d}(u, v)
\end{aligned}
$$

Therefore, if we first choose $M>0$ small enough so that $C_{0} M^{\alpha+1} \leq M / 2$ and $C_{1} M^{\alpha} \leq 1 / 2$ and then assume that $\|\varphi\|_{\dot{H}^{s}}$ is sufficiently small so that $C_{3}\|\varphi\|_{\dot{H}^{s}} \leq$ $M / 2$, we see that $\mathcal{H}$ is a strict contraction on $E$. In this case, we obtain (under
the assumption that $\|\varphi\|_{\dot{H}}$, is small) a global solution $u$ of (4.1.1). Moreover, this solution belongs (by construction) to $L^{\infty}\left(\mathbb{R}, H^{s}\left(\mathbb{R}^{N}\right)\right) \cap L^{\gamma}\left(\mathbb{R}, B_{\rho, 2}^{s}\left(\mathbb{R}^{N}\right)\right)$. See $[70]$ for details.

We now comment on the case $s>1$. The restriction $s<1$ in Theorems 4.9.1 and 4.9.7 is motivated only by the nonlinear estimates of Propositions 4.9.4 and 4.9.5. The rest of the proof is not subject to the condition $s<1$. It turns out that estimates of the type (4.9.8) for $s>1$ are true but require more regularity assumptions on $g$. The corresponding existence results of $H^{s}$ solutions therefore hold provided $g$ is sufficiently smooth. See Cazenave and Weissler [70] and Kato [206]. See also Pecher [295], where the author uses time derivatives to obtain $H^{s}$ solutions with minimal regularity assumptions on the nonlinearity. For completeness, we state below two typical results.

Theorem 4.9.9. Assume $N \geq 3$ and $1<s<N / 2$. Let $g(u)=\lambda|u|^{\alpha} u$ with $\lambda \in \mathbb{C}$ and

$$
0 \leq \alpha<\frac{4}{N-2 s} .
$$

If $\alpha$ is not an even integer, suppose further that

$$
\begin{equation*}
[s]<\alpha . \tag{4.9.33}
\end{equation*}
$$

Given $\varphi \in H^{s}\left(\mathbb{R}^{N}\right)$, there exist $T_{\max }, T_{\min } \in(0, \infty\}$ and a unique, maximal solution $u \in C\left(\left(-T_{\min }, T_{\max }\right), H^{s}\left(\mathbb{R}^{N}\right)\right)$ of problem (4.1.1). Moreover, the following properties hold:
(i) $u \in L_{\text {loc }}^{q}\left(\left(-T_{\min }, T_{\max }\right), B_{r, 2}^{s}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair ( $q, r$ ).
(ii) (Blowup alternative) If $T_{\max }<\infty$ (respectively, if $T_{\min }<\infty$ ), then $\|u(t)\|_{H^{s}} \rightarrow \infty$ as $t \uparrow T_{\text {max }}$ (respectively, as $t \downarrow-T_{\text {min }}$ ).
(iii) $u$ depends continuously on $\varphi$ in the sense of Theorem 4.9.1(iii).

Proof. We refer to Cazenave and Weissler [70]. Note that uniqueness of $H^{s}$ solutions follows from Remark 4.2.12.

Theorem 4.9.10. Assume $N \geq 3$. Let $1<s<N / 2$ and $g(u)=\lambda|u|^{\frac{4}{N-2 s}} u$ with $\lambda \in \mathbb{C}$. If $\alpha$ is not an even integer, suppose further that (4.9.33) holds. It follows that for every $\varphi \in H^{s}\left(\mathbb{R}^{N}\right)$, there exist $0<T_{\max }, T_{\min }<\infty$ and a unique, maximal solution $u \in C\left(\left(-T_{\min }, T_{\max }\right), H^{s}\left(\mathbb{R}^{N}\right)\right)$ of problem (4.1.1). Moreover, the following properties hold:
(i) $u \in L_{\text {loc }}^{q}\left(\left(-T_{\min }, T_{\max }\right), B_{r, 2}^{s}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair ( $q, r$ ).
(ii) If $T_{\max }<\infty$, then $\|u\|_{L^{\gamma}\left(\left(0, T_{\max }\right), B_{\rho, 2}^{s}\right)}=\infty$, where $(\gamma, \rho)$ is the admissible pair defined by (4.9.3). A similar statement holds if $T_{\min }<\infty$.
(iii) $u$ depends continuously on $\varphi$ in the sense of Theorem 4.9.1(iii).

Proof. We refer to Cazenave and Weissler [70]. Note that uniqueness of $H^{s}$ solutions follows from Proposition 4.2.13.

Remark 4.9.11. Here are some comments on the assumption (4.9.33) in Theorems 4.9.9 and 4.9.10.
(i) The fact that assumption (4.9.33) is not needed when $\alpha$ is an even integer is essentially due to the fact that $g \in C^{\infty}(\mathbb{C}, \mathbb{C})$ (in the real sense) in that case. See Cazenave and Weissler [70] and Kato [206].
(ii) In the framework of Theorem 4.9.9, Pecher [295] has improved assumption (4.9.33) by using time derivatives in the construction of the solution. More precisely, (4.9.33) is not needed if $N=3,4$, or, more generally, if $s<2$. If $2 \leq s<4$, then it can be replaced by the weaker condition $s<\alpha+2$; and if $s \geq 4$, then it can be replaced by the weaker condition $s<\alpha+3$.
REMARK 4.9.12. In the limiting case $s=N / 2$, the embedding $H^{\frac{N}{2}}\left(\mathbb{R}^{N}\right) \hookrightarrow$ $L^{p}\left(\mathbb{R}^{N}\right)$ for all $2 \leq p<\infty$ makes it possible to obtain local existence for (sufficiently regular) nonlinearities with arbitrary polynomial growth. See Kato [206]. In particular, there is local existence in the model case $g(u)=\lambda|u|^{\alpha} u$ for any $\alpha>0$ such that $[s]<\alpha$. Using Trudinger's inequality, one can also consider nonlinearities of exponential growth. See Nakamura and Ozawa [256].

### 4.10. $H^{m}$ Solutions, $m>N / 2$

In this section we study the local existence of "smooth" solutions in $H^{m}\left(\mathbb{R}^{N}\right)$ for $m>N / 2$. In principle, one can consider arbitrary real $m$ (see Kato [206]), but we will only consider integers. The estimates are then simpler. The main point in considering $m>N / 2$ is that $H^{m}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{\infty}\left(\mathbb{R}^{N}\right)$. The consequence is that we need regularity of the nonlinearity but we do not need any control on its growth. We follow the method of Ginibre and Velo [135] and for simplicity, we only consider local nonlinearities. The main result is the following.

Theorem 4.10.1. Let $m>N / 2$ be an integer and let $g \in C^{m}(\mathbb{C}, \mathbb{C})$ (in the real sense) satisfy $g(0)=0$. For every $\varphi \in H^{m}\left(\mathbb{R}^{N}\right)$, there exist $T_{\max }, T_{\min }>0$ and a unique, maximal solution $u \in C\left(\left(-T_{\min }, T_{\max }\right), H^{m}\left(\mathbb{R}^{N}\right)\right)$ of (4.1.1). Moreover, the following properties hold:
(i) (Blowup alternative) If $T_{\max }<\infty$ (respectively, $T_{\min }<\infty$ ), then $\|u(t)\|_{H^{m}} \rightarrow \infty$ as $t \uparrow T_{\max }$ (respectively, as $t \downarrow-T_{\min }$ ). Moreover, $\limsup \|u(t)\|_{L^{\infty}}=\infty$ as $t \uparrow T_{\max }$ (respectively, as $t \downarrow-T_{\min }$ ).
(ii) $u$ depends continuously on $\varphi$ in the following sense. The functions $T_{\max }$ and $T_{\min }$ are lower semicontinuous $H^{m}\left(\mathbb{R}^{N}\right) \rightarrow(0, \infty]$. Moreover, if $\varphi_{n} \rightarrow \varphi$ in $H^{m}\left(\mathbb{R}^{N}\right)$ and if $u_{n}$ is the maximal solution of (4.1.1) with the initial value $\varphi_{n}$, then $u_{n} \rightarrow u$ in $L^{\infty}\left((-S, T), H^{m}\left(\mathbb{R}^{N}\right)\right)$ for every $p<\infty$ and every interval $[-S, T] \subset\left(-T_{\min }, T_{\max }\right)$.
(iii) If $(g(w), i w)_{L^{2}}=0$ for all $w \in H^{m}\left(\mathbb{R}^{N}\right)$, then there is conservation of charge; i.e., $\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}}$ for all $t \in\left(-T_{\min }, T_{\max }\right)$.
(iv) If there exists $G \in C^{1}\left(H^{m}\left(\mathbb{R}^{N}\right), \mathbb{R}\right)$ such that $g=G^{\prime}$, then there is conservation of energy; i.e., $E(u(t))=E(\varphi)$ for all $t \in\left(-T_{\min }, T_{\max }\right)$, where $E$ is defined by (3.3.9).

The proof of Theorem 4.10.1 relies on the following technical lemma.
Lemma 4.10.2. Let $m>N / 2$ be an integer and let $g \in C^{m}(\mathbb{C}, \mathbb{C})$ satisfy $g(0)=$ 0 . It follows that the mapping $u \mapsto g(u)$ is continuous and bounded $H^{m}\left(\mathbb{R}^{N}\right) \rightarrow$
$H^{m}\left(\mathbb{R}^{N}\right)$. More precisely, given any $M>0$, there exists $C(M)$ such that

$$
\begin{align*}
\|g(u)\|_{H^{m}} & \leq C(M)\|u\|_{H^{m}}  \tag{4.10.1}\\
\|g(u)-g(v)\|_{L^{2}} & \leq C(M)\|u-v\|_{L^{2}} \tag{4.10.2}
\end{align*}
$$

for all $u, v \in H^{m}\left(\mathbb{R}^{N}\right)$ such that $\|u\|_{L^{\infty}},\|v\|_{L^{\infty}} \leq M$. Moreover,

$$
\begin{equation*}
\|g(u)-g(v)\|_{H^{m}} \leq C(M)\left[\|u-v\|_{H^{m}}+\varepsilon_{M}\left(\|u-v\|_{L^{2}}\right)\right] \tag{4.10.3}
\end{equation*}
$$

for all $u, v \in H^{m}\left(\mathbb{R}^{N}\right)$ such that $\|u\|_{H^{m}},\|v\|_{H^{m}} \leq M$, where $\varepsilon_{M}(s) \rightarrow 0$ as $s \downarrow 0$.
Proof. Let $M>0$ and let

$$
\begin{equation*}
K(M)=\sup _{|u| \leq M}\left|g^{\prime}(u)\right|+\cdots+\left|g^{(m)}(u)\right|<\infty \tag{4.10.4}
\end{equation*}
$$

It follows that, if $|u|,|v| \leq M$, then

$$
\begin{equation*}
|g(u)-g(v)| \leq K(M)|u-v| \tag{4.10.5}
\end{equation*}
$$

and in particular

$$
\begin{equation*}
|g(u)| \leq K(M)|u| \tag{4.10.6}
\end{equation*}
$$

Consider now $u \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{N}\right)$. Given a multi-index $\alpha$ with $|\alpha|=m$, it is not difficult to show that $D^{\alpha} g(u)$ is a sum of terms of the form

$$
\begin{equation*}
g^{(k)}(u) \prod_{j=1}^{k} D^{\beta_{j}} u \tag{4.10.7}
\end{equation*}
$$

where $k$ is an integer, $k \in\{1, \ldots,|\alpha|\}$ and the $\beta_{j}$ 's are multi-indices such that $\alpha=\beta_{1}+\cdots+\beta_{k}$ and $\left|\beta_{j}\right| \geq 1$. Let $p_{j}=2 m /\left|\beta_{j}\right|$, so that

$$
\sum_{j=1}^{k} \frac{1}{p_{j}}=\frac{1}{2}
$$

It follows from Hölder's inequality that

$$
\left\|\prod_{j=1}^{k} D^{\beta_{j}} u\right\|_{L^{2}} \leq \prod_{j=1}^{k}\left\|D^{\beta_{j}} u\right\|_{L^{p_{j}}}
$$

On the other hand, it follows from Gagliardo-Nirenberg's inequality that

$$
\left\|D^{\beta_{j}} u\right\|_{L^{p_{j}}} \leq C\|u\|_{H^{m}}^{\frac{\left|\beta_{j}\right|}{m^{m}}}\|u\|_{L^{\infty}}^{1-\frac{\left|\beta_{j}\right|}{m}}
$$

and so

$$
\left\|\prod_{j=1}^{k} D^{\beta_{j}} u\right\|_{L^{2}} \leq C\|u\|_{H^{m}}\|u\|_{L^{\infty}}^{k-1}
$$

Applying now (4.10.7) and (4.10.4), we deduce that

$$
\left\|D^{\alpha} g(u)\right\|_{L^{2}} \leq C K(M)\|u\|_{H^{m}}
$$

Finally, we deduce from (4.10.6) that

$$
\|g(u)\|_{L^{2}} \leq K(M)\|u\|_{L^{2}},
$$

so that (4.10.1) follows from the two estimates above.
Let now $u \in H^{m}\left(\mathbb{R}^{N}\right)$ with $\|u\|_{L^{\infty}} \leq M$ and let $\left(u_{n}\right)_{n \geq 0} \subset C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$ satisfy $u_{n} \rightarrow u$ in $H^{m}\left(\mathbb{R}^{N}\right)$. Since $H^{m}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{\infty}\left(\mathbb{R}^{N}\right)$, we see that $\left\|u_{n}\right\|_{L^{\infty}} \leq 2 M$ and $\left\|u_{n}\right\|_{H^{m}} \leq 2\|u\|_{H^{m}}$ for $n$ large. In particular, we deduce from (4.10.1), which we already established for $u_{n}$, that

$$
\begin{equation*}
\left\|g\left(u_{n}\right)\right\|_{H^{m}} \leq 2 C(2 M)\|u\|_{H^{m}} \quad \text { for } n \text { large. } \tag{4.10.8}
\end{equation*}
$$

In particular, $\left(g\left(u_{n}\right)\right)_{n \geq 0}$ is bounded in $H^{m}$. Since $g\left(u_{n}\right) \rightarrow g(u)$ in $L^{2}\left(\mathbb{R}^{N}\right)$ by (4.10.5), it follows that $g\left(u_{n}\right) \rightharpoonup g(u)$ in $H^{m}\left(\mathbb{R}^{N}\right)$. Applying (4.10.8), we deduce (4.10.1) (with $C(M)$ replaced by $2 C(2 M)$ ). Inequality (4.10.2) is an immediate consequence of (4.10.5).

We finally prove (4.10.3). First note that, given $u \in H^{m}\left(\mathbb{R}^{N}\right)$ and $\left(u_{n}\right)_{n \geq 0} \subset$ $C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$ as above, we may assume (after possibly extracting a subsequence) that $D^{\alpha} u_{n} \rightarrow D^{\alpha} u$ a.e. for all $|\alpha| \leq m$. Thus we see that formula (4.10.7) holds a.e. for every $u \in H^{m}\left(\mathbb{R}^{N}\right)$. Let now $M>0$ and $u, v \in H^{m}\left(\mathbb{R}^{N}\right)$ with $\|u\|_{H^{m}},\|v\|_{H^{m}} \leq M$. Given a multi-index $\alpha$ with $|\alpha|=m$, we deduce that $D^{\alpha}[g(u)-g(v)]$ is a sum of terms of the form

$$
g^{(k)}(u) \prod_{j=1}^{k} D^{\beta_{j}} u-g^{(k)}(v) \prod_{j=1}^{k} D^{\beta_{j}} v
$$

where $k$ and the $\beta_{j}$ 's are as in (4.10.7). Each of the above terms can itself be decomposed as a sum of terms where the first one is

$$
\begin{equation*}
\left[g^{(k)}(u)-g^{(k)}(v)\right] \prod_{j=1}^{k} D^{\beta_{j}} u \tag{4.10.9}
\end{equation*}
$$

The other ones have the form

$$
g^{(k)}(v) \prod_{j=1}^{k} D^{\beta_{j}} w_{j}
$$

where all the $w_{j}$ 's are equal to $u$ or $v$, except one which is equal to $u-v$. Let now $p_{j}=2 m /\left|\beta_{j}\right|$. We see that

$$
\left\|g^{(k)}(v) \prod_{j=1}^{k} D^{\beta_{j}} w_{j}\right\|_{L^{2}} \leq\left\|g^{(k)}(v)\right\|_{L^{\infty}} \prod_{j=1}^{k}\left\|D^{\beta_{j}} w_{j}\right\|_{L^{p_{j}}} \leq C(M)\|u-v\|_{H^{m}},
$$

where the last inequality follows from the embeddings $H^{m}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{\infty}\left(\mathbb{R}^{N}\right)$ and $H^{m}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{p_{j}}\left(\mathbb{R}^{N}\right)$. If $k \leq m-1$, then $g^{(k)}$ is Lipschitz on bounded sets, so that the terms in (4.10.9) are estimated as above by $C(M)\|u-v\|_{H^{m}}$. It remains to estimate the terms (4.10.9) when $k=m$. This last term is estimated as above by

$$
\begin{equation*}
\left\|g^{(m)}(u)-g^{(m)}(v)\right\|_{L^{\infty}}\|u\|_{H^{m}}^{m} . \tag{4.10.10}
\end{equation*}
$$

Since $g^{(m)}$ is continuous, hence uniformly continuous on bounded sets, and $\|u\|_{H^{m}},\|v\|_{H^{m}} \leq M$, we see that $\left\|g^{(m)}(u)-g^{(m)}(v)\right\|_{L^{\infty}} \leq \delta_{M}\left(\|u-v\|_{L^{\infty}}\right)$, with $\delta_{M}(s) \rightarrow 0$ as $s \downarrow 0$. Since $\|u-v\|_{L^{\infty}} \leq C\|u-v\|_{H^{2}}^{\frac{N}{2 m}}\|u-v\|_{L^{2}}^{\frac{2 m-N}{2^{2 m}}}$, we may replace $\delta_{M}\left(\|u-v\|_{L^{\infty}}\right)$ by $\delta_{M}\left(\|u-v\|_{L^{2}}\right)$, so that (4.10.3) now follows from (4.10.10).

Proof of Theorem 4.10.1. We first note that by Lemmas 4.2 .8 and 4.10.2, problems (4.1.1) and (4.1.2) are equivalent. We then proceed in four steps.

Step 1. Existence. We construct solutions by a fixed-point argument. Given $M, T>0$ to be chosen later, we set $I=(-T, T)$ and we consider

$$
E=\left\{u \in L^{\infty}\left(I, H^{m}\left(\mathbb{R}^{N}\right)\right):\|u\|_{L^{\infty}\left(I, H^{m}\right)} \leq M\right\} .
$$

It follows that ( $E, \mathrm{~d}$ ) is a complete metric space, where the distance d is defined by

$$
\mathrm{d}(u, v)=\|u-v\|_{L^{\infty}\left(I, L^{2}\right)} .
$$

(This is established by the argument of Step 1 of the proof of Theorem 4.4.1.) We now consider $\mathcal{H}$ defined by

$$
\mathcal{H}(u)(t)=\mathcal{T}(t) \varphi+\mathcal{G}(u)(t)
$$

where

$$
\mathcal{G}(u)(t)=i \int_{0}^{t} \mathcal{T}(t-s) g(u(s)) d s
$$

for all $u \in E$ and all $t \in I$. We note that if $u \in L^{\infty}\left(I, H^{m}\left(\mathbb{R}^{N}\right)\right)$, then $g(u) \in$ $L^{\infty}\left(I, H^{m}\left(\mathbb{R}^{N}\right)\right)$ by Lemma 4.10 .2 , so that $\mathcal{G}(u) \in C\left(\bar{I}, H^{m}\left(\mathbb{R}^{N}\right)\right)$. Since $\mathcal{T}(t)$ is an isometry on $H^{m}\left(\mathbb{R}^{N}\right)$, it follows from (4.10.3) that for every $u \in E$ and $t \in I$,

$$
\|\mathcal{H}(u)(t)\|_{H^{m}} \leq\|\varphi\|_{H^{m}}+T\|g(u)\|_{L^{\infty}\left(I, H^{m}\right)} \leq\|\varphi\|_{H^{m}}+T C(M) M .
$$

Furthermore, it follows from (4.10.2) that, if $u, v \in E$, then

$$
\|\mathcal{H}(u)(t)-\mathcal{H}(v)(t)\|_{L^{2}} \leq T C(M)\|u-v\|_{L^{\infty}\left(I, L^{2}\right)} .
$$

Therefore, we see that if

$$
\begin{equation*}
M=2\|\varphi\|_{H^{m}} \quad \text { and } \quad T C(M) \leq \frac{1}{2} \tag{4.10.11}
\end{equation*}
$$

then $\mathcal{H}$ is a strict contraction of $(E, \mathrm{~d})$ and thus has a fixed-point which is a solution of (4.1.3), hence of (4.1.1).

Step 2. Uniqueness, the maximal solution, and the blowup alternative. We get uniqueness from Proposition 4.2.9. We then proceed as in the proof of Theorem 3.3.9: using uniqueness, we define the maximal solution; and since the local solution is constructed by the fixed point argument on an interval depending on $\|\varphi\|_{H^{m}}$ (by (4.10.11)), we deduce the blowup alternative on $\|u(t)\|_{H^{m}}$. We then show that if $T_{\max }<\infty$, then $\limsup \|u(t)\|_{L^{\infty}}=\infty$ as $t \uparrow T_{\max }$. Indeed, suppose by contradiction that $\lim \sup \|u(t)\|_{L^{\infty}}<\infty$. Since $u \in C\left(\left[0, T_{\max }\right), H^{m}\left(\mathbb{R}^{N}\right)\right)$ and $H^{m}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{\infty}\left(\mathbb{R}^{N}\right)$, it follows that

$$
M=\sup _{0 \leq t<T_{\max }}\|u(t)\|_{L^{\infty}}<\infty .
$$

Applying now (4.10.1), we deduce from (4.1.2) that

$$
\|u(t)\|_{H^{m}} \leq\|\varphi\|_{H^{m}}+C(M) \int_{0}^{t}\|u(s)\|_{H^{m}} d s
$$

Applying Gronwall's lemma, we obtain that $\|u(t)\|_{H^{m}} \leq\|\varphi\|_{H^{m}} e^{T_{\max } C(M)}$ for all $0 \leq t<T_{\max }$, which contradicts the blowup of $\|u(t)\|_{H^{m}}$ at $T_{\text {max }}$.

STEP 3. Continuous dependence. Let $\varphi \in H^{m}\left(\mathbb{R}^{N}\right)$ and consider $\left(\varphi_{n}\right)_{n \geq 0} \subset$ $H^{m}\left(\mathbb{R}^{N}\right)$ such that $\varphi_{n} \rightarrow \varphi$ in $H^{m}\left(\mathbb{R}^{N}\right)$ as $n \rightarrow \infty$. Let $u_{n}$ be the maximal solution of (4.1.1) corresponding to the initial value $\varphi_{n}$. We claim that there exists $T>0$
depending on $\|\varphi\|_{H^{m}}$ such that $u_{n}$ is defined on $[-T, T]$ for $n$ large enough and $u_{n} \rightarrow u$ in $C\left([-T, T], H^{m}\left(\mathbb{R}^{N}\right)\right)$ as $n \rightarrow \infty$. The result follows by iterating this property in order to cover any compact subset of $\left(-T_{\min }, T_{\max }\right)$.

We now prove the claim. Since $\left\|\varphi_{n}\right\|_{H^{m}} \leq 2\|\varphi\|_{H^{m}}$ for $n$ sufficiently large, we deduce from the estimates of Step 1 that there exists $T=T\left(\|\varphi\|_{H^{m}}\right)$ such that $u$ and $u_{n}$ are defined on $[-T, T]$ for $n \geq n_{0}$ and

$$
\begin{equation*}
\|u\|_{L^{\infty}\left((-T, T), H^{m}\right)}+\sup _{n \geq n_{0}}\left\|u_{n}\right\|_{L^{\infty}\left((-T, T), H^{m}\right)} \leq 4\|\varphi\|_{H^{m}} \tag{4.10.12}
\end{equation*}
$$

Note that $u_{n}(t)-u(t)=\mathcal{T}(t)\left(\varphi_{n}-\varphi\right)+\mathcal{G}\left(u_{n}\right)(t)-\mathcal{G}(u)(t)$. Therefore, it follows from (4.10.2), (4.10.12) and the embedding $H^{m}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{\infty}\left(\mathbb{R}^{N}\right)$ that there exists $C$ such that

$$
\left\|u(t)-u_{n}(t)\right\|_{L^{2}} \leq\left\|\varphi-\varphi_{n}\right\|_{L^{2}}+C\left|\int_{0}^{t}\left\|u(s)-u_{n}(s)\right\|_{L^{2}} d s\right|
$$

for all $t \in(-T, T)$. We then deduce from Gronwall's lemma that

$$
\begin{equation*}
\left\|u(t)-u_{n}(t)\right\|_{L^{2}} \leq\left\|\varphi-\varphi_{n}\right\|_{L^{2}} e^{T C} \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{4.10.13}
\end{equation*}
$$

We then deduce from (4.10.3) and (4.10.13) that there exists $C$ and $\varepsilon_{n} \downarrow 0$ such that

$$
\left\|u(t)-u_{n}(t)\right\|_{H^{m}} \leq \varepsilon_{n}+\left\|\varphi-\varphi_{n}\right\|_{H^{m}}+C\left|\int_{0}^{t}\left\|u(s)-u_{n}(s)\right\|_{H^{m}} d s\right|
$$

for all $t \in(-T, T)$. The claim now follows from Gronwall's lemma.
Step 4. The conservation laws. Note that the case $m=1$ has already been studied (Theorem 4.4.6 and Remark 4.4.8), so that we may assume $m \geq 2$. The conservation laws (properties (iii) and (iv)) then follow by multiplying the equation by $\bar{u}$ and $\bar{u}_{t}$, respectively. See Steps 3 and 4 of the proof of Theorem 4.8.1.

REMARK 4.10.3. Let $g(u)=\lambda|u|^{\alpha} u$ with $\alpha>0$ and $\lambda \in \mathbb{C}$. If $\alpha$ is an even integer, then $g \in C^{\infty}(\mathbb{C}, \mathbb{C})$. Therefore, we may apply Theorem 4.10.1 for any $m>N / 2$. If $\alpha$ is an odd integer, then $g \in C^{m}(\mathbb{C}, \mathbb{C})$ only for $m \leq[\alpha]$, so that we may apply Theorem 4.10 .1 only in the case $[\alpha]>N / 2$ and for $N / 2<m \leq[\alpha]$. If $\alpha$ is not an integer, then $g \in C^{m}(\mathbb{C}, \mathbb{C})$ only for $m \leq[\alpha]+1$, so that we may apply Theorem 4.10 .1 only in the case $[\alpha]+1>N / 2$ and for $N / 2<m \leq[\alpha]+1$.

### 4.11. Cauchy Problem for a Nonautonomous Schrödinger Equation

In this section we study the Cauchy problem for equation (7.5.5) below, starting from any point $t \in[0,1]$. In fact, we consider the more general Cauchy problem (see [72])

$$
\left\{\begin{array}{l}
i v_{t}+\Delta v+h(t)|v|^{\alpha} v=0  \tag{4.11.1}\\
v(0)=\psi
\end{array}\right.
$$

where $h \in L_{\text {loc }}^{1}(\mathbb{R}, \mathbb{R})$. We study the equation (4.11.1) in the equivalent form

$$
\begin{equation*}
v(t)=\mathcal{T}(t) \psi+i \int_{0}^{t} \mathcal{T}(t-s) h(s)|v(s)|^{\alpha} v(s) d s \tag{4.11.2}
\end{equation*}
$$

We have the following existence and uniqueness result.

Theorem 4.11.1. Assume $0<\alpha<4 /(N-2)(0<\alpha<\infty$ if $N=1)$. Let $\theta=4 /[4-\alpha(N-2)](\theta=1$ if $N=1, \theta>1$ and $(2-\alpha) \theta \leq 1$ if $N=2$ ), and consider a real-valued function $h \in L_{\text {loc }}^{\theta}(\mathbb{R}, \mathbb{R})$. It follows that for every $\psi \in H^{1}\left(\mathbb{R}^{N}\right)$, there exist $T_{\max }, T_{\min }>0$ and a unique, maximal solution $v \in C\left(\left(-T_{\min }, T_{\max }\right), H^{1}\left(\mathbb{R}^{N}\right)\right) \cap W_{\mathrm{loc}}^{1, \theta}\left(\left(-T_{\min }, T_{\max }\right), H^{-1}\left(\mathbb{R}^{N}\right)\right)$ of equation (4.11.2). The solution $v$ is maximal in the sense that if $T_{\max }<\infty$ (respectively, $T_{\min }<\infty$ ), then $\|u(t)\|_{H^{1}} \rightarrow \infty$ as $t \uparrow T_{\max }$ (respectively, $t \downarrow-T_{\min }$ ). In addition, the solution $v$ has the following properties:
(i) If $T_{\max }<\infty$, then $\lim \inf _{t \uparrow T_{\max }}\left\{\|v(t)\|_{H^{1}}^{\alpha}\|h\|_{L^{\theta}\left(t, T_{\max }\right)}\right\}>0$.
(ii) If $T_{\min }<\infty$, then $\liminf _{t 1-T_{\text {min }}}\left\{\|v(t)\|_{H^{1}}^{\alpha}\|h\|_{L^{\theta}\left(-T_{\text {min }}, t\right)}\right\}>0$.
(iii) $u \in L_{\mathrm{loc}}^{q}\left(\left(-T_{\min }, T_{\max }\right), W^{1, r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(q, r)$.
(iv) There exists $\delta>0$, depending only on $N, \alpha$, and $\theta$ such that if

$$
\|\psi\|_{H^{1}}^{\alpha \theta} \int_{-\tau}^{\tau}|h(s)|^{\theta} d s \leq \delta
$$

then $[-\tau, \tau] \subset\left(-T_{\min }, T_{\max }\right)$ and $\|v\|_{L^{q}\left((-\tau, \tau), W^{1, r}\right)} \leq K\|\psi\|_{H^{1}}$ for every admissible pair $(q, r)$, where $K$ depends only on $N, \alpha, \theta$, and $q$. In addition, if $\psi^{\prime}$ is another initial value satisfying the above condition and if $v^{\prime}$ is the corresponding solution of (4.11.2), then $\left\|v-v^{\prime}\right\|_{L^{\infty}\left((-\tau, \tau), L^{2}\right)} \leq K\left\|\psi-\psi^{\prime}\right\|_{L^{2}}$.
(v) If $|\cdot| \psi \in L^{2}\left(\mathbb{R}^{N}\right)$, then $|\cdot| v \in C\left(\left(-T_{\min }, T_{\max }\right), L^{2}\left(\mathbb{R}^{N}\right)\right)$.

Proof. We apply the method of Section 4.4. We suppose first that $N \geq 3$, then we indicate the modifications needed to handle the cases $N=2$ and $N=1$. Let $2^{*}=2 N /(N-2)$ and define $r$ by

$$
\begin{equation*}
1-\frac{2}{r}=\frac{\alpha}{2^{*}} \tag{4.11.3}
\end{equation*}
$$

Since $(N-2) \alpha<4$, we have $2<r<2^{*}$. Therefore, there exists $q$ such that $(q, r)$ is an admissible pair. A simple calculation shows that

$$
\begin{equation*}
\frac{1}{q^{\prime}}=\frac{1}{\theta}+\frac{1}{q} . \tag{4.11.4}
\end{equation*}
$$

By Strichartz's estimates, there exists $K$ such that

$$
\|\mathcal{T}(\cdot) \psi\|_{L^{\infty}\left(\mathbb{R}, H^{1}\right)}+\|\mathcal{T}(\cdot) \psi\|_{L^{4}\left(\mathbb{R}, W^{1, r}\right)} \leq K\|\psi\|_{H^{1}}
$$

for every $\psi \in H^{1}\left(\mathbb{R}^{N}\right)$. Given $M>0$ and $0 \leq T_{1}, T_{2}$ such that $T_{1}+T_{2}>0$, let

$$
\begin{aligned}
E=\{ & v \in L^{\infty}\left(\left(-T_{1}, T_{2}\right), H^{1}\left(\mathbb{R}^{N}\right)\right) \cap L^{q}\left(\left(-T_{1}, T_{2}\right), W^{1, r}\left(\mathbb{R}^{N}\right)\right) \\
& \left.\|v\|_{L^{\infty}\left(\left(-T_{1}, T_{2}\right), H^{1}\right)}+\|v\|_{L^{q}\left(\left(-T_{1}, T_{2}\right), W^{1, r}\right)} \leq(K+1) M\right\} .
\end{aligned}
$$

Endowed with the metric $\mathrm{d}(u, v)=\|v-u\|_{L^{q}\left(\left(-T_{1}, T_{2}\right), L^{r}\right)},(E, \mathrm{~d})$ is a complete metric space. Given $v \in E$, it follows from (4.11.3), (4.11.4), and Sobolev's and Hölder's inequalities that $h|v|^{\alpha} v \in L^{q^{\prime}}\left(\left(-T_{1}, T_{2}\right), W^{1, r^{\prime}}\left(\mathbb{R}^{N}\right)\right)$ and that

$$
\begin{align*}
& \left\|h|v|^{\alpha} v\right\|_{L^{q^{\prime}}\left(\left(-T_{1}, T_{2}\right), W^{1, r^{\prime}}\right)} \\
& \quad \leq C\|h\|_{L^{\theta}\left(-T_{1}, T_{2}\right)}\|v\|_{L^{\infty}\left(\left(-T_{1}, T_{2}\right), L^{2^{*}}\right)}^{\alpha}\|v\|_{L^{q}\left(\left(-T_{1}, T_{2}\right), W^{1, r}\right)}  \tag{4.11.5}\\
& \quad \leq C_{1}\|h\|_{L^{\theta}\left(-T_{1}, T_{2}\right)}(K+1)^{\alpha+1} M^{\alpha+1} .
\end{align*}
$$

Furthermore, given $u, v \in E$, one has as well

$$
\begin{align*}
& \left\|h\left(|v|^{\alpha} v-|u|^{\alpha} u\right)\right\|_{L^{q^{\prime}}\left(\left(-T_{1}, T_{2}\right), L^{r^{\prime}}\right)} \leq \\
& C\|h\|_{L^{\theta}\left(-T_{1}, T_{2}\right)}\left(\|v\|_{L^{\infty}\left(\left(-T_{1}, T_{2}\right), H^{1}\right)}^{\alpha}\right.  \tag{4.11.6}\\
& \left.\quad+\|u\|_{\left.L^{\infty}\left(\left(-T_{1}, T_{2}\right), H^{1}\right)\right)}^{\alpha}\right)\|v-u\|_{L^{q}\left(\left(-T_{1}, T_{2}\right), L^{r}\right)}
\end{align*}
$$

and so

$$
\begin{equation*}
\left\|h\left(|v|^{\alpha} v-|u|^{\alpha} u\right)\right\|_{L^{q^{\prime}}\left(\left(-T_{1}, T_{2}\right), L^{r^{\prime}}\right)} \leq C_{2}\|h\|_{L^{\theta}\left(-T_{1}, T_{2}\right)}(K+1)^{\alpha} M^{\alpha} \mathrm{d}(u, v) \tag{4.11.7}
\end{equation*}
$$

Given $v \in E$ and $\psi \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $\|\psi\|_{H^{1}} \leq M$, let $\mathcal{H}(v)$ be defined by

$$
\mathcal{H}(v)(t)=\mathcal{T}(t) \psi+i \int_{0}^{t} \mathcal{T}(t-s) h(s)|v|^{\alpha} v(s) d s \quad \text { for } t \in\left(-T_{1}, T_{2}\right)
$$

It follows from Strichartz's estimates and (4.11.5) that

$$
\mathcal{H}(v) \in C\left(\left[-T_{1}, T_{2}\right], H^{1}\left(\mathbb{R}^{N}\right)\right) \cap L^{q}\left(\left(-T_{1}, T_{2}\right), W^{1, r}\left(\mathbb{R}^{N}\right)\right)
$$

and

$$
\begin{aligned}
& \|\mathcal{H}(v)\|_{L^{\infty}\left(\left(-T_{1}, T_{2}\right), H^{1}\right)}+\|\mathcal{H}(v)\|_{L^{q}\left(\left(-T_{1}, T_{2}\right), W^{1, r}\right)} \leq \\
& K M+C_{3}(K+1)^{\alpha+1} M^{\alpha+1}\|h\|_{L^{\theta}\left(-T_{1}, T_{2}\right)}
\end{aligned}
$$

Therefore, if $T_{1}+T_{2}$ is small enough so that

$$
C_{3}(K+1)^{\alpha+1} M^{\alpha}\|h\|_{L^{\theta}\left(-T_{1}, T_{2}\right)} \leq 1
$$

then $\mathcal{H}(v) \in E$. Furthermore, Strichartz's estimates and (4.11.7) imply that

$$
\mathrm{d}(\mathcal{H}(v), \mathcal{H}(u)) \leq C_{4}(K+1)^{\alpha} M^{\alpha}\|h\|_{L^{\theta}\left(-T_{1}, T_{2}\right)} \mathrm{d}(u, v)
$$

Consequently, if $T_{1}+T_{2}$ is small enough so that

$$
\begin{equation*}
K_{1} M^{\alpha}\|h\|_{L^{\theta}\left(-T_{1}, T_{2}\right)} \leq \frac{1}{2} \tag{4.11.8}
\end{equation*}
$$

where $K_{1}=(K+1)^{\alpha+1} \max \left\{C_{3}, C_{4}\right\}$, then $\mathcal{H}$ is Lipschitz continuous $E \rightarrow E$ with Lipschitz constant $1 / 2$. Therefore, $\mathcal{H}$ has a unique fixed point $v \in E$, which satisfies equation (4.11.2). In addition, the first part of property (iv) follows from (4.11.8), (4.11.5), and Strichartz's estimates, and the second part from Strichartz's estimates. Uniqueness in the class $C\left(\left[-T_{1}, T_{2}\right], H^{1}\left(\mathbb{R}^{N}\right)\right)$ follows from (4.11.6) and Strichartz's estimates. (Note that uniqueness is a local property and needs only be established for $T_{1}+T_{2}$ small enough; see Step 2 of the proof of Theorem 4.6.1.) Now, by uniqueness, $v$ can be extended to a maximal interval ( $-T_{\min }, T_{\max }$ ), and property (iii) follows from property (iv). Suppose that $T_{\max }<\infty$. Applying the above local existence result to $v(t), t<T_{\max }$ with $T_{1}=0$, we see from (4.11.8) that if

$$
K_{1}\|v(t)\|_{H^{1}}^{\alpha}\|h\|_{L^{\theta}\left(t, T_{\max }\right)} \leq \frac{1}{2}
$$

then $v$ can be continued up to and beyond $T_{\max }$, which is a contradiction. Therefore,

$$
K_{1}\|v(t)\|_{H^{1}}^{\alpha}\|h\|_{L^{\theta}\left(t, T_{\max }\right)}>\frac{1}{2}
$$

which proves property (i). Property (ii) is proved by the same argument. Finally, since $v$ satisfies equation (4.11.1) in $L_{\mathrm{loc}}^{\theta}\left(\left(-T_{\min }, T_{\max }\right), H^{-1}\left(\mathbb{R}^{N}\right)\right)$ and $h$ is real
valued, property (v) is proved by standard arguments. For example, multiply the above equation by $|x|^{2} e^{-\varepsilon|x|^{2}} \bar{v}$, take the imaginary part and integrate over $\mathbb{R}^{N}$, then let $\varepsilon \downarrow 0$ (see Lemma 6.5.2 below).

If $N=2$, the proof is the same as in the case $N \geq 3$, except that we set $r=2 \theta$ and use the embedding $H^{1}\left(\mathbb{R}^{2}\right) \hookrightarrow L^{p}\left(\mathbb{R}^{2}\right)$ with $p=\alpha \theta /(\theta-1)$.

If $N=1$, the argument is slightly simpler. We let

$$
E=\left\{v \in L^{\infty}\left(\left(-T_{1}, T_{2}\right), H^{1}(\mathbb{R})\right):\|v\|_{L^{\infty}\left(\left(-T_{1}, T_{2}\right), H^{1}\right)} \leq 2 M\right\}
$$

equipped with the metric $\mathrm{d}(u, v)=\|v-u\|_{L^{\infty}\left(\left(-T_{1}, T_{2}\right), L^{2}\right)}$, and use the embedding $H^{1}(\mathbb{R}) \hookrightarrow L^{\infty}(\mathbb{R})$.

We now study the continuous dependence of the solutions on the initial value. The result is the following.

Theorem 4.11.2. Under the assumptions of Theorem 4.11.1, suppose there exists $\theta_{1}>\theta$ such that $h \in L_{\text {loc }}^{\theta_{1}}(\mathbb{R})$. The solution $v$ of (4.11.2) given by Theorem 4.11.1 depends continuously on $\psi$ in the following way.
(i) The mappings $\psi \mapsto T_{\max }$ and $\psi \mapsto T_{\min }$ are lower semicontinuous $H^{1}\left(\mathbb{R}^{N}\right) \rightarrow(0, \infty]$.
(ii) If $\psi_{n} \underset{n \rightarrow \infty}{\longrightarrow} \psi$ in $H^{1}\left(\mathbb{R}^{N}\right)$ and if $v_{n}$ denotes the solution of (4.11.2) with initial value $\psi_{n}$, then $v_{n} \rightarrow v$ in $C\left(\left[-T_{1}, T_{2}\right], H^{1}\left(\mathbb{R}^{N}\right)\right)$ for any interval $\left[-T_{1}, T_{2}\right] \subset\left(-T_{\min }, T_{\max }\right)$. If, in addition, $|\cdot| \psi_{n} \rightarrow|\cdot| \psi$ in $L^{2}\left(\mathbb{R}^{N}\right)$, then $|\cdot| v_{n} \rightarrow|\cdot| v$ in $C\left(\left[T_{1}, T_{2}\right], L^{2}\left(\mathbb{R}^{N}\right)\right)$.

Proof. We apply the method of Section 4.4. We proceed in two steps.
STEP 1. We show that for every $M>0$, there exists $\tau>0$ such that if $\psi \in H^{1}\left(\mathbb{R}^{N}\right)$ satisfies $\|\psi\|_{H^{1}}<M$, then $[-\tau, \tau] \subset\left(-T_{\min }, T_{\max }\right)$, and $v$ has the following continuity properties.
(a) If $\|\psi\|_{H^{1}}<M, \psi_{n} \underset{n \rightarrow \infty}{\longrightarrow} \psi$ in $H^{1}\left(\mathbb{R}^{N}\right)$, and if $v_{n}$ denotes the solution of (4.11.2) with initial value $\psi_{n}$, then $v_{n} \rightarrow v$ in $C\left([-\tau, \tau], H^{1}\left(\mathbb{R}^{N}\right)\right)$.
(b) If, in addition, $|\cdot| \psi_{n} \rightarrow|\cdot| \psi$ in $L^{2}\left(\mathbb{R}^{N}\right)$ as $n \rightarrow \infty$, then $|\cdot| v_{n} \rightarrow|\cdot| v$ in $C\left([-\tau, \tau], L^{2}\left(\mathbb{R}^{N}\right)\right)$ as $n \rightarrow \infty$.
We only prove the result in the case $N \geq 3$ (see the proof of Theorem 4.11.1 for the necessary modifications in the cases $N=1,2$ ). Given $M>0$, we choose $\tau$ so that the inequality in property (iv) of Theorem 4.11.1 is met whenever $\|\psi\|_{H^{1}}<$ $M$. In particular, if $\|\psi\|_{H^{1}}<M$, then $[-\tau, \tau] \subset\left(-T_{\min }, T_{\max }\right)$. Next, observe that $1 / \theta>(4-\alpha N) / 4$, and so we may assume without loss of generality that $1 / \theta_{1}>(4-\alpha N) / 4$. Therefore, if we define $\sigma$ by

$$
\frac{1}{\sigma}=\frac{2}{N}\left(1-\frac{1}{\theta_{1}}\right)
$$

then $2<\alpha \sigma<2 N /(N-2)$. Let now $\rho$ be defined by

$$
1-\frac{2}{\rho}=\frac{1}{\sigma}
$$

Since $\sigma>N / 2$, we see that $2<\rho<2 N /(N-2)$. Finally, let $\gamma$ be such that $(\gamma, \rho)$ is an admissible pair. It follows easily from Hölder's inequality that for every $-\infty<a<b<\infty$,

$$
\begin{equation*}
\|h w z\|_{L^{\gamma^{\prime}}\left((a, b), L^{\rho^{\prime}}\right)} \leq\left(\int_{a}^{b}|h(s)|^{\theta_{1}}\|w(s)\|_{L^{\sigma}}^{\theta_{1}}\right)^{1 / \theta_{1}}\|z\|_{L^{\gamma}\left((a, b), L^{\rho}\right)} \tag{4.11.9}
\end{equation*}
$$

Consider now $\psi$ such that $\|\psi\|_{H^{1}} \leq M$, and let $\psi_{n}$ be as in (a). Let $v, v_{n}$ be the corresponding solutions of (4.11.2). We deduce from Strichartz's estimates that there exists $C$, depending only on $\gamma$ such that

$$
\begin{align*}
& \left\|v-v_{n}\right\|_{L^{\gamma}\left((-\tau, \tau), W^{1, \rho}\right)}+\left\|v-v_{n}\right\|_{L^{\infty}\left((-\tau, \tau), H^{1}\right)} \leq \\
& \quad C\left\|\psi-\psi_{n}\right\|_{H^{1}}+\left\|h\left(|v|^{\alpha} v-\left|v_{n}\right|^{\alpha} v_{n}\right)\right\|_{L^{\gamma^{\prime}\left((-\tau, \tau), W^{1, \rho^{\prime}}\right)}} . \tag{4.11.10}
\end{align*}
$$

On the other hand, a straightforward calculation shows that

$$
\begin{equation*}
\left|\nabla\left(|v|^{\alpha} v-\left|v_{n}\right|^{\alpha} v_{n}\right)\right| \leq C\left|v_{n}\right|^{\alpha}\left|\nabla v-\nabla v_{n}\right|+\phi\left(v, v_{n}\right)|\nabla v|, \tag{4.11.11}
\end{equation*}
$$

where $C$ depends on $\alpha$, and the function $\phi(x, y)$ is bounded by $C\left(|x|^{\alpha}+|y|^{\alpha}\right)$ and satisfies $\phi(x, y) \underset{y \rightarrow x}{\longrightarrow} 0$. Therefore, applying (4.11.9), (4.11.10), and (4.11.11), we get

$$
\begin{align*}
\| v- & v_{n}\left\|_{L^{\gamma}\left((-\tau, \tau), W^{1, \rho}\right)}+\right\| v-v_{n} \|_{L^{\infty}\left((-\tau, \tau), H^{1}\right)} \\
\leq & C\left\|\psi-\psi_{n}\right\|_{H^{1}} \\
& +\|h\|_{L^{\theta_{1}}(-\tau, \tau)}\left\|v_{n}\right\|_{L^{\infty}\left((-\tau, \tau), L^{\alpha \sigma}\right)}\left\|v-v_{n}\right\|_{L^{\gamma}\left((-\tau, \tau), W^{1, \rho}\right)}  \tag{4.11.12}\\
& +C\left(\int_{a}^{b}|h(s)|^{\theta_{1}}\left\|\phi\left(v, v_{n}\right)\right\|_{L^{\sigma}}^{\theta_{1}}\right)^{1 / \theta_{1}}\|v\|_{L^{\gamma}\left((-\tau, \tau), W^{1, \rho}\right)}
\end{align*}
$$

Note that by property (iv) of Theorem 4.11.1, $v_{n}$ is bounded in $H^{1}\left(\mathbb{R}^{N}\right)$, hence in $L^{\alpha \sigma}\left(\mathbb{R}^{N}\right)$, with the bound for $t \in[-\tau, \tau]$, depending only on $\left\|\psi_{n}\right\|_{H^{1}}$, hence (for large values of $n$ ) only on $M$. Also, the bound on $\|v\|_{L^{\tau}\left((-\tau, \tau), W^{1, \rho}\right)}$ depends only on $M$. Therefore, it follows from (4.11.12) that

$$
\begin{aligned}
& \left\|v-v_{n}\right\|_{L^{\gamma}\left((-\tau, \tau), W^{1, \rho}\right)}+\left\|v-v_{n}\right\|_{L^{\infty}\left((-\tau, \tau), H^{1}\right)} \\
& \quad \leq C\left\|\psi-\psi_{n}\right\|_{H^{1}}+C\|h\|_{L^{\theta_{1}}(-\tau, \tau)}\left\|v-v_{n}\right\|_{L^{\gamma}\left((-\tau, \tau), W^{1, \rho}\right)} \\
& \quad+C\left(\int_{a}^{b}|h(s)|^{\theta_{1}}\left\|\phi\left(v, v_{n}\right)\right\|_{L^{\sigma}}^{\theta_{1}}\right)^{1 / \theta_{1}}
\end{aligned}
$$

where the constant $C$ depends only on $M$. Therefore, if we consider $\tau$ possibly smaller so that $C\|h\|_{L^{\theta_{1}(-\tau, \tau)}} \leq 1 / 2$ (note that $\tau$ still depends on $M$ ), we have

$$
\begin{aligned}
\left\|v-v_{n}\right\|_{L^{\gamma}\left((-\tau, \tau), W^{1, \rho}\right)}+ & \left\|v-v_{n}\right\|_{L^{\infty}\left((-\tau, \tau), H^{1}\right)} \leq \\
& C\left\|\psi-\psi_{n}\right\|_{H^{1}}+C\left(\int_{a}^{b}|h(s)|^{\theta_{1}}\left\|\phi\left(v, v_{n}\right)\right\|_{L^{\alpha}}^{\theta_{1}}\right)^{1 / \theta_{1}} .
\end{aligned}
$$

Therefore, property (a) follows, provided we show that

$$
\left(\int_{a}^{b}|h(s)|^{\theta_{1}}\left\|\phi\left(v, v_{n}\right)\right\|_{L^{\sigma}}^{\theta_{1}}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0
$$

By the dominated convergence theorem, it suffices to verify that

$$
\left\|\phi\left(v, v_{n}\right)\right\|_{L^{\sigma}} \underset{n \rightarrow \infty}{\longrightarrow} 0 \quad \text { for all } t \in[-\tau, \tau]
$$

To see this, we argue by contradiction. We assume that there exist $t$ and a subsequence, which we still denote by $v_{n}(t)$ such that $\left\|\phi\left(v(t), v_{n}(t)\right)\right\|_{L^{\sigma}} \geq \mu>0$. Note that $v_{n}(t) \rightarrow v(t)$ in $L^{2}\left(\mathbb{R}^{N}\right)$ and $v_{n}(t)$ is bounded in $H^{1}\left(\mathbb{R}^{N}\right)$ by property (iv) of Theorem 4.11.1. Therefore, by Sobolev's and Hölder's inequalities, $v_{n}(t) \rightarrow v(t)$ in $L^{\alpha \sigma}\left(\mathbb{R}^{N}\right)$. It follows that there exist a subsequence, which we still denote by $v_{n}(t)$, and a function $f \in L^{\alpha \sigma}\left(\mathbb{R}^{N}\right)$ such that $v_{n}(t) \rightarrow v(t)$ a.e. in $\mathbb{R}^{N}$ and $\left|v_{n}(t)\right| \leq f$ a.e. in $\mathbb{R}^{N}$. Applying the dominated convergence theorem, we deduce that $\left\|\phi\left(v(t), v_{n}(t)\right)\right\|_{L^{\sigma}} \rightarrow 0$, which is a contradiction. Hence property (a) is proven.

Property (b) follows from property (a). (See Corollary 6.5.3 below.)
Step 2. Let $\psi \in H^{1}\left(\mathbb{R}^{N}\right)$, let $v$ be the maximal solution of (4.11.2) given by Theorem 4.11.1, and let $\left[-T_{1}, T_{2}\right] \subset\left(-T_{\min }, T_{\max }\right)$. Set

$$
M=2 \sup _{-T_{1} \leq t \leq T_{2}}\|v(t)\|_{H^{1}}
$$

and consider $\tau>0$ given by Step 1. By applying Step $1 m$ times, where $(m-1) \tau<$ $T_{1}+T_{2} \leq m \tau$, we see that if $\|\psi-\widetilde{\psi}\|_{H^{1}}$ is small enough, then the solution of (4.11.2) with initial value $\widetilde{\psi}$ exists on $\left[-T_{1}, T_{2}\right]$. Property (i) follows. Property (ii) follows easily from the same argument.

### 4.12. Comments

The results of this chapter are mostly based on the Strichartz estimates. Thus we may expect that the results of the previous sections have a counterpart for the abstract equation

$$
\left\{\begin{array}{l}
i u_{t}+A u+g(u)=0  \tag{4.12.1}\\
u(0)=x
\end{array}\right.
$$

whenever $\mathcal{T}(t)=e^{i t A}$ satisfies Strichartz-type estimates. Theorem 2.7.1 gives a sufficient condition for such estimates, which we recall below. Let $\Omega$ be a domain of $\mathbb{R}^{N}$ and let $X=L^{2}(\Omega)$. Let $A$ be a $\mathbb{C}$-linear, self-adjoint $\leq 0$ operator on $X$ with domain $D(A)$. Let $X_{A}$ be the completion of $D(A)$ for the norm $\|x\|_{X_{A}}^{2}=$ $\|x\|_{X}^{2}-(A x, x)_{X}, X_{A}^{\star}=\left(X_{A}\right)^{\star}$, and $\bar{A}$ be the extension of $A$ to $(D(A))^{\star}$. Finally, let $\mathfrak{T}(t)$ be the group of isometries generated on $(D(A))^{\star}, X_{A}^{\star}, X, X_{A}$, or $D(A)$ by the skew-adjoint operator $i A$. If, in addition,

$$
\begin{equation*}
\|\mathcal{T}(t) \varphi\|_{L^{\infty}} \leq C|t|^{-\frac{N}{2}}\|\varphi\|_{L^{1}} \quad \text { for all } \varphi \in \mathcal{D}(\Omega) \tag{4.12.2}
\end{equation*}
$$

then $\mathcal{T}(t)$ satisfies the Strichartz estimates (see Theorem 2.7.1). As a first application, we have the following analogue of Theorem 4.3.1.

Theorem 4.12.1. Let $A$ be as in the statement of Theorem 3.7.1, and assume that $\mathcal{T}(t)=e^{i t A}$ satisfies estimate (4.12.2). Let $g \in C\left(X_{A}, X_{A}^{\star}\right)$, and assume that there exist $g_{1}, \ldots, g_{k} \in C\left(X_{A}, X_{A}^{\star}\right)$ such that

$$
g=g_{1}+\cdots+g_{k},
$$

where each of the $g_{j}$ 's satisfies the assumptions (3.7.3)-(3.7.6) for some exponents $r_{j}, \rho_{j}$. Finally, let

$$
G=G_{1}+\cdots+G_{k},
$$

and set $E(v)=(1 / 2)\left(\|v\|_{X_{A}}^{2}-\|v\|_{X}^{2}\right)-G(v)$ for all $v \in X_{A}$. It follows that the initial value problem (4.12.1) is locally well posed in $X_{A}$. Moreover, there is conservation of charge and energy; i.e.,

$$
\|u(t)\|_{L^{2}}=\|x\|_{L^{2}}, \quad E(u(t))=E(x), \quad \text { for all } t \in\left(-T_{\min }, T_{\max }\right)
$$

where $u$ is the solution of (4.12.1) with the initial value $x \in X_{A}$. (Here, the notion of local well-posedness is as in Section 3.1).

Proof. By Theorem 3.7.1, we need only show uniqueness. This is proved like Proposition 4.2.3 by using the Strichartz estimates of Theorem 2.7.1.

REmark 4.12.2. If we assume further that for every $A>0$, there exist $\varepsilon(A)>0$ and $K(A)<\infty$ such that

$$
G(u) \leq K(A)+\frac{1-\alpha(A)}{2}\|u\|_{A}^{2}
$$

for all $u \in H_{0}^{1}(\Omega)$ such that $\|u\|_{L^{2}} \leq A$, then all solutions given by Theorem 3.7.1 or Theorem 4.12.1 are global (see Section 3.4).

We now give an analogue of Theorem 4.8.1. Most objects used in the statement and proof of Theorem 4.8 .1 have an obvious analogue in the abstract setting. It is clear that $\Delta$ should be replaced by $A$ and $H^{2}\left(\mathbb{R}^{N}\right)$ by $D(A)$. As for the analogue of $H^{s}\left(\mathbb{R}^{N}\right)$ with $0 \leq s<2$, it is clear from the proof of Theorem 4.8 .1 that the essential property we need is the interpolation estimate (4.8.20). In fact, we do not fully use (4.8.20), we only need an estimate of the type $\|u\|_{H^{s}} \leq \varepsilon\|u\|_{H^{2}}+C_{\varepsilon}\|u\|_{L^{2}}$. Thus we may assume that there exists a space $D(A) \hookrightarrow Y \hookrightarrow X$ such that for every $\varepsilon>0$ there exists a constant $C_{\varepsilon}$ with

$$
\begin{equation*}
\|u\|_{Y} \leq \varepsilon\|u\|_{D(A)}+\|u\|_{X} \quad \text { for all } u \in D(A) \tag{4.12.3}
\end{equation*}
$$

Taking $Y=D\left(A^{\frac{s}{2}}\right)$ is a possible choice. Depending on the applications, good choices may also be an $L^{p}$ space or even an $H^{s}$ space. Following the proof of Theorem 4.8.1, it is not difficult to establish the following result.

Theorem 4.12.3. Let $A$ be as in the statement of Theorem 3.7.1, and assume that $\mathcal{T}(t)=e^{i t A}$ satisfies estimate (4.12.2). Assume there exists a Banach space $D(A) \hookrightarrow$ $Y \hookrightarrow X$ such that for every $\varepsilon>0$ there exists a constant $C_{\varepsilon}$ for which (4.12.3) holds. Let $g=g_{1}+\cdots+g_{k}$ with $g_{j}: D(A) \rightarrow X$, and assume there exist exponents $2 \leq r_{j}, \rho_{j}<2 N /(N-2)\left(2 \leq r_{j}, \rho_{j}<\infty\right.$ if $\left.N=1\right)$ such that $g_{j} \in C(Y, X)$ is bounded on bounded sets and

$$
\left\|g_{j}(u)-g_{j}(v)\right\|_{L^{\rho_{j}^{\prime}}} \leq L(M)\|u-v\|_{L^{r_{j}}}
$$

for all $u, v \in D(A)$ such that $\|u\|_{Y},\|v\|_{Y} \leq M$. For every $x \in D(A)$, there exist $T_{\max }, T_{\min }>0$ and a unique, maximal solution $u \in C\left(\left(-T_{\min }, T_{\max }\right), D(A)\right) \cap$ $C^{1}\left(\left(-T_{\min }, T_{\max }\right), X\right)$ of (4.12.1). Moreover, there is the blowup alternative; i.e., if $T_{\max }<\infty$ (respectively, $T_{\min }<\infty$ ), then $\|u(t)\|_{D(A)} \rightarrow \infty$ as $t \uparrow T_{\max }$ (respectively, ast $\downarrow-T_{\text {min }}$ ).

Remark 4.12.4. Note that one can also show, as in Theorem 4.8.1, a form of continuous dependence as well as the conservation laws (whenever the relevant conditions on $g$ are satisfied).

Remark 4.12.5. Note that the results of Section 4.6, i.e., the existence of $L^{2}$ solutions, have an obvious counterpart in the setting of Theorems 4.12.1 and 4.12.3. This is not the case for those of Sections 4.4 (Kato's method), 4.9 ( $H^{s}$ solutions, $s<N / 2$ ), and 4.10 ( $H^{m}$ solutions, $m>N / 2$ ). Indeed, those results are obtained by differentiating the equation, in one way or another, with respect to space. It is not clear, in general, what a good analogue of the space differentiation would be.

REmark 4.12.6. We established in the previous sections local existence results for (4.1.1) in spaces of the type $H^{s}\left(\mathbb{R}^{N}\right)$ with $s \geq 0$. One may wonder if there is any local well-posedness result in $H^{s}$ spaces with $s<0$, as is the case for KdV, for example. This is a delicate question. For nonlinearities of the type $g(u)=$ $\lambda|u|^{\alpha} u$, the answer is no; see Birnir et al. [32], Christ, Colliander, and Tao [80], and Kenig, Ponce, and Vega [216]. On the other hand, the answer is yes if, for example, $g(u)=\lambda u^{2}$. See Kenig, Ponce, and Vega [214]. More generally, one can investigate the minimal value of $s$ for which the initial value problem (4.1.1) is (locally or globally) well-posed in $H^{s}$. This question has been (and is still being) studied by many authors. See, for example, Bourgain [38], Kenig, Ponce, and Vega [214], Staffilani [318], and Tao [335]. Note also that the nonlinear Schrödinger equation (4.1.1) can be solved in certain spaces that are not based on $L^{2}$, like Lorenz spaces $L^{p, \infty}$ (see Cazenave, Vega, and Vilela [67]) or Besov spaces $\dot{B}_{2, \infty}^{s}$ (see Planchon [298, 299]).

## CHAPTER 5

## Regularity and the Smoothing Effect

In this chapter we consider the nonlinear Schrödinger equation (4.1.1) in $\mathbb{R}^{N}$, We address the problems of regularity of solutions and the $C^{\infty}$ smoothing effect.

The problem of regularity of solutions can be formulated as follows. Suppose $\varphi \in H^{s}\left(\mathbb{R}^{N}\right)$ for some $s \geq 0$ and suppose the nonlinearity $g$ is such that there is a local existence theory of $H^{s}$ solutions (see Chapter 4). It follows that there is a maximal solution $u \in C\left(\left(-T_{\min }, T_{\max }\right), H^{s}\left(\mathbb{R}^{N}\right)\right)$ of (4.1.1). Suppose now that $\varphi$ is smoother than just $H^{s}\left(\mathbb{R}^{N}\right)$, say $\varphi \in H^{s_{1}}\left(\mathbb{R}^{N}\right)$ for some $s_{1}>s$. The question is then: does $u$ belong to $C\left(\left(-T_{\min }, T_{\max }\right), H^{s_{1}}\left(\mathbb{R}^{N}\right)\right)$ ? In fact, one can simplify the problem by assuming that there is also a local existence theory of $H^{s_{1}}$ solutions. It follows that there is a maximal solution $u_{1} \in C\left(\left(-T_{\min }^{1}, T_{\max }^{1}\right), H^{s_{1}}\left(\mathbb{R}^{N}\right)\right)$ of (4.1.1). Of course, an $H^{s_{1}}$ solution is in particular an $H^{s}$ solution. By uniqueness of $H^{s}$ solutions, we deduce that $u=u_{1}$ on the larger interval where the two solutions are defined. We then see that $\left(-T_{\min }^{1}, T_{\max }^{1}\right) \subset\left(-T_{\min }, T_{\max }\right)$ because, again, an $H^{s_{1}}$ solution is an $H^{s}$ solution. The question then becomes: does $T_{\min }=T_{\min }^{1}$ and $T_{\max }=T_{\max }^{1}$ ? In other words, can $u$ blow up in $H^{s_{1}}\left(\mathbb{R}^{N}\right)$ before it (possibly) blows up in $H^{s}\left(\mathbb{R}^{N}\right)$ ? At this level of generality, there is no complete answer to this question. (It seems that there is no counterexample either.) We give, however, partial answers to this question in Sections 5.1-5.5.

The problem of the $C^{\infty}$ smoothing effect is the following: Let $\varphi \in H^{s}\left(\mathbb{R}^{N}\right)$ and let $u \in C\left(I, H^{s}\left(\mathbb{R}^{N}\right)\right)$ be a solution of (4.1.1). Under what conditions on $\varphi$ and $g$ is the solution $u$ in $C^{\infty}\left((I \backslash\{0\}) \times \mathbb{R}^{N}\right)$ ? In other words, when are the properties of Section 2.5 preserved for the nonlinear equation? We study this question in Section 5.6.

Finally, we observe that the results of this chapter are stated for one equation, but similar results obviously hold for systems of the same form. See Remark 3.3.12 for an appropriate setting.

## 5.1. $H^{s}$ Regularity, $0<s<\min \{1, N / 2\}$

In this section we consider local nonlinearities, so that we may apply the $H^{s}$ theory of Section 4.9. In this case, there is regularity at the $H^{s_{1}}$ level for any $s<s_{1}<\min \{1, N / 2\}$, as the following result shows.

Theorem 5.1.1. Let $0 \leq s<\min \{1, N / 2\}$. Let $g \in C(\mathbb{C}, \mathbb{C})$ satisfy $g(0)=0$ and

$$
|g(u)-g(v)| \leq C\left(1+|u|^{\alpha}+|v|^{\alpha}\right)|u-v| \quad \text { for all } u, v \in \mathbb{C}
$$

with

$$
0 \leq \alpha<\frac{4}{N-2 s} .
$$

Let $(\gamma, \rho)$ be the admissible pair defined by (4.9.3). Let $\varphi \in H^{s}\left(\mathbb{R}^{N}\right)$ and let $u \in C\left(\left(-T_{\min }, T_{\max }\right), H^{s}\left(\mathbb{R}^{N}\right)\right) \cap L_{\text {loc }}^{\gamma}\left(\left(-T_{\min }, T_{\max }\right), B_{\rho, 2}^{s}\left(\mathbb{R}^{N}\right)\right)$ be the maximal $H^{s}$ solution of (4.1.1) given by Theorem 4.9.1 (case $s>0$ ) or Theorem 4.6.1 (case $s=0)$. If $\varphi \in H^{s_{1}}\left(\mathbb{R}^{N}\right)$ for some $s<s_{1}<\min \{1, N / 2\}$, then for every admissible $\operatorname{pair}(q, r), u \in C\left(\left(-T_{\min }, T_{\max }\right), H^{s_{1}}\left(\mathbb{R}^{N}\right)\right) \cap L_{\text {loc }}^{q}\left(\left(-T_{\min }, T_{\max }\right), B_{r, 2}^{s_{1}}\left(\mathbb{R}^{N}\right)\right)$.

Proof. We consider $t \geq 0$, the argument for $t \leq 0$ being the same. We know that $u$ is an $H^{s_{1}}$ solution (in the sense of Theorem 4.9.1) on some maximal interval $[0, T)$ with $T \leq T_{\max }$, and we need to show that $T=T_{\max }$ (see the discussion at the beginning of this chapter). We argue by contradiction, and we suppose $T<T_{\max }$. In particular, $T<\infty$ so that

$$
\begin{equation*}
\|u(t)\|_{H^{s_{1}}}^{\overrightarrow{t \uparrow T}} \infty . \tag{5.1.1}
\end{equation*}
$$

Moreover, since $T<T_{\max }$,

$$
\begin{equation*}
\|u\|_{L^{\gamma}\left((0, T), B_{\rho, 2}^{s}\right)}+\sup _{0 \leq t \leq T}\|u(t)\|_{H^{s}}<\infty . \tag{5.1.2}
\end{equation*}
$$

We now reproduce some estimates from the proof of Theorem 4.9.1. We decompose $g=g_{1}+g_{2}$ as in Remark 4.9.2 and we deduce from Propositions 4.9.4 and 4.9.5 that

$$
\begin{equation*}
\left\|g_{1}(u)\right\|_{B_{2,2}^{s_{1}}} \leq C\|u\|_{B_{2,2}^{s_{1}}} \tag{5.1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|g_{2}(u)\right\|_{B_{\rho^{\prime}, 2}^{s_{1}}} \leq C\|u\|_{L}^{\alpha}{ }_{L}^{N(a+2)}\|u\|_{B_{\rho, 2}^{s, 2}}^{s_{1}} \leq C\|u\|_{B_{\rho, 2}^{s}}^{\alpha}\|u\|_{B_{\rho, 2}^{s, 2}}^{s_{1}} \tag{5.1.4}
\end{equation*}
$$

where the last inequality follows from the embedding $B_{\rho, 2}^{s}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{\frac{N(\alpha+2)}{N-2 s}}\left(\mathbb{R}^{N}\right)$. It then follows from (5.1.4), Hölder's inequality and (5.1.2) that for any interval $I \subset(0, T)$,

$$
\begin{equation*}
\|u\|_{L^{\gamma}\left(I, B_{p, 2}^{s}\right)}^{s_{1}} \leq C\|u\|_{L^{\gamma}\left(I, B_{p, 2}^{s}\right)}^{\alpha}\|u\|_{L^{p}\left(I, B_{p, 2}^{s}\right)} \leq C\|u\|_{L^{p}\left(I, B_{p}^{s, 2}\right.}^{\left.s_{1}^{s}\right)}, \tag{5.1.5}
\end{equation*}
$$

where $1 \leq p<\gamma$ is given by

$$
\frac{1}{p}=\frac{1}{\gamma}+\frac{4-\alpha(N-2 s)}{4} .
$$

We now apply Strichartz's inequalities in Besov spaces and we deduce from equation (4.1.2) and from (5.1.3) and (5.1.5) that (see the proof of Theorem 4.9.1)

$$
\begin{equation*}
\|u\|_{L^{\infty}\left(I, H^{s_{1}}\right)}+\|u\|_{L^{\gamma}\left(I, B_{\rho, 2}^{s_{1}}\right)} \leq C\|\varphi\|_{H^{s_{1}}}+C\|u\|_{L^{1^{( }\left(I, H^{s_{1}}\right)}}+C\|u\|_{L^{p}\left(I, B_{\rho}^{s_{2}}\right)} \tag{5.1.6}
\end{equation*}
$$

for every interval $0 \in I \subset(0, T)$. We now let $0<\varepsilon<T$ and we consider $I$ of the form $(0, \tau)$ with $\varepsilon<\tau<T$. We have

$$
\begin{aligned}
\|u\|_{L^{1}\left(I, H^{s_{1}}\right)} & \leq\|u\|_{L^{1}\left((0, \tau-\varepsilon), H^{s_{1}}\right)}+\|u\|_{L^{1}\left((\tau-\varepsilon, \tau), H^{s_{1}}\right)} \\
& \leq\|u\|_{L^{1}\left((0, T-\varepsilon), H^{s_{1}}\right)}+\varepsilon\|u\|_{L^{\infty}\left((\tau-\varepsilon, \tau), H^{s_{1}}\right)} \\
& \leq C_{\varepsilon}+\varepsilon\|u\|_{L^{\infty}\left(I, H^{s_{1}}\right)} .
\end{aligned}
$$

Similarly,

$$
\|u\|_{L^{p}\left(I, B_{p, 2}^{s_{1}}\right)} \leq C_{\varepsilon}+\varepsilon^{\frac{4-\alpha(N-2 \varepsilon)}{4}}\|u\|_{L^{r}\left(I, B_{p, 2}^{s_{1}}\right)} .
$$

It then follows from (5.1.6) that

$$
\begin{aligned}
& \|u\|_{L^{\infty}\left(I, H^{s_{1}}\right)}+\|u\|_{L^{\gamma}\left(I, B_{\rho, 2}^{s_{1}}\right)} \leq \\
& \qquad C+C_{\varepsilon}+\varepsilon C\|u\|_{L^{\infty}\left(I, H^{s_{1}}\right)}+\varepsilon^{\frac{4-\alpha(N-2 s)}{4}} C\|u\|_{L^{\gamma}\left(I, B_{\rho, 2}^{s_{1}}\right)},
\end{aligned}
$$

where the various constants are independent of $\tau<T$. We therefore may fix $\varepsilon$ small enough so that the last two terms in the right-hand side are absorbed by the left-hand side. It follows that

$$
\|u\|_{L^{\infty}\left(I, H^{s_{1}}\right)}+\|u\|_{L^{\gamma}\left(I, B_{\rho, 2}^{s_{1}}\right)} \leq C
$$

where $C$ is independent of $\tau<T$. Letting $\tau \uparrow T$, we obtain a contradiction with (5.1.1).

## 5.2. $H^{1}$ Regularity

In this section we establish $H^{1}$ regularity. This can be done for local nonlinearities, by starting from the $H^{s}$ solutions of Section 4.9. For more general nonlinearities, this can be done starting from the $L^{2}$ solutions of Section 4.6. We begin with the first case.

Theorem 5.2.1. Let $0 \leq s<\min \{1, N / 2\}$. Let $g \in C(\mathbb{C}, \mathbb{C})$ satisfy $g(0)=0$ and

$$
|g(u)-g(v)| \leq C\left(1+|u|^{\alpha}+|v|^{\alpha}\right)|u-v| \quad \text { for all } u, v \in \mathbb{C}
$$

with

$$
0 \leq \alpha<\frac{4}{N-2 s}
$$

Let $(\gamma, \rho)$ be the admissible pair defined by (4.9.3). Let $\varphi \in H^{s}\left(\mathbb{R}^{N}\right)$ and let $u \in C\left(\left(-T_{\min }, T_{\max }\right), H^{s}\left(\mathbb{R}^{N}\right)\right) \cap L_{\text {loc }}^{\gamma}\left(\left(-T_{\min }, T_{\max }\right), B_{\rho, 2}^{s}\left(\mathbb{R}^{N}\right)\right)$ be the maximal $H^{s}$ solution of (4.1.1) given by Theorem 4.9 .1 (case $s>0$ ) or Theorem 4.6.1 (case $s=0)$ ). If $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$, then $u \in C\left(\left(-T_{\min }, T_{\max }\right), H^{1}\left(\mathbb{R}^{N}\right)\right)$.

Proof. The proof is very similar to the proof of Theorem 5.2.1, except that we use the Sobolev spaces $H^{1}\left(\mathbb{R}^{N}\right)$ and $W^{1, r}\left(\mathbb{R}^{N}\right)$ instead of $H^{s_{1}}\left(\mathbb{R}^{N}\right)$ and $B_{r, 2}^{s_{1}}\left(\mathbb{R}^{N}\right)$, and the inequalities

$$
\left\|g_{1}(u)\right\|_{H^{1}} \leq C\|u\|_{H^{1}}
$$

and

$$
\left\|g_{2}(u)\right\|_{W^{1, \rho^{\prime}}} \leq C\|u\|_{L \frac{N(\alpha+2)}{N-2 s}}^{\alpha}\|u\|_{W^{1, \rho}} \leq C\|u\|_{B_{\rho, 2}^{s}}^{\alpha}\|u\|_{W^{1, \rho}}
$$

instead of (5.1.3) and (5.1.4).
We now consider more general nonlinearities and study the $H^{1}$ regularity of the $L^{2}$ solutions of Section 4.6. Since there are two slightly different results for the local existence in $H^{1}$ (Sections 4.3 and 4.4), there are two possible regularity results, depending on what set of assumptions on $g$ we choose. For simplicity, we only establish one such result.

We recall the assumptions of Theorem 4.6.4. Let

$$
\begin{equation*}
2 \leq r<\frac{2 N}{N-2} \quad(2 \leq r \leq \infty \text { if } N=1) \tag{5.2.1}
\end{equation*}
$$

and let $g: L^{2}\left(\mathbb{R}^{N}\right) \cap L^{r}\left(\mathbb{R}^{N}\right) \rightarrow L^{r^{\prime}}\left(\mathbb{R}^{N}\right)$. Assume that there exists $\alpha>0$ such that for every $M>0$, there exist $K(M)<\infty$ such that

$$
\begin{equation*}
\|g(v)-g(u)\|_{L^{r^{\prime}}} \leq K(M)\left(\|u\|_{L^{r}}^{\alpha}+\|v\|_{L^{r}}^{\alpha}\right)\|v-u\|_{L^{r}} \tag{5.2.2}
\end{equation*}
$$

for all $u, v \in L^{2}\left(\mathbb{R}^{N}\right) \cap L^{r}\left(\mathbb{R}^{N}\right)$ such that $\|u\|_{L^{2}},\|v\|_{L^{2}} \leq M$. Set

$$
\frac{2}{q}=N\left(\frac{1}{2}-\frac{1}{r}\right)
$$

so that ( $q, r$ ) is an admissible pair and assume

$$
\begin{equation*}
\alpha+2<q \tag{5.2.3}
\end{equation*}
$$

We have the following result.
THEOREM 5.2.2. Let $g=g_{1}+\cdots+g_{k}$ be as in Theorem 4.6.4; i.e., each of the $g_{j}$ 's satisfies (5.2.1)-(5.2.3) for some $r_{j}, \alpha_{j}, q_{j}$. Assume, in addition, that

$$
\begin{equation*}
\left\|\nabla g_{j}(u)\right\|_{L^{r_{j}^{\prime}}} \leq K(M)\|u\|_{L^{r_{j}}}^{\alpha_{j}}\|\nabla u\|_{L^{r_{j}}} \tag{5.2.4}
\end{equation*}
$$

for all $u \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $\|u\|_{L^{2}} \leq M$. Set $r=\max \left\{r_{1}, \ldots, r_{k}\right\}$ and $q=\min \left\{q_{1}, \ldots, q_{k}\right\}$. Let $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$ and let $u \in C\left(\left(-T_{\min }, T_{\max }\right), L^{2}\left(\mathbb{R}^{N}\right)\right) \cap$ $L_{\mathrm{loc}}^{q}\left(\left(-T_{\min }, T_{\max }\right), L^{r}\left(\mathbb{R}^{N}\right)\right)$ be the maximal solution of problem (4.1.1) given by Theorem 4.6.4. If $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$, then $u \in C\left(\left(-T_{\min }, T_{\max }\right), H^{1}\left(\mathbb{R}^{N}\right)\right)$.

Proof. We first observe that $g$ satisfies the assumptions of Theorem 4.4.6, so that there is local existence in $H^{1}\left(\mathbb{R}^{N}\right)$. We consider $t \geq 0$, the argument for $t \leq 0$ being the same. We know that $u$ is an $H^{1}$ solution (in the sense of Theorem 4.4.6) on some maximal interval $[0, T)$ with $T \leq T_{\max }$, and we need to show that $T=T_{\max }$ (see the discussion at the beginning of this chapter). We argue by contradiction, and we suppose $T<T_{\max }$. In particular, $T<\infty$ so that

$$
\begin{equation*}
\|u(t)\|_{H^{1}}^{\longrightarrow} \underset{t T}{ } \infty \tag{5.2.5}
\end{equation*}
$$

Moreover, since $T<T_{\text {max }}$,

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\|u(t)\|_{L^{2}}+\sup _{1 \leq j \leq k}\|u\|_{L^{q_{j}}\left((0, T), L^{r_{j}}\right)}<\infty \tag{5.2.6}
\end{equation*}
$$

We now reproduce some estimates from the proof of Theorem 4.4.6. It follows from (5.2.2) and (5.2.4) that

$$
\left\|g_{j}(u)\right\|_{W^{1, r_{j}^{\prime}}} \leq\|g(0)\|_{L^{r_{j}^{\prime}}}+C K(M)\|u\|_{L^{r_{j}}}^{\alpha_{j}}\|u\|_{W^{1, r_{j}}}
$$

Applying (5.2.6), we deduce that

$$
\left\|g_{j}(u)\right\|_{W^{1, r_{j}^{\prime}}} \leq C+C\|u\|_{L^{r_{j}}}^{\alpha_{j}}\|u\|_{W^{1, r_{j}}} \quad \text { for all } 0 \leq t<T
$$

It then follows from Hölder's inequality that

$$
\left\|g_{j}(u)\right\|_{L^{q_{j}^{\prime}}\left(I, W^{1, r_{j}^{\prime}}\right)} \leq C T^{\frac{1}{q_{j}^{\prime}}}+C\|u\|_{L^{q_{j}}\left(I, L^{r_{j}}\right)}^{\alpha_{j}}\|u\|_{L^{p_{j}}\left(I, W^{1, r_{j}}\right)}
$$

for any interval $I \in[0, T)$, where

$$
\begin{equation*}
\frac{1}{p_{j}}=\frac{1}{q_{j}}+1-\frac{\alpha_{j}+2}{q_{j}} \tag{5.2.7}
\end{equation*}
$$

so that $p_{j}<q_{j}$ by (5.2.3). Using again (5.2.6), we see that

$$
\begin{equation*}
\left\|g_{j}(u)\right\|_{L^{q_{j}^{\prime}}\left(I, W^{\left.1, r_{j}^{\prime}\right)}\right.} \leq C+C\|u\|_{L^{p_{j}}\left(I, W^{1, r_{j}}\right)} . \tag{5.2.8}
\end{equation*}
$$

We now let $0<\varepsilon<T$ and we consider $I$ of the form $(0, \tau)$ with $\varepsilon<\tau<T$. We have

$$
\begin{aligned}
\|u\|_{L^{p_{j}}\left(I, W^{1, r_{j}}\right)} & \leq\|u\|_{L^{p_{j}}\left((0, \tau-\varepsilon), W^{1, r_{j}}\right)}+\|u\|_{L^{p_{j}}\left((\tau-\varepsilon, \tau), W^{1, r_{j}}\right)} \\
& \leq\|u\|_{L^{p_{j}}\left((0, T-\varepsilon), W^{1, r_{j}}\right)}+\varepsilon^{1-\frac{\alpha_{j}+2}{q_{j}}}\|u\|_{L^{q_{j}}\left((\tau-\varepsilon, \tau), W^{1, r_{j}}\right)}
\end{aligned}
$$

by (5.2.7). We next observe that $u$ is an $H^{1}$ solution on $(0, T)$ so that by Theorem 4.4.6, $u \in L^{p_{j}}\left((0, T-\varepsilon), W^{1, r_{j}}\left(\mathbb{R}^{N}\right)\right)$ for every $\varepsilon>0$. It then follows from (5.2.8) and the above estimate that

$$
\begin{equation*}
\left\|g_{j}(u)\right\|_{L^{q_{j}^{\prime}}\left(I, W^{1,}, r_{j}^{\prime}\right)} \leq C_{\varepsilon}+\varepsilon^{1-\frac{\sigma_{j_{j}+2}}{q_{j}}} C\|u\|_{L^{q_{j}}\left(I, W^{1, r_{j}}\right)} \tag{5.2.9}
\end{equation*}
$$

where the constants are independent of $\tau<T$. We now apply Strichartz's inequalities and we deduce from equation (4.1.2) and from (5.2.9) that

$$
\|u\|_{L^{\infty}\left(I, H^{1}\right)}+\sum_{j=1}^{k}\|u\|_{L^{q_{j}}\left(I, W^{1, r_{j}}\right)} \leq C_{\varepsilon}+C \sum_{j=1}^{k} \varepsilon^{1-\frac{\alpha_{j}+2}{q_{j}}}\|u\|_{L^{q_{j}\left(I, W^{1}, r_{j}\right)}} .
$$

We therefore may fix $\varepsilon$ small enough so that the sum in the right-hand side is absorbed by the left-hand side. It follows that

$$
\|u\|_{L^{\infty}\left(I, H^{1}\right)}+\sum_{j=1}^{k}\|u\|_{L^{q_{j}}\left(I, W^{1, r_{j}}\right)} \leq C
$$

where $C$ is independent of $\tau<T$. Letting $\tau \uparrow T$, we obtain a contradiction with (5.2.5).

Remark 5.2.3. Theorem 5.2.2 applies to the model case

$$
g(u)=V u+f(u(\cdot))+\left(W \star|u|^{2}\right) u
$$

under the following assumptions. The functions $V$ and $\nabla V \in L^{\delta}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $\delta \geq 1, \delta>N / 2$, and $W \in L^{\sigma}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $\sigma \geq 1, \sigma>N / 2$. We have $f(0)=0$ and

$$
\left|f\left(z_{1}\right)-f\left(z_{2}\right)\right| \leq C\left(1+\left|z_{1}\right|+\left|z_{2}\right|\right)^{\beta}\left|z_{1}-z_{2}\right| . \quad \text { for some } 0 \leq \beta<\frac{4}{N} .
$$

The fact that the assumptions are satisfied is easily verified; see Corollary 4.6.5 and Remark 4.4.8 for the details.

## 5.3. $H^{2}$ Regularity

In this section we study the $H^{2}$ regularity of solutions. Since we already established the $H^{1}$ regularity in the preceding section, one possibility is to start from an $H^{1}$ solution. However, we then need the assumptions of either Theorem 4.3.1 or Theorem 4.4.6. This imposes either the Hamiltonian structure or $W^{1, p}$ regularity of $g$. On the other hand, if we start from an $L^{2}$ solution, then we do not need such assumptions on $g$ (see Theorem 4.6.4). Since the assumptions on $g$ for local existence in $H^{2}$ require neither the Hamiltonian structure nor the $W^{1, p}$ regularity (see Theorem 4.8.1), it may be more economical for $L^{2}$ solutions to jump directly to the $H^{2}$ regularity. For this reason, we present two regularity results, one for $H^{1}$ solutions and the other for $L^{2}$ solutions.

ThEOREM 5.3.1. Let $g=g_{1}+\cdots+g_{k}$ satisfy the assumptions of either Theorem 4.3.1 or Theorem 4.4.6. Assume further that there exists $0 \leq s<2$ such that, for all $1 \leq j \leq k$,

$$
\begin{equation*}
\left\|g_{j}(u)\right\|_{L^{2}} \leq C(M)\left(1+\|u\|_{H^{s}}\right) \tag{5.3.1}
\end{equation*}
$$

for all $u \in H^{s}\left(\mathbb{R}^{N}\right)$ such that $\|u\|_{H^{1}} \leq M$. Let $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ and let $u \in$ $C\left(\left(-T_{\min }, T_{\max }\right), H^{1}\left(\mathbb{R}^{N}\right)\right)$ be the maximal solution of the problem (4.1.1) given by Theorem 4.3.1 or Theorem 4.4.6. If $\varphi \in H^{2}\left(\mathbb{R}^{N}\right)$, then it follows that $u \in$ $C\left(\left(-T_{\min }, T_{\max }\right), H^{2}\left(\mathbb{R}^{N}\right)\right)$.

Proof. We recall that if $g$ satisfies the assumptions of either Theorem 4.3 .1 or Theorem 4.4.6 as well as (5.3.1), then $g$ satisfies the assumptions of Theorem 4.8.1, so there is local existence in $H^{2}\left(\mathbb{R}^{N}\right)$. We know that $u$ is an $H^{2}$ solution (in the sense of Theorem 4.8.1) on some maximal interval $[0, T)$ with $T \leq T_{\max }$, and we need to show that $T=T_{\max }$ (see the discussion at the beginning of this chapter). We argue by contradiction, and we suppose $T<T_{\max }$. In particular, $T<\infty$, so that

$$
\begin{equation*}
\|u(t)\|_{H^{2}} \xrightarrow[t \uparrow T]{ } \infty \tag{5.3.2}
\end{equation*}
$$

Moreover, since $T<T_{\max }$,

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\|u(t)\|_{H^{1}}<\infty \tag{5.3.3}
\end{equation*}
$$

and, since $u$ is an $H^{2}$ solution on $[0, T)$,

$$
\begin{equation*}
\|u\|_{L^{\infty}\left((0, \tau), H^{2}\right)}+\left\|u_{t}\right\|_{L^{a}\left((0, \tau), L^{b}\right)}<\infty \tag{5.3.4}
\end{equation*}
$$

for all admissible pairs $(a, b)$ and all $0<\tau<T$. We now reproduce some estimates from the proof of Theorem 4.8 .1 . For simplicity, we suppose $k=1$, the case $k \geq 2$ being treated as in the proof of Theorem 5.2.1 above. We first observe that by (5.3.1), $g(\varphi) \in L^{2}\left(\mathbb{R}^{N}\right)$. Next, we recall that (by (3.3.7) or (4.4.21)) there exist $2 \leq r, \rho<2 N /(N-2)(2 \leq r, \rho \leq \infty$ if $N=1)$ such that

$$
\begin{equation*}
\|g(u)-g(v)\|_{L^{\rho^{\prime}}} \leq C(M)\|u-v\|_{L^{r}} \tag{5.3.5}
\end{equation*}
$$

for all $u, v \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $\|u\|_{H^{1}},\|v\|_{H^{1}} \leq M$. We consider $\gamma$ and $q$ such that $(\gamma, \rho)$ and ( $q, r$ ) are admissible pairs. It follows from estimate (4.8.4) and from (5.3.3) that

$$
\begin{equation*}
\left\|\frac{d}{d t} g(u)\right\|_{L^{\gamma^{\prime}}\left(J, L^{\rho^{\prime}}\right)} \leq C\left\|u_{t}\right\|_{L^{\gamma^{\prime}}\left(J, L^{r}\right)} \tag{5.3.6}
\end{equation*}
$$

for every interval $I \subset[0, T)$. Applying now Lemma 4.8 .2 and (4.8.7), we obtain that

$$
\left\|u_{t}\right\|_{L^{q}\left(J, L^{r}\right)} \leq C\|\varphi\|_{H^{2}}+C\|g(\varphi)\|_{L^{2}}+C\left\|u_{t}\right\|_{L^{\gamma^{\prime}}\left(J, L^{r}\right)}
$$

for every interval $0 \in I \subset[0, T)$. Using (5.3.4) and the fact that $\gamma^{\prime}<q$, we deduce easily that (see the proofs of Theorems 5.1.1 or 5.2.1 above for the details) $u_{t} \in L^{q}\left((0, T), L^{r}\left(\mathbb{R}^{N}\right)\right)$. Applying again (5.3.6) and Lemmas 4.8.2 and 4.8.5, it follows that

$$
\begin{equation*}
u_{t} \in L^{\infty}\left((0, T), L^{2}\left(\mathbb{R}^{N}\right)\right) \tag{5.3.7}
\end{equation*}
$$

Next, we easily deduce from (5.3.1), the interpolation inequality (4.8.20) and estimate (5.3.3) that there exists $C$ such that

$$
\begin{equation*}
\|g(u(t))\|_{L^{2}} \leq C+\frac{1}{2}\|u(t)\|_{H^{2}} \quad \text { for all } 0 \leq t<T \tag{5.3.8}
\end{equation*}
$$

Finally, we use equation (4.1.1) and estimates (5.3.3), (5.3.7), and (5.3.8) to obtain

$$
\|u(t)\|_{H^{2}} \leq C+\frac{1}{2}\|u(t)\|_{H^{2}} \quad \text { for all } 0 \leq t<T
$$

Thus $\|u(t)\|_{H^{2}} \leq 2 C$ for $0 \leq t<T$, which yields a contradiction with (5.3.2).
REMARK 5.3.2. We note that we did not use all the assumptions of Theorem 4.3.1 or Theorem 4.4.6. In fact, we need only assume that $g \in C\left(H^{1}\left(\mathbb{R}^{N}\right), H^{-1}\left(\mathbb{R}^{N}\right)\right.$ ) (so that the equation makes sense) and that each of the $g_{j}$ 's satisfies (5.3.1) and inequality (5.3.5) for some exponents $2 \leq r_{j}, \rho_{j}<2 N /(N-2)\left(2 \leq r_{j}, \rho_{j} \leq \infty\right.$ if $\left.N=1\right)$. Under these assumptions, it follows that if $\varphi \in H^{2}\left(\mathbb{R}^{N}\right)$ and if $u \in C\left(I, H^{1}\left(\mathbb{R}^{N}\right)\right)$ is a solution of (4.1.1) on some interval $I \ni 0$, then $u \in C\left(I, H^{2}\left(\mathbb{R}^{N}\right)\right)$. The argument is exactly the same. In practice, though, the existence of an $H^{1}$ solution is obtained by either Theorem 4.3.1 or Theorem 4.4.6.

Remark 5.3.3. Here are two examples of applications of Theorem 5.3.1. Consider first

$$
g(u)=V u+f(\cdot, u(\cdot))+\left(W \star|u|^{2}\right) u
$$

where $V, f$, and $W$ are as follows. The function $V$ is a real-valued potential, $V \in$ $L^{\delta}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $\delta \geq 1, \delta>N / 2 . W$ is an even, real-valued potential, $W \in L^{\sigma}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $\sigma \geq 1, \sigma>N / 4$. The function $f: \mathbb{R}^{N} \times \mathbb{R} \rightarrow \mathbb{R}$ is measurable in $x \in \mathbb{R}^{N}$ and continuous in $u \in \mathbb{R}$ and satisfies (3.2.7), (3.2.8), and (3.2.17). We extend $f$ to $\mathbb{R}^{N} \times \mathbb{C}$ by (3.2.10). It follows that $g$ satisfies the assumptions of Theorem 4.3.1 (see Example 3.2.11), and similar estimates show that (5.3.1) holds (for $s$ sufficiently close to 2 ). In particular, we may let $f(x, u)=$ $\lambda|u|^{\alpha} u$ with $\lambda \in \mathbb{R}$ and $0 \leq \alpha<4 /(N-2)(0 \leq \alpha<\infty$ if $N=1,2)$. Consider next

$$
g(u)=V u+f(u(\cdot))+\left(W \star|u|^{2}\right) u
$$

where $V, \nabla V \in L^{\delta}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $\delta \geq 1, \delta>N / 2, W \in L^{\sigma}\left(\mathbb{R}^{N}\right)+$ $L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $\sigma \geq 1, \sigma>N / 4$, and $f$ is as in Theorem 4.4.1 (for example, $f(z)=\lambda|z|^{\alpha} z$ with $\lambda \in \mathbb{C}$ and $\left.(N-2) \alpha<4\right)$. It follows that $g$ satisfies the assumptions of Theorem 4.4.6 (see Remark 4.4.8) and that (5.3.1) holds (for $s$ sufficiently close to 2 ).

We now study the $H^{2}$ regularity of $L^{2}$ solutions.
Theorem 5.3.4. Let $g=g_{1}+\cdots+g_{k}$ be as in Theorem 4.6.4; i.e., each of the $g_{j}$ 's satisfies (5.2.1)-(5.2.3) for some $r_{j}, \alpha_{j}, q_{j}$. Set $r=\max \left\{r_{1}, \ldots, r_{k}\right\}$ and $q=\min \left\{q_{1}, \ldots, q_{k}\right\}$. Assume, in addition, that there exists $0 \leq s<2$ such that

$$
\begin{equation*}
\|g(u)\|_{L^{2}} \leq K(M)\left(1+\|u\|_{H^{s}}\right) \quad \text { for all } u \in H^{2}\left(\mathbb{R}^{N}\right) \tag{5.3.9}
\end{equation*}
$$

such that $\|u\|_{L^{2}} \leq M$. Let $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$ and let $u \in C\left(\left(-T_{\min }, T_{\max }\right), L^{2}\left(\mathbb{R}^{N}\right)\right) \cap$ $L_{\mathrm{loc}}^{q}\left(\left(-T_{\min }, T_{\max }\right), L^{r}\left(\mathbb{R}^{N}\right)\right)$ be the maximal solution of the problem (4.1.1) given by Theorem 4.6.4. If $\varphi \in H^{2}\left(\mathbb{R}^{N}\right)$, then $u \in C\left(\left(-T_{\min }, T_{\max }\right), H^{2}\left(\mathbb{R}^{N}\right)\right)$.

Proof. We first observe that by (5.2.2) and (5.3.9), there is local existence in $H^{2}\left(\mathbb{R}^{N}\right)$ by Theorem 4.8.1. The proof is then analogous to the proof of Theorem 5.3.1 (see also the proof of Theorem 5.2.2).

REmark 5.3.5. Theorem 5.3.4 applies to the model case

$$
g(u)=V u+f(\cdot, u(\cdot))+\left(W \star|u|^{2}\right) u
$$

under the following assumptions. The function $V \in L^{\delta}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $\delta \geq 1, \delta>N / 2$, and $W \in L^{\sigma}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $\sigma \geq 1, \sigma>N / 2$. We have $f(x, 0)=0$ for all $x \in \mathbb{R}^{N}$ and

$$
\left|f\left(x, z_{1}\right)-f\left(x, z_{2}\right)\right| \leq C\left(1+\left|z_{1}\right|+\left|z_{2}\right|\right)^{\beta}\left|z_{1}-z_{2}\right| \quad \text { for some } 0 \leq \beta<\frac{4}{N}
$$

The fact that the assumptions are satisfied is easily verified, see Corollaries 4.6.5 and 4.8.6 for the details.

## 5.4. $H^{m}$ Regularity, $m>N / 2$

In this section we consider a nonlinearity $g$ that satisfies the assumptions of Theorem 4.10.1 for some $m>N / 2$ and we study the $H^{m_{1}}$ regularity of the solutions for $m_{1}>m$. This is a particularly simple case as the following result shows.

ThEOREM 5.4.1. Let $m>N / 2$ be an integer and let $g \in C^{m}(\mathbb{C}, \mathbb{C})$ (in the real sense) with $g(0)=0$. Let $\varphi \in H^{m}\left(\mathbb{R}^{N}\right)$ and let $u \in C\left(\left(-T_{\min }, T_{\max }\right), H^{m}\left(\mathbb{R}^{N}\right)\right)$ be the maximal solution of (4.1.1) given by Theorem 4.10.1. If $\varphi \in H^{m_{1}}\left(\mathbb{R}^{N}\right)$ for some $m_{1}>m$ and if $g \in C^{m_{1}}(\mathbb{C}, \mathbb{C})$, then $u \in C^{m_{1}}\left(\left(-T_{\min }, T_{\max }\right), H^{m_{1}}\left(\mathbb{R}^{N}\right)\right)$.

Proof. We consider $t \geq 0$, the argument for $t \leq 0$ being the same. We know that $u$ is an $H^{m_{1}}$ solution on some maximal interval $[0, T)$ with $T \leq T_{\max }$, and we need to show that $T=T_{\max }$ (see the discussion at the beginning of this chapter). Consider $\tau<T_{\text {max }}$. It follows that

$$
\sup _{0 \leq t \leq \tau}\|u(t)\|_{H^{m_{1}}}<\infty
$$

so that

$$
\sup _{0 \leq t \leq \tau}\|u(t)\|_{L^{\infty}}<\infty
$$

Applying property (i) of Theorem 4.10 .1 (at the level $m_{1}$ ), we deduce that $T>\tau$. Thus $T=T_{\text {max }}$.

### 5.5. Arbitrary Regularity

So far, we have established regularity up to the level $H^{2}\left(\mathbb{R}^{N}\right)$ for $H^{s}$ solutions, $0 \leq s \leq 1$, and regularity of arbitrary level for $H^{m}$ solutions with $m>N / 2$. In higher dimensions, there is of course a gap between $H^{2}$ and $H^{m}$ with $m>N / 2$. It seems that there is no general result concerning regularity at higher order. See Ginibre and Velo [135] and Kato [206, Corollary 4.3] for some partial results in that direction. Here is a result concerning a very particular nonlinearity.

Let $g(u)=\lambda|u|^{\alpha} u$ with $\lambda \in \mathbb{C}$ and $\alpha$ an even integer. In particular, $g \in$ $C^{\infty}(\mathbb{C}, \mathbb{C})$. By Theorems 4.6 .1 (case $s=0$ ), 4.9 .1 (case $0<s<\min \{1, N / 2\}$ ), 4.4.1 (case $s=1$ ) or 4.9 .9 (case $1<s<N / 2$ ), there is local existence in $H^{s}\left(\mathbb{R}^{N}\right)$ for (4.1.1) when $0 \leq s<N / 2$ and $s>N / 2-2 / \alpha$. Moreover, for every admissible pair $(q, r), u \in L_{\text {loc }}^{q}\left(\left(-T_{\min }, T_{\max }\right), H^{s, r}\left(\mathbb{R}^{N}\right)\right)$ (see the above-mentioned theorems and Remark 4.4.3 for the case $s=1$ ). We have the following regularity result.

Theorem 5.5.1. Let $g(u)=\lambda|u|^{\alpha} u$ with $\lambda \in \mathbb{C}$ and $\alpha$ an even integer. Let $0 \leq s<N / 2$ satisfy

$$
\begin{equation*}
s>\frac{N}{2}-\frac{2}{\alpha} \tag{5.5.1}
\end{equation*}
$$

Finally, let $\varphi \in H^{s}\left(\mathbb{R}^{N}\right)$ and let $u$ be the corresponding maximal $H^{s}$ solution of (4.1.1), $u \in C\left(\left(-T_{\min }, T_{\max }\right), H^{s}\left(\mathbb{R}^{N}\right)\right) \cap L_{\mathrm{loc}}^{q}\left(\left(-T_{\min }, T_{\max }\right), H^{s, r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(q, r)$ (see above). If $\varphi \in H^{m}\left(\mathbb{R}^{N}\right)$ for some $m>N / 2$, then $u \in$ $C\left(\left(-T_{\min }, T_{\max }\right), H^{m}\left(\mathbb{R}^{N}\right)\right)$.

Proof. Suppose first $s \leq 1$. If $s<1$ and $m=1$, then regularity follows from Theorem 5.2 .1 and if $m=2$, regularity follows from Theorem 5.3.1. If $m \geq 3$, then in particular $u$ is an $H^{2}$ solution by Theorem 5.3.1. If $N \leq 2$, then regularity follows from Theorem 5.4.1, and if $N \geq 3$ we are reduced to the case $s>1$ and $N \geq 3$, which we study below.

We define $r_{0}>2$ by

$$
\begin{equation*}
\frac{1}{r_{0}}=\frac{1}{2}-\frac{2}{N \alpha} \tag{5.5.2}
\end{equation*}
$$

We observe that $\alpha \geq 2$ so that

$$
\begin{equation*}
2<r_{0} \leq \frac{2 N}{N-2} \tag{5.5.3}
\end{equation*}
$$

(with equality if $\alpha=2$ ). Moreover, it follows from (5.5.1) and (5.5.2) that

$$
\begin{equation*}
r_{0} s>N \tag{5.5.4}
\end{equation*}
$$

We deduce from (5.5.3)-(5.5.4) that there exists $r$ such that

$$
2<r<\frac{2 N}{N-2}, \quad r s>N
$$

In particular, there exists $q$ such that $(q, r)$ is an admissible pair. We also note that by (5.5.2),

$$
\frac{1}{r}<\frac{1}{2}-\frac{2}{N \alpha}
$$

so that $q>\alpha$. It follows that $u \in L_{\text {loc }}^{\alpha}\left(\left(-T_{\min }, T_{\max }\right), H^{s, r}\left(\mathbb{R}^{N}\right)\right)$. Since $H^{s, r}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{\infty}\left(\mathbb{R}^{N}\right)$ because $r s>N$, we obtain

$$
\begin{equation*}
u \in L_{\mathrm{loc}}^{\alpha}\left(\left(-T_{\min }, T_{\max }\right), L^{\infty}\left(\mathbb{R}^{N}\right)\right) \tag{5.5.5}
\end{equation*}
$$

We now observe that, due to the particular structure of $g(u)$, the proof of Lemma 4.10 .2 yields the estimate

$$
\begin{equation*}
\|g(v)\|_{H^{m}} \leq C\|v\|_{L^{\infty}}^{\alpha}\|v\|_{H^{m}} \quad \text { for all } v \in H^{m}\left(\mathbb{R}^{N}\right) \tag{5.5.6}
\end{equation*}
$$

We consider $t \geq 0$, the argument for $t \leq 0$ being the same. We know that $u$ is an $H^{m}$ solution on some maximal interval $[0, T)$ with $T \leq T_{\max }$, and we need to show that $T=T_{\max }$ (see the discussion at the beginning of this chapter). We use equation (4.1.1), the property that $\mathcal{T}(t)$ is an isometry in $H^{m}\left(\mathbb{R}^{N}\right)$, and estimate (5.5.6) to obtain

$$
\|u(t)\|_{H^{m}} \leq\|\varphi\|_{H^{m}}+C \int_{0}^{t}\|u(s)\|_{L^{\infty}}^{\alpha}\|u(s)\|_{H^{m}} d s \quad \text { for all } 0 \leq t<T
$$

Applying Gronwall's lemma, we deduce

$$
\|u(t)\|_{H^{m}} \leq\|\varphi\|_{H^{m}} \exp \left(C \int_{0}^{t}\|u(s)\|_{L^{\infty}}^{\alpha} d s\right) \quad \text { for all } 0 \leq t<T
$$

If $T<T_{\max }$, then (5.5.5) yields $\lim \sup _{t \uparrow T}\|u(t)\|_{H^{m}}<\infty$, a contradiction with the blowup alternative in $H^{m}\left(\mathbb{R}^{N}\right)$.

### 5.6. The $C^{\infty}$ Smoothing Effect

In this section we present a result of Hayashi, Nakamitsu, and Tsutsumi [177, 178, 179] describing a $C^{\infty}$ smoothing effect similar to the one observed for the linear equation (see Section 2.5). More precisely, under suitable assumptions on the nonlinearity, if the initial value $\varphi$ decays fast enough as $|x| \rightarrow \infty$, then the corresponding solution of (4.1.1) is smooth in both $t$ and $x$ for $t \neq 0$, even if $\varphi$ is not smooth. There are several results in that direction, depending on what are the assumptions on $g(u)$ and on the initial data. Some of these results, however, are fairly complicated technically. Therefore, and for the sake of simplicity, we only give a simple, typical result in order to illustrate the idea, and we refer to the papers of Hayashi, Nakamitsu, and Tsutsumi [177, 178, 179] for a more complete study.

Theorem 5.6.1. Assume that $N=1$. Let $T>0$, let $\varphi \in H^{1}(\mathbb{R})$, and let $u$ be a strong $H^{1}$-solution of

$$
\left\{\begin{array}{l}
i u_{t}+u_{x x}+|u|^{2} u=0  \tag{5.6.1}\\
u(0)=\varphi
\end{array} \quad \text { on }[0, T]\right.
$$

If $\varphi$ has compact support, then $u \in C^{\infty}((0, T) \times \mathbb{R})$.

Proof. Let us first do a formal calculation, in order to make clear the idea, which is quite simple. We use the operators $P_{\alpha}$ defined in Section 2.5. More precisely for any positive integer $\ell$, let

$$
\begin{equation*}
u^{\ell}(t, x)=\left(x+2 i t \partial_{x}\right)^{\ell} u(t, x) \tag{5.6.2}
\end{equation*}
$$

We deduce from formula (2.5.4) that

$$
\begin{equation*}
u^{\ell}(t, x)=(2 i t)^{\ell} e^{i \frac{x^{2}}{4 t}} \partial_{x}^{\ell}\left(e^{-i \frac{x^{2}}{4 t}} u(t, x)\right) \tag{5.6.3}
\end{equation*}
$$

It follows from (5.6.2), (2.5.5), (5.6.1), and (5.6.3) that

$$
\begin{equation*}
i u_{t}^{\ell}+u_{x x}^{\ell}+(2 i t)^{\ell} e^{i \frac{x^{2}}{4 t}} \partial_{x}^{\ell}\left(\left|e^{-i \frac{x^{2}}{4 t}} u\right|^{2} e^{-i \frac{x^{2}}{4 t}} u\right)=0 \tag{5.6.4}
\end{equation*}
$$

Note that $|v|^{2} v=v \bar{v} v$, and so

$$
\partial_{x}^{\ell}|v|^{2} v=\sum_{n+j+k=\ell} \partial_{x}^{n} v \partial_{x}^{j} \bar{v} \partial_{x}^{k} v
$$

Therefore, setting

$$
\begin{equation*}
v(t, x)=e^{-i \frac{x^{2}}{4 t}} u(t, x) \tag{5.6.5}
\end{equation*}
$$

we deduce from (5.6.4) that

$$
i u_{t}^{\ell}+u_{x x}^{\ell}+(2 i t)^{\ell} e^{i \frac{\pi^{2}}{4 t}} \sum_{n+j+k=\ell} \partial_{x}^{n} v \partial_{x}^{j} \bar{v} \partial_{x}^{k} v=0
$$

Since $u^{\ell}(0)=x^{\ell} \varphi$, we see that

$$
u^{\ell}(t)=\mathcal{T}(t)\left(x^{\ell} \varphi\right)+i \int_{0}^{t} \mathcal{T}(t-s)\left((2 i s)^{\ell} e^{i \frac{x^{2}}{4 s}} \sum_{n+j+k=\ell} \partial_{x}^{n} v(s) \partial_{x}^{j} \overline{v(s)} \partial_{x}^{k} v(s)\right) d s
$$

and so

$$
\begin{equation*}
\left\|u^{\ell}(t)\right\|_{L^{2}} \leq\left\|x^{\ell} \varphi\right\|_{L^{2}}+\int_{0}^{t}(2 s)^{\ell}\left\|\sum_{n+j+k=\ell} \partial_{x}^{n} v(s) \partial_{x}^{j} \overline{v(s)} \partial_{x}^{k} v(s)\right\|_{L^{2}} d s \tag{5.6.6}
\end{equation*}
$$

Next, by Hölder's inequality,

$$
\begin{aligned}
& \left.\| \sum_{n+j+k=\ell} \partial_{x}^{n} v(s) \partial_{x}^{j} \overline{v(s)} \partial_{x}^{k} v(s)\right) \|_{L^{2}} \leq \\
& \\
& \quad \sum_{n+j+k=\ell}\left\|\partial_{x}^{n} v(s)\right\|_{L^{\frac{2 \ell}{n}}}\left\|\partial_{x}^{j} v(s)\right\|_{L^{\frac{2 \ell}{j}}}\left\|\partial_{x}^{k} v(s)\right\|_{L^{\frac{2 \ell}{k}}}
\end{aligned}
$$

Furthermore, it follows from Gagliardo-Nirenberg's inequality that

$$
\left\|\partial_{x}^{j} v(s)\right\|_{L^{\frac{2 \ell}{j}}} \leq C\left\|\partial_{x}^{\ell} v(s)\right\|_{L^{2}}^{\frac{j}{\ell}}\|v(s)\|_{L^{\alpha}}^{\frac{\ell-j}{\ell}} \quad \text { for every } j \in\{0, \ldots, \ell\}
$$

Therefore,

$$
\begin{aligned}
\sum_{n+j+k=\ell}\left\|\partial_{x}^{n} v(s)\right\|_{L^{\frac{2 \ell}{n}}}\left\|\partial_{x}^{j} v(s)\right\|_{L^{\frac{2 \ell}{j}}}\left\|\partial_{x}^{k} v(s)\right\|_{L^{\frac{2 \ell}{k}}} & \leq C\left\|\partial_{x}^{\ell} v(s)\right\|_{L^{2}}\|v(s)\|_{L^{\infty}}^{2} \\
& \leq \frac{C}{s^{\ell}}\left\|u^{\ell}(s)\right\|_{L^{2}}\|u(s)\|_{L^{\infty}}^{2} \\
& \leq \frac{C}{s^{\ell}}\left\|u^{\ell}(s)\right\|_{L^{2}} .
\end{aligned}
$$

(Note that $u$ is bounded in $H^{1}(\mathbb{R})$, hence in $L^{\infty}(\mathbb{R})$.) Applying (5.6.6), we deduce from Gronwall's inequality that

$$
\begin{equation*}
\left\|u^{\ell}(t)\right\|_{L^{2}} \leq C\left\|x^{\ell} \varphi\right\|_{L^{2}} \quad \text { for all } t \in[0, T) \tag{5.6.7}
\end{equation*}
$$

where C depends only on $T, \ell$, and $\|u\|_{L^{\infty}\left((0, T), H^{1}\right)}$. In particular, given $0<$ $\varepsilon<T, v \in L^{\infty}\left((\varepsilon, T), H^{\ell}(\mathbb{R})\right)$ for every positive integer $\ell$. Since the mapping $v \mapsto|v|^{2} v$ is continuous $H^{\ell} \rightarrow H^{\ell}$ (see above), it follows from (5.6.4) that $u_{t}^{\ell} \in$ $L^{\infty}\left((\varepsilon, T), L_{\text {loc }}^{2}(\mathbb{R})\right)$, and so $v_{t} \in L^{\infty}\left((\varepsilon, T), H_{\mathrm{loc}}^{\ell}(\mathbb{R})\right)$ for every positive integer $\ell$. In particular, $v \in C\left([\varepsilon, T), H_{\text {loc }}^{\ell}(\mathbb{R})\right)$, for every positive integer $\ell$. Applying again (5.6.4), we deduce that $v \in C^{1}\left([\varepsilon, T), H_{\mathrm{loc}}^{\ell}(\mathbb{R})\right)$ for every positive integer $\ell$. Differentiating the equation $k$ times with respect to $t$, we obtain eventually, with the same argument, that $v \in C^{k}\left([\varepsilon, T), H_{\mathrm{loc}}^{\ell}(\mathbb{R})\right)$ for all positive integers $\ell$ and $k$. Therefore, $v \in C^{\infty}([\varepsilon, T] \times \mathbb{R})$, which means that $u \in C^{\infty}([\varepsilon, T] \times \mathbb{R})$. The result follows, since $\varepsilon>0$ is arbitrary.

Now, we want to make that argument rigorous. In order to do that, we need the following result.

Lemma 5.6.2. Suppose $\varphi$ and $u$ are as above. If, in addition, $\varphi \in \mathcal{S}(\mathbb{R})$, then $u \in C^{\infty}([0, T), \mathcal{S}(\mathbb{R}))$.

Proof. We proceed in three steps.
STEP 1. $u \in L^{\infty}\left((0, T), H^{\ell}(\mathbb{R})\right)$ for every positive integer $\ell$. This follows from Theorem 5.5.1.

STEP 2. $\quad x^{p} u \in L^{\infty}\left((0, T), H^{\ell}(\mathbb{R})\right)$ for all nonnegative integers $p$ and $\ell$. We argue by induction on $p$. We have already established the result for $p=0$ (Step 1). Assuming it is true up to some $p \geq 0$, let us show that it is true for $p+1$. Set $u^{k}(t)=\partial_{x}^{k} u(t)$. Given a positive integer $\ell$,

$$
\begin{equation*}
i u_{t}^{\ell}+u_{x x}^{\ell}+\sum_{n+j+k=\ell} u^{n} \overline{u^{j}} u^{k}=0 \tag{5.6.8}
\end{equation*}
$$

Taking the $L^{2}$ scalar product of (5.6.8) with $i e^{-2 \varepsilon x^{2}} x^{2 p+2} u^{\ell}$, where $\varepsilon \in(0,1)$, we obtain

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\|e^{-\varepsilon x^{2}} x^{p+1} u^{\ell}(t)\right\|_{L^{2}}^{2}= & \operatorname{Im} \int u_{x x}^{\ell} e^{-2 \varepsilon x^{2}} x^{2 p+2} \overline{u^{\ell}} \\
& +\operatorname{Im} \int\left(e^{-2 \varepsilon x^{2}} x^{2 p+2} \overline{u^{\ell}} \sum_{n+j+k=\ell} u^{n} \overline{u^{j}} u^{k}\right)  \tag{5.6.9}\\
= & \alpha+\beta .
\end{align*}
$$

We integrate the term $\alpha$ by parts, and we note that $\operatorname{Im} u_{x}^{\ell} \overline{u_{x}^{\ell}}=0$. It follows that

$$
\begin{align*}
\alpha & =-\operatorname{Im} \int\left(\left((2 p+2)-4 \varepsilon x^{2}\right) e^{-\varepsilon x^{2}} x^{p} u^{\ell+1} e^{-\varepsilon x^{2}} x^{p+1} \overline{u^{\ell}}\right)  \tag{5.6.10}\\
& \leq C(p)\left\|x^{p} u^{\ell+1}\right\|_{L^{2}}\left\|e^{-\varepsilon x^{2}} x^{p+1} u^{\ell}\right\|_{L^{2}} \leq C(p, \ell)\left\|e^{-\varepsilon x^{2}} x^{p+1} u^{\ell}\right\|_{L^{2}}
\end{align*}
$$

by the induction assumption. On the other hand,

$$
\begin{align*}
\beta & \leq\left\|e^{-\varepsilon x^{2}} x^{p+1} u^{\ell}\right\|_{L^{2}} \sum_{n+j+k=\ell}\left\|e^{-\varepsilon x^{2}} x^{p+1} u^{n} \overline{u^{j}} u^{k}\right\|_{L^{2}} \\
& \leq C(\ell)\left\|e^{-\varepsilon x^{2}} x^{p+1} u^{\ell}\right\|_{L^{2}} \sum_{k=0}^{\ell}\left\|e^{-\varepsilon x^{2}} x^{p+1} u^{k}\right\|_{L^{2}} \tag{5.6.11}
\end{align*}
$$

since $u^{j}$ is bounded in $L^{\infty}$ for every $j$, by Step 1. It follows from (5.6.9), (5.6.10), and (5.6.11) that

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left\|e^{-\varepsilon x^{2}} x^{p+1} u^{\ell}(t)\right\|_{L^{2}}^{2} \leq \\
& \quad C(p, \ell)\left\|e^{-\varepsilon x^{2}} x^{p+1} u^{\ell}\right\|_{L^{2}}+C(\ell)\left\|e^{-\varepsilon x^{2}} x^{p+1} u^{\ell}\right\|_{L^{2}} \sum_{k=0}^{\ell}\left\|e^{-\varepsilon x^{2}} x^{p+1} u^{k}\right\|_{L^{2}}
\end{aligned}
$$

for every nonnegative integer $\ell$. Therefore,

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t} \sum_{k=0}^{\ell}\left\|e^{-\varepsilon x^{2}} x^{p+1} u^{k}(t)\right\|_{L^{2}}^{2} \leq \\
& C(p, \ell) \sum_{k=0}^{\ell}\left\|e^{-\varepsilon x^{2}} x^{p+1} u^{k}\right\|_{L^{2}}+C(\ell) \sum_{k=0}^{\ell}\left\|e^{-\varepsilon x^{2}} x^{p+1} u^{k}\right\|_{L^{2}}^{2}
\end{aligned}
$$

Hence the result follows by integrating the above differential inequality and letting $\varepsilon \downarrow 0$.

STEP 3. Applying Step 2 and equation (5.6.8), we see that, for all nonnegative integers $\ell$ and $p, x^{p} u_{t}^{\ell} \in L^{\infty}\left((0, T), L^{2}\right)$; in particular, $x^{p} u^{\ell} \in C\left([0, T], L^{2}\right)$. Considering again (5.6.8), we deduce that $x^{p} u^{\ell} \in C^{1}\left([0, T], L^{2}\right)$ for all $\ell$ and $p$. Iterating that argument, we obtain that $x^{p} u^{\ell} \in C^{\infty}\left([0, T], L^{2}\right)$ for all nonnegative integers $\ell$ and $p$. This completes the proof.

End of the proof of Theorem 5.6.1. Consider a sequence $\varphi_{k} \in \mathcal{S}(\mathbb{R})$ such that $\varphi_{k} \rightarrow \varphi$ in $H^{1}(\mathbb{R})$ as $k \rightarrow \infty$, and such that $\left\|x^{p} \varphi_{k}\right\|_{L^{2}} \leq 2\left\|x^{p} \varphi\right\|_{L^{2}}$ for all positive integers $k$ and $p$. Let $u_{k}$ be the solution of (5.6.1) with initial value $\varphi_{k}$ given by Theorem 3.5.1. It follows from Theorem 3.5.1 that $u_{k} \rightarrow u$ in $C\left([0, T], H^{1}(\mathbb{R})\right)$ as $k \rightarrow \infty$. On the other hand, by Lemma 5.6.2, the calculations of the formal argument above are rigorous for the solutions $u_{k}$. Therefore, estimate (5.6.7) holds for the solution $u_{k}$ and is uniform in $k$. Thus $\left\|u^{\ell}(t)\right\|_{L^{2}} \leq C(\ell)$ for all $t \in[0, T)$ and all $\ell \geq 1$. One concludes as in the formal argument that we described before.

Remark 5.6.3. Note that we have shown in fact that the function $v$ defined by (5.6.5) belongs to $C^{\infty}\left((0, T), H^{m}\left(\mathbb{R}^{N}\right)\right)$ for all $m \geq 0$, whenever $\left(1+x^{2}\right)^{\frac{m}{2}} \varphi \in$ $L^{2}(\mathbb{R})$ for every positive integer $m$. Evidently, there are also partial results if we only assume that $\left(1+x^{2}\right)^{\frac{m_{0}}{2}} \varphi \in L^{2}(\mathbb{R})$ for some given positive integer $m_{0}$.

REmark 5.6.4. Note that we did not really use that $u \in C\left([0, T), H^{1}(\mathbb{R})\right)$. What we used precisely is that $u \in L^{2}\left((0, T), L^{\infty}(\mathbb{R})\right)$ and that the solution depends continuously on $\varphi$ in $L^{2}\left((0, T), L^{\infty}(\mathbb{R})\right)$. This may be used to show a $C^{\infty}$ smoothing effect for initial data in $L^{2}(\mathbb{R})$ (see Corollary 5.7.5 below).

REMARK 5.6.5. In Theorem 5.6.1, we chose the nonlinearity $g(u)=|u|^{2} u$ to simplify the calculation of $\partial_{x}^{m} g(u)$. With exactly the same method, one can establish the same result for $g(u)=\lambda|u|^{2 k} u$, where $k$ is a nonnegative integer and $\lambda \in \mathbb{R}$. More generally, the result holds when $g(u)=f\left(|u|^{2}\right) u$, where $f:[0, \infty) \rightarrow \mathbb{R}$ is in $C^{\infty}$, but the calculations are technically a little bit more complicated.

### 5.7. Comments

Theorem 5.3.1 can be generalized in the framework of Theorem 4.12.1. More precisely, we have the following result.

Theorem 5.7.1. Let $A$ and $g=g_{1}+\cdots+g_{k}$ be as in the statement of Theorem 4.12.1. Assume further that there exists a Banach space $D(A) \hookrightarrow Y \hookrightarrow$ $X$ such that, for every $\varepsilon>0$, there exists a constant $C_{\varepsilon}$ for which $\|u\|_{Y} \leq$ $\varepsilon\|u\|_{D(A)}+\|u\|_{X}$ for all $u \in D(A)$. Let $\varphi \in X_{A}$, and consider the maximal solution $u \in C\left(\left(-T_{\min }, T_{\max }\right), X_{A}\right)$ of the problem (3.7.7) given by Theorem 4.12.1. If $\varphi \in D(A)$, it follows that $u \in C\left(\left(-T_{\min }, T_{\max }\right), D(A)\right) \cap C^{1}\left(\left(-T_{\min }, T_{\max }\right), L^{2}(\Omega)\right)$.

Proof. Local existence in $D(A)$ follows from Theorem 4.12.3. The proof of Theorem 5.3 .1 is then easily adapted (with the estimates from the proof of Theorem 4.12.3).

REMARK 5.7.2. Let $\Omega$ be a smooth, open subset of $\mathbb{R}^{2}$, and let $g$ satisfy the assumptions of Theorem 3.6.1. Consider $\varphi \in H_{0}^{1}(\Omega)$, and let $u$ be the maximal solution of (3.1.1) given by Theorem 3.6.1. If $\varphi \in H^{2}(\Omega)$, then (from Brezis and Gallouët [45]) $u \in C\left(\left(-T_{\min }, T_{\max }\right), H^{2}(\Omega)\right) \cap C^{1}\left(\left(-T_{\min }, T_{\max }\right), L^{2}(\Omega)\right)$.

ThEOREM 5.7.3. Assume that $N=2$ or $N=3$, and let $k$ be any positive integer if $N=2$, and $k=1$ if $N=3$. Let $T>0, \lambda \in \mathbb{R}$, let $\varphi \in H^{1}(\mathbb{R})$, and let $u \in C\left([0, T), H^{1}(\mathbb{R})\right) \cap C^{1}\left([0, T), H^{-1}(\mathbb{R})\right)$ satisfy the equation

$$
\left\{\begin{array}{l}
i u_{t}+\Delta u+\lambda|u|^{2 k} u=0 \\
u(0)=\varphi
\end{array}\right.
$$

If $\varphi$ has compact support, then $u \in C^{\infty}((0, T) \times \mathbb{R})$.

Proof. The proof is adapted from the proof of Theorem 5.6.1 (see also Remark 5.6.5).

REmARK 5.7.4. The $C^{\infty}$ smoothing effect of Theorem 5.6.1 holds as well (with an obvious adaptation of the proof) for the nonlinearity $g(u)=\left(W \star|u|^{2}\right) u$, where $W \in L^{1}(\mathbb{R})+L^{\infty}(\mathbb{R})$. The proof again makes use of the property that the solution depends continuously on $\varphi$ in $L^{2}\left((0, T), L^{\infty}(\mathbb{R})\right.$ ). (See Hayashi [162] and Hayashi and Ozawa [188]).

Corollary 5.7.5. Assume $N=1$. Let $\lambda \in \mathbb{R}$ and $W \in L^{1}(\mathbb{R})+L^{\infty}(\mathbb{R})$. Consider $\varphi \in L^{2}(\mathbb{R})$ and let $u \in C\left(\mathbb{R}, L^{2}(\mathbb{R})\right) \cap L_{\mathrm{loc}}^{4}\left(\mathbb{R}, L^{\infty}(\mathbb{R})\right)$ be the solution of the problem

$$
\left\{\begin{array}{l}
i u_{t}+\Delta u+\lambda|u|^{2} u+\left(W \star|u|^{2}\right) u=0 \\
u(0)=\varphi
\end{array}\right.
$$

given by Corollary 4.6.5. If $\varphi$ has compact support, then $u \in C^{\infty}((\mathbb{R} \backslash\{0\}) \times \mathbb{R})$.
Proof. Note that $(4, \infty)$ is an admissible pair in dimension 1. Therefore, the result follows from Remarks 5.6.4 and 5.7.4.

REmARK 5.7.6. A smoothing effect of analytic type was established for equations of the type $i u_{t}+\Delta u=F(u, \bar{u})$ in $\mathbb{R}^{N}$, where $F$ is a polynomial in $(u, \bar{u})$ (for example, $F(u, \bar{u})=|u|^{2 m} u$, where $m$ is a nonnegative integer). Under some decay and smoothness assumptions on the initial value $u(0)$ (that do not imply that $u(0)$ is analytic), it is shown that the corresponding solution is (real) analytic in space and/or in time (see A. de Bouard [97], Hayashi [161, 163], Hayashi and Kato [174, 175], and Hayashi and Saitoh [192, 193]).

## CHAPTER 6

## Global Existence and Finite-Time Blowup

Throughout this chapter we continue the study of equation (4.1.1) in the whole space $\cdot \mathbb{R}^{N}$. So far, we have studied the local properties of solutions of nonlinear Schrödinger equations: local existence, regularity, and the smoothing effect. In this chapter we begin the study of the global properties of the solutions. We establish criteria on the nonlinearity and/or the initial data to determine whether the solutions exist for all times, or blow up in finite time.

In Section 6.1 we apply the results of Section 3.4. These results are based on the conservation of charge and energy and yield global existence for all initial data or for small data only, depending on the nonlinearity.

In Sections $6.2,6.3$, and 6.4 we establish global existence under a certain assumption of smallness on the initial value, without assuming the Hamiltonian structure (i.e., without the conservation laws). The smallness condition can be just a quantity related to the $H^{1}$ norm of the initial value (Section 6.2), or depend on how the initial value "oscillates" as $|x| \rightarrow \infty$ (Section 6.3), or depend on how the initial value behaves like a homogeneous function as $|x| \rightarrow \infty$ (Section 6.4).

In Section 6.5 we obtain sufficient conditions on the nonlinearity and the initial value for finite-time blowup and we establish some lower estimates of the norms that blow up.

In Section 6.6 we consider the so-called "critical" or "pseudoconformal" case $g(u)=\lambda|u|^{\frac{4}{N}} u$. We first establish sharp existence results concerning the initialvalue problem in $H^{1}\left(\mathbb{R}^{N}\right)$ and $L^{2}\left(\mathbb{R}^{N}\right)$. Next, we describe some properties of the blowup solutions that are only known for the critical nonlinearity.

In Section 6.7 we still consider the so-called "critical" or "pseudoconformal" case $g(u)=\lambda|u|^{\frac{4}{N}} u$, and we apply the pseudoconformal transformation to derive some further information on the nature of the blowup.

### 6.1. Energy Estimates and Global Existence

In this section we give some sufficient conditions for global existence based on the conservation of charge and energy. For that reason, we consider solutions in the energy space $H^{1}\left(\mathbb{R}^{N}\right)$ and nonlinearities for which there is conservation of charge and energy.

Theorem 6.1.1. Let $g$ be as in Theorem 4.3.1. Assume further that there exist $A>0, C(A)>0$, and $\varepsilon \in(0,1)$ such that

$$
\begin{equation*}
G(u) \leq \frac{1-\varepsilon}{2}\|u\|_{H^{1}}^{2}+C(A) \quad \text { for all } u \in H^{1}\left(\mathbb{R}^{N}\right) \tag{6.1.1}
\end{equation*}
$$

such that $\|u\|_{L^{2}} \leq A$. Consider $\varphi \in H_{0}^{1}(\Omega)$ and let $u \in C\left(\left(-T_{\min }, T_{\max }\right), H^{1}\left(\mathbb{R}^{N}\right)\right)$ be the corresponding maximal solution of (4.1.1) given by Theorem 4.3.1. If $\|\varphi\|_{L^{2}} \leq A$, then $T_{\min }=T_{\max }=\infty$. In addition $u \in L^{\infty}\left(\mathbb{R}, H^{1}\left(\mathbb{R}^{N}\right)\right)$.

Proof. This is an immediate consequence of Theorems 3.4.1 and 4.3.1.

Below is an application of Theorem 6.1.1 to the model nonlinearity of Corollary 4.3.3.

Corollary 6.1.2. Let $g(u)=V u+f(\cdot, u(\cdot))+\left(W \star|u|^{2}\right) u$, where $V, f$, and $W$ are as follows: $V$ is a real-valued potential, $V \in L^{\delta}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $\delta \geq 1$, $\delta>N / 2 ; W$ is an even, real-valued potential, $W \in L^{\sigma}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $\sigma \geq 1, \sigma>N / 4$, and $f: \mathbb{R}^{N} \times \mathbb{R} \rightarrow \mathbb{R}$ is measurable in $x \in \mathbb{R}^{N}$ and continuous in $u \in \mathbb{R}$ and satisfies (3.2.7), (3.2.8), and (3.2.17). The function $f$ is extended to $\mathbb{R}^{N} \times \mathbb{C}$ by (3.2.10). Assume further that there exist $A \geq 0$ and $0 \leq \nu<4 / N$ such that

$$
\begin{equation*}
F(x, u) \leq A|u|^{2}\left(1+|u|^{\nu}\right) \tag{6.1.2}
\end{equation*}
$$

and that

$$
\begin{equation*}
W^{+} \in L^{\theta}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right) \tag{6.1.3}
\end{equation*}
$$

for some $\theta \geq 1, \theta \geq N / 2$ (and $\theta>1$ if $N=2$ ). It follows that for every $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$, the maximal strong $H^{1}$-solution $u$ of (4.1.1) given by Corollary 4.3.3 is global and $\sup \left\{\|u(t)\|_{H^{1}}: t \in \mathbb{R}\right\}<\infty$.

Proof. We claim that, with the notation of Corollary 4.3.3,

$$
\begin{equation*}
G(u) \leq \frac{1}{4}\|u\|_{H^{1}}^{2}+C\left(\|u\|_{L^{2}}\right) \quad \text { for all } u \in H^{1}\left(\mathbb{R}^{N}\right) \tag{6.1.4}
\end{equation*}
$$

The result then follows from Theorem 6.1.1. To prove the claim, let $V=V_{1}+V_{2}$, where $V_{1} \in L^{\infty}$ and $V_{2} \in L^{\delta}$, and let $W^{+}=W_{1}+W_{2}$, where $W_{1} \in L^{\infty}$ and $W_{2} \in L^{\theta}$. We have

$$
\begin{aligned}
4 G(u) \leq & 2\left\|V_{1}\right\|_{L^{\infty}}\|u\|_{L^{2}}^{2}+2\left\|V_{2}\right\|_{L^{\delta}}\|u\|_{L^{\frac{2 \delta}{\delta-1}}}^{2}+4 A\|u\|_{L^{2}}^{2}+4 A\|u\|_{L^{L^{+2}}}^{\nu+2} \\
& +\left\|W_{1}\right\|_{L^{\infty}}\|u\|_{L^{2}}^{4}+\left\|W_{2}\right\|_{L^{\theta}}\|u\|_{L^{\frac{4 \theta}{\theta^{-1}}}}^{4} \\
\leq & C\left(1+\|u\|_{L^{2}}^{4}\right)+C\|u\|_{L^{\frac{2 \delta}{\delta^{-1}}}}^{2}+C\|u\|_{L^{\nu+2}}^{\nu+2}+C\|u\|_{L^{\frac{b^{\frac{4 \theta}{-1}}}{4}}}^{4} .
\end{aligned}
$$

On the other hand, it follows from Gagliardo-Nirenberg's inequality that

$$
\begin{aligned}
\|u\|_{L^{\frac{\delta^{\delta}}{\delta-1}}}^{2} & \leq C\|u\|_{H^{1}}^{\frac{N}{\delta}}\|u\|_{L^{2}}^{\frac{2 \delta-N}{\delta}} \\
\|u\|_{L^{\nu+2}}^{\nu+2} & \leq C\|u\|_{H^{1}}^{\frac{N_{\nu}}{2}}\|u\|_{L^{2}}^{\nu+2-\frac{N \nu}{2}} \\
\|u\|_{L^{\frac{\delta^{4 \theta}}{4}-1}}^{4} & \leq C\|u\|_{H^{1}}^{\frac{N}{\theta}}\|u\|_{L^{2}}^{\frac{4 \theta-N}{\theta}}
\end{aligned}
$$

Since $\frac{N}{\delta}, \frac{n \nu}{2}, \frac{N}{\theta}<2,(6.1 .4)$ follows from the inequality $a b \leq \varepsilon a^{r}+C(\varepsilon) b^{r^{\prime}}$.

REmark 6.1.3. In the case where $F$ satisfies (6.1.2) with $\nu=4 / N$, then instead of (6.1.4), we obtain the following inequality:

$$
\begin{equation*}
G(u) \leq\left(\frac{1}{2}+C\|u\|_{L^{2}}^{\frac{4}{N}}\right)\|u\|_{H^{1}}^{2}+C\left(\|u\|_{L^{2}}\right) \quad \text { for all } u \in H^{1}\left(\mathbb{R}^{N}\right) \tag{6.1.5}
\end{equation*}
$$

In this case, all solutions of (4.1.1) are global and uniformly bounded in $H^{1}$, provided $\|\varphi\|_{L^{2}}$ is small enough. This follows from (6.1.5) and Theorem 6.1.1.

We now give an example of application of Theorem 3.4.3, which shows global existence under a smallness assumption on the initial value.

Theorem 6.1.4. Let $g$ be as in Theorem 4.3.1. Assume further that $G(0)=0$ and that there exist $\varepsilon>0$ and a nonnegative function $\eta \in C\left([0, \varepsilon), \mathbb{R}^{+}\right)$, with $\eta(0)=0$, such that

$$
\begin{equation*}
G(u) \leq \frac{1-\varepsilon}{2}\|u\|_{H^{1}}^{2}+\eta\left(\|u\|_{L^{2}}\right) \quad \text { for all } u \in H^{1}\left(\mathbb{R}^{N}\right) \tag{6.1.6}
\end{equation*}
$$

such that $\|u\|_{H^{1}} \leq \varepsilon$. It follows that there exists a>0 such that, for every $\varphi \in$ $H^{1}\left(\mathbb{R}^{N}\right)$ with $\|\varphi\|_{H^{1}} \leq a$, the maximal strong $H^{1}$-solution $u$ of (4.1.1) given by Theorem 4.3.1 is global and $\sup \left\{\|u(t)\|_{H^{1}}: t \in \mathbb{R}\right\} \leq \varepsilon$.

Proof. The result follows from Theorem 3.4.3.
Corollary 6.1.5. Let $g(u)=V u+f(\cdot, u(\cdot))+\left(W \star|u|^{2}\right) u$, where $V$, $f$, and $W$ are as follows: $V$ is a real-valued potential, $V \in L^{\delta}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $\delta \geq 1, \delta>N / 2 ; W$ is an even, real-valued potential, $W \in L^{\sigma}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $\sigma \geq 1, \sigma>N / 4$; and $f: \mathbb{R}^{N} \times \mathbb{R} \rightarrow \mathbb{R}$ is measurable in $x \in \mathbb{R}^{N}$ and continuous in $u \in \mathbb{R}$ and satisfies (3.2.7), (3.2.8), and (3.2.17). The function $f$ is extended to $\mathbb{R}^{N} \times \mathbb{C}$ by (3.2.10). It follows that there exists a $>0$ such that, for every $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ with $\|\varphi\|_{H^{1}} \leq a$, the maximal strong $H^{1}$-solution $u$ of (4.1.1) given by Corollary 4.3.3 is global and $\sup \left\{\|u(t)\|_{H^{1}}: t \in \mathbb{R}\right\}<\infty$.

Proof. With the notation of Corollary 4.3.3, we have

$$
G(u) \leq C\|u\|_{L^{2}}^{2}+C\|u\|_{H^{1}}^{\alpha+2}+C\|u\|_{H^{1}}^{4}+\left\|V_{2}\right\|_{L^{\delta}}\|u\|_{H^{1}}^{2} .
$$

Since in the splitting $V=V_{1}+V_{2},\left\|V_{2}\right\|_{L^{\delta}}$ can be made arbitrarily small, the result follows from Theorem 6.1.4.

### 6.2. Global Existence for Small Data

In this section we do not assume conservation of charge or energy. We establish global existence for small initial values in $H^{1}\left(\mathbb{R}^{N}\right)$ for nonlinearities that vanish at a sufficient order at the origin. We rely on the method of Kato [206]. We essentially reproduce the estimates of the fixed-point arguments of Chapter 4 , but we eliminate the dependence on $t$. Note that with this technique, we obtain not only the global existence but also a certain decay of the solution. For the sake of simplicity, we consider local nonlinearities only.

THEOREM 6.2.1. Let $g \in C(\mathbb{C}, \mathbb{C})$ satisfy $g(0)=0$. Assume there exist

$$
\begin{equation*}
\frac{4}{N} \leq \alpha_{1} \leq \alpha_{2}<\frac{4}{N-2} \quad\left(\frac{4}{N} \leq \alpha_{1} \leq \alpha_{2}<\infty \text { if } N=1\right) \tag{6.2.1}
\end{equation*}
$$

such that

$$
\begin{equation*}
|g(u)-g(v)| \leq C\left(|u|^{\alpha_{1}}+|v|^{\alpha_{1}}+|u|^{\alpha_{2}}+|v|^{\alpha_{2}}\right)|u-v| \quad \text { for all } u, v \in \mathbb{C} . \tag{6.2.2}
\end{equation*}
$$

There exists $\varepsilon_{0}>0$ such that if $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ satisfies $\|\varphi\|_{H^{1}} \leq \varepsilon_{0}$, then the corresponding maximal $H^{1}$ solution $u$ of (4.1.1) given by Theorem 4.4 .6 is global, i.e., $T_{\min }=T_{\max }=\infty$. Moreover, $u \in L^{q}\left(\mathbb{R}, W^{1, r}\left(\mathbb{R}^{N}\right)\right.$ ) for every admissible pair $(q, r)$.

Proof. We may assume without loss of generality that $\alpha_{1}=\frac{4}{N}$. Moreover, arguing as in the proof of Theorem 4.4.1, we can write $g=g_{1}+g_{2}$ where $g_{1}(0)=$ $g_{2}(0)=0$ and for $j=1,2$,

$$
\begin{equation*}
\left|g_{j}(u)-g_{j}(v)\right| \leq C\left(|u|^{\alpha_{j}}+|v|^{\alpha_{j}}\right)|u-v| \quad \text { for all } u, v \in \mathbb{C} \tag{6.2.3}
\end{equation*}
$$

We consider the admissible pairs $\left(\gamma_{j}, \rho_{j}\right), j=1,2$, such that $\rho_{j}=\alpha_{j}+2$; in particular, $\gamma_{1}=\rho_{1}=2+4 / N$. Given $0<t<T_{\max }$, we set

$$
f(t)=\|u\|_{L^{\infty}\left((0, t), H^{1}\right)}+\|u\|_{L^{\gamma_{1}}\left((0, t), W^{1, \rho_{1}}\right)}+\|u\|_{L^{\gamma_{2}}\left((0, t), W^{1, \rho_{2}}\right)} .
$$

Since $\gamma_{j}<\infty$ (and $u$ is continuous with values in $H^{1}\left(\mathbb{R}^{N}\right)$ ), we see that

$$
\begin{equation*}
f(t) \downarrow\|\varphi\|_{H^{1}} \quad \text { as } t \downarrow 0 . \tag{6.2.4}
\end{equation*}
$$

On the other hand, it follows from Strichartz's estimates that there exists $C$ independent of $t$ such that

$$
\begin{equation*}
f(t) \leq C\|\varphi\|_{H^{1}}+C\left\|g_{1}(u)\right\|_{L^{\gamma_{1}^{\prime}}\left((0, t), W^{\left.1, \rho_{1}^{\prime}\right)}\right.}+C\left\|g_{2}(u)\right\|_{L^{\gamma_{2}^{\prime}}\left((0, t), W^{1, \rho_{2}^{\prime}}\right)} \tag{6.2.5}
\end{equation*}
$$

Since $\left|g_{j}(u)\right|+\left|\nabla g_{j}(u)\right| \leq C|u|^{\alpha_{j}}(|u|+|\nabla u|)$ by (6.2.3) and Remark 1.3.1(vii), it follows from Hölder's inequality in space and time that there exists $C$ independent of $T$ such that

$$
\begin{align*}
\left\|g_{1}(u)\right\|_{L^{\gamma_{1}^{\prime}\left((0, t), W^{1, \rho_{1}^{\prime}}\right)}} & \leq C\|u\|_{L^{\gamma_{1}}\left((0, t), L^{\rho_{1}}\right)}^{\alpha_{1}}\|u\|_{L^{\gamma_{1}}\left((0, t), W^{1, \rho_{1}}\right)} \\
& \leq C f(t)^{\alpha_{1}+1} \tag{6.2.6}
\end{align*}
$$

Similarly, there exists $C$ independent of $T$ such that

$$
\left\|g_{2}(u)\right\|_{L^{\gamma_{2}^{\prime}}\left((0, t), W^{1, \rho_{2}^{\prime}}\right)} \leq C\|u\|_{L^{\mu}\left((0, t), L^{\rho_{2}}\right)}^{\alpha_{2}}\|u\|_{L^{\gamma_{2}}\left((0, t), W^{1, \rho_{2}}\right)}
$$

where $\mu$ is given by

$$
\frac{1}{\mu}=\frac{4-(N-2) \alpha_{2}}{2 \alpha_{2}\left(\alpha_{2}+2\right)}
$$

We note that due to the assumption (6.2.1), $\gamma_{2} \leq \mu<\infty$. Therefore, since $H^{1} \hookrightarrow$ $L^{\rho_{2}}$ and $W^{1, \rho_{2}} \hookrightarrow L^{\rho_{2}}$, we see that $\|u\|_{L^{\mu}\left((0, t), L^{\rho_{2}}\right)} \leq f(t)$, and so

$$
\begin{equation*}
\left\|g_{2}(u)\right\|_{L^{\gamma_{2}^{\prime}}\left((0, t), W^{1, \rho_{2}^{\prime}}\right)} \leq C f(t)^{\alpha_{2}+1} \tag{6.2.7}
\end{equation*}
$$

It now follows from (6.2.5)-(6.2.7) that

$$
f(t) \leq C\|\varphi\|_{H^{1}}+C f(t)^{\alpha_{1}+1}+C f(t)^{\alpha_{2}+1} \text { for all } 0<t<T_{\max }
$$

Applying (6.2.4), we deduce easily that if $\|\varphi\|_{H^{1}} \leq \varepsilon_{0}$ where $\varepsilon_{0}>0$ is sufficiently small so that

$$
\left(2 C \varepsilon_{0}\right)^{\alpha_{1}+1}+\left(2 C \varepsilon_{0}\right)^{\alpha_{2}+1}<1
$$

then $f(t) \leq 2 C\|\varphi\|_{H^{1}}$ for all $0<t<T_{\max }$. Letting $t \uparrow T_{\max }$, we deduce in particular that $\|u\|_{L^{\infty}\left(\left(0, T_{\max }\right), H^{1}\right)}<\infty$, so that $T_{\max }=\infty$ by the blowup alternative. Thus $f(t)$ is bounded as $t \rightarrow \infty$, so that

$$
\|u\|_{L^{\infty}\left((0, \infty), H^{1}\right)}+\|u\|_{L^{\gamma_{1}}\left((0, \infty), W^{1, \rho_{1}}\right)}+\|u\|_{L^{\gamma_{2}}\left((0, \infty), W^{1, \rho_{2}}\right)}<\infty
$$

By Strichartz's estimates and the previous estimates of $g_{j}(u)$, this implies that $u \in L^{q}\left((0, \infty), W^{1, r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(q, r)$. The estimate for $t<0$ is obtained by the same argument.

REMARK 6.2.2. Theorem 6.2 .2 says that if $\|\varphi\|_{H^{1}}$ is small, then the corresponding $H^{1}$ solution $u$ is global and decays as $t \rightarrow \infty$ in the sense that $u \in L^{q}\left(\mathbb{R}, W^{1, r}\left(\mathbb{R}^{N}\right)\right)$ for all admissible pairs $(q, r)$. Note that we already mentioned results of the above type. See in particular Remarks 4.5.4, 4.7.5, and 4.9 .8 where it is assumed that $\|\nabla \varphi\|_{L^{2}},\|\varphi\|_{L^{2}}$, and $\|\varphi\|_{\dot{H}^{s}}$, respectively, are small. These results, however, apply to (essentially) homogeneous nonlinearities. This is a major difference with Theorem 6.2.2 which applies, for example, to the case $g(u)=a|u|^{\alpha_{1}} u+b|u|^{\alpha_{2}} u$.

REMARK 6.2.3. The smallness condition on $\|\varphi\|_{H^{1}}$ can be improved, depending on the assumptions on $g$. Also, instead of considering $H^{1}$ solutions, one can consider more generally $H^{s}$ solutions. See Section 5 of Kato [206] and Pecher [295]. Note that global existence results for small data hold under various assumptions on the nonlinearity and for smallness of the initial data in various spaces. See, for example, Hayashi and Naumkin [183], and Nakamura and Ozawa [257].

### 6.3. Global Existence for Oscillating Data

In this section we consider the model nonlinearity

$$
\begin{equation*}
g(u)=\lambda|u|^{\alpha} u \tag{6.3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda \in \mathbb{C}, \quad 0 \leq \alpha<\frac{4}{N-2} \quad(0 \leq \alpha<\infty \text { if } N=1) \tag{6.3.2}
\end{equation*}
$$

We show that the solutions of (4.1.1) are "positively global"; i.e., $T_{\max }=\infty$ if the initial value $\varphi$ is sufficiently "oscillating" in a sense to be made precise below (see Theorem 6.3.4 and Remark 6.3.5). This result is based on a global existence result for small data whose proof makes use of a Strichartz inequality for nonadmissible pairs. We first introduce the number $\alpha_{0}$, which we will also use in Chapter 7. We let

$$
\begin{equation*}
\alpha_{0}=\alpha_{0}(N)=\frac{2-N+\sqrt{N^{2}+12 N+4}}{2 N} ; \tag{6.3.3}
\end{equation*}
$$

i.e., $\alpha_{0}$ is the positive root of the polynomial $N x^{2}+(N-2) x-4$.

REMARK 6.3.1. We note that $\alpha \geq 0$ satisfies $N \alpha^{2}+(N-2) \alpha-4>0$ if and only if $\alpha>\alpha_{0}$. We also note that

$$
\begin{array}{ll}
\frac{2}{N} \leq \frac{4}{N+2}<\alpha_{0}<\frac{4}{N}<\frac{4}{N-2} & \text { if } N \geq 2 \\
\frac{2}{N}<\alpha_{0}<\frac{4}{N} & \text { if } N=1
\end{array}
$$

We have the following global existence result.
THEOREM 6.3.2. Let $g$ satisfy (6.3.1)-(6.3.2). Suppose further that $\alpha>\alpha_{0}$, where $\alpha_{0}$ is defined by (6.3.3), and let

$$
\begin{equation*}
a=\frac{2 \alpha(\alpha+2)}{4-\alpha(N-2)} \tag{6.3.4}
\end{equation*}
$$

There exists $\varepsilon>0$ such that if $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ and $\|\mathcal{T}(\cdot) \varphi\|_{L^{a}\left((0, \infty), L^{\alpha+2}\right)} \leq \varepsilon$, then the maximal $H^{1}$ solution $u$ of (4.1.1) given by Theorem 4.4.1 is positively global, i.e., $T_{\max }=\infty$. Moreover, $u \in L^{a}\left((0, \infty), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$, and $u \in L^{\gamma}\left((0, \infty), W^{1, \rho}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair ( $\gamma, \rho$ ).

For the proof of Theorem 6.3.2, we will use the following lemma.
LEMMA 6.3.3. Let $r=\alpha+2$, let $(q, r)$ be the corresponding admissible pair, and let a be given by (6.3.4). It follows that $a>q / 2$ if and only if $\alpha>\alpha_{0}$, with $\alpha_{0}$ defined by (6.3.3). For such values of $\alpha$ and $a$, and for $0<T \leq \infty$, we have the following estimates for $\mathcal{A}$ defined by

$$
\mathcal{A}(f)(t)=\int_{0}^{t} \mathcal{T}(t-s) f(s) d s \quad \text { for } 0 \leq t<T
$$

(i) If $u \in L^{a}\left((0, T), L^{r}\left(\mathbb{R}^{N}\right)\right)$, then $\mathcal{A}\left(|u|^{\alpha} u\right) \in L^{a}\left((0, T), L^{r}\left(\mathbb{R}^{N}\right)\right)$. Furthermore, there exists $C$ independent of $T$ such that

$$
\begin{equation*}
\left\|\mathcal{A}\left(|u|^{\alpha} u\right)\right\|_{L^{\alpha}\left((0, T), L^{r}\right)} \leq C\|u\|_{L^{a}\left((0, T), L^{r}\right)}^{\alpha+1} \tag{6.3.5}
\end{equation*}
$$

for every $u \in L^{a}\left((0, T), L^{r}\left(\mathbb{R}^{N}\right)\right)$.
(ii) If $u \in L^{a}\left((0, T), L^{r}\left(\mathbb{R}^{N}\right)\right) \cap L^{q}\left((0, T), W^{1, r}\left(\mathbb{R}^{N}\right)\right)$ and if $(\gamma, \rho)$ is any admissible pair, then $\mathcal{A}\left(|u|^{\alpha} u\right) \in L^{\gamma}\left((0, T), W^{1, \rho}\left(\mathbb{R}^{N}\right)\right)$. Furthermore, there exists $C$ independent of $T$ such that

$$
\begin{equation*}
\left\|\mathcal{A}\left(|u|^{\alpha} u\right)\right\|_{L^{\gamma}\left((0, T), W^{\mathbf{1}, \rho}\right)} \leq C\|u\|_{L^{a}\left((0, T), L^{r}\right)}^{\alpha}\|u\|_{L^{q}\left((0, T), W^{1, r}\right)} \tag{6.3.6}
\end{equation*}
$$

for every $u \in L^{a}\left((0, T), L^{r}\left(\mathbb{R}^{N}\right)\right) \cap L^{q}\left((0, T), W^{1, r}\left(\mathbb{R}^{N}\right)\right)$.
Proof. The first part of the lemma is a simple calculation, which we omit. For assertions (i) and (ii) consider $\widetilde{a}$ defined by (2.4.2). Since $(\alpha+1) r^{\prime}=r,(\alpha+1) \widetilde{a}^{\prime}=a$, and

$$
\frac{1}{q^{\prime}}=\frac{1}{q}+\frac{\alpha}{a},
$$

we see that

$$
\left\||u|^{\alpha} u\right\|_{L^{a^{\prime}}\left((0, T), L^{r^{\prime}}\right)}=\|u\|_{L^{a}\left((0, T), L^{r}\right)}^{\alpha+1}
$$

and (applying Hölder's inequality twice) that

$$
\left\||u|^{\alpha} u\right\|_{L^{q^{\prime}}\left((0, T), W^{1, r^{\prime}}\right)} \leq C\|u\|_{L^{a}\left((0, T), L^{r}\right)}^{\alpha}\|u\|_{L^{q}\left((0, T), W^{1, r}\right)}
$$

The results now follow from (2.4.3) and Strichartz's estimates, respectively.
Proof of Theorem 6.3.2. We use the notation of Lemma 6.3.3. Let $\varepsilon>0$, let $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ be such that

$$
\|\mathcal{T}(\cdot) \varphi\|_{L^{a}\left((0, \infty), L^{r}\right)} \leq \varepsilon
$$

and let $u$ be the maximal solution of (4.1.1) defined on $\left[0, T_{\max }\right.$ ) with $0<T_{\max } \leq$ $\infty$. It follows from equation (4.1.2) and from (6.3.5)-(6.3.6) that there exists $K$ independent of $T$ and $\varphi$ such that

$$
\begin{equation*}
\|u\|_{L^{a}\left((0, T), L^{r}\right)} \leq \varepsilon+K\|u\|_{L^{a}\left((0, T), L^{r}\right)}^{\alpha+1} \tag{6.3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\|u\|_{L^{q}\left((0, T), W^{1, r}\right)} \leq K\|\varphi\|_{H^{1}}+K\|u\|_{L^{a}\left((0, T), L^{r}\right)}^{\alpha}\|u\|_{L^{q}\left((0, T), W^{1, r}\right)} \tag{6.3.8}
\end{equation*}
$$

for every $T<T_{\max }$. (The term $K\|\varphi\|_{H^{1}}$ in (6.3.8) comes from Strichartz's estimates.) Assume that $\varepsilon$ satisfies

$$
\begin{equation*}
2^{\alpha+1} K \varepsilon^{\alpha}<1 \tag{6.3.9}
\end{equation*}
$$

Let $f(t)=\|u\|_{L^{a}\left((0, t), L^{r}\right)}$. It follows that $f \in C\left(\left[0, T_{\max }\right)\right)$ and that $f(0)=0$. Furthermore, it follows from (6.3.7) that $f(t) \leq \varepsilon+K f(t)^{\alpha+1}$ for all $0 \leq t<T_{\max }$. Using (6.3.9), we deduce by a simple continuity argument that $f(t) \leq 2 \varepsilon$ for all $0 \leq t<T_{\max }$, so that

$$
\begin{equation*}
\|u\|_{L^{a}\left(\left(0, T_{\max }\right), L^{r}\right)} \leq 2 \varepsilon . \tag{6.3.10}
\end{equation*}
$$

Applying (6.3.8) and (6.3.10), we obtain

$$
\begin{equation*}
\|u\|_{L^{q}\left(\left(0, T_{\max }\right), W^{1, r}\right)} \leq 2 K\|\varphi\|_{H^{1}} \tag{6.3.11}
\end{equation*}
$$

We now deduce from equation (4.1.2) and from Strichartz's estimates (for the linear term) and (6.3.6) that $u \in L^{\gamma}\left(\left(0, T_{\max }\right) W^{1, \rho}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair ( $\gamma, \rho$ ). In particular, it follows from the blowup alternative that $T_{\max }=\infty$. This completes the proof.

The main result of this section is now the following (see [72]).
Theorem 6.3.4. Let $g$ satisfy (6.3.1)-(6.3.2). Suppose further that $\alpha>\alpha_{0}$, where $\alpha_{0}$ is defined by (6.3.3), and let $a$ be defined by (6.3.4). Let $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ satisfy $|\cdot| \varphi(\cdot) \in L^{2}\left(\mathbb{R}^{N}\right)$. Given $b \in \mathbb{R}$, set

$$
\begin{equation*}
\varphi_{b}(x)=e^{i \frac{b|x|^{2}}{4}} \varphi(x), \tag{6.3.12}
\end{equation*}
$$

and let $\widetilde{u}_{b}$ be the maximal $H^{1}$ solution of (4.1.1) with the initial value $\varphi_{b} \in$ $H^{1}\left(\mathbb{R}^{N}\right)$. There exists $b_{0}<\infty$ such that if $b \geq b_{0}$, then $T_{\max }\left(\varphi_{b}\right)=\infty$. Moreover, $\widetilde{u}_{b} \in L^{a}\left((0, \infty), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$, and $\widetilde{u}_{b} \in L^{\gamma}\left((0, \infty), W^{1, \rho}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(\gamma, \rho)$.

Proof. Let $r=\alpha+2$ and let ( $q, r$ ) be the corresponding admissible pair. A direct calculation, based on the explicit kernel of the Schrödinger group (see Lemma 2.2.4), shows that

$$
\left[\mathcal{T}(t) \varphi_{b}\right](x)=e^{i \frac{b|x|^{2}}{4(1+b t)}}\left[D_{\frac{1}{1+b t}} \mathcal{T}\left(\frac{t}{1+b t}\right) \varphi\right](x)
$$

where the dilation operator $D_{\beta}, \beta>0$, is defined by $D_{\beta} w(x)=\beta^{\frac{N}{2}} w(\beta x)$. It easily follows that

$$
\left\|\mathcal{T}(\cdot) \varphi_{b}\right\|_{L^{a}\left((0, \infty), L^{r}\right)}^{a}=\int_{0}^{1 / b}(1-b \tau)^{\frac{2(a-q)}{q}}\|\mathcal{T}(\tau) \varphi\|_{L^{r}}^{a} d \tau
$$

Since $\|\mathcal{T}(\tau) \varphi\|_{L^{r}} \leq C\|\mathcal{T}(\tau) \varphi\|_{H^{1}} \leq C\|\varphi\|_{H^{1}}$ and since

$$
\frac{2(a-q)}{q}>-1
$$

by Lemma 6.3.3, we see that

$$
\lim _{b \uparrow \infty}\left\|\mathscr{T}(\cdot) \varphi_{b}\right\|_{L^{a}\left((0, \infty), L^{r}\right)}=0
$$

The result now follows from Theorem 6.3.2

REmark 6.3.5. We note that $\left|\varphi_{b}(x)\right| \equiv|\varphi(x)|$. In particular, Theorem 6.3.4 implies that there is (positively) global existence for initial values of arbitrarily large amplitude. The condition $b \geq b_{0}$ means that $\varphi_{b}$ is sufficiently "oscillating" as $|x| \rightarrow \infty$.

REMARK 6.3.6. It is the condition $|\cdot| \varphi(\cdot) \in L^{2}\left(\mathbb{R}^{N}\right)$ that ensures $\varphi_{b} \in H^{1}\left(\mathbb{R}^{N}\right)$. For a general $\varphi \in H^{1}\left(\mathbb{R}^{N}\right), \varphi_{b} \in L^{2}\left(\mathbb{R}^{N}\right) \cap H_{\text {loc }}^{1}\left(\mathbb{R}^{N}\right)$, but $\varphi_{b} \notin H^{1}\left(\mathbb{R}^{N}\right)$.

REMARK 6.3.7. Here are some comments on Theorem 6.3.4.
(i) Let $q=4(\alpha+2) / N \alpha$, so that $(q, \alpha+2)$ is an admissible pair. One easily verifies that if $\alpha>4 / N$, then $q<a$, where $a$ is given by (6.3.4), and that if $\alpha<4 / N$, then $q>a$. Next, if $u \in L^{\gamma}\left((0, \infty), W^{1, \rho}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(\gamma, \rho)$, we have in particular $u \in L^{q}\left((0, \infty), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$, and also $u \in L^{\infty}\left((0, \infty), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$ by Sobolev's embedding theorem. Therefore, $u \in L^{a}\left((0, \infty), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$ if $\alpha \geq 4 / N$. On the other hand, if $\alpha<4 / N$, then the property $u \in L^{a}\left((0, \infty), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$ expresses a better decay at infinity.
(ii) If $\lambda<0$, then all $H^{1}$ solutions of (4.1.1) are global (see Section 6.1). Therefore, Theorem 6.3.4 means that all the solutions $\widetilde{u}_{b}$ have a certain decay as $t \rightarrow \infty$ for $b$ large enough.
(iii) If $\lambda>0$ and $\alpha<4 / N$, then all $H^{1}$ solutions of (4.1.1) are global (see Section 6.1). Therefore, Theorem 6.3.4 means that $\widetilde{u}_{b}$ has a certain decay as $t \rightarrow \infty$ if $b$ is large enough. Note that certain solutions do not decay, in particular the standing waves, i.e., solutions of the form $e^{i \omega t} \varphi(x)$ (see Chapter 8).
(iv) If $\lambda>0$ and $\alpha \geq 4 / N$, then (4.1.1) posesses solutions that blow up in finite time (see Section 6.5 below). Theorem 6.3.4 means that for any $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ with $|\cdot| \varphi(\cdot) \in L^{2}\left(\mathbb{R}^{N}\right)$, the initial value $\varphi_{b}$ gives rise to a solution which is (positively) global and which decays as $t \rightarrow \infty$ provided $b$ is large enough.

Remark 6.3.8. Assume $g$ satisfies (6.3.1)-(6.3.2). Suppose further that $\alpha>\alpha_{0}$, where $\alpha_{0}$ is defined by (6.3.3), and let $a$ be defined by (6.3.4). Let $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ satisfy $|\cdot| \varphi(\cdot) \in L^{2}\left(\mathbb{R}^{N}\right)$. Given $s \in \mathbb{R}$, let $u^{s}$ be the maximal $H^{1}$ solution of (4.1.1) with the initial value $\psi_{s}=\mathfrak{J}(s) \varphi$. It follows that there exists $s_{0}<\infty$ such that for every $s \geq s_{0}, T_{\max }\left(\psi_{s}\right)=\infty$. Moreover, $u^{s} \in L^{a}\left((0, \infty), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$, and $u^{s} \in L^{\gamma}\left((0, \infty), W^{1, \rho}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(\gamma, \rho)$. Indeed, since $\|\mathcal{T}(\cdot) \varphi\|_{L^{a}\left((0, \infty), L^{r}\right)}$ is finite (See Corollary 2.5.4), we see that

$$
\left\|\mathfrak{T}(\cdot) \psi_{s}\right\|_{L^{a}\left((0, \infty), L^{r}\right)}=\|\mathcal{T}(\cdot) \varphi\|_{L^{a}\left((s, \infty), L^{r}\right)} \underset{s \rightarrow \infty}{\longrightarrow} 0
$$

and the result follows from Theorem 6.3.2.

### 6.4. Global Existence for Asymptotically Homogeneous Initial Data

In this section we consider the model nonlinearity

$$
\begin{equation*}
g(u)=\lambda|u|^{\alpha} u \tag{6.4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda \in \mathbb{C}, \quad \alpha_{0}<\alpha<\frac{4}{N-2} \quad\left(\alpha_{0}<\alpha<\infty \text { if } N=1\right) \tag{6.4.2}
\end{equation*}
$$

where $\alpha_{0}$ is defined by (6.3.3). We first establish global existence of solutions for initial values that are sufficiently small in a certain sense. We then apply this result to initial values that are asymptotically homogeneous using the estimates of Section 2.6. The results of this section are based on Cazenave and Weissler [73, 75].

We first introduce some notation. Let

$$
\begin{equation*}
\beta=\frac{4-(N-2) \alpha}{2 \alpha(\alpha+2)} \tag{6.4.3}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{N \alpha}{2(\alpha+2)}+\beta \alpha=1 \tag{6.4.4}
\end{equation*}
$$

Note that by (6.4.2),

$$
\begin{equation*}
0<\beta<\frac{N \alpha}{2(\alpha+2)}<1 \tag{6.4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta(\alpha+1)<1 \tag{6.4.6}
\end{equation*}
$$

Next, given $0<T \leq \infty$, we define the spaces $X_{T}$ and $W_{T}$ by

$$
\begin{align*}
X_{T}=\left\{u \in L_{\mathrm{loc}}^{\infty}\left((0, T), L^{\alpha+2}\left(\mathbb{R}^{N}\right): \underset{0<t<T}{\operatorname{ess} \sup } t^{\beta}\|u(t)\|_{L^{\alpha+2}}<\infty\right\}\right.  \tag{6.4.7}\\
W_{T}=\left\{\varphi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right): \sup _{0<t<T} t^{\beta}\|\mathcal{T}(t) \varphi\|_{L^{\alpha+2}}<\infty\right\} \tag{6.4.8}
\end{align*}
$$

where we use the convention that if $\psi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$, then $\|\psi\|_{L^{\alpha+2}}=\infty$ if $\psi \notin$ $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$. We note that, given $\varphi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$, the mapping $t \mapsto \mathcal{T}(t) \varphi$ is continuous $\mathbb{R} \rightarrow \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$, so that the definition (6.4.8) makes sense. We also observe that $X_{T}$ and $W_{T}$ are Banach spaces when equipped with the norms

$$
\begin{align*}
\|u\|_{X_{T}} & =\underset{0<t<T}{\operatorname{ess} \sup } t^{\beta}\|u(t)\|_{L^{\alpha+2}}  \tag{6.4.9}\\
\|\varphi\|_{W_{T}} & =\sup _{0<t<T} t^{\beta}\|\mathcal{T}(t) \varphi\|_{L^{\alpha+2}} \tag{6.4.10}
\end{align*}
$$

This is quite clear for $X_{T}$ by applying Theorem 1.2.5. For $W_{T}$, we argue as follows. Suppose $\left(\varphi_{n}\right)_{n \geq 0}$ is a Cauchy sequence. It follows that $\left(u_{n}\right)_{n \geq 0}$ defined by $u_{n}(t)=$ $\mathcal{T}(t) \varphi_{n}$ is a Cauchy sequence in $X_{T}$ and thus has a limit $u \in X_{T}$. It now suffices to show that $u(t)=\mathcal{T}(t) \varphi$ for some $\varphi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$. Since $u_{n} \rightarrow u$ in $X_{T}$, there exists $t_{0} \in(0, T)$ and a subsequence $\left(n_{k}\right)_{k \geq 0}$ such that $u_{n_{k}}\left(t_{0}\right) \rightarrow u\left(t_{0}\right)$ in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$, hence in $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$. Therefore, $\varphi_{n_{k}}=\mathfrak{J}\left(-t_{0}\right) u_{n_{k}}\left(t_{0}\right) \rightarrow \mathcal{T}\left(-t_{0}\right) u\left(t_{0}\right)$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$. We
let $\varphi=\mathcal{T}\left(-t_{0}\right) u\left(t_{0}\right)$. Since $\varphi_{n_{k}} \rightarrow \varphi$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ and $u_{n_{k}}(t)=\mathcal{T}(t) \varphi_{n_{k}}$, we see that $u(t)=\mathfrak{T}(t) \varphi$.

We begin with the following existence result.
THEOREM 6.4.1. Assume (6.4.1)-(6.4.2) and consider the spaces $X_{T}$ and $W_{T}$ defined by (6.4.3)-(6.4.10). There exists $\varepsilon_{0}>0$ such that the following properties hold:
(i) Let $0<T \leq \infty$ and $\varphi \in W_{T}$. If $\|\varphi\|_{W_{T}} \leq \varepsilon \leq \varepsilon_{0}$, then there exists a unique solution $u \in X_{T}$ of equation (4.1.2) such that $\|u\|_{X_{T}} \leq 2 \varepsilon$.
(ii) Let $\varphi, \psi \in W_{\infty}$ satisfy $\|\varphi\|_{W_{\infty}},\|\psi\|_{W_{\infty}} \leq \varepsilon \leq \varepsilon_{0}$ and let $u, v$ be the corresponding solutions of (4.1.2) in $X_{\infty}$ such that $\|u\|_{X_{\infty}},\|v\|_{X_{\infty}} \leq 2 \varepsilon$. If

$$
\begin{equation*}
\sup _{t>0} t^{\mu}\|\mathcal{T}(t)(\varphi-\psi)\|_{L^{\alpha+2}}=A<\infty \quad \text { for some } \beta<\mu<\frac{N \alpha}{2(\alpha+2)} \tag{6.4.11}
\end{equation*}
$$

and if $\varepsilon$ is sufficiently small (depending on $\mu$ ), then

$$
\begin{equation*}
\sup _{t>0} t^{\mu}\|u(t)-v(t)\|_{L^{\alpha+2}} \leq 2 A \tag{6.4.12}
\end{equation*}
$$

In particular, $t^{\beta}\|u(t)-v(t)\|_{L^{\alpha+2}} \rightarrow 0$ as $t \rightarrow \infty$.
(iii) Let $\varphi \in W_{\infty}$ satisfy $\|\varphi\|_{W_{\infty}} \leq \varepsilon \leq \varepsilon_{0}$ and let $u$ be the corresponding solution of (4.1.2) in $X_{\infty}$ such that $\|u\|_{X_{\infty}} \leq 2 \varepsilon$. If

$$
\sup _{t>0} t^{\mu}\|\mathcal{T}(t) \varphi\|_{L^{\alpha+2}}=A<\infty \quad \text { for some } \mu \text { satisfying (6.4.11) }
$$

and if $\varepsilon$ is sufficiently small (depending on $\mu$ ), then

$$
\sup _{t>0} t^{\mu}\|u(t)\|_{L^{\alpha+2}} \leq 2 A \quad \text { and } \quad t^{\mu}\|u(t)-\mathcal{T}(t) \varphi\|_{L^{\alpha+2}} \rightarrow 0 \text { as } t \rightarrow \infty
$$

Remark 6.4.2. We note that the equation (4.1.2) makes sense for $\varphi \in W_{T}$ and $u \in X_{T}$. Indeed, $\mathcal{T}(t) \varphi$ is well defined and the integral

$$
\begin{equation*}
\mathcal{G}(u)(t)=i \int_{0}^{t} \mathcal{T}(t-s) g(u(s)) d s \tag{6.4.13}
\end{equation*}
$$

is too. To see this, we observe that

$$
\begin{equation*}
\|g(u(t))\|_{L^{\frac{\alpha+2}{\alpha+1}}} \leq|\lambda|\|u(t)\|_{L^{\alpha+2}}^{\alpha+1} \leq|\lambda| t^{-\beta(\alpha+1)}\|u\|_{X_{T}}^{\alpha+1} \tag{6.4.14}
\end{equation*}
$$

Thus the mapping $s \mapsto \mathcal{T}(t-s) g(u(s))$ belongs to $L_{\text {loc }}^{\infty}\left((0, t), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$ and

$$
\begin{equation*}
\|\mathcal{T}(t-s) g(u(s))\|_{L^{\alpha+2}} \leq|\lambda|(t-s)^{-\frac{N_{\alpha}}{2(\alpha+2)}} s^{-\beta(\alpha+1)}\|u\|_{X_{T}}^{\alpha+1} \tag{6.4.15}
\end{equation*}
$$

It follows from (6.4.5)-(6.4.6) that $\mathcal{G}(u)$ is well defined, and in fact $t \mapsto \mathcal{G}(u)(t)$ is continuous $(0, T) \rightarrow L^{\alpha+2}\left(\mathbb{R}^{N}\right)$. Note also that $t \mapsto \mathcal{T}(t) \varphi$ is continuous $[0, \infty) \rightarrow$ $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ and bounded $[\delta, \infty) \rightarrow L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ for every $\delta>0$. It follows that $\mathcal{T}(t) \varphi$ is weakly continuous $(0, \infty) \rightarrow L^{\alpha+2}\left(\mathbb{R}^{N}\right)$. Since $\mathcal{G}(u)$ is strongly continuous, we see that if $\varphi \in W_{T}$ and if $u \in X_{T}$ satisfies (4.1.2), then $u$ is weakly continuous $(0, T) \rightarrow L^{\alpha+2}\left(\mathbb{R}^{N}\right)$.

Proof of Theorem 6.4.1. We proceed in three steps.

STEP 1. Proof of (i). This follows from a quite simple fixed-point argument. Given $\varphi \in W_{T}$, set

$$
\mathcal{H}(u)(t)=\mathcal{T}(t) \varphi+\mathcal{G}(u)(t) \quad \text { for all } u \in X_{T} \text { and } t \in(0, T)
$$

where $\mathcal{G}(u)$ is defined by (6.4.13). It follows from (6.4.15) that

$$
\|\mathcal{H}(u)(t)\|_{L^{\alpha+2}} \leq t^{-\beta}\|\varphi\|_{W_{T}}+|\lambda|\|u\|_{X_{T}}^{\alpha+1} \int_{0}^{t}(t-s)^{-\frac{N \alpha}{2(\alpha+2)}} s^{-\beta(\alpha+1)} d s
$$

Using (6.4.4), (6.4.5), and (6.4.6), we see that

$$
\begin{aligned}
\int_{0}^{t}(t-s)^{-\frac{N_{\alpha}}{2(\alpha+2)}} s^{-\beta(\alpha+1)} d s & =t^{-\beta} \int_{0}^{1}(1-\sigma)^{-\frac{N \alpha}{2(\alpha+2)}} \sigma^{-\beta(\alpha+1)} d \sigma \\
& =C t^{-\beta}
\end{aligned}
$$

It follows that $\mathcal{H}(u) \in X_{T}$ and that there exists $K$ independent of $T$ such that

$$
\|\mathcal{H}(u)\|_{X_{T}} \leq\|\varphi\|_{W_{T}}+K\|u\|_{X_{T}}^{\alpha+1} \quad \text { for all } u \in X_{T}
$$

Similarly, one shows that, by possibly choosing $C$ larger,

$$
\|\mathcal{H}(u)-\mathcal{H}(v)\|_{X_{T}} \leq K\left(\|u\|_{X_{T}}^{\alpha}+\|v\|_{X_{T}}^{\alpha}\right)\|u-v\|_{X_{T}} \quad \text { for all } u, v \in X_{T}
$$

We deduce that if $\varepsilon_{0}>0$ satisfies $2 K \varepsilon_{0}^{\alpha}<1$, then for any $\varphi \in W_{T}$ with $\|\varphi\|_{W_{T}} \leq$ $\varepsilon \leq \varepsilon_{0}$ and any $0<T \leq \infty, \mathcal{H}$ is a strict contraction on the ball of radius $2 \varepsilon$ of $X_{T}$. Thus $\mathcal{H}$ has a unique fixed point, which solves (4.1.2).

Step 2. Proof of (ii). Set

$$
a(t)=\sup _{0<s<t} t^{\mu}\|u(s)-v(s)\|_{L^{\alpha+2}} \quad \text { for } t>0
$$

We note that $\mu>\beta$ so that $a(t)$ is well defined. We deduce from equation (4.1.2) that

$$
\begin{aligned}
t^{\mu} & \|u(t)-v(t)\|_{L^{\alpha+2}} \\
& \leq A+C t^{\mu}\left(\|u\|_{X_{T}}^{\alpha}+\|v\|_{X_{T}}^{\alpha}\right) a(t) \int_{0}^{t}(t-s)^{-\frac{N \alpha}{2(\alpha+2)}} s^{-\alpha \beta} s^{-\mu} d s \\
& =A+C\left(\|u\|_{X_{T}}^{\alpha}+\|v\|_{X_{T}}^{\alpha}\right) a(t) \int_{0}^{1}(1-\sigma)^{-\frac{N \alpha}{2(\alpha+2)}} \sigma^{-\alpha \beta} \sigma^{-\mu} d \sigma
\end{aligned}
$$

for all $t>0$, where the last identity follows from (6.4.4). Since

$$
\begin{equation*}
\alpha \beta+\mu<1 \tag{6.4.16}
\end{equation*}
$$

by (6.4.4) and (6.4.11), it follows that there exists $C$ (depending on $\mu$ ) such that

$$
a(t) \leq A+C\left(\|u\|_{X_{T}}^{\alpha}+\|v\|_{X_{T}}^{\alpha}\right) a(t) \leq A+C(2 \varepsilon)^{\alpha} a(t) \quad \text { for all } t>0 .
$$

If $\varepsilon>0$ is sufficiently small so that $C(2 \varepsilon)^{\alpha} \leq 1 / 2$, we deduce that $a(t) \leq 2 A$ for all $t>0$ and (6.4.12) follows by letting $t \uparrow \infty$.

Step 3. Proof of (iii). The first part of the statement follows from (ii) applied with $\psi=0$. It remains to show that $t^{\mu}\|u(t)-\mathcal{T}(t) \varphi\|_{L^{\alpha+2}} \rightarrow 0$ as $t \rightarrow \infty$. We observe that

$$
\|u(t)-\mathcal{T}(t) \varphi\|_{L^{\alpha+2}} \leq|\lambda| \int_{0}^{t}(t-s)^{-\frac{N_{\alpha}}{2(\alpha+2)}}\|u(s)\|_{L^{\alpha+2}}^{\alpha+1} d s
$$

and that $\|u(t)\|_{L^{\alpha+2}} \leq C t^{-\nu}$ for every $\beta \leq \nu \leq \mu$. Assuming

$$
\begin{equation*}
\alpha \beta+\mu<(\alpha+1) \nu<1 \tag{6.4.17}
\end{equation*}
$$

which is possible by (6.4.6) and (6.4.16), we obtain

$$
\begin{aligned}
\|u(t)-\mathcal{T}(t) \varphi\|_{L^{\alpha+2}} & \leq C \int_{0}^{t}(t-s)^{-\frac{N_{\alpha}}{2(\alpha+2)}} s^{-(\alpha+1) \nu} d s \\
& =C t^{1-\frac{N \alpha}{2(\alpha+2)}-(\alpha+1) \nu} .
\end{aligned}
$$

Applying now (6.4.4), we deduce that

$$
t^{\mu}\|u(t)-\mathcal{T}(t) \varphi\|_{L^{\alpha+2}} \leq C t^{\mu+\alpha \beta-(\alpha+1) \nu} \underset{t \rightarrow \infty}{\longrightarrow} 0
$$

where the last property follows from (6.4.17).
The relationship between the solutions in $X_{T}$ constructed in Theorem 6.4.1 and finite energy solutions is given by the following lemma.

Lemma 6.4.3. Assume (6.4.1)-(6.4.2) and consider the spaces $X_{T}$ and $W_{T}$ defined by (6.4.3)-(6.4.10). Let $\varepsilon_{0}>0$ be given by Theorem 6.4.1. Let $0<T \leq \infty$ and $\varphi \in W_{T}$ satisfy $\|\varphi\|_{W_{T}} \leq \varepsilon_{0}$, and let $u \in X_{T}$ be the unique solution of equation (4.1.2) such that $\|u\|_{X_{T}} \leq 2 \varepsilon_{0}$, given by Theorem 6.4.1. If $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$, then $u \in C\left([0, T], H^{1}\left(\mathbb{R}^{N}\right)\right)$.

Proof. Let $u^{1} \in C\left(\left[0, T_{\max }\right), H^{1}\left(\mathbb{R}^{N}\right)\right)$ be the maximal strong $H^{1}$ solution of (4.1.1) given by Theorem 4.4.1. We first observe that, since $H^{1}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{\alpha+2}\left(\mathbb{R}^{N}\right)$,

$$
\left\|u^{1}\right\|_{X_{\tau}} \leq C \tau^{\beta}\|u\|_{L^{\infty}\left((0, \tau), H^{1}\right)}^{\longrightarrow} \underset{t \downarrow 0}{ } 0
$$

Thus there exists $0<\tau<\min \left\{T, T_{\max }\right\}$ such that $\left\|u^{1}\right\|_{X_{\tau}} \leq 2 \varepsilon_{0}$. Also, $\|u\|_{X_{r}} \leq$ $\|u\|_{X_{T}} \leq 2 \varepsilon_{0}$. Using the uniqueness property in Theorem 6.4.1, we conclude that $u^{1}=u$ on $(0, \tau)$. We now observe that for $0<t<\min \left\{T, T_{\max }\right\}$,

$$
u(t)-u^{1}(t)=i \int_{0}^{t} \mathcal{T}(t-s)\left[g(u(s))-g\left(u^{1}(s)\right)\right] d s
$$

so that (see above)

$$
\begin{aligned}
& \left\|u(t)-u^{1}(t)\right\|_{L^{\alpha+2}} \leq \\
& \quad C \int_{0}^{t}(t-s)^{-\frac{N_{\alpha}}{2(\alpha+2)}}\left(\|u(s)\|_{L^{\alpha+2}}^{\alpha}+\left\|u^{1}(s)\right\|_{L^{\alpha+2}}^{\alpha}\right)\left\|u(s)-u^{1}(s)\right\|_{L^{\alpha+2}} d s .
\end{aligned}
$$

We fix $0<T^{\prime}<\min \left\{T, T_{\max }\right\}$. On $\left(0, T^{\prime}\right),\left\|u^{1}(s)\right\|_{L^{\alpha+2}}$ is bounded. Furthermore, $\|u(s)\|_{L^{\alpha+2}}^{\alpha} \leq C s^{-\beta \alpha}$. Thus, since $\left\|u(s)-u^{1}(s)\right\|_{L^{\alpha+2}}=0$ for $s \leq \tau$, we deduce from the above inequality that there exists $C$, depending on $T^{\prime}$, such that

$$
\left\|u(t)-u^{1}(t)\right\|_{L^{\alpha+2}} \leq C \int_{0}^{t}(t-s)^{-\frac{N \alpha}{2(\alpha+2)}}\left\|u(s)-u^{1}(s)\right\|_{L^{\alpha+2}} d s \quad \text { for all } 0 \leq t \leq T^{\prime}
$$

It then follows from (a generalized form of) Gronwall's lemma that $u=u^{1}$ on $\left(0, T^{\prime}\right)$. Since $0<T^{\prime}<\min \left\{T, T_{\max }\right\}$ is arbitrary, we conclude that $u=u^{1}$ on $\left(0, \min \left\{T, T_{\max }\right\}\right)$, and it remains to show that $T \leq T_{\max }$. Assume by contradiction
that $T_{\max }<T$. Since $u \in C\left(\left[0, T_{\max }\right), H^{1}\left(\mathbb{R}^{N}\right)\right),\|u(t)\|_{L^{\alpha+2}}$ is bounded near 0 ; and since $u \in X_{T},\|u(t)\|_{L^{\alpha+2}}$ is bounded away from 0 . Thus

$$
\sup _{0<t<T_{\max }}\|u(t)\|_{L^{\alpha+2}}<\infty
$$

It easily follows, by applying Remark 1.3.1 (vii) and Hölder's inequality, that there exists $C$ such that

$$
\begin{equation*}
\|g(u(t))\|_{W^{1}, \frac{\alpha+2}{\alpha+1}} \leq C\|u(t)\|_{W^{1, \alpha+2}} \quad \text { for all } 0<t<T_{\max } . \tag{6.4.18}
\end{equation*}
$$

We now let $0 \leq \tau<T_{\max }$ and we observe that

$$
u(t+\tau)=\mathfrak{T}(t) u(\tau)+i \int_{0}^{t} \mathfrak{T}(t-s) g(u(s+\tau)) d s \quad \text { for } 0<t<T_{\max }-\tau
$$

We now let $r=\alpha+2$ and we let $q$ be such that ( $q, r$ ) is an admissible pair. Applying Strichartz's estimates and (6.4.18), we deduce that (see, e.g., the proof of Theorem 4.4.1)

$$
\begin{equation*}
\|u\|_{L^{\infty}\left((\tau, \theta), H^{1}\right)}+\|u\|_{L^{q}\left((\tau, \theta), W^{1, r}\right)} \leq C\|u(\tau)\|_{H^{1}}+C\|u\|_{L^{q^{\prime}}\left((\tau, \theta), W^{1, r)}\right.} \tag{6.4.19}
\end{equation*}
$$

with $C$ independent of $\tau<\theta<T_{\text {max }}$. Since

$$
\|u\|_{L^{\prime}}\left((\tau, \theta), W^{1, r}\right) \leq(\theta-\tau)^{\frac{q-2}{q}}\|u\|_{L^{q}\left((\tau, \theta), W^{1, r}\right)} \leq\left(T_{\max }-\tau\right)^{\frac{q-2}{q}}\|u\|_{L^{q}\left((\tau, \theta), W^{1, r}\right)},
$$

we see that if we fix $\tau$ sufficiently close to $T_{\max }$,

$$
C\|u\|_{L^{q^{\prime}}\left((\tau, \theta), W^{1, r}\right)} \leq \frac{1}{2}\|u\|_{L^{q}\left((\tau, \theta), W^{1, r}\right)},
$$

and it follows from (6.4.19) that

$$
\|u\|_{L^{\infty}\left((\tau, \theta), H^{1}\right)}+\|u\|_{L^{q}\left((\tau, \theta), W^{1}, r\right)} \leq 2 C\|u(\tau)\|_{H^{1}}
$$

Letting $\theta \uparrow T_{\text {max }}$, we obtain $u \in L^{\infty}\left(\left(\tau, T_{\max }\right), H^{1}\left(\mathbb{R}^{N}\right)\right)$, which contradicts the blowup alternative of Theorem 4.4.1.

REMARK 6.4.4. Lemma 6.4 .3 is a regularity result. Under the same assumptions, one can show that if $\varphi \in H^{s}\left(\mathbb{R}^{N}\right)$ for some

$$
\frac{N \alpha}{2(\alpha+2)} \leq s<\min \left\{1, \frac{N}{2}\right\},
$$

then $u \in C\left([0, T], H^{s}\left(\mathbb{R}^{N}\right)\right)$ and $u$ coincides with the $H^{s}$ solution given by Theorem 4.9.1. The proof is similar (see the proof of Theorem 4.9.1). The assumption $s \geq N \alpha / 2(\alpha+2)$ implies that $H^{s}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{\alpha+2}\left(\mathbb{R}^{N}\right)$. Thus $\|u\|_{X_{T}} \rightarrow 0$ as $T \downarrow 0$ whenever $u$ is an $H^{s}$ solution. This is an essential step in the proof of Lemma 6.4.3. Note that the assumption $s \geq N \alpha / 2(\alpha+2)$ also implies the condition $\alpha<4 /(N-2 s)$ of Theorem 4.9.1.

Corollary 6.4.5. Assume (6.4.1)-(6.4.2) and consider the spaces $X_{T}$ and $W_{T}$ defined by (6.4.3)-(6.4.10). Then there exists $\varepsilon_{0}>0$ with the following property. Let $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ and let $u \in C\left(\left[0, T_{\max }\right), H^{1}\left(\mathbb{R}^{N}\right)\right)$ be the corresponding strong $H^{1}$ solution of (4.1.1) given by Theorem 4.4.1. If $\|\varphi\|_{W_{\infty}} \leq \varepsilon \leq \varepsilon_{0}$, then $T_{\max }=\infty$, $u \in X_{\infty}$, and $\|u\|_{X_{\infty}} \leq 2 \varepsilon$.

Proof. The result follows from Theorem 6.4.1 and Lemma 6.4.3.

We now comment on the above results.

Remark 6.4.6. The essential condition for global existence in Theorem 6.4.1 is $\|\varphi\|_{W_{\infty}} \leq \varepsilon_{0}$. The main difficulty in exploiting this assumption is that the structure of $W_{\infty}$ is not known. We give below some sufficient conditions for $\varphi$ to belong to $W_{\infty}$.
(i) $H^{1}\left(\mathbb{R}^{N}\right) \cap L^{\frac{\alpha+2}{\alpha+1}}\left(\mathbb{R}^{N}\right) \hookrightarrow W_{\infty}$. Indeed,

$$
\|\mathcal{T}(t) \varphi\|_{L^{\alpha+2}} \leq C\|\mathcal{T}(t) \varphi\|_{H^{1}} \leq C\|\varphi\|_{H^{1}}
$$

and

$$
\|\mathcal{T}(t) \varphi\|_{L^{\alpha+2}} \leq|t|^{-\frac{N \alpha}{2(\alpha+2)}}\|\varphi\|_{L^{\frac{\alpha+2}{\alpha+1}}}
$$

so that

$$
(1+|t|)^{\frac{N \alpha}{2(\alpha+2)}}\|\mathcal{T}(t) \varphi\|_{L^{\alpha+2}} \leq C\|\varphi\|_{H^{1} \cap L^{\frac{\alpha+2}{\alpha+1}}} .
$$

We see in particular that if $\varphi \in H^{1}\left(\mathbb{R}^{N}\right) \cap L^{\frac{\alpha+2}{\alpha+1}}\left(\mathbb{R}^{N}\right)$, then $\|\varphi\|_{W_{T}} \rightarrow 0$ as $T \downarrow 0$ and $\sup _{t>0} t^{\mu}\|\mathcal{T}(t) \varphi\|_{L^{\alpha+2}}<\infty$ for all $\mu \leq N \alpha / 2(\alpha+2)$.
(ii) Let $p \in \mathbb{C}$ with $\operatorname{Re} p=2 / \alpha$. It follows from Theorem 2.6 .1 that $\psi(x)=|x|^{-p}$ satisfies $t^{\beta}\|\mathcal{T}(t) \psi\|_{L^{\alpha+2}}=c>0$. In particular, $\psi \in W_{\infty}$. Note that the assumption (6.4.2) is essential.
(iii) Assume $\alpha<4 / N$ (in addition to (6.4.2)). Let $p \in \mathbb{C}$ with $\operatorname{Re} p=2 / \alpha$ and set $\psi(x)=|x|^{-p}$. We see that $\left.\psi\right|_{\{|x|>1\}} \in H^{1}(\{|x|>1\})$ and that $\left.\psi\right|_{\{|x|<1\}} \in L^{\frac{\alpha+2}{\alpha+1}}(\{|x|<1\})$. In particular, there exists $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $\varphi-\psi \in L^{\frac{\alpha+2}{\alpha+1}}\left(\mathbb{R}^{N}\right)$. For example, $\varphi=\eta \psi$ with $\eta \in C^{\infty}\left(\mathbb{R}^{N}\right)$ such that $\eta(x)=0$ in a neighborhood of 0 and $\eta(x)=1$ for $|x|$ large. Moreover, given any $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $\varphi-\psi \in L^{\frac{\alpha+2}{\alpha+1}}\left(\mathbb{R}^{N}\right)$, it follows from Corollary 2.6.7 that $\varphi \in W_{\infty}$ and that $\|\mathcal{T}(t)(\varphi-\psi)\|_{L^{\alpha+2}} \leq C t^{-\frac{N_{\alpha}}{2(\alpha+2)}}$.
(iv) Let

$$
\begin{equation*}
\min \left\{\beta, \frac{N \alpha}{4(\alpha+2)}\right\}<\mu<\frac{N \alpha}{2(\alpha+2)} \tag{6.4.20}
\end{equation*}
$$

let $p \in \mathbb{C}$ satisfy

$$
\begin{equation*}
\operatorname{Re} p=2 \mu+\frac{N}{\alpha+2}, \tag{6.4.21}
\end{equation*}
$$

and set $\psi(x)=|x|^{-p}$. It follows from Theorem 2.6.1 that $t^{\mu}\|\mathcal{T}(t) \psi\|_{L^{\alpha+2}}=$ $c>0$. Moreover, it follows from (6.4.20) that $\left.\psi\right|_{\{|x|>1\}} \in H^{1}(\{|x|>1\})$ and that $\left.\psi\right|_{\{|x|<1\}} \in L^{\frac{\alpha+2}{\alpha+1}}(\{|x|<1\})$. In particular, there exists $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $\varphi-\psi \in L^{\frac{\alpha+2}{\alpha+1}}\left(\mathbb{R}^{N}\right)$ (see (iii) above). In addition, given any $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $\varphi-\psi \in L^{\frac{\alpha+2}{\alpha+1}}\left(\mathbb{R}^{N}\right)$, it follows from Corollary 2.6.7 that $\varphi \in W_{\infty}$ and that $\|\mathcal{T}(t) \varphi\|_{L^{\alpha+2}} \leq C\left(t^{-\frac{N \alpha}{2(\alpha+2)}}+t^{-\mu}\right)$. Moreover, $t^{\mu}\|\mathcal{T}(t) \varphi\|_{L^{\alpha+2}} \rightarrow c$ as $t \rightarrow \infty$.

REmark 6.4.7. Let $\psi(x)=\delta|x|^{-p}$ with $p \in \mathbb{C}$ such that $\operatorname{Re} p=2 / \alpha$ and $\delta \in \mathbb{C}$. It follows from Remark 6.4.6(ii) above that there exists a constant $K$ such that $\|\psi\|_{W_{\infty}} \leq K|\delta|$. In particular, if $|\delta| \leq \varepsilon_{0} / K$, it follows from Theorem 6.4.1 that there exists a unique solution $v \in X_{\infty}$ of (4.1.2) (with the initial data $\psi$ instead of $\varphi$ ) such that $\|v\|_{X_{\infty}} \leq 2 \varepsilon_{0}$. Such a solution is of particular interest since it is self-similar. We recall that if $u$ is any solution of (4.1.1) (or (4.1.2)) on ( $0, \infty$ ) $\times \mathbb{R}^{N}$ and if $\gamma>0$, then $u_{\gamma}$ defined by $u_{\gamma}(t, x)=\gamma^{p} u\left(\gamma^{2} t, \gamma x\right)$ is also a solution. (The assumption $\operatorname{Re} p=2 / \alpha$ is essential.) A solution $u$ is called self-similar if it is invariant under the transformation $u \mapsto u_{\gamma}$, i.e., if $u=u_{\gamma}$ for all $\gamma>0$. We claim that $v$ is self-similar. Indeed, it is easily verified that $v_{\gamma}$ satisfies (4.1.2) with the initial value $\psi_{\gamma}(x)=\gamma^{p} \psi(\gamma x)$. Evidently, since $\psi$ is homogeneous, $\psi_{\gamma}=\psi$. Moreover, it follows from a direct calculation that $\left\|v_{\gamma}\right\|_{X_{\infty}}=\|v\|_{X_{\infty}}$. Therefore, by the uniqueness property of Theorem $6.4 .1, v_{\gamma}=v$ for all $\gamma>0$. We observe that $v$ is weakly continuous $(0, \infty) \rightarrow L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ by Remark 6.4 .2 , so that $f=$ $u(1) \in L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ is well defined. Applying the identity $v(t, x)=\gamma^{p} v\left(\gamma^{2} t, \gamma x\right)$ with $\gamma=t^{-\frac{1}{2}}$, we see that

$$
v(t, x)=t^{-\frac{p}{2}} f\left(\frac{x}{\sqrt{t}}\right)
$$

i.e., the self-similar solution $v$ is expressed in terms of its profile $f$. Note that self-similar solutions are not $H^{1}$ solutions in general; see [73, 75]. For a more detailed study of self-similar solutions, see Cazenave and Weissler [73, 74, 75], Furioli [119], Kavian and Weissler [209], Planchon [298], Ribaud and Youssfi [302], and Weissler [363].

REMARK 6.4.8. Here are some more applications of Theorem 6.4.1 and Corollary 6.4.5.
(i) Assume $\alpha<4 / N$ and fix $\mu$ satisfying (6.4.11). Let $p \in \mathbb{C}$ with $\operatorname{Re} p=2 / \alpha$ and let $\delta \in \mathbb{C}$. Set $\psi(x)=\delta|x|^{-p}$ and let $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ be such that $\psi-\varphi \in L^{\frac{\alpha+2}{\alpha+1}}\left(\mathbb{R}^{N}\right)$. If $|\delta|$ and $\|\varphi-\psi\|_{L^{\frac{\alpha+2}{\alpha+1}}}$ are sufficiently small, then $\|\varphi\|_{W_{\infty}},\|\psi\|_{W_{\infty}} \leq \varepsilon$, where $\varepsilon>0$ is as in part (ii) of Theorem 6.4.1 (see Remark 6.4.6(ii) and (iii)). If we denote by $u$ and $v$ the corresponding solutions of (4.1.2), then $u$ is an $H^{1}$ solution by Lemma 6.4.3 and $v$ is selfsimilar by Remark 6.4.7. Moreover, it follows from Theorem 6.4.1(ii) and Remark 6.4.6(iii) that $t^{\mu}\|u(t)-v(t)\|_{L^{\alpha+2}}$ is bounded uniformly in $t>0$. Since $t^{\beta}\|v(t)\|_{L^{\alpha+2}}=c>0$, we deduce that $t^{\beta}\|u(t)\|_{L^{\alpha+2}} \rightarrow c$ as $t \rightarrow \infty$. In particular, we know the exact rate of decay of $\|u(t)\|_{L^{\alpha+2}}$ as $t \rightarrow \infty$. Note also that $u(t)$ is asymptotic to the self-similar solution $v$ as $t \rightarrow \infty$ (in the sense that $t^{\beta}\|u(t)-v(t)\|_{L^{\alpha+2}} \rightarrow 0$ as $\left.t \rightarrow \infty\right)$.
(ii) Let $\mu$ satisfy (6.4.20) and let $p \in \mathbb{C}$ satisfy (6.4.21). Set $\psi(x)=\delta|x|^{-p}$ and let $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ be such that $\psi-\varphi \in L^{\frac{\alpha+2}{\alpha+1}}\left(\mathbb{R}^{N}\right)$. If $|\delta|$ and $\|\varphi-\psi\|_{L^{\frac{\alpha+2}{\alpha+1}}}$ are sufficiently small, then $\|\varphi\|_{W_{\infty}} \leq \varepsilon$, where $\varepsilon>0$ is as in part (iii) of Theorem 6.4.1 (see Remark 6.4.6(iv)). If we denote by $u$ the corresponding solution of (4.1.2), then $u$ is an $H^{1}$ solution by Lemma 6.4.3. Moreover, it follows from Theorem 6.4.1(iii) and Remark 6.4.6(iv) that $t^{\mu}\|u(t)\|_{L^{\alpha+2}} \rightarrow$ $c>0$ as $t \rightarrow \infty$. In particular, we know the exact rate of decay of $\|u(t)\|_{L^{\alpha+2}}$ as $t \rightarrow \infty$. Note also that by Theorem 6.4.1(iii) and Remark 6.4.6(iv), $t^{\mu}\|u(t)-\mathcal{T}(t) \psi\|_{L^{\alpha+2}} \rightarrow 0$ as $t \rightarrow \infty$. This means that $u(t)$ is asymptotic
to $\mathfrak{T}(t) \psi$ as $t \rightarrow \infty$. Note that $\mathfrak{T}(t) \psi$ is a self-similar solution of the linear Schrödinger equation; see Remark 2.6.6(iii).

Remark 6.4.9. Here are some comments on the decay rates of $\|u(t)\|_{L^{\alpha+2}}$ that are achieved by $H^{1}$ solutions of (4.1.1). (See also Remark 7.3 in [75].)
(i) Suppose $\alpha \leq 4 / N$. It follows from Remark 6.4.8(ii) above that if $\beta<\mu<$ $N \alpha / 2(\alpha+2)$, then there exist $H^{1}$ solutions of (4.1.1) for which $\|u(t)\|_{L^{\alpha+2}} \approx$ $t^{-\mu}$ as $t \rightarrow \infty$ (in the sense that $t^{\mu}\|u(t)\|_{L^{\alpha+2}} \rightarrow c>0$ ). By Remark 6.4.8(i), $\mu=\beta$ is also achieved if $\alpha<4 / N$, and it follows from the results of Chapter 7 below that $\mu=N \alpha / 2(\alpha+2)$ can also be achieved. Moreover, $\mu=N \alpha / 2(\alpha+$ 2 ) is the fastest possible decay in general (see Bégout [20] and Hayashi and Ozawa [187]). On the other hand, it is not known whether some solutions can have a slower decay than $t^{-\beta}$.
(ii) Suppose $\alpha>4 / N$. It follows from Remark 6.4.8(ii) above that if $N \alpha / 4(\alpha+$ 2) $<\mu<N \alpha / 2(\alpha+2)$, there there exist $H^{1}$ solutions of (4.1.1) for which $\|u(t)\|_{L^{\alpha+2}} \approx t^{-\mu}$ as $t \rightarrow \infty$. A decay like $t^{-\frac{N \alpha}{2(a+2)}}$ is also possible and is the fastest possible (see (i) above). Note that the lower bound $\mu>$ $N \alpha / 4(\alpha+2)$ is also optimal. Indeed, if $u \in X_{\infty}$ is a solution of (4.1.1), then $u \in L^{\frac{N_{\alpha}}{4 \alpha+2)}}\left((0, \infty), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$ (see Remark 3.12 in [75]). If $\lambda$ in (6.4.1) is a negative real number, the same property holds for any $H^{1}$ solution with initial value in $H^{1}\left(\mathbb{R}^{N}\right) \cap L^{2}\left(\mathbb{R}^{N},|x|^{2} d x\right)$; see Chapter 7 below. In both cases, it follows that $\lim _{\inf }^{t \rightarrow \infty} t^{\frac{N_{\alpha}}{4(\alpha+2)}}\|u(t)\|_{L^{\alpha+2}}=0$.

### 6.5. Finite-Time Blowup

We show that, under suitable assumptions on the nonlinearity, some solutions of the nonlinear Schrödinger equation blow up in finite time. We follow the method of Glassey [148]. This is essentially a convexity method, but not purely energetic. It is based on the calculation of the variance

$$
\int_{\mathbb{R}^{N}}|x|^{2}|u(t, x)|^{2} d x .
$$

That calculation is technically complicated. Therefore, for the sake of simplicity, we consider a specific type of nonlinearity. More precisely, we consider the case where $g$ is as in Example 3.2.11. Therefore, we assume

$$
g(u)=V u+f(\cdot, u(\cdot))+\left(W \star|u|^{2}\right) u,
$$

where $V, f$, and $W$ are as follows. The potential $V$ is real-valued, $V \in L^{p}\left(\mathbb{R}^{N}\right)+$ $L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $p \geq 1, p>N / 2$. The function $f: \mathbb{R}^{N} \times \mathbb{R} \rightarrow \mathbb{R}$ is measurable in $x \in \mathbb{R}^{N}$ and continuous in $u \in \mathbb{R}$ and satisfies (3.2.7), (3.2.8), and (3.2.17). Extend $f$ to $\mathbb{R}^{N} \times \mathbb{C}$ by (3.2.10). The potential $W$ is even and real valued; $W \in$ $L^{q}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $q \geq 1, q>N / 4$. In particular, $g$ is the gradient of the potential $G$ defined by

$$
G(u)=\int_{\mathbb{R}^{N}}\left\{\frac{1}{2} V(x)|u(x)|^{2}+F(x, u(x))+\frac{1}{4}\left(W \star|u|^{2}\right)(x)|u(x)|^{2}\right\} d x,
$$

and we set

$$
E(u)=\frac{1}{2} \int_{\Omega}|\nabla u(x)|^{2} d x-G(u) \quad \text { for all } u \in H^{1}\left(\mathbb{R}^{N}\right)
$$

We recall (see Corollary 4.3.3 and Remark 5.3.3) that the initial-value problem for (4.1.1) is locally well posed in $H^{1}\left(\mathbb{R}^{N}\right)$, that there is conservation of charge and energy, and that there is the $H^{2}\left(\mathbb{R}^{N}\right)$ regularity if the initial value is in $H^{2}\left(\mathbb{R}^{N}\right)$.

Our blowup result is based on the following identities, which will also be essential in the next chapter to establish the pseudoconformal conservation law.

Proposition 6.5.1. Let $g$

$$
g(u)=V u+f(\cdot, u(\cdot))+\left(W \star|u|^{2}\right) u
$$

be as in Example 3.2.11. Assume, in addition, that

$$
\begin{align*}
& x \cdot \nabla V(x) \in L^{\sigma}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right) \quad \text { for some } \sigma \geq 1, \sigma>\frac{N}{2},  \tag{6.5.1}\\
& f(x, u) \text { is independent of } x,  \tag{6.5:2}\\
& x \cdot \nabla W(x) \in L^{\delta}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right) \text { for some } \delta \geq 1, \delta>\frac{N}{4} \tag{6.5.3}
\end{align*}
$$

Consider $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $|\cdot| \varphi(\cdot) \in L^{2}\left(\mathbb{R}^{N}\right)$, and let $u$ be the corresponding maximal solution of (4.1.1). It follows that the function $t \mapsto|\cdot| u(t, \cdot)$ belongs to $C\left(\left(-T_{\min }, T_{\max }\right), L^{2}\left(\mathbb{R}^{N}\right)\right)$. Moreover, the function

$$
\begin{equation*}
t \mapsto f(t) \equiv \int_{\mathbb{R}^{N}}|x|^{2}|u(t, x)|^{2} d x \tag{6.5.4}
\end{equation*}
$$

is in $C^{2}\left(-T_{\min }, T_{\max }\right)$,

$$
\begin{equation*}
f^{\prime}(t)=4 \operatorname{Im} \int_{\mathbb{R}^{N}} \bar{u} x \cdot \nabla u d x \tag{6.5.5}
\end{equation*}
$$

and

$$
\begin{align*}
f^{\prime \prime}(t)= & 16 E(\varphi)+\int_{\mathbb{R}^{N}}(8(N+2) F(u)-4 N \operatorname{Re}(f(u) \bar{u})) d x \\
& +8 \int_{\mathbb{R}^{N}}\left(V+\frac{1}{2} x \cdot \nabla V\right)|u|^{2} d x  \tag{6.5.6}\\
& +4 \int_{\mathbb{R}^{N}}\left(\left(W+\frac{1}{2} x \cdot \nabla W\right) \star|u|^{2}\right)|u|^{2} d x
\end{align*}
$$

for all $t \in\left(-T_{\min }, T_{\max }\right)$.
Before proceeding to the proof, we establish the following lemma.
Lemma 6.5.2. Let $g \in C\left(H^{1}\left(\mathbb{R}^{N}\right), H^{-1}\left(\mathbb{R}^{N}\right)\right)$. Assume that $g(w) \in L_{\text {loc }}^{1}\left(\mathbb{R}^{N}\right)$ and that $\operatorname{Im} g(w) \bar{w}=0$ a.e. in $\mathbb{R}^{N}$ for all $w \in H^{1}\left(\mathbb{R}^{N}\right)$. Let $I \ni 0$ be an interval of $\mathbb{R}$, let $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$, and let $u$ be a weak $H^{1}$-solution of (4.1.1) on $I$. If $|\cdot| \varphi(\cdot) \in L^{2}\left(\mathbb{R}^{N}\right)$,
then the function $t \mapsto|\cdot| u(t, \cdot)$ belongs to $C\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right)$. Furthermore, the function $f$ defined by (6.5.4) belongs to $W^{1, \infty}(I)$ and the identity (6.5.5) holds for a.a. $t \in I$. If $u$ is a strong $H^{1}$-solution of (4.1.1) on $I$, then $f \in C^{1}(I)$ and the identity (6.5.5) holds for all $t \in I$.

Proof. Without loss of generality, we may assume that $I=[0, T]$ with $0<$ $T<\infty$. Formally, the result follows by multiplying the equation by $i|x|^{2} \bar{u}$, taking the real part, and integrating on $\mathbb{R}^{N}$. However, the equation makes sense only in $H^{-1}\left(\mathbb{R}^{N}\right)$ and $i|x|^{2} \bar{u} \notin H^{1}\left(\mathbb{R}^{N}\right)$, so we need a regularization argument. Let $\varepsilon>0$, and take the $H^{-1}-H^{1}$ duality product of equation (4.1.1) with $i e^{-2 \varepsilon|x|^{2}}|x|^{2} u(t, x) \in$ $H^{1}\left(\mathbb{R}^{N}\right)$. Setting

$$
f_{\varepsilon}(t)=\left\|e^{-\varepsilon|x|^{2}}|x| u(t)\right\|_{L^{2}}^{2},
$$

we deduce easily that

$$
f_{\varepsilon}^{\prime}(t)=2 \operatorname{Im} \int_{\mathbb{R}^{N}}\left\{\nabla u \cdot \nabla\left(e^{-2 \varepsilon|x|^{2}}|x|^{2} \bar{u}\right)-e^{-2 \varepsilon|x|^{2}}|x|^{2} g(u) \bar{u}\right\} d x
$$

Since $\operatorname{Im}(\nabla u \cdot \nabla \bar{u})=\operatorname{Im}(g(u) \bar{u})=0$ a.e., we obtain that

$$
\begin{aligned}
f_{\varepsilon}^{\prime}(t) & =2 \operatorname{Im} \int_{\mathbb{R}^{N}} \bar{u} \nabla u \cdot \nabla\left(e^{-2 \varepsilon|x|^{2}}|x|^{2}\right) d x \\
& =4 \operatorname{Im} \int_{\mathbb{R}^{N}}\left\{e^{-\varepsilon|x|^{2}}\left(1-2 \varepsilon|x|^{2}\right)\right\} e^{-\varepsilon|x|^{2}} \bar{u} x \cdot \nabla u d x
\end{aligned}
$$

and so

$$
\begin{equation*}
f_{\varepsilon}(t)=f_{\varepsilon}(0)+4 \int_{0}^{t} \operatorname{Im} \int_{\mathbb{R}^{N}}\left\{e^{-\varepsilon|x|^{2}}\left(1-2 \varepsilon|x|^{2}\right)\right\} e^{-\varepsilon|x|^{2}} \bar{u} x \cdot \nabla u d x d t \tag{6.5.7}
\end{equation*}
$$

Note that $e^{-\varepsilon|x|^{2}}\left(1-2 \varepsilon|x|^{2}\right)$ is bounded in $x$ and $\varepsilon$ and that $\left\|e^{-\varepsilon|x|^{2}}|x| \varphi\right\|_{L^{2}} \leq$ $\|x \varphi\|_{L^{2}}$. Therefore, we deduce easily from (6.5.7) that

$$
f_{\varepsilon}(t) \leq\||x| \varphi\|_{L^{2}}^{2}+C \int_{0}^{t}\|\nabla u(s)\|_{L^{2}} \sqrt{f_{\varepsilon}(s)} d s
$$

It follows easily that

$$
\begin{equation*}
\sqrt{f_{\varepsilon}(t)} \leq\||x| \varphi\|_{L^{2}}+\frac{C}{2} \int_{0}^{t}\|\nabla u(s)\|_{L^{2}} d s \quad \text { for all } t \in I . \tag{6.5.8}
\end{equation*}
$$

Letting $\varepsilon \downarrow 0$ and using Fatou's lemma, we see that $x u(t) \in L^{2}\left(\mathbb{R}^{N}\right)$ for all $t \in I$ and that $\||x| u(t)\|_{L^{2}}$ is bounded in $t \in I$. Therefore, the function $t \mapsto|\cdot| u(t, \cdot)$ is weakly continuous $I \rightarrow L^{2}\left(\mathbb{R}^{N}\right)$ (see Section 1.1). Moreover, we may let $\varepsilon \downarrow 0$ in (6.5.7) and we obtain

$$
\begin{equation*}
\|x u(t)\|_{L^{2}}^{2}=\|x \varphi\|_{L^{2}}^{2}+4 \int_{0}^{t} \operatorname{Im} \int_{\mathbb{R}^{N}} \bar{u} x \cdot \nabla u d x d t \tag{6.5.9}
\end{equation*}
$$

Note that the right-hand side is a continuous function of $t$ and so the function $t \mapsto|\cdot| u(t, \cdot)$ is continuous $I \rightarrow L^{2}\left(\mathbb{R}^{N}\right)$. It follows that the right-hand side
of (6.5.9) is a $W^{1, \infty}$ function and the identity (6.5.5) holds a.e. If $u$ is a strong $H^{1}$ solution, then the right-hand side of (6.5.9) is a $C^{1}$ function, so the identity (6.5.5) holds for all $t \in I$.

Corollary 6.5.3. Let $g$ be as in Lemma 6.5.2. Assume that $g: H^{1}\left(\mathbb{R}^{N}\right) \rightarrow$ $H^{-1}\left(\mathbb{R}^{N}\right)$ is bounded on bounded sets and let $I \ni 0$ be a closed, bounded interval of $\mathbb{R}$. Let $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ be such that $|\cdot| \varphi(\cdot) \in L^{2}\left(\mathbb{R}^{N}\right)$ and let $u$ be a weak $H^{1}$-solution of (4.1.1) on $I$. Let $\left(\varphi_{m}\right)_{m \in \mathbb{N}} \subset H^{1}\left(\mathbb{R}^{N}\right)$ and for all $m \geq 0$, let $u^{m}$ be a weak $H^{1}$-solution of (4.1.1) corresponding to the initial value $\varphi_{m}$. Assume further that $|\cdot| \varphi_{m}(\cdot) \in L^{2}\left(\mathbb{R}^{N}\right)$ for all $m \geq 0$ and that $x \varphi_{m} \rightarrow x \varphi$ in $L^{2}\left(\mathbb{R}^{N}\right)$ as $m \rightarrow \infty$. If $u^{m} \rightarrow u$ in $L^{\infty}\left(I, H^{1}\left(\mathbb{R}^{N}\right)\right)$ as $m \rightarrow \infty$, then $x u^{m} \rightarrow x u$ in $C\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right)$ as $m \rightarrow \infty$.

Proof. Assume by contradiction that there exist $\left(t_{m}\right)_{m \geq 0} \subset I$ and $\varepsilon>0$ such that $\left\|x u^{m}\left(t_{m}\right)-x u\left(t_{m}\right)\right\|_{L^{2}} \geq \varepsilon$. Without loss of generality, we may assume that there exists $\tau \in I$ such that $t_{m} \rightarrow \tau$ as $m \rightarrow \infty$. We deduce from (6.5.9) that for every $t \in I$,

$$
\begin{equation*}
\left\|x u^{m}(t)\right\|_{L^{2}}^{2}=\left\|x \varphi_{m}\right\|_{L^{2}}^{2}+4 \int_{0}^{t} \operatorname{Im} \int_{\mathbb{R}^{N}} \overline{u^{m}} x \cdot \nabla u^{m} d x d t \tag{6.5.10}
\end{equation*}
$$

It follows from (6.5.10) that $\left\||\cdot| u^{m}(t)\right\|_{L^{2}}$ is bounded uniformly in $t \in I$ and $m \geq 0$. Since $\left(u^{m}\right)_{m \geq 0}$ is bounded in $L^{\infty}\left(I, H^{1}\left(\mathbb{R}^{N}\right)\right),\left(g\left(u^{m}\right)\right)_{m \geq 0}$ is bounded in $L^{\infty}\left(I, H^{-1}\left(\mathbb{R}^{N}\right)\right)$ so that $\left(u_{t}^{m}\right)_{m \geq 0}$ is bounded in $L^{\infty}\left(I, H^{-1}\left(\mathbb{R}^{N}\right)\right)$, by (4.1.1). Therefore, $\left(u^{m}\right)_{m \geq 0}$ is bounded in $C^{0, \frac{1}{2}}\left(I, L^{2}\left(\mathbb{R}^{N}\right)\right)$. We deduce that $u^{m}\left(t_{m}\right) \rightarrow$ $u(\tau)$ in $L^{2}\left(\mathbb{R}^{N}\right)$ as $m \rightarrow \infty$ and, since $|\cdot| u^{m}\left(t_{m}\right)$ is bounded in $L^{2}\left(\mathbb{R}^{N}\right),|\cdot| u^{m}\left(t_{m}\right) \rightarrow$ $u(\tau)$ in $L^{2}\left(\mathbb{R}^{N}\right)$ as $m \rightarrow \infty$. Since $u^{m} \rightarrow u$ in $L^{\infty}\left(I, H^{1}\left(\mathbb{R}^{N}\right)\right)$, it then follows from (6.5.10) and (6.5.9) that $\left\|x u^{m}\left(t_{m}\right)\right\|_{L^{2}} \rightarrow\|x u(\tau)\|_{L^{2}}$ as $m \rightarrow \infty$, and so $x u^{m}\left(t_{m}\right) \rightarrow x u(\tau)$ in $L^{2}\left(\mathbb{R}^{N}\right)$, which yields a contradiction. This completes the proof.

Proof of Proposition 6.5.1. The first part of the statement follows from Lemma 6.5.2. It remains to show that the function $f$ defined by (6.5.4) belongs to $C^{2}\left(-T_{\min }, T_{\max }\right)$ and that the identity (6.5.6) holds. Formally, the result would follow by calculating the time derivative of the right-hand side of (6.5.5). This corresponds to multiplying equation (4.1.1) by $i\left(2 r \partial_{r} \bar{u}+N \bar{u}\right)$, which is not allowed since the equation only make sense in $H^{-1}\left(\mathbb{R}^{N}\right)$. The proof we give below is based on two regularizations. Therefore, we proceed in two steps.

STEP 1. The case $\varphi \in H^{2}\left(\mathbb{R}^{N}\right)$. Note first that by $H^{2}$ regularity, $u \in$ $C\left(\left(-T_{\min }, T_{\max }\right), H^{2}\left(\mathbb{R}^{N}\right)\right) \cap C^{1}\left(\left(-T_{\min }, T_{\max }\right), L^{2}\left(\mathbb{R}^{N}\right)\right)$. Given $\varepsilon>0$, consider $\theta_{\varepsilon}(x)=e^{-\varepsilon|x|^{2}}$ and let

$$
\begin{equation*}
h_{\varepsilon}(t)=\operatorname{Im} \int_{\mathbb{R}^{N}} \theta_{\varepsilon} \bar{u} x \cdot \nabla u d x \quad \text { for every } t \in\left(-T_{\min }, T_{\max }\right) \tag{6.5.11}
\end{equation*}
$$

We claim that $h_{\varepsilon}$ is $C^{1}$ and that

$$
\begin{equation*}
h_{\varepsilon}^{\prime}(t)=-\operatorname{Im} \int_{\mathbb{R}^{N}} u_{t}\left\{2 \theta_{\varepsilon} r \partial_{r} \bar{u}+\left(N \theta_{\varepsilon}+r \partial_{r} \theta_{\varepsilon}\right) \bar{u}\right\} d x \tag{6.5.12}
\end{equation*}
$$

Indeed, (6.5.12) is equivalent to

$$
\begin{equation*}
h_{\varepsilon}(t)=h_{\varepsilon}(0)-\operatorname{Im} \int_{0}^{t} \int_{\mathbb{R}^{N}} u_{t}\left\{2 \theta_{\varepsilon} r \partial_{r} \bar{u}+\left(N \theta_{\varepsilon}+r \partial_{r} \theta_{\varepsilon}\right) \bar{u}\right\} d x d s \tag{6.5.13}
\end{equation*}
$$

The identity ( 6.5 .13 ) holds in fact for every function $u$ which is continuous in $H^{1}\left(\mathbb{R}^{N}\right)$ and $C^{1}$ in $L^{2}\left(\mathbb{R}^{N}\right)$. Indeed, by density we need only establish (6.5.13) for $u$ which is $C^{1}$ in $H^{1}\left(\mathbb{R}^{N}\right)$. In this case, we deduce from (6.5.11) that

$$
h_{\varepsilon}^{\prime}(t)=-\operatorname{Im} \int_{\mathbb{R}^{N}} \theta_{\varepsilon} u_{t} x \cdot \nabla \bar{u} d x-\operatorname{Im} \int_{\mathbb{R}^{N}} \theta_{\varepsilon} u x \cdot \nabla \bar{u}_{t} d x
$$

and (6.5.13) follows by integration by parts, since

$$
\theta_{\varepsilon} u x \cdot \nabla \overline{u_{t}}=\nabla \cdot\left(x \theta_{\varepsilon} u \overline{u_{t}}\right)-N \theta_{\varepsilon} u \overline{u_{t}}-\theta_{\varepsilon} \overline{u_{t}} x \cdot \nabla u-r \partial_{r} \theta_{\varepsilon} u \overline{u u_{t}} .
$$

This proves the claim. Using now equation (4.1.1), we see that

$$
\begin{equation*}
h_{\varepsilon}^{\prime}(t)=-\operatorname{Re} \int_{\mathbb{R}^{N}}(\Delta u+g(u))\left\{2 \theta_{\varepsilon} r \partial_{r} \bar{u}+\left(N \theta_{\varepsilon}+r \partial_{r} \theta_{\varepsilon}\right) \bar{u}\right\} d x \tag{6.5.14}
\end{equation*}
$$

Next, an elementary calculation based on the identity

$$
\operatorname{Re}\left(2 \theta_{\varepsilon} \nabla u \cdot \nabla\left(r \partial_{r} \bar{u}\right)\right)=-\left((N-2) \theta_{\varepsilon}+r \partial_{r} \theta_{\varepsilon}\right)|\nabla u|^{2}+\nabla \cdot\left(x \theta_{\varepsilon}|\nabla u|^{2}\right)
$$

shows that for every $u \in H^{2}\left(\mathbb{R}^{N}\right)$,

$$
\begin{align*}
& \operatorname{Re} \int_{\mathbb{R}^{N}} \Delta u\left\{2 \theta_{\varepsilon} r \partial_{r} \bar{u}+\left(N \theta_{\varepsilon}+r \partial_{r} \theta_{\varepsilon}\right) \bar{u}\right\} d x \\
& \quad=-2 \int_{\mathbb{R}^{N}} \theta_{\varepsilon}|\nabla u|^{2} d x  \tag{6.5.15}\\
& \quad-\int_{\mathbb{R}^{N}}\left\{2 r \partial_{r} \theta_{\varepsilon}\left|\partial_{r} u\right|^{2}+\left((N+1) \partial_{r} \theta_{\varepsilon}+r \partial_{r}^{2} \theta_{\varepsilon}\right) \operatorname{Re}\left(\bar{u} \partial_{r} u\right)\right\} d x
\end{align*}
$$

We now calculate the various terms corresponding to $g(u)$. Since

$$
\operatorname{Re}\left[V u\left\{2 \theta_{\varepsilon} r \partial_{r} \bar{u}+\left(N \theta_{\varepsilon}+r \partial_{r} \theta_{\varepsilon}\right) \bar{u}\right\}\right]=\nabla \cdot\left(x V \theta_{\varepsilon}|u|^{2}\right)-\theta_{\varepsilon}(x \cdot \nabla V)|u|^{2},
$$

we obtain

$$
\begin{equation*}
\operatorname{Re} \int_{\mathbb{R}^{N}} V u\left\{2 \theta_{\varepsilon} r \partial_{r} \bar{u}+\left(N \theta_{\varepsilon}+r \partial_{r} \theta_{\varepsilon}\right) \bar{u}\right\} d x=-\int_{\mathbb{R}^{N}} \theta_{\varepsilon}(x \cdot \nabla V)|u|^{2} d x \tag{6.5.16}
\end{equation*}
$$

Next,

$$
\operatorname{Re}\left[f(u)\left(2 \theta_{\varepsilon} r \partial_{r} \bar{u}\right)\right]=\nabla \cdot\left(2 x \theta_{\varepsilon} F(u)\right)-2\left(N \theta_{\varepsilon}+r \partial_{r} \theta_{\varepsilon}\right) F(u)
$$

so that

$$
\begin{align*}
& \operatorname{Re} \int_{\mathbb{R}^{N}} f(u)\left\{2 \theta_{\varepsilon} r \partial_{r} \bar{u}+\left(N \theta_{\varepsilon}+r \partial_{r} \theta_{\varepsilon}\right) \bar{u}\right\} d x= \\
& \quad \int_{\mathbb{R}^{N}}\left(N \theta_{\varepsilon}+r \partial_{r} \theta_{\varepsilon}\right)(f(u) \bar{u}-2 F(u)) d x \tag{6.5.17}
\end{align*}
$$

Finally, using the identity

$$
\operatorname{Re}\left[u\left\{2 \theta_{\varepsilon} r \partial_{r} \bar{u}+\left(N \theta_{\varepsilon}+r \partial_{r} \theta_{\varepsilon}\right) \bar{u}\right\}\right]=\nabla \cdot\left(x \theta_{\varepsilon}|u|^{2}\right),
$$

we obtain

$$
\operatorname{Re} \int_{\mathbb{R}^{N}}\left(W \star|u|^{2}\right) u\left\{2 \theta_{\varepsilon} r \partial_{r} \bar{u}+\left(N \theta_{\varepsilon}+r \partial_{r} \theta_{\varepsilon}\right) \bar{u}\right\} d x=-\int_{\mathbb{R}^{N}} \theta_{\varepsilon}|u|^{2} x \cdot\left(\nabla W \star|u|^{2}\right) d x
$$

On the other hand, $W$ is even, so that $\nabla W$ is odd. Therefore,

$$
\begin{aligned}
& \int_{\mathbb{R}^{N}} \theta_{\varepsilon}|u|^{2} x \cdot\left(\nabla W \star|u|^{2}\right) d x \\
& =\frac{1}{2} \int_{\mathbb{R}^{N}} \theta_{\varepsilon}|u|^{2}\left[(x \cdot \nabla W) \star|u|^{2}\right] d x \\
& \quad+\frac{1}{2} \int_{\mathbb{R}^{N}} \int_{\mathbb{R}^{N}}\left(\theta_{\varepsilon}(x)-\theta_{\varepsilon}(y)\right)|u(x)|^{2}|u(y)|^{2} x \cdot \nabla W(x-y) d y d x
\end{aligned}
$$

and so

$$
\begin{align*}
\operatorname{Re} & \int_{\mathbb{R}^{N}}\left(W \star|u|^{2}\right) u\left\{2 \theta_{\varepsilon} r \partial_{r} \bar{u}+\left(N \theta_{\varepsilon}+r \partial_{r} \theta_{\varepsilon}\right) \bar{u}\right\} d x \\
= & -\frac{1}{2} \int_{\mathbb{R}^{N}} \theta_{\varepsilon}|u|^{2}\left[(x \cdot \nabla W) \star|u|^{2}\right] d x  \tag{6.5.18}\\
& -\frac{1}{2} \int_{\mathbb{R}^{N}} \int_{\mathbb{R}^{N}}\left(\theta_{\varepsilon}(x)-\theta_{\varepsilon}(y)\right)|u(x)|^{2}|u(y)|^{2} x \cdot \nabla W(x-y) d y d x
\end{align*}
$$

Applying (6.5.15), (6.5.16), (6.5.17), and (6.5.18), we deduce from (6.5.14) that

$$
\begin{align*}
h_{\varepsilon}^{\prime}(t)= & 2 \int_{\mathbb{R}^{N}} \theta_{\varepsilon}|\nabla u|^{2} d x+\int_{\mathbb{R}^{N}} \theta_{\varepsilon}(x \cdot \nabla V)|u|^{2} d x \\
& +\int_{\mathbb{R}^{N}} N \theta_{\varepsilon}(2 F(u)-f(u) \bar{u}) d x+\frac{1}{2} \int_{\mathbb{R}^{N}} \theta_{\varepsilon}|u|^{2}\left[(x \cdot \nabla W) \star|u|^{2}\right] d x \\
& +\int_{\mathbb{R}^{N}}\left\{r \partial_{r} \theta_{\varepsilon}\left(2\left|\partial_{r} u\right|^{2}+2 F(u)-f(u) \bar{u}\right)\right.  \tag{6.5.19}\\
& \left.+\left((N+1) \partial_{r} \theta_{\varepsilon}+r \partial_{r}^{2} \theta_{\varepsilon}\right) \operatorname{Re}\left(\bar{u} \partial_{r} u\right)\right\} d x \\
& +\frac{1}{2} \int_{\mathbb{R}^{N}} \int_{\mathbb{R}^{N}}\left(\theta_{\varepsilon}(x)-\theta_{\varepsilon}(y)\right)|u(x)|^{2}|u(y)|^{2} x \cdot \nabla W(x-y) d y d x
\end{align*}
$$

Note that $\theta_{\varepsilon}, r \partial_{r} \theta_{\varepsilon}$, and $r^{2} \partial_{r}^{2} \theta_{\varepsilon}$ are bounded with respect to both $x$ and $\varepsilon$. Furthermore, $\theta_{\varepsilon} \uparrow 1, \partial_{r} \theta_{\varepsilon} \rightarrow 0, r \partial_{r} \theta_{\varepsilon} \rightarrow 0$, and $r \partial_{r}^{2} \theta_{\varepsilon} \rightarrow 0$ as $\varepsilon \downarrow 0$. On the other hand, for every $t \in\left(-T_{\min }, T_{\max }\right)$, we have $u(t) \in H^{2}\left(\mathbb{R}^{N}\right)$ and $|x| u(t) \in L^{2}\left(\mathbb{R}^{N}\right)$ by Lemma 6.5.2, and so we may use the dominated convergence theorem to pass
to the limit in the right-hand side of (6.5.19) as $\varepsilon \downarrow 0$, except in the last one. We obtain

$$
\begin{align*}
\lim _{\varepsilon \searrow 0} h_{\varepsilon}^{\prime}(t)= & 2 \int_{\mathbb{R}^{N}}|\nabla u|^{2} d x+N \int_{\mathbb{R}^{N}}(2 F(u)-\operatorname{Re}(f(u) \bar{u})) d x \\
& +\int_{\mathbb{R}^{N}}|u|^{2} x \cdot \nabla V d x+\frac{1}{2} \int_{\mathbb{R}^{N}}|u|^{2}\left((x \cdot \nabla W) \star|u|^{2}\right) d x+L \tag{6.5.20}
\end{align*}
$$

where $L$ is the limit as $\varepsilon \downarrow 0$ of the last term in (6.5.19). We claim that

$$
\begin{equation*}
L=0 \tag{6.5.21}
\end{equation*}
$$

Since also

$$
\lim _{\varepsilon \not 0} h_{\varepsilon}(t)=\operatorname{Im} \int_{\mathbb{R}^{N}} \bar{u} x \cdot \nabla u d x \equiv h(t)
$$

we see that $h$ is of class $C^{1}$ and that

$$
\begin{aligned}
h^{\prime}(t)= & 2 \int_{\mathbb{R}^{N}}|\nabla u|^{2} d x+N \int_{\mathbb{R}^{N}}(2 F(u)-\operatorname{Re}(f(u) \bar{u})) d x \\
& +\int_{\mathbb{R}^{N}}|u|^{2} x \cdot \nabla V d x+\frac{1}{2} \int_{\mathbb{R}^{N}}|u|^{2}\left((x \cdot \nabla W) \star|u|^{2}\right) d x .
\end{aligned}
$$

Equation (6.5.6) now follows from the above identity, (6.5.5), and conservation of energy. We finally prove the claim (6.5.21). Note that

$$
\begin{align*}
\mid & \int_{\mathbb{R}^{N}} \int_{\mathbb{R}^{N}}\left(\theta_{\varepsilon}(x)-\theta_{\varepsilon}(y)\right)|u(x)|^{2}|u(y)|^{2} x \cdot \nabla W(x-y) d y d x \mid \leq \\
& \quad \int_{\mathbb{R}^{N}} \int_{\mathbb{R}^{N}}|x| \frac{\left|\theta_{\varepsilon}(x)-\theta_{\varepsilon}(y)\right|}{|x-y|}|u(x)|^{2}|u(y)|^{2}|(x-y) \cdot \nabla W(x-y)| d y d x . \tag{6.5.22}
\end{align*}
$$

Also, it follows from assumption (6.5.3) and from Young's and Sobolev's inequalities that

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} \int_{\mathbb{R}^{N}}|u(x)|^{2}|u(y)|^{2}|(x-y) \cdot \nabla W(x-y)| d y d x & \leq C\|u\|_{L^{2}}^{4}+C\|u\|_{L^{\frac{4 \delta}{2 \delta-1}}}^{4} \\
& \leq C\|u\|_{H^{1}}^{4}
\end{aligned}
$$

Since

$$
\sup _{x \neq y}|x| \frac{\left|\theta_{\varepsilon}(x)-\theta_{\varepsilon}(y)\right|}{|x-y|}<\infty \quad \text { and } \quad|x| \frac{\left|\theta_{\varepsilon}(x)-\theta_{\varepsilon}(y)\right|}{|x-y|} \underset{\varepsilon \downarrow 0}{\longrightarrow} 0 \quad \text { a.e. in } \mathbb{R}^{N} \times \mathbb{R}^{N}
$$

we may use the dominated convergence theorem to pass to the limit in (6.5.22) as $\varepsilon \downarrow 0$, and we obtain (6.5.21).

STEP 2. Conclusion. Let $\left(\varphi_{m}\right)_{m \in \mathbb{N}} \subset H^{2}\left(\mathbb{R}^{N}\right)$ be such that $\varphi_{m} \rightarrow \varphi$ in $H^{1}\left(\mathbb{R}^{N}\right)$ and $x \varphi_{m} \rightarrow x \varphi$ in $L^{2}\left(\mathbb{R}^{N}\right)$ as $m \rightarrow \infty$, and let $u^{m}$ be the corresponding maximal solutions of (4.1.1). Let $\Phi(t)$ denote the right-hand side of (6.5.6) and let
$\Phi_{m}(t)$ denote the right-hand side of (6.5.6) corresponding to the solution $u^{m}$. It follows from Step 1 that

$$
\begin{equation*}
\left\|x u^{m}(t)\right\|_{L^{2}}^{2}=\left\|x \varphi_{m}\right\|_{L^{2}}^{2}+4 t \operatorname{Im} \int_{\mathbb{R}^{N}} \overline{\varphi_{m}} x \cdot \nabla \varphi_{m} d x+\int_{0}^{t} \int_{0}^{s} \Phi_{m}(s) d s d t \tag{6.5.23}
\end{equation*}
$$

By continuous dependence and Corollary 6.5 .3 , we may let $m \rightarrow \infty$ in (6.5.23) and we obtain

$$
\|x u(t)\|_{L^{2}}^{2}=\|x \varphi\|_{L^{2}}^{2}+4 t \operatorname{Im} \int_{\mathbb{R}^{N}} \bar{\varphi} x \cdot \nabla \varphi d x+\int_{0}^{t} \int_{0}^{s} \Phi(s) d s d t
$$

from which (6.5.6) follows.
Theorem 6.5.4. Let

$$
g(u)=V u+f(\cdot, u(\cdot))+\left(W \star|u|^{2}\right) u
$$

be as in Example 3.2.11. Assume further that

$$
\begin{align*}
2(N+2) F(s)-N s f(s) \leq 0 & \text { for all } s \geq 0  \tag{6.5.24}\\
V+\frac{1}{2} x \cdot \nabla V \leq 0 & \text { a.e. }  \tag{6.5.25}\\
W+\frac{1}{2} x \cdot \nabla W \leq 0 & \text { a.e. } \tag{6.5.26}
\end{align*}
$$

Let $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ be such that $|\cdot| \varphi(\cdot) \in L^{2}\left(\mathbb{R}^{N}\right)$. If $E(\varphi)<0$, then $T_{\min }<\infty$ and $T_{\max }<\infty$. In other words, the solution $u$ of (4.1.1) blows up in finite time for both $t>0$ and $t<0$.

Proof. It follows from (6.5.24), (6.5.25), (6.5.26), and Proposition 6.5.1 that for every $t \in\left(-T_{\min }, T_{\max }\right)$,

$$
\begin{equation*}
\|x u(t)\|_{L^{2}}^{2} \leq \theta(t) \tag{6.5.27}
\end{equation*}
$$

where

$$
\theta(t)=\|x \varphi\|_{L^{2}}^{2}+4 t \operatorname{Im} \int_{\mathbb{R}^{N}} \bar{\varphi} x \cdot \nabla \varphi d x+8 t^{2} E(\varphi)
$$

Observe that $\theta(t)$ is a second-degree polynomial and that the coefficient of $t^{2}$ is negative; therefore $\theta(t)<0$ for $|t|$ large enough. Since $\|x u(t)\|_{L^{2}}^{2} \geq 0$, we deduce from (6.5.27) that both $T_{\min }$ and $T_{\max }$ are finite.

REMARK 6.5.5. Note that the proof of Theorem 6.5.4 does not show that $\|x u(t)\|_{L^{2}} \rightarrow 0$ as $t \uparrow T_{\max }$ or $t \downarrow-T_{\max }$. (See Ball [16, 15] for an interesting discussion of related phenomena.) This is sometimes the case (see Remark 6.7.3), but not always. Consider the model case $g(u)=\lambda|u|^{\alpha} u$ with $\lambda>0$ and $\alpha=4 / N$. First, observe that by the invariance of the equation under space translation, one constructs easily a solution such that $\|x u(t)\|_{L^{2}}^{2} \nrightarrow 0$ as $t \uparrow T_{\max }$. Indeed, it follows from the conservation of momentum (3.1.5) that, given $x_{0} \in \mathbb{R}^{N}$,

$$
\int\left|x-x_{0}\right|^{2}|u|^{2}=\int|x|^{2}|u|^{2}+\left|x_{0}\right|^{2} \int|\varphi|^{2}+2 \int x \cdot x_{0}|\varphi|^{2}+4 t \operatorname{Im} \int \bar{\varphi} x_{0} \cdot \nabla \varphi
$$

so that $\left\|\left(x-x_{0}\right) u\right\|_{L^{2}}$ will not converge to 0 if $\left|x_{0}\right|$ is large enough. Moreover, in general,

$$
\inf \left\{\left\|\left(x-x_{0}\right) u(t)\right\|_{L^{2}}: t \in\left[0, T_{\max }\right), x_{0} \in \mathbb{R}^{N}\right\}>0
$$

To see this, we follow an argument of Merle [248]. Consider a real-valued, spherically symmetric function $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $x \varphi(x) \notin L^{2}\left(\mathbb{R}^{N}\right)$ and $E(\varphi)<0$. Let $\left(\varphi_{n}\right)_{n \geq 0}$ be a sequence of real-valued, spherically symmetric functions such that $x \varphi_{n}(x) \in L^{2}\left(\mathbb{R}^{N}\right)$ for all $n \geq 0$ and $\varphi_{n} \rightarrow \varphi$ in $H^{1}\left(\mathbb{R}^{N}\right)$ as $n \rightarrow \infty$, and let $u_{n}$ be the corresponding solutions of (4.1.1). In particular, $E\left(\varphi_{n}\right) \underset{n \rightarrow \infty}{\longrightarrow} E(\varphi)$ and $\left\|\varphi_{n}\right\|_{L^{2}} \underset{n \rightarrow \infty}{\longrightarrow}\|\varphi\|_{L^{2}}$. Therefore, it follows from the proof of Theorem 6.5.10 below (see in particular formula (6.5.42)) that there exists a function $\Psi \in W^{4, \infty}\left(\mathbb{R}^{N}\right)$, $\Psi \geq 0$, such that

$$
\frac{d^{2}}{d t^{2}} \int \Psi\left|u_{n}\right|^{2} \leq 2 E(\varphi)<0 \quad \text { for } 0 \leq t<T_{\max }\left(\varphi_{n}\right)
$$

On the other hand, since $\varphi_{n}$ is real valued, one easily verifies that

$$
\left.\frac{d}{d t} \int \Psi\left|u_{n}\right|^{2}\right|_{t=0}=0
$$

so that

$$
\int \Psi\left|u_{n}\right|^{2} \leq 2 \int \Psi|\varphi|^{2}+t^{2} E(\varphi)
$$

for $0 \leq t<T_{\max }\left(\varphi_{n}\right)$ and for $n$ large enough. This implies that there exists $T^{0}<\infty$. such that

$$
\begin{equation*}
T_{\max }\left(\varphi_{n}\right) \leq T^{0} \quad \text { for } n \text { large enough. } \tag{6.5.28}
\end{equation*}
$$

On the other hand, for every $x_{0} \in \mathbb{R}^{N}$, we have (see the proof of Theorem 6.5.4)

$$
\left\|\left(x-x_{0}\right) u_{n}(t)\right\|_{L^{2}}^{2}=\left\|\left(x-x_{0}\right) \varphi_{n}\right\|_{L^{2}}^{2}+8 E\left(\varphi_{n}\right) t^{2} \quad \text { for } 0 \leq t<T_{\max }\left(\varphi_{n}\right)
$$

In particular, for $n$ large enough,

$$
\left\|\left(x-x_{0}\right) u_{n}(t)\right\|_{L^{2}}^{2} \geq\left\|\left(x-x_{0}\right) \varphi_{n}\right\|_{L^{2}}^{2}+16 E(\varphi) t^{2} \quad \text { for } 0 \leq t<T_{\max }\left(\varphi_{n}\right)
$$

Since $\inf _{x_{0} \in \mathbb{R}^{N}}\left\|\left(x-x_{0}\right) \varphi_{n}\right\|_{L^{2}}^{2} \underset{n \rightarrow \infty}{\longrightarrow} \infty$, it now follows from (6.5.28) that

$$
\inf \left\{\left\|\left(x-x_{0}\right) u_{n}(t)\right\|_{L^{2}}: 0 \leq t<T_{\max }\left(\varphi_{n}\right), x_{0} \in \mathbb{R}^{N}\right\} \underset{n \rightarrow \infty}{\longrightarrow} \infty
$$

which proves the claim.
Remark 6.5.6. The proof of Theorem 6.5.4 is based on the fact that the nonnegative quantity $\|x u(t)\|_{L^{2}}^{2}$ is dominated by the polynomial $\theta(t)$ and that the assumption $E(\varphi)<0$ implies that $\theta(t)$ takes negative values. A necessary and sufficient condition so that $\theta(t)$ takes negative values is that

$$
\begin{equation*}
\left(\operatorname{Im} \int_{\mathbb{R}^{N}} \bar{\varphi} x \cdot \nabla \varphi d x\right)^{2}>2 E(\varphi)\|x \varphi\|_{L^{2}}^{2} \tag{6.5.29}
\end{equation*}
$$

Therefore, we have
if $E(\varphi)=0$ and $\operatorname{Im} \int \bar{\varphi} x \cdot \nabla \varphi d x<0$
then $T_{\max }<\infty$,
if $E(\varphi)=0$ and $\operatorname{Im} \int \bar{\varphi} x \cdot \nabla \varphi d x>0$
then $T_{\min }<\infty$,
if $E(\varphi)>0$ and $\operatorname{Im} \int_{\mathbb{R}^{N}} \bar{\varphi} x \cdot \nabla \varphi d x<-\sqrt{2 E(\varphi)}\|x \varphi\|_{L^{2}} \quad$ then $T_{\max }<\infty$,
if $E(\varphi)>0$ and $\operatorname{Im} \int_{\mathbb{R}^{N}} \bar{\varphi} x \cdot \nabla \varphi d x>\sqrt{2 E(\varphi)}\|x \varphi\|_{L^{2}} \quad$ then $T_{\min }<\infty$.
Remark 6.5.7. Note that

$$
2(N+2) F(s)-N s f(s)=-N s^{3+\frac{4}{N}} \frac{d}{d s}\left(s^{-\left(2+\frac{4}{N}\right)} F(s)\right)
$$

and so assumption (6.5.24) is equivalent to the property that $s^{-\left(2+\frac{4}{N}\right)} F(s)$ is a nondecreasing function of $s$. Similarly, $V+\frac{1}{2} x \cdot \nabla V=V+\frac{1}{2} r \partial_{r} V=\frac{1}{2 r} \partial_{r}\left(r^{2} V\right)$. Therefore, assumption (6.5.25) (respectively, (6.5.26)) is equivalent to the property that $|x|^{2} V(x)$ (respectively, $|x|^{2} W(x)$ ) is a nonincreasing function of $|x|$.

Remark 6.5.8. Note that the assumption $E(\varphi)<0$ is a sufficient condition for finite-time blowup, but it is not necessary. To see this, consider the model case $g(u)=\lambda|u|^{\alpha} u$ with $\lambda>0$ and $4 / N \leq \alpha<4 /(N-2)$. We claim that for any $E_{0}>0$, there exists $\varphi$ such that $E(\varphi)=E_{0}$ and $T_{\max }(\varphi)<\infty$. Indeed, fix a real-valued function $\theta \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{N}\right)$ and set $\psi(x)=e^{-i|x|^{2}} \theta(x)$. It follows that $\psi \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{N}\right)$ and that

$$
\begin{equation*}
\operatorname{Im} \int_{\mathbb{R}^{N}} \bar{\psi} x \cdot \nabla \psi=-\int_{\mathbb{R}^{N}}|x|^{2} \theta(x)^{2}<0 \tag{6.5.30}
\end{equation*}
$$

Set now

$$
\begin{array}{ll}
A=\frac{1}{2} \int_{\mathbb{R}^{N}}|\nabla \psi|^{2}, & B=\frac{\lambda}{\alpha+2} \int_{\mathbb{R}^{N}}|\psi|^{\alpha+2}, \\
C=\int_{\mathbb{R}^{N}}|x|^{2}|\psi|^{2}, & D=-\operatorname{Im} \int_{\mathbb{R}^{N}} \bar{\psi} x \cdot \nabla \psi .
\end{array}
$$

Given $\sigma, \mu>0$, to be chosen later, set $\varphi(x)=\sigma \psi(\mu x)$. It follows from (6.5.30) that

$$
\operatorname{Im} \int_{\mathbb{R}^{N}} \bar{\varphi} x \cdot \nabla \varphi<0
$$

so that, in view of (6.5.29), we need only show that we can choose $\sigma$ and $\mu$ so that

$$
\begin{gather*}
E(\varphi)=E_{0}  \tag{6.5.31}\\
\left(\operatorname{Im} \int_{\mathbb{R}^{N}} \bar{\varphi} x \cdot \nabla \varphi\right)^{2}>2 E(\varphi)\|x \varphi\|_{L^{2}}^{2} \tag{6.5.32}
\end{gather*}
$$

Conditions (6.5.31)-(6.5.32) reduce to

$$
\begin{gather*}
\frac{\sigma^{2}}{\mu^{N}} \mu^{2}\left(A-\frac{\sigma^{\alpha}}{\mu^{2}} B\right)=E_{0}  \tag{6.5.33}\\
\frac{D^{2}}{C}>A-\frac{\sigma^{\alpha}}{\mu^{2}} B \tag{6.5.34}
\end{gather*}
$$

Fix now

$$
0<\varepsilon<\min \left\{A, \frac{D^{2}}{C}\right\}
$$

and let $\mu$ be given by

$$
\mu^{2}=\frac{B}{A-\varepsilon} \sigma^{\alpha} .
$$

In particular, (6.5.34) is satisfied and (6.5.33) reduces to

$$
\varepsilon\left(\frac{B}{A-\varepsilon}\right)^{\frac{2-N}{2}} \sigma^{\frac{4-(N-2) \alpha}{2}}=E_{0}
$$

which is achieved for $\sigma$ suitably chosen.
REMARK 6.5.9. Theorem 6.5.4 shows the existence of solutions for which both $T_{\max }<\infty$ and $T_{\min }<\infty$. As a matter of fact, there exist solutions for which $T_{\max }=\infty$ and $T_{\min }<\infty$ and solutions for which $T_{\max }<\infty$ and $T_{\min }=\infty$. Indeed, let $g(u)=\lambda|u|^{\alpha} u$ with $\lambda>0$ and $\alpha \geq 4 / N$. Let $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ with $|\cdot| \varphi(\cdot) \in L^{2}\left(\mathbb{R}^{N}\right)$ be such that $E(\varphi)<0$. It follows that the maximal solution $u$ of (4.1.1) blows up in finite time for both $t>0$ and $t<0$ (see Theorem 6.5.4). Theorem 6.3.4 implies that if $b$ is large enough, then the maximal solution $\widetilde{u}_{b}$ of (4.1.1) with initial value $\varphi_{b}$ given by (6.3.12) is positively global and decays as $t \rightarrow \infty$. Of course, $E\left(\varphi_{b}\right) \geq 0$ for such $b$ 's, and one may wonder if $\widetilde{u}_{b}$ still blows up at a finite negative time. The answer is yes, as the following argument shows. Changing $\varphi_{b}$ to $\overline{\varphi_{b}}$ (which changes $\widetilde{u}_{b}(t)$ to $\left.\overline{\widetilde{u}_{b}(-t)}\right)$, it suffices to show that if $E(\varphi)<0$, then for all $b>0$ the solution $v$ of (4.1.1) with initial value

$$
\psi(x)=\varphi(x) e^{-i \frac{b|x|^{2}}{4}}
$$

blows up at a positive finite time. Let $T_{\max }(\psi)$ be the maximal existence time of $v$, and let $f(t)=\| \| \cdot \mid v(t, \cdot) \|_{L^{2}}^{2}$. It follows from formulae (6.5.5) and (6.5.6) that

$$
f(t)=f(0)+t f^{\prime}(0)+8 E(\psi) t^{2}-\lambda \frac{4(N \alpha-4)}{\alpha+2} \int_{0}^{t} \int_{0}^{s} \int_{\mathbb{R}^{N}}|v|^{\alpha+2} d x d \sigma d s
$$

for all $0 \leq t<T_{\max }(\psi)$, and so

$$
f(t) \leq f(0)+t f^{\prime}(0)+8 E(\varphi) t^{2} \quad \text { for all } 0 \leq t<T_{\max }(\psi)
$$

Setting $P(t)=f(0)+t f^{\prime}(0)+8 E(u(0)) t^{2}$ for all $t \geq 0$, a straightforward calculation shows that

$$
P(t)=\|x \varphi\|_{L^{2}}^{2}+4 t\left(F(\varphi)-\frac{b}{2}\|x \varphi\|_{L^{2}}^{2}\right)+8 t^{2}\left(E(\varphi)+\frac{b^{2}}{8}\|x \varphi\|_{L^{2}}^{2}-\frac{b}{2} F(\varphi)\right)
$$

with

$$
F(\varphi)=\operatorname{Im} \int_{\mathbb{R}^{N}} x \bar{\varphi} \nabla \varphi d x
$$

In particular,

$$
P\left(\frac{1}{b}\right)=\frac{8}{b^{2}} E(\varphi)<0
$$

and we deduce easily from (6.3.13) that $T_{\max }(\psi)<1 / b$ (see the proof of Theorem 6.5.4). Hence the result follows.

The condition for finite-time blowup in Theorem 6.5.4 is $E(\varphi)<0$. However, the argument is based on the study of $\|x u(t, x)\|_{L^{2}}^{2}$, and this quantity is defined only if $x \varphi(x) \in L^{2}\left(\mathbb{R}^{N}\right)$, but not for a general $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$. The question as to whether negative energy implies finite-time blowup for general $H^{1}$ solutions is open (see Gonçalves Ribeiro [152] and Merle and Raphael [249] for partial results). However, Ogawa and Tsutsumi [275] have shown the following result in this direction.

Theorem 6.5.10. Let $g(u)=\lambda|u|^{\alpha} u$ with $\lambda>0$. Assume $N \geq 2$ and

$$
\frac{4}{N} \leq \alpha<\frac{4}{N-2} \quad(2 \leq \alpha \leq 4 \text { if } N=2)
$$

If $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ is such that $E(\varphi)<0$ and if $\varphi$ is spherically symmetric, then $T_{\min }<\infty$ and $T_{\max }<\infty$; i.e., the solution $u$ of (4.1.1) blows up in finite time for both $t>0$ and $t<0$.

The proof is in some way an adaptation of the proof of Theorem 6.5.4. Instead of calculating $\|x u(t, x)\|_{L^{2}}^{2}$, we calculate $\|M(x) u(t, x)\|_{L^{2}}^{2}$, where $M: \mathbb{R}^{N} \rightarrow$ $\mathbb{R}$ is a function such that $M(x)=|x|$ for $|x| \leq R$ and $M$ is constant for $|x|$ large. Next, we use the decay properties of the spherically symmetric functions of $H^{1}\left(\mathbb{R}^{N}\right)$ to estimate certain integrals for $|x|$ large that appear in the calculation of $\|M(x) u(t, x)\|_{L^{2}}^{2}$. Note that, as opposed to the case $x \varphi \in L^{2}\left(\mathbb{R}^{N}\right)$, the appropriate function $M(x)$ depends on the initial value $\varphi$.

The proof makes use of the following lemma.
Lemma 6.5.11. Let $N \geq 1$ and let $k \in C^{1}([0, \infty))$ be a nonnegative function such that $r^{-(N-1)} k(r) \in L^{\infty}(0, \infty)$ and $r^{-(N-1)}\left(k^{\prime}(r)\right)^{-} \in L^{\infty}(0, \infty)$. There exists a constant $C$ such that

$$
\begin{aligned}
& \left\|k^{\frac{1}{2}} u\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq \\
& \quad C\|u\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{\frac{1}{2}}\left(\left\|r^{-(N-1)} k u_{r}\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{\frac{1}{2}}+\left\|r^{-(N-1)}\left(k^{\prime}\right)^{-}\right\|_{L^{\infty}}^{\frac{1}{2}}\|u\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{\frac{1}{2}}\right)
\end{aligned}
$$

for all spherically symmetric functions $u \in H^{1}\left(\mathbb{R}^{N}\right)$.
Proof. By density, we may assume that $u \in \mathcal{D}\left(\mathbb{R}^{N}\right)$. For $s>0$,

$$
\begin{aligned}
k(s)|u(s)|^{2} & =-\int_{s}^{\infty} \frac{d}{d \sigma}\left(k(\sigma)|u(\sigma)|^{2}\right) d \sigma \\
& =-\int_{s}^{\infty} k^{\prime}(\sigma)|u(\sigma)|^{2} d \sigma-2 \int_{s}^{\infty} k(s) \operatorname{Re}\left(u(\sigma) \bar{u}_{r}(\sigma)\right) d \sigma \\
& \leq \int_{s}^{\infty}\left(k^{\prime}(\sigma)\right)^{-}|u(\sigma)|^{2} d \sigma+2 \int_{s}^{\infty} k(\sigma)|u(\sigma)|\left|u_{r}(\sigma)\right| d \sigma
\end{aligned}
$$

Therefore,

$$
k(s)|u(s)|^{2} \leq C\left\|r^{-(N-1)}\left(k^{\prime}\right)^{-}\right\|_{L^{\infty}}\|u\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}+C\|u\|_{L^{2}\left(\mathbb{R}^{N}\right)}\left\|r^{-(N-1)} k u_{r}\right\|_{L^{2}\left(\mathbb{R}^{N}\right)},
$$

and the result follows.

Proof of Theorem 6.5.10. By scaling, we may assume $\lambda=1$. Let $u$ be as in the statement of the theorem. Consider a function $\Psi \in W^{4, \infty}\left(\mathbb{R}^{N}\right)$, and set

$$
V(t)=\frac{1}{2} \int_{\mathbb{R}^{N}} \Psi(x)|u(t, x)|^{2} d x \quad \text { for all } t \in\left(-T_{\min }, T_{\max }\right)
$$

We claim that

$$
\begin{align*}
\frac{d^{2}}{d t^{2}} V(t)= & 2 \int_{\mathbb{R}^{N}}(H(\Psi) \nabla u, \nabla u) d x-\frac{\alpha}{\alpha+2} \int_{\mathbb{R}^{N}} \Delta \Psi|u|^{\alpha+2} d x \\
& -\frac{1}{2} \int_{\mathbb{R}^{N}} \Delta^{2} \Psi|u|^{2} d x \tag{6.5.35}
\end{align*}
$$

for all $t \in\left(-T_{\min }, T_{\max }\right)$, where the Hessian matrix $H(\Psi)$ is given by $H(\Psi)=$ $\left(\partial_{j} \partial_{k} \Psi\right)_{1 \leq j, k \leq N}$. Assuming $\varphi \in H^{2}\left(\mathbb{R}^{N}\right)$, it follows that $u$ is an $H^{2}$ solution (see Remark 5.3.3). In this case, (6.5.35) follows from elementary calculations (see Kavian [208]). The general case follows by approximating $\varphi$ in $H^{1}\left(\mathbb{R}^{N}\right)$ by a sequence $\left(\varphi_{n}\right)_{n \geq 0} \subset H^{2}\left(\mathbb{R}^{N}\right)$ and using the continuous dependence. Next, we rewrite (6.5.35):

$$
\begin{align*}
\frac{d^{2}}{d t^{2}} V(t)= & 2 N \alpha E(u(t))-2 \int_{\mathbb{R}^{N}}\left\{\frac{N \alpha}{2}|\nabla u|^{2}-(H(\Psi) \nabla u, \nabla u)\right\} d x \\
& +\frac{\alpha}{\alpha+2} \int_{\mathbb{R}^{N}}(2 N-\Delta \Psi)|u|^{\alpha+2} d x-\frac{1}{2} \int_{\mathbb{R}^{N}} \Delta^{2} \Psi|u|^{2} d x \tag{6.5.36}
\end{align*}
$$

Let now $\rho \in \mathcal{D}(\mathbb{R})$ be such that $\rho(x) \equiv \rho(4-x), \rho \geq 0, \int_{\mathbb{R}} \rho=1, \operatorname{supp}(\rho) \subset(1,3)$, and $\rho^{\prime} \geq 0$ on $(-\infty, 2)$. We define the function $\theta$ by

$$
\theta(r)=r-\int_{0}^{r}(r-\sigma) \rho(\sigma) d \sigma \quad \text { for } r \geq 0
$$

We consider $\varepsilon \in(0,1)$, to be specified later, and we set

$$
\Psi(x) \equiv \Psi(r)=\frac{1}{\varepsilon} \theta\left(\varepsilon r^{2}\right)
$$

and

$$
\gamma(x) \equiv \gamma(r)=1-\theta^{\prime}\left(\varepsilon r^{2}\right)-2 \varepsilon r^{2} \theta^{\prime \prime}\left(\varepsilon r^{2}\right)=\int_{0}^{\varepsilon r^{2}} \rho(s) d s+2 \varepsilon r^{2} \rho\left(\varepsilon r^{2}\right)
$$

for $x \in \mathbb{R}^{N}$ and $r=|x|$. Elementary calculations show that

$$
\left\{\begin{array}{l}
(H(\Psi) \nabla u, \nabla u)=2(1-\gamma(r))\left|u_{r}\right|^{2}  \tag{6.5.37}\\
\Delta \Psi=2 N(1-\gamma(r))+4(1-N) \varepsilon r^{2} \theta^{\prime \prime}\left(\varepsilon r^{2}\right)
\end{array}\right.
$$

and that

$$
\Delta^{2} \Psi=\varepsilon\left(4 N(N+2) \theta^{\prime \prime}\left(\varepsilon r^{2}\right)+16(N+2) \varepsilon r^{2} \theta^{\prime \prime \prime}\left(\varepsilon r^{2}\right)+16\left(\varepsilon r^{2}\right)^{2} \theta^{\prime \prime \prime \prime}\left(\varepsilon r^{2}\right)\right) .
$$

In particular, there exists a constant $a$ such that

$$
\begin{equation*}
\left\|\Delta^{2} \Psi\right\|_{L^{\infty}} \leq 2 a \varepsilon . \tag{6.5.38}
\end{equation*}
$$

It now follows from (6.5.36), (6.5.37), and (6.5.38) that

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} V(t) \leq 2 N \alpha E(\varphi)-4 \int \gamma(r)\left|u_{r}\right|^{2}+\frac{2 N \alpha}{\alpha+2} \int \gamma(r)|u|^{\alpha+2}+a \varepsilon\|u\|_{L^{2}}^{2} \tag{6.5.39}
\end{equation*}
$$

where we have used the above relations and the properties $\frac{N \alpha}{4} \geq 1$ and $\theta^{\prime \prime} \leq 0$. We claim that there exist $b$ and $c$ such that

$$
\begin{equation*}
\frac{2 N \alpha}{\alpha+2} \int \gamma(r)|u|^{\alpha+2} \leq b \varepsilon^{\frac{(N-1) \alpha}{4}}\|u\|_{L^{2}}^{\frac{\alpha+4}{2}}\left(\int \gamma\left|u_{r}\right|^{2}\right)^{\frac{\alpha}{4}}+c \varepsilon^{\frac{N \alpha}{4}}\|u\|_{L^{2}}^{\alpha+2} \tag{6.5.40}
\end{equation*}
$$

Indeed, we first observe that $\gamma(r) \leq 1+2 \sup _{s \geq 0} s \rho(s)$, so that

$$
\begin{aligned}
\int \gamma(r)|u|^{\alpha+2} & \leq C\left\|\gamma^{\frac{1}{4}} u\right\|_{L^{\infty}}^{\alpha}\|u\|_{L^{2}}^{2} \\
& \leq C\|u\|_{L^{\frac{2}{2}}}^{\frac{\alpha+4}{2}}\left\|r^{-(N-1)} \gamma^{\frac{1}{2}} u_{r}\right\|_{L^{2}}^{\frac{\alpha}{2}}+C\|u\|_{L^{2}}^{\alpha+2}\left\|r^{-(N-1)} \gamma^{-\frac{1}{2}}\left(\gamma^{\prime}\right)^{-}\right\|_{L^{\infty}}^{\frac{\alpha}{2}}
\end{aligned}
$$

The first inequality follows from the property $\alpha \leq 4$ and the second from Lemma 6.5 .11 (one easily verifies that $\gamma^{\frac{1}{2}} \in C^{1}([0, \infty))$ ). Observe that $\gamma(r) \equiv 0$ for $r \leq \varepsilon^{-\frac{1}{2}}$, so that $\left\|r^{-(N-1)} \gamma^{\frac{1}{2}} u_{r}\right\|_{L^{2}} \leq \varepsilon^{\frac{N-1}{2}}\left\|\gamma^{\frac{1}{2}} u_{r}\right\|_{L^{2}}$. Next, note that $\gamma \geq 1 / 2$ for $\varepsilon r^{2} \geq 2$. Furthermore,

$$
\gamma^{\prime}(r)=6 \varepsilon r \rho\left(\varepsilon r^{2}\right)+4 \varepsilon^{2} r^{3} \rho^{\prime}\left(\varepsilon r^{2}\right)
$$

so that $\gamma^{\prime}(r) \geq 0$ for $\varepsilon r^{2} \leq 2$ and

$$
\gamma^{\prime}(r) \geq-4 \varepsilon^{2} r^{3}\left|\rho^{\prime}\left(\varepsilon r^{2}\right)\right| \geq-4 \varepsilon^{\frac{1}{2}}\left\|s^{\frac{3}{2}} \rho^{\prime}(s)\right\|_{L^{\infty}(0, \infty)}
$$

Thus $\left\|r^{-(N-1)} \gamma^{-\frac{1}{2}}\left(\gamma^{\prime}\right)^{-}\right\|_{L^{\infty}} \leq C \varepsilon^{\frac{N}{2}}$ and (6.5.40) follows. Using now (6.5.39), (6.5.40), and conservation of charge, we see that

$$
\begin{aligned}
\frac{d^{2}}{d t^{2}} V(t) \leq & 2 N \alpha E(\varphi)-4 \int \gamma(r)\left|u_{r}\right|^{2} \\
& +b \varepsilon^{\frac{(N-1) \alpha}{4}}\|\varphi\|_{L^{2}}^{\frac{\alpha+4}{2}}\left(\int \gamma\left|u_{r}\right|^{2}\right)^{\frac{\alpha}{4}}+c \varepsilon^{\frac{N a}{4}}\|\varphi\|_{L^{2}}^{\alpha+2}+a \varepsilon\|\varphi\|_{L^{2}}^{2}
\end{aligned}
$$

Finally, since $\alpha \leq 4$, we may apply the inequality $x^{\frac{\alpha}{4}} \leq x+1$ to obtain

$$
\begin{align*}
\frac{d^{2}}{d t^{2}} V(t) \leq & 2 N \alpha E(\varphi)-\left(4-b \varepsilon^{\frac{(N-1) \alpha}{4}}\|\varphi\|_{L^{2}}^{\frac{\alpha+4}{2}}\right) \int \gamma(r)\left|u_{r}\right|^{2}  \tag{6.5.41}\\
& +b \varepsilon^{\frac{(N-1) \alpha}{4}}\|\varphi\|_{L^{2}}^{\frac{\alpha+4}{2}}+c \varepsilon^{\frac{N \alpha}{2}}\|\varphi\|_{L^{2}}^{\alpha+2}+a \varepsilon\|\varphi\|_{L^{2}}^{2}
\end{align*}
$$

We note that the constants $a, b$, and $c$ do not depend on $\varphi$ and $\varepsilon$. Since $E(\varphi) \leq 0$ and $\alpha \leq 4$, it follows immediately from (6.5.41) that one can choose $\varepsilon>0$ depending only on $\varphi$ through $\|\varphi\|_{L^{2}}$ and $E(\varphi)$ such that

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} V(t) \leq N \alpha E(\varphi) \quad \text { for all } t \in\left(-T_{\min }, T_{\max }\right) \tag{6.5.42}
\end{equation*}
$$

Since $V(t) \geq 0,(6.5 .42)$ implies that $T_{\min }<\infty$ and $T_{\max }<\infty$.
REMARK 6.5.12. There are two limitations in the above proof. The first one is $\alpha \leq 4$. If $\alpha>4$, powers of $\left\|\gamma^{\frac{1}{2}} u_{r}\right\|_{L^{2}}$ larger than 2 appear with positive coefficients in (6.5.41). This is due to the homogeneity in Lemma 6.5.11. The other limitation is $N \geq 2$, since if $N=1$ the power of $\varepsilon$ in the second and third terms of the righthand side of (6.5.41) vanishes. This is due to the fact that the radially symmetric functions in dimension 1 do not have any decay property. However, in the critical case $N=1, \alpha=4$, Ogawa and Tsutsumi [276] have proved that all negative energy $H^{1}$ solutions blow up in finite time without any symmetry assumption. Their method is a more sophisticated version of the above argument. (See also Martel [240] for certain extensions.)

We now give a lower estimate for blowing up solutions (see [70]).
THEOREM 6.5.13. Suppose $g(u)=\lambda|u|^{\alpha} u$ with $\lambda>0$ and

$$
\frac{4}{N} \leq \alpha<\frac{4}{N-2} \quad\left(\frac{4}{N} \leq \alpha<\infty \text { if } N=1\right)
$$

If $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ is such that $T_{\max }<\infty$, then there exists $\delta>0$ such that

$$
\begin{equation*}
\|\nabla u(t)\|_{L^{2}} \geq \frac{\delta}{\left(T_{\max }-t\right)^{\frac{1}{\alpha}-\frac{N-2}{4}}} \quad \text { for } 0 \leq t<T_{\max } \tag{6.5.43}
\end{equation*}
$$

A similar estimate holds near $-T_{\min }$ if $T_{\min }<\infty$.
Proof. Generally speaking, every time one proves local existence by a fixed point argument, the proof also gives a lower estimate of the blowup. Here, we do not go through the entire local existence argument, but instead we give a direct proof. Set $r=\alpha+2$ and let $q$ be such that ( $q, r$ ) is an admissible pair. Let $\varphi$ be as above, and let $u$ be the corresponding solution of (4.1.1). It follows from Remark 1.3.1(v) that

$$
\begin{equation*}
\left\|\nabla\left(|u|^{\alpha} u\right)\right\|_{L^{r^{\prime}}} \leq C\|u\|_{L^{r}}^{\alpha}\|\nabla u\|_{L^{r}} \tag{6.5.44}
\end{equation*}
$$

By conservation of energy,

$$
\lambda\|u\|_{L^{r}}^{r}=-r E(\varphi)+\frac{r}{2}\|\nabla u\|_{L^{2}}^{2} .
$$

Therefore

$$
\lambda\|u\|_{L^{r}}^{\alpha} \leq C\left(1+\|\nabla u\|_{L^{2}}^{2}\right)^{\frac{\alpha}{r}} \leq C\left(1+\|\nabla u\|_{L^{2}}\right)^{\frac{2 \alpha}{r}} .
$$

From (6.5.44) and the above inequality, we deduce that for any $0<t<\tau<T_{\max }$,

$$
\begin{aligned}
\left\|\nabla\left(|u|^{\alpha} u\right)\right\|_{L^{q^{\prime}}\left((t, \tau), L^{r^{\prime}}\right)} & \leq C\left(1+\|\nabla u\|_{L^{\infty}\left((t, \tau), L^{2}\right)}\right)^{\frac{2 \alpha}{r}}\|\nabla u\|_{L^{q^{\prime}}\left((t, \tau), L^{r}\right)} \\
& \leq C(\tau-t)^{\frac{q-q^{\prime}}{q q^{\prime}}}\left(1+\|\nabla u\|_{L^{\infty}\left((t, \tau), L^{2}\right)}\right)^{\frac{2 \alpha}{r}}\|\nabla u\|_{L^{q}\left((t, \tau), L^{r}\right)}
\end{aligned}
$$

Set now

$$
f_{t}(\tau)=1+\|\nabla u\|_{L^{\infty}\left((t, \tau), L^{2}\right)}+\|\nabla u\|_{L^{q}\left((t, \tau), L^{r}\right)}
$$

so that, by the above inequality,

$$
\begin{equation*}
\left\|\nabla\left(|u|^{\alpha} u\right)\right\|_{L^{q^{\prime}}\left((t, \tau), L^{r^{\prime}}\right)} \leq C(\tau-t)^{\frac{q-q^{\prime}}{q q^{\prime}}} f_{t}(\tau)^{1+\frac{2 \alpha}{r}} \tag{6.5.45}
\end{equation*}
$$

On the other hand, it follows from Strichartz's estimates that

$$
\|\nabla u\|_{L^{\infty}\left((t, \tau), L^{2}\right)}+\|\nabla u\|_{L^{q}\left((t, \tau), L^{r}\right)} \leq C\|\nabla u(t)\|_{L^{2}}+C\left\|\nabla\left(|u|^{\alpha} u\right)\right\|_{L^{q^{\prime}}\left((t, \tau), L^{r^{\prime}}\right)}
$$

for $0<t<\tau<T_{\max }$. By (6.5.45), this implies that

$$
\begin{equation*}
f_{t}(\tau) \leq C\left(1+\|\nabla u(t)\|_{L^{2}}\right)+C(\tau-t)^{\frac{q-q^{\prime}}{q q}} f_{t}(\tau)^{1+\frac{2 \alpha}{r}} \quad \text { for } 0<t<\tau<T_{\max } \tag{6.5.46}
\end{equation*}
$$

Consider now $t \in\left(0, T_{\max }\right)$. Note that if $T_{\max }<\infty$, it follows from the blowup alternative that $f_{t}(\tau) \rightarrow \infty$ as $\tau \uparrow T_{\max }$. Note also that $f_{t}$ is continuous and nondecreasing on $\left(t, T_{\text {max }}\right)$ and that

$$
f_{t}(\tau) \underset{\tau \downarrow t}{\longrightarrow} 1+\|\nabla u(t)\|_{L^{2}}
$$

Therefore, there exists $\tau_{0} \in\left(t, T_{\max }\right)$ such that $f_{t}\left(\tau_{0}\right)=(C+1)\left(1+\|\nabla u(t)\|_{L^{2}}\right)$, where $C$ is the constant in (6.5.46). Choosing $\tau=\tau_{0}$ in (6.5.46) yields

$$
\begin{aligned}
1+\|\nabla u(t)\|_{L^{2}} & \leq C(1+C)^{1+\frac{2 \alpha}{r}}\left(\tau_{0}-t\right)^{\frac{q-q^{\prime}}{q q^{\prime}}}\left(1+\|\nabla u(t)\|_{L^{2}}\right)^{1+\frac{2 \alpha}{r}} \\
& \leq(1+C)^{2+\frac{2 \alpha}{r}}\left(T_{\max }-t\right)^{\frac{q-q^{\prime}}{q q^{\prime}}}\left(1+\|\nabla u(t)\|_{L^{2}}\right)^{1+\frac{2 \alpha}{r}}
\end{aligned}
$$

and so

$$
1+\|\nabla u(t)\|_{L^{2}} \geq \frac{1}{(1+C)^{1+\frac{r}{\alpha}}\left(T_{\max }-t\right)^{\frac{r\left(q-q^{\prime}\right)}{2 \alpha q q^{\prime}}}}
$$

Hence the result follows, since $t \in\left[0, T_{\max }\right)$ is arbitrary and $\frac{r\left(q-q^{\prime}\right)}{2 \alpha q q^{\prime}}=\frac{1}{\alpha}-\frac{N-2}{4}$.
Before proceeding further, we establish an immediate consequence of the above result concerning the blowing up of certain $L^{p}$ norms of the solution.

Corollary 6.5.14. Suppose $g(u)=\lambda|u|^{\alpha} u$ with $\lambda>0$ and

$$
\frac{4}{N} \leq \alpha<\frac{4}{N-2} \quad\left(\frac{4}{N} \leq \alpha<\infty \text { if } N=1\right)
$$

If $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ is such that $T_{\max }<\infty$, then $\|u(t)\|_{L^{p}} \underset{t \uparrow T_{\max }}{\longrightarrow} \infty$ for all $p>\frac{N \alpha}{2}$. Moreover,

$$
\begin{equation*}
\|u(t)\|_{L^{p}} \geq \frac{\delta}{\left(T_{\max }-t\right)^{\frac{1}{\alpha}-\frac{N}{2 p}}} \quad \text { for } 0<t<T_{\max } \text { if } \frac{N \alpha}{2}<p \leq \alpha+2 \tag{6.5.47}
\end{equation*}
$$

and

$$
\begin{equation*}
\|u(t)\|_{L^{p}} \geq \frac{\delta}{\left(T_{\max }-t\right)^{\frac{4-(N-2) \alpha}{\alpha^{2}}\left(\frac{1}{2}-\frac{1}{p}\right)}} \quad \text { for } 0<t<T_{\max } \text { if } p \geq \alpha+2 \tag{6.5.48}
\end{equation*}
$$

A similar estimate holds near $-T_{\min }$ if $T_{\min }<\infty$.
REMARK 6.5.15. Note that if $N \geq 3$ and $p>\frac{2 N}{N-2}$, or if $N=2$ and $p=$ $\infty$, then it may happen that $\|u(t)\|_{L^{p}}=\infty$ for some (or all) $t \in\left(-T_{\min }, T_{\max }\right)$. Clearly, this does not contradict the above estimates. Note, however, that $u \in$ $L_{\text {loc }}^{q}\left(\left(-T_{\min }, T_{\max }\right), W^{1, r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair ( $q, r$ ), so that by Sobolev's embedding theorem, $\|u(t)\|_{L^{p}}<\infty$ for a.a. $t \in\left(-T_{\min }, T_{\max }\right)$ provided $N \leq 3$ or $N \geq 4$ and $p<\frac{2 N}{N-4}$.

Proof of Corollary 6.5.14. Suppose first $\frac{N \alpha}{2}<p \leq \alpha+2$. By GagliardoNirenberg's inequality,

$$
\|u\|_{L^{\alpha+2}}^{\alpha+2} \leq C\|\nabla u\|_{L^{2}}^{2-\mu}\|u\|_{L^{p}}^{\alpha+\mu} \quad \text { with } \mu=\frac{4 p-2 N \alpha}{2 N-(N-2) p}
$$

By conservation of energy and the above inequality, we obtain

$$
\|\nabla u(t)\|_{L^{2}}^{2} \leq 2 E(\varphi)+\frac{2 \lambda}{\alpha+2}\|u(t)\|_{L^{\alpha+2}}^{\alpha+2} \leq C+C\|\nabla u(t)\|_{L^{2}}^{2-\mu}\|u(t)\|_{L^{p}}^{\alpha+\mu}
$$

for all $0<t<T_{\max }$. Since $\|\nabla u(t)\|_{L^{2}} \xrightarrow[t \uparrow T_{\max }]{ } \infty$, it follows that

$$
\|\nabla u(t)\|_{L^{2}}^{\mu} \leq C\|u(t)\|_{L^{p}}^{\alpha+\mu}
$$

By Theorem 6.5.13, this implies

$$
\|u(t)\|_{L^{p}} \geq \frac{\varepsilon}{\left(T_{\max }-t\right)^{\frac{\mu}{\alpha+\mu}}\left(\frac{1}{\alpha}-\frac{N-2}{4}\right)} .
$$

Inequality (6.5.47) follows, since $\frac{\mu}{\alpha+\mu}\left(\frac{1}{\alpha}-\frac{N-2}{4}\right)=\frac{1}{\alpha}-\frac{N}{2 p}$.
Suppose now $p \geq \alpha+2$. It follows from Hölder's inequality that

$$
\|u\|_{L^{\alpha+2}}^{\alpha+2} \leq\|u\|_{L^{p}}^{\frac{\alpha p}{p-2}}\|u\|_{L^{2}}^{\frac{2(p-(\alpha+2))}{p-2}}
$$

Therefore, by conservation of charge and energy,

$$
\|\nabla u(t)\|_{L^{2}}^{2} \leq 2 E(\varphi)+\frac{2 \lambda}{\alpha+2}\|u(t)\|_{L^{\alpha+2}}^{\alpha+2} \leq C+C\|u(t)\|_{L^{p}}^{\frac{\alpha p}{p-2}}\|\varphi\|_{L^{2}}^{\frac{2(p-(\alpha+2))}{p-2}}
$$

for all $0<t<T_{\max }$. The lower bound (6.5.48) now follows from Theorem 6.5.13 and the above inequality.

Remark 6.5.16. Theorem 6.5.13 and Corollary 6.5.14 give lower estimates of $\|\nabla u\|_{L^{2}}$ and $\|u\|_{L^{p}}$ near the blowup. They do not give any upper estimate. It is interesting to compare these results with the corresponding ones for the heat equation. If one considers the equation $u_{t}-\Delta u=|u|^{p-1} u$ with a Dirichlet boundary condition, then a simple argument (even simpler than the proof of Theorem 6.5.13) gives the lower estimate $\|u\|_{L^{\infty}} \geq\left(T_{\max }-t\right)^{-\frac{1}{\alpha}}$. If $\alpha<\frac{4}{N-2}$, then it is known that this is the actual blowup rate of the solutions (see [361, 126, 195, 352]). However for larger $\alpha$ 's, some solutions blow up faster (see [196]). A lower estimate is obtained as well for $\|u\|_{L^{p}}, p>N \alpha / 2$. In some cases it is known that $\|u\|_{L^{p}}$ also blows up for $p=N \alpha / 2$ (see [362]) and that $\|u\|_{L^{p}}$ remains bounded for $p<N \alpha / 2$ (see [113]).

REMARK 6.5.17. In the case $\alpha>4 / N$, one does not know the exact blowup rate of any blowing up solution. In addition, one does not know whether $\|u\|_{L^{p}}$ blows up for $2<p \leq N \alpha / 2$. On the other hand, there is an upper estimate of integral form (see Merle [243]). More precisely, if $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ and $x \varphi(x) \in L^{2}\left(\mathbb{R}^{N}\right)$, then

$$
\begin{aligned}
\frac{d^{2}}{d t^{2}} \int_{\mathbb{R}^{N}}|x|^{2}|u(t, x)|^{2} d x & =4 N \alpha E(\varphi)-2(N \alpha-4) \int_{\mathbb{R}^{N}}|\nabla u(t, x)|^{2} d x \\
& \leq a-b\|\nabla u(t)\|_{L^{2}}^{2} \quad \text { for some constants } a, b>0
\end{aligned}
$$

Since $\|x u(t)\|_{L^{2}}^{2} \geq 0$, this implies that

$$
\int_{0}^{T_{\max }} \int_{0}^{t}\|\nabla u(s)\|_{L^{2}}^{2} d s d t<\infty
$$

Since

$$
\int_{0}^{T_{\max }} \int_{0}^{t}\|\nabla u(s)\|_{L^{2}}^{2} d s d t=\int_{0}^{T_{\max }}\left(T_{\max }-t\right)\|\nabla u(t)\|_{L^{2}}^{2} d t
$$

it follows immediately from Hölder's inequality that

$$
\int_{0}^{T_{\max }}\|\nabla u(t)\|_{L^{2}}^{\mu} d t<\infty \quad \text { for } 0 \leq \mu<1
$$

If $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ and $\varphi$ is spherically symmetric, then one obtains the same estimate. Indeed, by using the fact that $\alpha>4 / N$, one can improve (6.5.42) to

$$
\frac{d^{2}}{d t^{2}} V(t) \leq N \alpha E(\varphi)-(N \alpha-4)\|\nabla u\|_{L^{2}}^{2}
$$

and the conclusion is the same.

REMARK 6.5.18. In the case $\alpha=4 / N$, then (6.5.43) becomes

$$
\begin{equation*}
\|\nabla u(t)\|_{L^{2}} \geq \frac{\delta}{\left(T_{\max }-t\right)^{\frac{1}{2}}} \tag{6.5.49}
\end{equation*}
$$

and (6.5.47) and (6.5.48) become

$$
\begin{equation*}
\|u(t)\|_{L^{p}} \geq \frac{\delta}{\left(T_{\max }-t\right)^{\frac{N}{2}\left(\frac{1}{2}-\frac{1}{p}\right)}} \quad \text { for } p>2 \tag{6.5.50}
\end{equation*}
$$

In particular, $\|u\|_{L^{p}}$ blows up for $p>2$. Since $\|u\|_{L^{2}}$ is constant, estimate (6.5.50) is optimal with respect to $p$. On the other hand, it is known that the blowup rate given by (6.5.49) and (6.5.50) is not always optimal, since some solutions blow up twice as fast (see Remark 6.7.3 and Bourgain and Wang [41]). Moreover, in space dimension $N=1$, Perelman [297] has constructed a family of blowing up solutions for which

$$
\left(\frac{\log \left|\log \left(T_{\max }-t\right)\right|}{T_{\max }-t}\right)^{-\frac{1}{4}}\|u(t)\|_{L^{\infty}} \underset{t \uparrow T_{\max }}{\longrightarrow} c>0
$$

which is very close to but different from the lower estimate (6.5.50). Merle and Raphael [250] recently obtained the upper estimate

$$
\|\nabla u(t)\|_{L^{2}}^{2} \leq C\left(\frac{\log \left|\log \left(T_{\max }-t\right)\right|}{T_{\max }-t}\right)^{\frac{1}{2}}
$$

for a certain large class of blowing up solutions, which is very close to the lower estimate (6.5.49). These results show in particular that at least two different blow up rates are actually achieved. This was established in space dimension $N=1$, but there are strong indications that it might also hold in higher dimensions.

REMARK 6.5.19. There is an abundant literature devoted to the determination of the blowup rate by means of numerical computations. See Frisch, Sulem, and Sulem [114], Le Mesurier, Papanicolaou, Sulem, and Sulem [226, 228, 227], McLaughlin, Papanicolaou, Sulem, and Sulem [242], and Patera, Sulem, and Sulem
[293]. See also [336] for a survey of some of this literature. For a given equation, the computed blowup rates vary widely according to the authors. For example, in the case $\alpha=N=2$, the rates (as of 1993) range from $\left(T_{m}-t\right)^{-\frac{1}{2}}$ to ( $\left.T_{m}-t\right)^{-\frac{3}{2}}$ (see in particular Table 1 of [336], p. 409). Furthermore, for a given author, the rate may vary from one paper to another. On the other hand, it seems that the "fast" blowup rate of the pseudoconformally self-similar solutions in the critical case (see Remark 6.7.3) was never reported numerically. This last point is usually interpreted as the exceptional character of this blowup rate. This does not seem to be correct, however, since it has been shown to have some "stability"; see Bourgain and Wang [41].

### 6.6. The Critical Case: Sharp Existence and Blowup Results

In this section we consider the model nonlinearity

$$
\begin{equation*}
g(u)=\lambda|u|^{\alpha} u \tag{6.6.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda>0, \quad \alpha=\frac{4}{N} \tag{6.6.2}
\end{equation*}
$$

We recall that the $H^{1}$ solutions of (4.1.1) are global and bounded in $H^{1}\left(\mathbb{R}^{N}\right)$ provided $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ satisfies $\|\varphi\|_{L^{2}}<\delta$ for some $\delta>0$ (see Remark 6.1.3). In fact, one can determine the optimal $\delta$. Let $R$ be the (unique) spherically symmetric, positive ground state of the elliptic equation

$$
\begin{equation*}
-\Delta R+R=|R|^{\frac{4}{N}} R \quad \text { in } \mathbb{R}^{N} \tag{6.6.3}
\end{equation*}
$$

(see, for example, Definition 8.1.13 and Theorems 8.1.4, 8.1.5, and 8.1.6). Note that any ground state of (6.6.3) is of the form $e^{i \theta} R(x-y)$ for some $\theta \in \mathbb{R}$ and $y \in \mathbb{R}^{N}$. We have the following result of M. Weinstein [356].

Theorem 6.6.1. Assume (6.6.1)-(6.6.2) and let $R$ be the spherically symmetric, positive ground state of (6.6.3). If $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ is such that

$$
\lambda^{\frac{1}{\alpha}}\|\varphi\|_{L^{2}}<\|R\|_{L^{2}}
$$

then the maximal $H^{1}$ solution $u$ of (4.1.1) is global and $\sup _{t \in \mathbb{R}}\|u(t)\|_{H^{1}}<\infty$.
REMARK 6.6.2. The condition $\|\varphi\|_{L^{2}}<\lambda^{-\frac{1}{\alpha}}\|R\|_{L^{2}}$ is sharp, in the sense that for any $\rho>\lambda^{-\frac{1}{\alpha}}\|R\|_{L^{2}}$ (in fact, even for $\rho=\lambda^{-\frac{1}{\alpha}}\|R\|_{L^{2}}$, see Remark 6.7.3 below) there exists $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $\|\varphi\|_{L^{2}}=\rho$ and such that $u$ blows up in finite time for both $t<0$ and $t>0$. Indeed, let $\psi(x)=R(\sqrt{\lambda} x)$, so that $\|\psi\|_{L^{2}}=\lambda^{-\frac{1}{\alpha}}\|R\|_{L^{2}}$ and $\psi$ is a solution of

$$
-\Delta \psi+\lambda \psi=\lambda|\psi|^{\alpha} \psi
$$

It follows that $E(\psi)=0$ (see formula (8.1.21)). Let $\rho>\lambda^{-\frac{1}{\alpha}}\|R\|_{L^{2}}$, set $\gamma=$ $\lambda^{\frac{1}{\alpha}} \rho /\|R\|_{L^{2}}>1$, and consider $\varphi_{\rho}=\gamma \psi$. It follows that $\left\|\varphi_{\rho}\right\|_{L^{2}}=\rho$ and

$$
E\left(\varphi_{\rho}\right)=\gamma^{\alpha+2} E(\psi)-\frac{\gamma^{\alpha+2}-\gamma^{2}}{2}\|\nabla \psi\|_{L^{2}}^{2}<0
$$

and so the corresponding solution $u_{\rho}$ of (4.1.1) blows up in finite time (see Theorem 6.5.4). Note that there are certain extensions of Theorem 6.6.1 to nonlinearities of the form $g(u)=\lambda|u|^{\alpha} u$ with $\alpha>4 / N$; see Bégout [19].

REMARK 6.6.3. In space dimension $N=1$, an elementary calculation shows that

$$
\begin{equation*}
R(x)=\frac{3^{\frac{1}{4}}}{\sqrt{\cosh (2 x)}} \tag{6.6.4}
\end{equation*}
$$

in particular,

$$
\|R\|_{L^{2}}^{2}=\pi \sqrt{3}
$$

Therefore, it follows from Theorem 6.6.1 that if $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ is such that $\lambda^{\frac{1}{\alpha}}\|\varphi\|_{L^{2}}<3^{\frac{1}{4}} \sqrt{\pi}$, then the solution $u$ of (4.1.1) is global and $\sup _{t \in \mathbb{R}}\|u(t)\|_{H^{1}}<\infty$.

Proof of Theorem 6.6.1. By conservation of charge and energy and by Lemma 8.4.2 below, we have for all $t \in\left(-T_{\min }, T_{\max }\right)$,

$$
\begin{aligned}
\frac{1}{2}\|\nabla u(t)\|_{L^{2}}^{2} & \leq E(\varphi)+\frac{\lambda}{\alpha+2}\|u(t)\|_{L^{\alpha+2}}^{\alpha+2} \\
& \leq E(\varphi)+\frac{\lambda}{2\|R\|_{L^{2}}^{\alpha}}\|\nabla u(t)\|_{L^{2}}^{2}\|u(t)\|_{L^{2}}^{\alpha} \\
& \leq E(\varphi)+\frac{\lambda\|\varphi\|_{L^{2}}^{\alpha}}{2\|\nabla\|_{L^{2}}^{\alpha}}\|u(t)\|_{L^{2}}^{2}
\end{aligned}
$$

and so

$$
\frac{1}{2}\left(1-\frac{\lambda\|\varphi\|_{L^{2}}^{\alpha}}{\|R\|_{L^{2}}^{\alpha}}\right)\|\nabla u(t)\|_{L^{2}}^{2} \leq E(\varphi)
$$

Hence the result follows, by using the blowup alternative.
REMARK 6.6.4. Assume $\lambda>0$ and let $d$ be the supremum of the $\mu$ 's such that $\|\varphi\|_{L^{2}}<\mu$ implies global existence of the corresponding $L^{2}$ solution (see Remark 4.7.5). Then it is clear that $d \leq \lambda^{-\frac{1}{\alpha}}\|R\|_{L^{2}}$, where $R$ is as in Theorem 6.6.1. This follows from Remark 6.6.2 and from the regularity property (iii) of Theorem 4.7.1. Whether or not $d=\lambda^{-\frac{1}{\alpha}}\|R\|_{L^{2}}$ is an open question. However, one can show that if $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$ satisfies $\|\varphi\|_{L^{2}}<\lambda^{-\frac{1}{\alpha}}\|R\|_{L^{2}}$, and if, in addition, $|\cdot| \varphi(\cdot) \in L^{2}\left(\mathbb{R}^{N}\right)$, then $T_{\min }=T_{\max }=\infty$ and $u \in L^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(q, r)$. (Here, $T_{\max }, T_{\min }$ are the existence times given in Theorem 4.7.1.) Indeed, consider a sequence $\left(\varphi_{n}\right)_{n \geq 0} \subset H^{1}\left(\mathbb{R}^{N}\right)$ with $\varphi_{n} \rightarrow \varphi$ in $L^{2}\left(\mathbb{R}^{N}\right)$ and $x \varphi_{n}(x)$ bounded in $L^{2}\left(\mathbb{R}^{N}\right)$. The corresponding solutions $u_{n}$ satisfy $|\cdot| u_{n}(\cdot) \in C\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{N}\right)\right.$ ) (see Lemma 6.5 .2 ), and from the pseudoconformal conservation law we see that (see formula (7.2.8))

$$
8 t^{2} E\left(v_{n}(t)\right)=\left\|x \varphi_{n}\right\|_{L^{2}}^{2} \quad \text { for all } t \in \mathbb{R}
$$

where $v_{n}(t)=e^{-\frac{i|x|^{2}}{4 t}} u_{n}(t)$. In particular, $\left\|v_{n}(t)\right\|_{L^{2}}=\left\|u_{n}(t)\right\|_{L^{2}}=\left\|\varphi_{n}\right\|_{L^{2}}$, so that there exists $\varepsilon>0$ such that $\left\|v_{n}(t)\right\|_{L^{2}} \leq \lambda^{-\frac{1}{\alpha}}\|R\|_{L^{2}}-\varepsilon$ for $n$ large enough. It follows that there exists $C$ such that $\left\|\nabla v_{n}(t)\right\|_{L^{2}}^{2} \leq C E\left(v_{n}(t)\right)$ for all $t \in \mathbb{R}$ (see the proof of Theorem 6.6.1). By Lemma 8.4.2, this implies that

$$
\left\|v_{n}(t)\right\|_{L^{\alpha+2}}^{\alpha+2} \leq C E\left(v_{n}(t)\right)\left\|\varphi_{n}\right\|_{L^{2}}^{\frac{4}{N}} \leq \frac{C}{t^{2}} \quad \text { for all } t \in \mathbb{R}
$$

We conclude as in Remark 4.7.4 above.

Theorem 4.7.1 has an immediate application to the study of blowup solutions.

Theorem 6.6.5. Assume (6.6.1)-(6.6.2). Let $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$ and let $u$ be the corresponding maximal $L^{2}$ solution of (4.1.1) given by Theorem 4.7.1. If $T_{\max }<\infty$ and if $\left(t_{n}\right)_{n \geq 0}$ is any sequence such that $t_{n} \uparrow T_{\max }$, then $u\left(t_{n}\right)$ does not have any strong limit in $L^{2}\left(\mathbb{R}^{N}\right)$. A similar statement holds for $T_{\min }$.

Proof. Assume that $u\left(t_{n}\right) \rightarrow w$ in $L^{2}\left(\mathbb{R}^{N}\right)$. By continuous dependence (see Theorem 4.7.1),

$$
T_{\max }\left(u\left(t_{n}\right)\right) \geq \frac{1}{2} T_{\max }(w)>0 \quad \text { for } n \text { large enough. }
$$

This implies that

$$
T_{\max }(\varphi) \geq t_{n}+\frac{1}{2} T_{\max }(w) \text { for } n \text { large }
$$

This is absurd, since $t_{n} \rightarrow T_{\max }$.
In fact, one can prove a stronger result which implies the above theorem (see [71]).

Theorem 6.6.6. Assume (6.6.1)-(6.6.2). There exists $\rho>0$ with the following property. Let $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$ and let $u$ be the corresponding maximal $L^{2}$ solution of (4.1.1) given by Theorem 4.7.1. If $T_{\max }<\infty$ and if $\mathcal{L}$ is the set of weak $L^{2}$ limit points of $u(t)$ as $t \uparrow T_{\max }$, then $\|w\|_{L^{2}}^{2} \leq\|\varphi\|_{L^{2}}^{2}-\rho^{2}$ for all $w \in \mathcal{L}$. A similar statement holds for $T_{\min }$.

Proof. It follows from Step 1 of the proof of Theorem 4.7.1 (see in particular (4.7.4)) that there exists $\delta>0$ such that if

$$
\|\mathcal{T}(\cdot) \phi\|_{L^{\alpha+2}\left((0, \tau), L^{\alpha+2}\right)}<\delta,
$$

then $T_{\max }(\phi)>\tau$. Letting $\phi=u(t)$, we deduce that

$$
\|\mathcal{T}(\cdot) u(t)\|_{L^{\alpha+2}\left(\left(0, T_{\max }-t\right), L^{\alpha+2}\right)} \geq \delta \quad \text { for all } t \in\left[0, T_{\max }\right) .
$$

Therefore, given any $\psi \in L^{2}\left(\mathbb{R}^{N}\right)$ and any $t \in\left[0, T_{\max }\right)$,

$$
\begin{aligned}
\delta & \leq\|\mathcal{T}(\cdot)(u(t)-\psi)\|_{L^{\alpha+2}\left(\left(0, T_{\max }-t\right), L^{\alpha+2}\right)}+\|\mathcal{T}(\cdot) \psi\|_{L^{\alpha+2}\left(\left(0, T_{\max }-t\right), L^{\alpha+2}\right)} \\
& \leq c\|u(t)-\psi\|_{L^{2}}+\|\mathcal{T}(\cdot) \psi\|_{L^{\alpha+2}\left(\left(0, T_{\max }-t\right), L^{\alpha+2}\right)}
\end{aligned}
$$

where $c$ is the constant in the corresponding Strichartz estimate. Since

$$
\|\mathcal{T}(\cdot) \psi\|_{L^{\alpha+2}\left(\left(0, T_{\max }-t\right), L^{\alpha+2}\right)} \underset{t \uparrow T_{\max }}{\longrightarrow} 0
$$

it follows that

$$
\liminf _{t \uparrow T_{\max }}\|u(t)-\psi\|_{L^{2}} \geq \frac{\delta}{c}
$$

Therefore, if $u\left(t_{n}\right) \rightharpoonup \psi$ for some sequence $t_{n} \uparrow T_{\max }$, then

$$
\begin{aligned}
\frac{\delta^{2}}{c^{2}} & \leq \liminf _{n \rightarrow \infty}\left\|u\left(t_{n}\right)-\psi\right\|_{L^{2}}^{2} \\
& =\liminf _{n \rightarrow \infty}\left(u\left(t_{n}\right)-\psi, u\left(t_{n}\right)-\psi\right)_{L^{2}} \\
& =\liminf _{n \rightarrow \infty}\left(\left\|u\left(t_{n}\right)\right\|_{L^{2}}^{2}+\|\psi\|_{L^{2}}^{2}-2\left(u\left(t_{n}\right), \psi\right)_{L^{2}}\right) \\
& =\|\varphi\|_{L^{2}}^{2}-\|\psi\|_{L^{2}}^{2},
\end{aligned}
$$

and the result follows.
For $H^{1}$ spherically symmetric blowup solutions in dimension $N \geq 2$, there is a minimal amount of concentration of the $L^{2}$ norm at the origin, as the following result shows (see Merle and Tsutsumi [251], Y. Tsutsumi [344], and M. Weinstein [360]).

Theorem 6.6.7. Assume (6.6.1)-(6.6.2). Suppose further that $N \geq 2$ and let $R$ be the spherically symmetric, positive ground state of equation (6.6.3). Let $\gamma$ : $(0, \infty) \rightarrow(0, \infty)$ be any function such that $\gamma(s) \underset{s \downarrow 0}{\longrightarrow} \infty$ and $s^{\frac{1}{2}} \gamma(s) \underset{s \downarrow 0}{\longrightarrow} 0$. Finally, let $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ and let $u$ be the maximal $H^{1}$ solution of (4.1.1). If $\varphi$ is spherically symmetric and such that $T_{\max }<\infty$, then

$$
\liminf _{t \uparrow T_{\max }}\|u(t)\|_{L^{2}\left(\Omega_{t}\right)} \geq \lambda^{-\frac{1}{\alpha}}\|R\|_{L^{2}}
$$

where $\Omega_{t}=\left\{x \in \mathbb{R}^{N}:|x|<\left|T_{\max }-t\right|^{\frac{1}{2}} \gamma\left(T_{\max }-t\right)\right\}$. A similar statement holds for $T_{\text {min }}$.

As a consequence of Theorem 6.6.7, we have the following result.
Corollary 6.6.8. Under the assumptions of Theorem 6.6.7, if $T_{\max }<\infty$ and if $\mathcal{L}$ is the set of weak $L^{2}$ limit points of $u(t)$ as $t \uparrow T_{\max }$, then

$$
\|w\|_{L^{2}}^{2} \leq\|\varphi\|_{L^{2}}^{2}-\lambda^{-\frac{2}{a}}\|R\|_{L^{2}}^{2} \quad \text { for all } w \in \mathcal{L}
$$

A similar statement holds for $T_{\min }$.
REMARK 6.6.9. Note that the minimal loss of $L^{2}$ norm given by Corollary 6.6.8 is optimal. Indeed, there exist solutions that blow up in finite time, and for which $\|\varphi\|_{L^{2}}^{2}=\lambda^{-\frac{2}{\alpha}}\|R\|_{L^{2}}^{2}$ (see Remark 6.7.3). Corollary 6.6.8 improves the conclusion of Theorem 6.6 .6 for $H^{1}$ spherically symmetric solutions, in the sense that it gives the optimal value of $\rho$.

Proof of Corollary 6.6.8. Assume $t_{n} \uparrow T_{\max }$ and $u\left(t_{n}\right) \rightharpoonup w$ in $L^{2}\left(\mathbb{R}^{N}\right)$. Given $\varepsilon>0, u\left(t_{n}\right) \rightarrow w$ in $L^{2}(\{|x|>\varepsilon\})$, and so

$$
\|w\|_{L^{2}(\{|x|>\varepsilon\})}^{2} \leq \liminf _{n \rightarrow \infty}\left\|u\left(t_{n}\right)\right\|_{L^{2}(\{|x|>\varepsilon\})}^{2}
$$

On the other hand,

$$
\begin{aligned}
\left\|u\left(t_{n}\right)\right\|_{L^{2}(\{|x|>\varepsilon\})}^{2} & =\left\|u\left(t_{n}\right)\right\|_{L^{2}}^{2}-\left\|u\left(t_{n}\right)\right\|_{L^{2}(\{|x|<\varepsilon\})}^{2} \\
& =\|\varphi\|_{L^{2}}^{2}-\left\|u\left(t_{n}\right)\right\|_{L^{2}(\{|x|<\varepsilon\})}^{2} \\
& \leq\|\varphi\|_{L^{2}}^{2}-\left\|u\left(t_{n}\right)\right\|_{L^{2}\left(\Omega_{t}\right)}^{2}
\end{aligned}
$$

and the result follows from Theorem 6.6.7.
Proof of Theorem 6.6.7. Set $\omega(t)=\|\nabla u(t)\|_{L^{2}}^{-1}$ so that $\omega(t) \underset{t \uparrow T_{\max }}{\longrightarrow} 0$. We claim that

$$
\begin{equation*}
\liminf _{t \uparrow T_{\max }}\|u(t)\|_{L^{2}\left(\left\{|x|<\omega(t) \gamma\left(T_{\max }-t\right)\right\}\right)} \geq \lambda^{-\frac{1}{\alpha}}\|R\|_{L^{2}} \tag{6.6.5}
\end{equation*}
$$

The result follows from (6.6.5) and (6.5.49), since $\gamma$ is arbitrary. We prove claim (6.6.5) by contradiction, so we assume that there exists $t_{n} \uparrow T_{\max }$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u\left(t_{n}\right)\right\|_{L^{2}\left(\left\{|x|<\omega\left(t_{n}\right) \gamma\left(T_{\max }-t_{n}\right)\right\}\right)}<\lambda^{-\frac{1}{\alpha}}\|R\|_{L^{2}} \tag{6.6.6}
\end{equation*}
$$

We set

$$
v_{n}(x)=\omega\left(t_{n}\right)^{\frac{N}{2}} u\left(t_{n}, \omega\left(t_{n}\right) x\right)
$$

so that

$$
\left\{\begin{array}{l}
\left\|v_{n}\right\|_{L^{2}}=\left\|u\left(t_{n}\right)\right\|_{L^{2}}=\|\varphi\|_{L^{2}}  \tag{6.6.7}\\
\left\|\nabla v_{n}\right\|_{L^{2}}=1 \\
E\left(v_{n}\right)=\omega\left(t_{n}\right)^{2} E\left(u\left(t_{n}\right)\right)=\omega\left(t_{n}\right)^{2} E(\varphi) \underset{n \rightarrow \infty}{\longrightarrow} 0
\end{array}\right.
$$

It follows in particular that

$$
E\left(v_{n}\right)=\frac{1}{2}-\frac{\lambda}{\alpha+2}\left\|v_{n}\right\|_{L^{\alpha+2}}^{\alpha+2}
$$

so that

$$
\begin{equation*}
\left\|v_{n}\right\|_{L^{\alpha+2}}^{\alpha+2} \underset{n \rightarrow \infty}{\longrightarrow} \frac{\alpha+2}{2 \lambda} \neq 0 \tag{6.6.8}
\end{equation*}
$$

By (6.6.7), $\left(v_{n}\right)_{n \geq 0}$ is a bounded sequence in $H^{1}\left(\mathbb{R}^{N}\right)$, so that there exist a subsequence, which we still denote by $\left(v_{n}\right)_{n \geq 0}$, and $w \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $v_{n} \rightharpoonup w$ weakly in $H^{1}\left(\mathbb{R}^{N}\right)$ as $n \rightarrow \infty$. Since the $v_{n}$ 's are spherically symmetric, we deduce that $v_{n} \xrightarrow[n \rightarrow \infty]{\longrightarrow} w$ in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ (see Proposition 1.7.1). In particular, $E(w) \leq 0$, and by (6.6.8), $w \neq 0$. By applying Lemma 8.4.2 below, we obtain

$$
\begin{equation*}
\lambda^{\frac{1}{\alpha}}\|w\|_{L^{2}} \geq\|R\|_{L^{2}} \tag{6.6.9}
\end{equation*}
$$

Given $M>0$,

$$
\begin{aligned}
\|w\|_{L^{2}(\{|x|<M\})} & =\lim _{n \rightarrow \infty}\left\|v_{n}\right\|_{L^{2}(\{|x|<M\})} \\
& =\lim _{n \rightarrow \infty}\left\|u\left(t_{n}\right)\right\|_{L^{2}\left(\left\{|x|<M \omega\left(t_{n}\right)\right\}\right)} \\
& \leq \liminf _{n \rightarrow \infty}\left\|u\left(t_{n}\right)\right\|_{L^{2}\left(\left\{|x|<\omega\left(t_{n}\right) \gamma\left(T_{\max }-t_{n}\right)\right\}\right)}
\end{aligned}
$$

since $\gamma(s) \rightarrow \infty$ as $s \downarrow 0$. Since $M$ is arbitrary, by applying (6.6.9) we obtain

$$
\liminf _{n \rightarrow \infty}\left\|u\left(t_{n}\right)\right\|_{L^{2}\left(\left\{|x|<\omega\left(t_{n}\right) \gamma\left(T_{\max }-t_{n}\right)\right\}\right)} \geq\|w\|_{L^{2}} \geq \lambda^{-\frac{1}{\alpha}}\|R\|_{L^{2}}
$$

which contradicts (6.6.6). This completes the proof.
In fact, Corollary 6.6 .8 can be generalized to nonradial solutions (and also to the space dimension $N=1$ ). More precisely, we have the following result.

ThEOREM 6.6.10. Assume (6.6.1)-(6.6.2). Let $R$ be the spherically symmetric, positive ground state of equation (6.6.3). Finally, let $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ and let $u$ be the maximal $H^{1}$ solution of (4.1.1). If $T_{\max }<\infty$ and if $\mathcal{L}$ is the set of weak $L^{2}$ limit points of $u(t)$ as $t \uparrow T_{\max }$, then

$$
\|w\|_{L^{2}}^{2} \leq\|\varphi\|_{L^{2}}^{2}-\lambda^{-\frac{2}{\alpha}}\|R\|_{L^{2}}^{2} \quad \text { for all } w \in \mathcal{L}
$$

A similar statement holds for $T_{\min }$.
By conservation of energy and the blowup of $\|\nabla u(t)\|_{L^{2}}$, Theorem 6.6.10 is an immediate consequence of the following proposition.

Proposition 6.6.11. Let $\left(u_{n}\right)_{n \geq 0} \subset H^{1}\left(\mathbb{R}^{N}\right) \backslash\{0\}$ and $u \in L^{2}\left(\mathbb{R}^{N}\right)$ be such that $u_{n} \rightharpoonup u$ in $L^{2}\left(\mathbb{R}^{N}\right)$ as $n \rightarrow \infty$. If furthermore $\left\|\nabla u_{n}\right\|_{L^{2}} \underset{n \rightarrow \infty}{\longrightarrow} \infty$ and

$$
\limsup _{n \rightarrow \infty} \frac{E\left(u_{n}\right)}{\left\|\nabla u_{n}\right\|_{L^{2}}^{2}} \leq 0
$$

then $\|u\|_{L^{2}}^{2} \leq \liminf _{n \rightarrow \infty}\left\|u_{n}\right\|_{L^{2}}^{2}-\lambda^{-\frac{2}{\alpha}}\|R\|_{L^{2}}^{2}$.
We will use the following lemma.
Lemma 6.6.12. If $\left(u_{n}\right)_{n \geq 0} \subset H^{1}\left(\mathbb{R}^{N}\right)$ is such that
(i) $\left\|u_{n}\right\|_{L^{2}}^{2}=a>0$,
(ii) $0<\inf _{n \geq 0}\left\|\nabla u_{n}\right\|_{L^{2}} \leq \sup _{n \geq 0}\left\|\nabla u_{n}\right\|_{L^{2}}<\infty$,
(iii) $\lim \sup _{n \rightarrow \infty} E\left(u_{n}\right) \leq 0$,
then $\mu \geq \lambda^{-\frac{2}{\alpha}}\|R\|_{L^{2}}^{2}$, where $\mu=\mu\left(\left(u_{n}\right)_{n \geq 0}\right)$ is defined by (1.7.6).
Proof of Proposition 6.6.11. (Assuming Lemma 6.6.12.) Let $\left(u_{n}\right)_{n \geq 0}$ be as in the statement of Proposition 6.6.11. Set $a=\liminf _{n \rightarrow \infty}\left\|u_{n}\right\|_{L^{2}}^{2}$. By considering a subsequence, we may assume that

$$
\left\|u_{n}\right\|_{L^{2}}^{2} \underset{n \rightarrow \infty}{\longrightarrow} a
$$

Set $\omega_{n}=\left\|\nabla u_{n}\right\|_{L^{2}}^{-1}$ and define $v_{n}(x)=\omega_{n}^{\frac{2}{N}} u_{n}\left(\omega_{n} x\right)$. It follows that $\left\|v_{n}\right\|_{L^{2}}^{2}=$ $\left\|u_{n}\right\|_{L^{2}}^{2},\left\|\nabla v_{n}\right\|_{L^{2}}^{2}=1$, and

$$
\limsup _{n \rightarrow \infty} E\left(v_{n}\right)=\limsup _{n \rightarrow \infty} \frac{E\left(u_{n}\right)}{\left\|\nabla u_{n}\right\|_{L^{2}}^{2}} \leq 0
$$

We first show that $a>0$. Indeed,

$$
E\left(v_{n}\right) \geq \frac{1}{2}\left(1-\lambda \frac{\left\|v_{n}\right\|_{L^{2}}^{\alpha}}{\|R\|_{L^{2}}^{\alpha}}\right)\left\|\nabla v_{n}\right\|_{L^{2}}^{2}
$$

by Lemma 8.4 .2 , which implies that $\lambda\left\|v_{n}\right\|_{L^{2}}^{\alpha} \geq\|R\|_{L^{2}}^{\alpha}$, and so $a \geq \lambda^{-\frac{2}{\alpha}}\|R\|_{L^{2}}^{2}$. We now set

$$
w_{n}=\frac{\sqrt{a}}{\left\|v_{n}\right\|_{L^{2}}} v_{n}
$$

so that $\left(w_{n}\right)_{n \geq 0}$ satisfies the assumptions of Lemma 6.6.12. Therefore,

$$
\mu\left(\left(w_{n}\right)_{n \geq 0}\right) \geq \lambda^{-\frac{2}{\alpha}}\|R\|_{L^{2}}^{2}
$$

We apply Lemma 1.7 .5 to the sequence $\left(w_{n}\right)_{n \geq 0}$. Given $\varepsilon>0$, it follows from the above inequality that there exists $T$ such that

$$
\rho\left(w_{n}, T\right) \geq \lambda^{-\frac{2}{\alpha}}\|R\|_{L^{2}}^{2}-\varepsilon \quad \text { for } n \text { large enough. }
$$

Therefore, setting $y_{n}=y\left(w_{n}, T\right)$ with $y(\cdot, \cdot)$ defined by Lemma 1.7.4(ii),

$$
\int_{\left\{\left|x-y_{n}\right|<T\right\}}\left|w_{n}(x)\right|^{2} d x \geq \lambda^{-\frac{2}{\alpha}}\|R\|_{L^{2}}^{2}-\varepsilon \quad \text { for } n \text { large },
$$

which means that

$$
\frac{a}{\left\|u_{n}\right\|_{L^{2}}^{2}} \int_{\left\{\left|x-z_{n}\right| \leq t_{n}\right\}}\left|u_{n}(x)\right|^{2} d x \geq \lambda^{-\frac{2}{\alpha}}\|R\|_{L^{2}}^{2}-\varepsilon
$$

with $z_{n}=\omega_{n} y_{n}$ and $t_{n}=\omega_{n} T$. Note that $t_{n} \xrightarrow[n \rightarrow \infty]{\longrightarrow} 0$. By possibly extracting a subsequence, we may assume that either $\left|z_{n}\right| \xrightarrow[n \rightarrow \infty]{\longrightarrow} \infty$ or $z_{n} \xrightarrow[n \rightarrow \infty]{\longrightarrow} z$ for some $z \in \mathbb{R}^{N}$. In the first case, consider $M>0$. Since $u_{n} \rightharpoonup u$ in $L^{2}(\{|x| \leq M\})$, we deduce that

$$
\begin{aligned}
\|u\|_{L^{2}(\{|x| \leq M\})}^{2} & \leq \liminf _{n \rightarrow \infty}\left\|u_{n}\right\|_{L^{2}(\{|x| \leq M\})}^{2} \\
& =\liminf _{n \rightarrow \infty}\left\{\left\|u_{n}\right\|_{L^{2}}^{2}-\left\|u_{n}\right\|_{L^{2}(\{|x| \geq M\})}^{2}\right\} \\
& =a-\limsup _{n \rightarrow \infty}\left\|u_{n}\right\|_{L^{2}(\{|x| \geq M\})}^{2} \\
& \leq a-\lambda^{-\frac{2}{\alpha}}\|R\|_{L^{2}}^{2}+\varepsilon .
\end{aligned}
$$

The result follows by letting $M \uparrow \infty$, then $\varepsilon \downarrow 0$. In the second case, consider $\delta>0$. Since $u_{n} \rightharpoonup u$ in $L^{2}(\{|x| \geq \delta\})$, we see that

$$
\begin{aligned}
\|u\|_{L^{2}(\{|x-z| \geq \delta\})}^{2} & \leq \liminf _{n \rightarrow \infty}\left\|u_{n}\right\|_{L^{2}(\{|x-z| \geq \delta\})}^{2} \\
& =\liminf _{n \rightarrow \infty}\left\{\left\|u_{n}\right\|_{L^{2}}^{2}-\left\|u_{n}\right\|_{L^{2}(\{|x-z| \leq \delta\})}^{2}\right\} \\
& =a-\limsup _{n \rightarrow \infty}\left\|u_{n}\right\|_{L^{2}(\{|x-z| \leq \delta\})}^{2} \\
& \leq a-\lambda^{-\frac{2}{\alpha}}\|R\|_{L^{2}}^{2}+\varepsilon .
\end{aligned}
$$

The result follows by letting $\delta \downarrow 0$, then $\varepsilon \downarrow 0$. This completes the proof.
Proof of Lemma 6.6.12. We claim that there exists $\delta>0$, depending only on $N$ and $\lambda$ with the following property. If $\left(u_{n}\right)_{n \geq 0} \subset H^{1}\left(\mathbb{R}^{N}\right)$ is such that

$$
\begin{gather*}
\left\|u_{n}\right\|_{L^{2}}^{2}=a>0,  \tag{6.6.10}\\
0<\inf _{n \geq 0}\left\|\nabla u_{n}\right\|_{L^{2}} \leq \sup _{n \geq 0}\left\|\nabla u_{n}\right\|_{L^{2}}^{2}<\infty, \\
\limsup _{n \rightarrow \infty} E\left(u_{n}\right) \leq 0, \\
\mu\left(\left(u_{n}\right)_{n \geq 0}\right)<\lambda^{-\frac{2}{\alpha}}\|R\|_{L^{2}}^{2},
\end{gather*}
$$

then $a>\mu\left(\left(u_{n}\right)_{n \geq 0}\right)$, and there exists a sequence $\left(\widetilde{u}_{n}\right)_{n \geq 0} \subset H^{1}\left(\mathbb{R}^{N}\right)$ satisfying (6.6.11), (6.6.12), and (6.6.13), and such that $\left\|\widetilde{u}_{n}\right\|_{L^{2}}^{2}=a-\beta$ for some $\beta \geq \delta$. The result follows, since if $\left(u_{n}\right)_{n \geq 0} \subset H^{1}\left(\mathbb{R}^{N}\right)$ is as in the statement of the lemma, and if $\mu\left(\left(u_{n}\right)_{n \geq 0}\right)<\lambda^{-\frac{2}{a}}\|R\|_{L^{2}}^{2}$, then we may apply the claim $k$ times to obtain $a-k \delta>\mu\left(\left(u_{n}\right)_{n \geq 0}\right)$, which is absurd for $k$ large. Therefore, we need only prove the claim, and we consider $\left(u_{n}\right)_{n \geq 0} \subset H^{1}\left(\mathbb{R}^{N}\right)$ satisfying (6.6.10)-(6.6.13). The property $a>\mu\left(\left(u_{n}\right)_{n \geq 0}\right)$ follows from (6.6.11), (6.6.12), (6.6.13), and Lemma 8.4.2. Next, we apply Lemma 1.7.5, then Proposition 1.7 .6 (iii) to the sequence $\left(u_{n}\right)_{n \geq 0}$, and we consider the corresponding sequences $\left(v_{k}\right)_{k \geq 0}$ and $\left(w_{k}\right)_{k \geq 0}$. We set

$$
\begin{equation*}
\delta=\left(\frac{\alpha+2}{2 K}\right)^{\frac{2}{\alpha}}>0 \tag{6.6.14}
\end{equation*}
$$

where the constant $K$ is given by (1.7.17). We first show that

$$
\begin{equation*}
\mu:=\mu\left(\left(u_{n}\right)_{n \geq 0}\right) \geq \delta, \tag{6.6.15}
\end{equation*}
$$

where $\delta$ is defined by (6.6.14). Indeed, it follows from (1.7.17) and (6.6.14) that

$$
E\left(u_{n_{k}}\right) \geq \frac{1}{2}\left(1-\left(\frac{\rho\left(u_{n_{k}}, t_{k}\right)}{\delta}\right)^{\frac{\alpha}{2}}\right) \int\left|\nabla u_{n_{k}}\right|^{2}-\frac{K}{(\alpha+2) t_{k}^{2}} \rho\left(u_{n_{k}}, t_{k}\right)^{\frac{\alpha}{2}} .
$$

Assuming by contradiction $\mu<\delta$, we obtain by letting $k \rightarrow \infty$ and applying Lemma 1.7.5(ii) and (6.6.11),

$$
\limsup _{n \rightarrow \infty} E\left(u_{n}\right) \geq \frac{1}{2}\left(1-\left(\frac{\mu}{\delta}\right)^{\frac{\alpha}{2}}\right) \inf _{n \geq 0} \int\left|\nabla u_{n}\right|^{2}>0
$$

which is absurd. Next, since $\left|w_{k}\right| \leq\left|u_{n_{k}}\right|$ by (1.7.12), it is not difficult to deduce from Lemma 1.7.5(ii) and (6.6.13) that

$$
\begin{equation*}
\mu\left(\left(w_{k}\right)_{k \geq 0}\right) \leq \mu<\lambda^{-\frac{2}{\alpha}}\|R\|_{L^{2}}^{2} . \tag{6.6.16}
\end{equation*}
$$

Also, it follows from Lemma 8.4.2, (6.6.13), and (1.7.14), that there exists $\sigma>0$ such that

$$
\begin{equation*}
E\left(v_{k}\right) \geq \sigma\left\|\nabla v_{k}\right\|_{L^{2}}^{2} \quad \text { for } k \text { large. } \tag{6.6.17}
\end{equation*}
$$

On the other hand, it follows from (1.7.15) and (1.7.16) that

$$
\begin{equation*}
\liminf _{k \rightarrow \infty}\left\{E\left(u_{n_{k}}\right)-E\left(v_{k}\right)-E\left(w_{k}\right)\right\} \geq 0 \tag{6.6.18}
\end{equation*}
$$

Inequalities (6.6.12), (6.6.17), and (6.6.18) imply that

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} E\left(w_{k}\right) \leq 0 \tag{6.6.19}
\end{equation*}
$$

Next, we deduce from (1.7.13) and (6.6.11) that

$$
\begin{equation*}
\left\|\nabla w_{k}\right\|_{L^{2}} \leq C\left\|u_{n_{k}}\right\|_{H^{1}} \leq C \tag{6.6.20}
\end{equation*}
$$

Finally, we show that

$$
\begin{equation*}
\liminf _{k \rightarrow \infty}\left\|\nabla w_{k}\right\|_{L^{2}}>0 \tag{6.6.21}
\end{equation*}
$$

To prove this, we argue by contradiction and we assume that there exists a subsequence, which we still denote by $\left(w_{k}\right)_{k \geq 0}$, such that $\left\|\nabla w_{k}\right\|_{L^{2}} \rightarrow 0$ as $k \rightarrow \infty$. It
follows that $E\left(w_{k}\right) \rightarrow 0$ as $k \rightarrow \infty$, so that (6.6.12), (6.6.18), and (6.6.17) now imply that $\left\|\nabla v_{k}\right\|_{L^{2}} \rightarrow 0$ as $k \rightarrow \infty$. Using (1.7.16), we deduce that $\left\|u_{n_{k}}\right\|_{L^{\alpha+2}} \rightarrow 0$, so that, by (6.6.11),

$$
\limsup _{n \rightarrow \infty} E\left(u_{n}\right) \geq \frac{1}{2} \liminf _{n \rightarrow \infty}\left\|\nabla u_{n}\right\|_{L^{2}}^{2}>0
$$

which contradicts (6.6.12). Hence we have proved (6.6.21). Setting

$$
\tilde{u}_{k}=\frac{\sqrt{a-\mu}}{\left\|w_{k}\right\|_{L^{2}}} w_{k}
$$

we see that $0<\left\|\widetilde{u}_{k}\right\|_{L^{2}}^{2}=a-\mu \leq a-\delta$, and we deduce from (1.7.14), (6.6.20), (6.6.21), (6.6.19), and (6.6.16) that the sequence $\left(\widetilde{u}_{k}\right)_{k \geq 0}$ satisfies estimates (6.6.11), (6.6.12), and (6.6.13). This completes the proof.

REmark 6.6.13. For more information on the blowup in the critical case, see the series of papers of Nawa [264, 265, 266, 267, 268, 269, 270].

### 6.7. The Pseudoconformal Transformation and Applications

In this section we consider the model nonlinearity

$$
\begin{equation*}
g(u)=\lambda|u|^{\alpha} u, \tag{6.7.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda \in \mathbb{R}, \quad \alpha=\frac{4}{N} \tag{6.7.2}
\end{equation*}
$$

In this case, the pseudoconformal conservation law, introduced by Ginibre and Velo [133], becomes an exact conservation law. This conservation law is associated to a group of transformations which leaves invariant the set of solutions of (4.1.1) (see Ginibre and Velo [139]). We describe below this group of transformations (the pseudoconformal transformation).

It will be convenient to use the Hilbert space

$$
\begin{equation*}
\Sigma=H^{1}\left(\mathbb{R}^{N}\right) \cap L^{2}\left(\mathbb{R}^{N},|x|^{2} d x\right)=\left\{u \in H^{1}\left(\mathbb{R}^{N}\right):|\cdot| u(\cdot) \in L^{2}\left(\mathbb{R}^{N}\right)\right\} \tag{6.7.3}
\end{equation*}
$$

equipped with the norm

$$
\begin{equation*}
\|u\|_{\Sigma}^{2}=\|u\|_{H^{1}}^{2}+\|x u\|_{L^{2}}^{2} . \tag{6.7.4}
\end{equation*}
$$

Let now $b \in \mathbb{R}$. Given $(t, x) \in \mathbb{R} \times \mathbb{R}^{N}$, we define the conjugate variables $(s, y) \in$ $\mathbb{R} \times \mathbb{R}^{N}$ by

$$
s=\frac{t}{1+b t}, \quad y=\frac{x}{1+b t}, \quad \text { or equivalently } \quad t=\frac{s}{1-b s}, \quad x=\frac{y}{1-b s} .
$$

Given $u$ defined on $\left(-S_{1}, S_{2}\right) \times \mathbb{R}^{N}$ with $0 \leq S_{1}, S_{2} \leq \infty$, we set

$$
T_{1}=\left\{\begin{array}{ll}
\infty & \text { if } b S_{1} \leq-1  \tag{6.7.5}\\
\frac{S_{1}}{1+b S_{1}} & \text { if } b S_{1}>-1,
\end{array} \quad T_{2}= \begin{cases}\infty & \text { if } b S_{2} \geq 1 \\
\frac{S_{2}}{1-b S_{2}} & \text { if } b S_{2}<1\end{cases}\right.
$$

We define $u_{b}$ on ( $-T_{1}, T_{2}$ ) by

$$
u_{b}(t, x)=(1+b t)^{-\frac{N}{2}} e^{i \frac{\left.b x\right|^{2}}{4(1+b t)}} u\left(\frac{t}{1+b t}, \frac{x}{1+b t}\right)
$$

or equivalently

$$
\begin{equation*}
u_{b}(t, x)=(1-b s)^{\frac{N}{2}} e^{i \frac{b|y|^{2}}{4(1-b s)}} u(s, y) \tag{6.7.6}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\left\|u_{b}(t)\right\|_{L^{2}}=\|u(s)\|_{L^{2}} \tag{6.7.7}
\end{equation*}
$$

and, more generally,

$$
\begin{equation*}
\left\|u_{b}(t)\right\|_{L^{\beta+2}}=(1-b s)^{\frac{N \beta}{2(\beta+2)}}\|u(s)\|_{L^{\beta+2}} \quad \text { if } \beta \geq 0 \tag{6.7.8}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\left\|u_{b}(t)\right\|_{L^{\alpha+2}}=(1-b s)^{\frac{2}{\alpha+2}}\|u(s)\|_{L^{\alpha+2}} \tag{6.7.9}
\end{equation*}
$$

so that if $b s_{1}>-1$ and $b s_{2}<1$, then

$$
\begin{equation*}
\left\|u_{b}\right\|_{L^{\alpha+2}\left(\left(-t_{1}, t_{2}\right) L^{\alpha+2}\right)}=\|u\|_{L^{\alpha+2}\left(\left(-s_{1}, s_{2}\right) L^{\alpha+2}\right)} \tag{6.7.10}
\end{equation*}
$$

with $t_{1}=\frac{s_{1}}{1+b s_{1}}$ and $t_{2}=\frac{s_{2}}{1-b s_{2}}$. Next, if $u \in C\left(\left(-S_{1}, S_{2}\right), \Sigma\right)$, then it is clear that $u_{b} \in C\left(\left(-T_{1}, T_{2}\right), \Sigma\right)$. In addition,

$$
\begin{align*}
\left\|x u_{b}(t)\right\|_{L^{2}} & =(1-b s)^{-1}\|y u(s)\|_{L^{2}}  \tag{6.7.11}\\
\left\|\nabla u_{b}(t)\right\|_{L^{2}} & =\frac{1}{2}\|(-b y+2 i(1-b s) \nabla) u(s)\|_{L^{2}}  \tag{6.7.12}\\
\|\nabla u(s)\|_{L^{2}} & =\frac{1}{2}\left\|(b x+2 i(1+b t) \nabla) u_{b}(t)\right\|_{L^{2}} \tag{6.7.13}
\end{align*}
$$

The interest of the above transformation lies in the following result.
Theorem 6.7.1. Suppose $u \in C\left(\left(-S_{1}, S_{2}\right), L^{2}\left(\mathbb{R}^{N}\right)\right) \cap L_{\mathrm{loc}}^{\alpha+2}\left(\left(-S_{1}, S_{2}\right), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$ is a solution of (4.1.1) (see Theorem 4.7.1). Let $b \in \mathbb{R}$, let $T_{1}, T_{2}$ be defined by (6.7.5), and let $u_{b}$ be defined by (6.7.6). It follows that

$$
u_{b} \in C\left(\left(-T_{1}, T_{2}\right), L^{2}\left(\mathbb{R}^{N}\right)\right) \cap L_{\mathrm{loc}}^{\alpha+2}\left(\left(-T_{1}, T_{2}\right), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)
$$

is also a solution of (4.1.1). If, in addition, $u \in C\left(\left(-S_{1}, S_{2}\right), \Sigma\right)$, then $u_{b} \in$ $C\left(\left(-T_{1}, T_{2}\right), \Sigma\right)$.

Proof. It is clear that $u_{b} \in C\left(\left(-T_{1}, T_{2}\right), L^{2}\left(\mathbb{R}^{N}\right)\right)$. In addition, it follows from (6.7.10) that $u_{b} \in L_{\mathrm{loc}}^{\alpha+2}\left(\left(-T_{1}, T_{2}\right), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$. Furthermore, one shows that if $0 \leq S_{1}, S_{2}<\infty$ and if $b S_{1}>-1$ and $b S_{2}<1$, then the mapping $u \mapsto u_{b}$ is continuous $C\left(\left[-S_{1}, S_{2}\right], L^{2}\left(\mathbb{R}^{N}\right)\right) \cap L^{\alpha+2}\left(\left(-S_{1}, S_{2}\right), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right) \rightarrow C\left(\left[-T_{1}, T_{2}\right], L^{2}\left(\mathbb{R}^{N}\right)\right) \cap$ $L^{\alpha+2}\left(\left(-T_{1}, T_{2}\right), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$.

Let now $u \in C\left(\left[-S_{1}, S_{2}\right], L^{2}\left(\mathbb{R}^{N}\right)\right) \cap L^{\alpha+2}\left(\left(-S_{1}, S_{2}\right), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$ be a solution of (4.1.1), with $S_{1}$ and $S_{2}$ as above. Let $\varphi=u(0)$. We have in particular $T_{\min }(\varphi)>$ $S_{1}$ and $T_{\max }(\varphi)>S_{2}$. Consider $\left(\varphi_{n}\right)_{n \geq 0} \subset H^{2}\left(\mathbb{R}^{N}\right)$ such that $\varphi_{n} \rightarrow \varphi$ in $L^{2}\left(\mathbb{R}^{N}\right)$. By continuous dependence (Theorem 4.7.1(v)), $T_{\min }\left(\varphi_{n}\right)>S_{1}$ and $T_{\max }\left(\varphi_{n}\right)>S_{2}$ for $n$ large enough. We denote by $u^{n}$ the corresponding solutions of (4.1.1). We first observe that $u^{n} \in C\left(\left(-S_{1}, S_{2}\right), H^{1}\left(\mathbb{R}^{N}\right)\right)$ by Theorem 4.7.1(iii). Applying then Remark 5.3.3, we deduce that $u^{n} \in C\left(\left(-S_{1}, S_{2}\right), H^{2}\left(\mathbb{R}^{N}\right)\right)$; i.e., $u$ is an $H^{2}$ solution. It follows that $u$ satisfies equation (4.1.1) a.e. on $\left(-S_{1}, S_{2}\right) \times \mathbb{R}^{N}$. A tedious, but straightforward, calculation shows that $\left(u^{n}\right)_{b}$ satisfies (4.1.1) a.e. on $\left(-T_{1}, T_{2}\right) \times \mathbb{R}^{N}$.

The conclusion follows from continuous dependence (Theorem 4.7.1(v)) and from the continuity property mentioned above.

REMARK 6.7.2. Note that the pseudoconformal transformation preserves both the space $L^{2}\left(\mathbb{R}^{N}\right)$ and the space $\Sigma$. On the other hand, it does not preserve the space $H^{1}\left(\mathbb{R}^{N}\right)$.

REMARK 6.7.3. The pseudoconformal transformation has a simple application (see M. Weinstein [359]), which yields interesting information on the blowup. Assume for simplicity that $\lambda=1$ and let $\psi$ be a nontrivial solution of (6.6.3). (Note that $\psi(x)$ has exponential decay as $|x| \rightarrow \infty$; see, for example, Theorem 8.1.1.) It follows that $u(t, x)=e^{i t} \psi(x)$ is the solution of (4.1.1) with $\varphi=\psi$, and that $T_{\max }(\varphi)=T_{\min }(\varphi)=+\infty$. We set $v(t, x)=u_{-1}(t, x)$; i.e.,

$$
\begin{equation*}
v(t, x)=(1-t)^{-\frac{N}{2}} e^{-i \frac{|x|^{2}}{4(1-t)}} e^{i \frac{t}{1-i}} \psi\left(\frac{x}{1-t}\right) \quad \text { for } x \in \mathbb{R}^{N}, t<1 \tag{6.7.14}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\|v(t)\|_{L^{p}}=(1-t)^{-\frac{N(p-2)}{2 p}}\|\psi\|_{L^{p}} \quad \text { for all } t<1,1 \leq p \leq \infty \tag{6.7.15}
\end{equation*}
$$

Thus, $\|v\|_{L^{\alpha+2}\left((0,1), L^{\alpha+2}\right)}=+\infty$ so that $T_{\max }=1$. Furthermore, it follows from (6.7.12) that

$$
\|\nabla v(t)\|_{L^{2}}^{2}=\frac{1}{4} \int_{\mathbb{R}^{N}}\left|\left(x+\frac{2 i}{1-t} \nabla\right) \psi(x)\right|^{2} d x
$$

so that

$$
\begin{equation*}
(1-t)\|\nabla v(t)\|_{L^{2}}^{\overrightarrow{t \uparrow 1}}\|\nabla \psi\|_{L^{2}} \tag{6.7.16}
\end{equation*}
$$

We deduce in particular from (6.7.15) and (6.7.16) that $v$ blows up twice as fast as the lower estimates (6.5.49) and (6.5.50). This implies that, at least in the case $\alpha=4 / N$, the lower estimates (6.5.49) and (6.5.50) are not optimal for all the blowup solutions.

It also follows from (6.7.15) that $\|v(t)\|_{L^{p}} \xrightarrow[t \uparrow 1]{ } 0$ if $1 \leq p<2$, so that

$$
\begin{equation*}
v(t) \rightharpoonup 0 \quad \text { in } L^{2}\left(\mathbb{R}^{N}\right) \text { as } t \uparrow 1 \tag{6.7.17}
\end{equation*}
$$

In particular, the loss of $L^{2}$ norm at the blowup is equal to $\|R\|_{L^{2}}$ if $\psi$ is a ground state of (6.6.3), but it is larger if $\psi$ is an excited state. (Note that excited states exist if $N \geq 2$; see [25].) Therefore, the loss of $L^{2}$ norm given by Theorem 6.6.10 is not always optimal.

Note also that by (6.7.11),

$$
\begin{equation*}
\|x v(t)\|_{L^{2}}=(1-t)\|x \psi\|_{L^{2}} \xrightarrow[t \uparrow 1]{ } 0 \tag{6.7.18}
\end{equation*}
$$

(cf. Remark 6.5.5.). In particular, $v(t) \underset{t \uparrow 1}{\longrightarrow} 0$ in $L^{2}(\{|x| \geq \varepsilon\})$ for any $\varepsilon>0$. Furthermore, one easily verifies that $v(t) \underset{t \uparrow 1}{\longrightarrow} 0$ in $H^{1}(\{|x| \geq \varepsilon\})$ and in $L^{\infty}(\{|x| \geq$ $\varepsilon\}$ ) (this last point because $\psi$ has exponential decay). Therefore, $v(t)$ blows up only at $x=0$. Furthermore, it follows from an easy calculation that $|v(t)|^{2} \underset{t \uparrow 1}{ }\|\psi\|_{L^{2}}^{2} \delta$ in $\mathcal{D}^{\prime}\left(\mathbb{R}^{N}\right)$, where $\delta$ is the Dirac measure at $x=0$.

Finally, we observe that formula (6.7.14) also makes sense for $t>1$, and that $v$ given by (6.7.14) is also a solution of (4.1.1) for $t>1$. As a matter of fact, the properties of $v$ as $t \uparrow 1$ and as $t \downarrow 1$ are similar. Formula (6.7.14) gives (formally) an extension of the solution $v$ beyond the blowup time $T_{\max }=1$. We know that $v$ satisfies (4.1.1) on $(-\infty, 1)$ and on $(1, \infty)$, and we investigate in what sense $v$ may be a solution near $t=1$. Note first that $v \in C\left((-\infty, 1) \cup(1, \infty), L^{2}\left(\mathbb{R}^{N}\right)\right)$ and that $\|v(t)\|_{L^{2}}=\|\psi\|_{L^{2}}$ for $t \neq 1$, so that by property (6.7.17) $v$ is discontinuous in $L^{2}\left(\mathbb{R}^{N}\right)$ at $t=1$. On the other hand, $v \in L^{\infty}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{N}\right)\right)$, so that $\Delta v \in$ $L^{\infty}\left(\mathbb{R}, H^{-2}\left(\mathbb{R}^{N}\right)\right.$ ). Furthermore, it follows from (6.7.15) that $\left\||v(t)|^{\alpha} v(t)\right\|_{L^{1}}=$ $c|1-t|^{\frac{N-4}{2}}$. Therefore, if we assume $N \geq 3$, then $|v|^{\alpha} v \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}, L^{1}\left(\mathbb{R}^{N}\right)\right)$. If $m$ is an integer such that $L^{1}\left(\mathbb{R}^{N}\right) \hookrightarrow H^{-m}\left(\mathbb{R}^{N}\right)$ (so that in particular $m \geq 2$ ), then we deduce that $|v|^{\alpha} v \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}, H^{-m}\left(\mathbb{R}^{N}\right)\right)$. Therefore, $u_{t} \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}, H^{-m}\left(\mathbb{R}^{N}\right)\right)$, so that $u \in C\left(\mathbb{R}, H^{-m}\left(\mathbb{R}^{N}\right)\right)$. Thus $v(t) \rightarrow 0$ in $H^{-m}\left(\mathbb{R}^{N}\right)$ as $t \rightarrow 1$. This implies easily that $v$ satisfies (4.1.1) in $\mathcal{D}^{\prime}\left(\mathbb{R}, H^{-m}\left(\mathbb{R}^{N}\right)\right)$. Therefore, we see that $v$ can be extended in a reasonable sense beyond the blowup time $T_{\max }=1$. However, the meaning of this extension is not quite clear. Indeed, if we define

$$
\widetilde{v}(t)= \begin{cases}v(t) & \text { if } t<1 \\ 0 & \text { if } t \geq 1\end{cases}
$$

then the above argument shows that $\widetilde{v}$ is also an extension of $v$ beyond $T_{\max }=1$, which satisfies (4.1.1) in $\mathcal{D}^{\prime}\left(\mathbb{R}, H^{-m}\left(\mathbb{R}^{N}\right)\right)$. As a matter of fact, one can define many such extensions. For example, since equation (4.1.1) is invariant by space translation and by multiplication by a constant of modulus 1 , we see easily that for any $y \in \mathbb{R}^{N}$ and $\omega \in \mathbb{R}$,

$$
\widetilde{v}(t)= \begin{cases}v(t) & \text { if } t<1 \\ e^{i \omega} v(t,-y) & \text { if } t \geq 1\end{cases}
$$

satisfies (4.1.1) in $\mathcal{D}^{\prime}\left(\mathbb{R}, H^{-m}\left(\mathbb{R}^{N}\right)\right)$ and is also an extension of $v$ beyond $T_{\max }=1$. About this problem, see Merle [245].

REmark 6.7.4. In space dimension $N=1$, the solutions considered in the above remark are completely explicit. Indeed, it follows from formula (6.6.4) that

$$
v(t, x)=\frac{1}{\sqrt{1-t}} e^{-i \frac{x^{2}}{4(1-t)}} e^{i \frac{t}{1-t}} \frac{3^{\frac{1}{4}}}{\sqrt{\cosh \left(\frac{2 x}{1-t}\right)}}
$$

is a solution of the Schrödinger equation $i u_{t}+u_{x x}+|u|^{4} u=0$ that blows up at $t=1$.

Remark 6.7.5. Let $v(t)$ be as in Remark 6.7.3. Given $y \in \mathbb{R}^{N}$, set $v_{y}(t)=$ $v(t, \cdot-y)$, so that $v_{y}$ is a solution of (4.1.1) for which $T_{\max }=1$, and that blows up at the point $y \in \mathbb{R}^{N}$. Given $\left(y_{\ell}\right)_{1 \leq \ell \leq k}$ with $y_{j} \neq y_{\ell}$ for $j \neq \ell$,

$$
w(t)=\sum_{\ell=1}^{k} v_{y_{\ell}}(t)
$$

is a function that blows up at $t=1$, and only at the points $y_{\ell}$. On the other hand, since (4.1.1) is nonlinear, $w$ is not a solution of (4.1.1). However, Merle [244] shows that there exists a solution $u$ of (4.1.1) on $[0,1)$ for which $T_{\max }=1$ and which is
asymptotic as $t \uparrow 1$ to $w$. This shows in a way the stability of the type of blowup displayed by $v$.

REMARK 6.7.6. Assume for simplicity $\lambda=1$ and let $R$ be the positive, spherically symmetric ground state of (6.6.3). It follows that for any $\gamma \in \mathbb{R}, \mu>0$, and $y \in \mathbb{R}^{N}$, $v(t, x)=e^{i \gamma} e^{i \mu^{2} t} R(\mu(x-y))$ is a solution of (4.1.1). For any $b<0$ and $x_{1} \in \mathbb{R}^{N}$, $u(t, x)=v_{b}\left(t, x-x_{1}\right)$ is therefore also a solution. An easy calculation shows that

$$
\begin{align*}
u(t, x)= & \left(\frac{\omega}{T_{\max }-t}\right)^{\frac{N}{2}} e^{i \theta-i \frac{\left|x-x_{1}\right|^{2}}{4\left(T_{\max }-t\right)}+i \frac{\omega^{2}}{T_{\max }-t}}  \tag{6.7.19}\\
& \times R\left(\frac{\omega}{T_{\max }-t}\left(\left(x-x_{1}\right)-\left(T_{\max }-t\right) x_{0}\right)\right)
\end{align*}
$$

with $T_{\max }=-1 / b, \omega=\mu T_{\max }, x_{0}=y / T_{\max }$, and $\theta=\gamma-\mu^{2} T_{\max }$. Let now $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ be such that $\|\varphi\|_{L^{2}}=\|R\|_{L^{2}}$ and such that $T_{\max }<\infty$. It follows from Merle [246] that there exist $\theta \in \mathbb{R}, \omega>0, x_{0}, x_{1} \in \mathbb{R}^{N}$ such that $u$ is given by (6.7.19). Similarly, if $T_{\min }<\infty$, then there exist $\theta \in \mathbb{R}, \omega>0, x_{0}, x_{1} \in \mathbb{R}^{N}$ such that $u$ is given by
$u(t, x)=\left(\frac{\omega}{T_{\min }+t}\right)^{\frac{N}{2}} e^{i \theta+i \frac{|x-x|^{2}}{4\left(T_{\min }+t\right)}-i \frac{\omega^{2}}{T_{\min }+t}} R\left(\frac{\omega}{T_{\min }+t}\left(\left(x-x_{1}\right)-\left(T_{\min }+t\right) x_{0}\right)\right)$.
In other words, the only solutions that blow up on the critical sphere are those obtained from the ground state by the pseudoconformal transformation. Note in particular that if $u$ is a solution on the critical $L^{2}$ sphere, then $T_{\max }$ and $T_{\min }$ cannot both be finite.

### 6.8. Comments

We begin with some examples of applications of the results of the preceding sections.

Remark 6.8.1. Let $g(u)=\lambda|u|^{\alpha} u$ with $\lambda \in \mathbb{R}$ and $0<\alpha<4 /(N-2)(0<\alpha<\infty$ if $N=1$ ).
(i) If $\lambda<0$, then all solutions of (4.1.1) are global.
(ii) If $\lambda>0$ and $\alpha<4 / N$, then all solutions of (4.1.1) are global.
(iii) If $\lambda>0$ and $\alpha \geq 4 / N$, then the solution of (4.1.1) is global if $\|\varphi\|_{H^{1}}$ is small enough. On the other hand, given $\psi \in H^{1}\left(\mathbb{R}^{N}\right), \psi \neq 0$, the solution of (4.1.1) with $\varphi=k \psi$ blows up in finite time, provided $|k|$ is large enough.

Statements (i) and (ii) follow from Corollary 6.1.2. The first part of (iii) follows from Corollary 6.1.5. Finally, the last part of (iii) follows from Theorem 6.5.4. Indeed, it is clear that (6.5.24) is satisfied, and that $E(k \psi)<0$ for $|k|$ large enough.

REmark 6.8.2. Let $g(u)=\lambda\left(|x|^{-\nu} \star|u|^{2}\right) u$, where $\lambda \in \mathbb{R}$, and $0<\nu<\min \{N, 4\}$.
(i) If $\lambda<0$, then all solutions of (4.1.1) are global.
(ii) If $\lambda>0$ and $0<\nu<2$, then all solutions of (4.1.1) are global.
(iii) If $\lambda>0$ and $\nu \geq 2$, then the solution of (4.1.1) is global if $\|\varphi\|_{H^{1}}$ is small enough. On the other hand, given $\psi \in H^{1}\left(\mathbb{R}^{N}\right), \psi \neq 0$, the solution of (4.1.1) with $\varphi=k \psi$ blows up in finite time, provided $|k|$ is large enough.

Statements (i) and (ii) follow from Corollary 6.1.2. The first part of (iii) follows from Corollary 6.1.5. Finally, the last part of (iii) follows from Theorem 6.5.4. Indeed, it is clear that (6.5.26) is satisfied, and that $E(k \psi)<0$ for $|k|$ large enough.

REmark 6.8.3. Let $g(u)=\lambda|u|^{\alpha} u+\beta\left(|x|^{-\nu} \star|u|^{2}\right) u, \lambda, \beta \in \mathbb{R}, 0<\alpha<4 /(N-2)$, and $0<\nu<\min \{N, 4\}$.
(i) The solution of (4.1.1) is global if $\|\varphi\|_{H^{1}}$ is small enough.
(ii) If $\lambda, \beta<0$, then all solutions of (4.1.1) are global.
(iii) If $\lambda<0, \beta>0$, and $0<\nu<2$, then all solutions of (4.1.1) are global.
(iv) If $\lambda>0, \beta<0$, and $\alpha<4 / N$, then all solutions of (4.1.1) are global.
(v) If $\lambda, \beta>0, \alpha<4 / N$, and $0<\nu<2$, then all solutions of (4.1.1) are global.
(vi) If $\lambda, \beta>0, \alpha \geq 4 / N$, and $\nu \geq 2$, then given $\psi \in H^{1}\left(\mathbb{R}^{N}\right), \psi \neq 0$, the solution of (4.1.1) with $\varphi=k \psi$ blows up in finite time, provided $|k|$ is large enough.
(vii) If $\lambda>0, \beta<0, \alpha \geq 4 / N, \alpha>2$, and $\nu \leq 2$, then given $\psi \in H^{1}\left(\mathbb{R}^{N}\right)$, $\psi \neq 0$, the solution of (4.1.1) with $\varphi=k \psi$ blows up in finite time, provided $|k|$ is large enough.
(viii) If $\lambda<0, \beta>0, \alpha \leq 4 / N, \alpha<2$, and $\nu \geq 2$, then given $\psi \in H^{1}\left(\mathbb{R}^{N}\right)$, $\psi \neq 0$, the solution of (4.1.1) with $\varphi=k \psi$ blows up in finite time, provided $|k|$ is large enough.

Statement (i) follows from Corollary 6.1.5. Claims (ii), (iii), (iv), and (v) follow from Corollary 6.1.2. Finally, (vi), (vii), and (viii) follow from Theorem 6.5.4.

REMARK 6.8.4. There are some finite-time blowup results in strict subdomains $\Omega \subset \mathbb{R}^{N}$. For example, assume $\Omega \subset \mathbb{R}^{N}$ is smooth, bounded, and star-shaped about the origin, and $g(u)=|u|^{\alpha} u$ for some $4 / N \leq \alpha<4 /(N-2)$. It follows that a solution $u \in C^{1}\left([0, T], L^{2}(\Omega)\right) \cap C\left([0, T], H^{2}(\Omega) \cap H_{0}^{1}(\Omega)\right)$ of (3.1.1) blows up in finite time, provided $E(\varphi)<0$ (see Kavian [208], proposition 1.2). In addition, if $\Omega$ is a smooth, bounded domain of $\mathbb{R}^{2}$ and $g(u)=|u|^{2} u$, then for every $x_{0} \in \Omega$ there exists a solution that blows up like the singular solution in $\mathbb{R}^{N}$ (the rescaled ground state of Remark 6.7.3) at $x_{0}$. See Burq, Gérard, and Tzvetkov [50].

Remark 6.8.5. Consider the problem (4.1.1) with $g(u)=\lambda|u|^{\alpha} u, \lambda \in \mathbb{R}$, and $\alpha>0$. Suppose first that $\alpha<4 / N$. It follows from Theorem 4.6 .1 that for every $\varphi \in L^{2}\left(\mathbb{R}^{N}\right)$, the corresponding $L^{2}$ solution of (4.1.1) is global. By $H^{s}$ regularity (Theorem 5.1.1), we deduce that if $0<s<\min \{N / 2,1\}$, then for every $\varphi \in H^{s}\left(\mathbb{R}^{N}\right)$, the corresponding $H^{s}$ solution of (4.1.1) given by Theorem 4.9.1 is global. Fix now $0<s<\min \{N / 2,1\}$ and assume $4 / N<\alpha<4 /(N-2 s)$ and $\lambda<0$. It follows (see Remark 6.8.1(i) above) that for every $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$, the corresponding $H^{1}$ solution of (4.1.1) is global. On the other hand, it follows from Theorem 4.9 .1 that for every $\varphi \in H^{s}\left(\mathbb{R}^{N}\right)$, there exists a local $H^{s}$ solution $u$ of (4.1.1). One may expect that the $H^{s}$ solution is global, but there is no equivalent of the conservation of energy at the $H^{s}$ level. It is possible to show, however, global existence for all $\varphi \in H^{s}\left(\mathbb{R}^{N}\right)$ in some cases; see Bourgain [38] and Colliander et al. $[88,89,90,91]$. See also Vargas and Vega [350] for a related result of global existence for all initial values in a space strictly larger than $L^{2}\left(\mathbb{R}^{N}\right)$ for the cubic one-dimensional Schrödinger equation.

## CHAPTER 7

## Asymptotic Behavior in the Repulsive Case

In this chapter we continue the study of the global properties of the solutions of (4.1.1). We have seen in the preceding chapter that for certain nonlinearities and initial values, the solution of (4.1.1) satisfies $u \in L^{q}\left(\mathbb{R}, W^{1, r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair ( $q, r$ ). See, e.g., Theorem 6.2.1. This implies that $u(t)$ has a certain decay as $t \rightarrow \infty$. If $g$ is "sufficiently" superlinear near 0 , for example if $g(u)=\lambda|u|^{\alpha} u$ with $\alpha$ "sufficiently" large, then $g(u)$ will have a stronger decay. One may then expect that the term $g(u)$ becomes negligible in equation (4.1.1) and that the solution $u(t)$ behaves as $t \rightarrow \infty$ like a solution of the linear Schrödinger equation. This turns out to be the case, under appropriate assumptions on $g$, and the scattering theory formalizes this kind of property. Of course, we have been vague in saying that the solution $u(t)$ behaves like a solution of the linear Schrödinger equation, since this can be measured in various different topologies. This gives rise to different scattering theories.

In Section 7.1, we describe the basic notions of the scattering theory.
In Sections $7.2-7.4$, we develop a scattering theory in the weighted Sobolev space $\Sigma$ defined by (6.7.3)-(6.7.4). We first establish the pseudoconformal conservation law (Section 7.2), then deduce the decay properties of solutions (Section 7.3), and develop the scattering theory (Section 7.4).

In Section 7.5, we apply the pseudoconformal transformation in order to obtain some further results (both positive results and counterexamples).

In Sections $7.6-7.8$, we develop a scattering theory in the energy space $H^{1}\left(\mathbb{R}^{N}\right)$. We first derive the Morawetz estimate (Section 7.6). This is the essential tool to obtain the decay properties of the solutions (Section 7.7) on which the scattering theory is based (Section 7.8).

### 7.1. Basic Notions of Scattering Theory

In this section we introduce basic notions of scattering theory. Consider a Banach space $X$ in which the equation (4.1.1) can be solved locally. For example, $X$ can be $H^{1}\left(\mathbb{R}^{N}\right), L^{2}\left(\mathbb{R}^{N}\right), H^{s}\left(\mathbb{R}^{N}\right)$, or the space $\Sigma$ defined by (6.7.3)-(6.7.4), depending on the nonlinearity $g$. See Chapter 4.

Let $\varphi \in X$ be such that the corresponding solution $u$ of (4.1.1) is defined for all $t \geq 0$, i.e., $T_{\max }=\infty$. If the limit

$$
\begin{equation*}
u_{+}=\lim _{t \rightarrow \infty} \mathcal{T}(-t) u(t) \tag{7.1.1}
\end{equation*}
$$

exists in $X$, we say that $u_{+}$is the scattering state of $\varphi$ (at $+\infty$ ). Also, if $\varphi \in X$ is such that the solution of (4.1.1) is defined for all $t \leq 0$; i.e., $T_{\min }=\infty$, and if the limit

$$
\begin{equation*}
u_{-}=\lim _{t \rightarrow-\infty} \mathcal{T}(-t) u(t) \tag{7.1.2}
\end{equation*}
$$

exists in $X$, we say that $u_{-}$is the scattering state of $\varphi$ at $-\infty$.
We observe that saying that $\varphi$ has a scattering state at $\pm \infty$ is a way of saying that $u(t)$ behaves as $t \rightarrow \pm \infty$ like the solution $\mathcal{T}(t) u_{ \pm}$of the linear Schrödinger equation.

We set

$$
\begin{equation*}
\mathcal{R}_{+}=\left\{\varphi \in X: T_{\max }=\infty \text { and the limit (7.1.1) exists }\right\} \tag{7.1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{R}_{-}=\left\{\varphi \in X: T_{\min }=\infty \text { and the limit (7.1.2) exists }\right\} \tag{7.1.4}
\end{equation*}
$$

In other words, $\mathcal{R}_{ \pm}$is the set of initial values $\varphi$ which have a scattering state at $\pm \infty$. We define the operators

$$
\begin{equation*}
U_{ \pm}: \mathcal{R}_{ \pm} \rightarrow X \quad \text { mapping } \varphi \mapsto u_{ \pm} \tag{7.1.5}
\end{equation*}
$$

and we set

$$
\begin{equation*}
\mathcal{U}_{ \pm}=U_{ \pm}\left(\mathcal{R}_{ \pm}\right) \tag{7.1.6}
\end{equation*}
$$

If the mappings $U_{ \pm}$are injective, we set

$$
\begin{equation*}
\Omega_{ \pm}=U_{ \pm}^{-1}: U_{ \pm} \rightarrow \mathcal{R}_{ \pm} \tag{7.1.7}
\end{equation*}
$$

The mappings $\Omega_{ \pm}$are called the wave operators. Next, we set

$$
\begin{equation*}
\mathcal{O}_{ \pm}=U_{ \pm}\left(\mathcal{R}_{+} \cap \mathcal{R}_{-}\right) \tag{7.1.8}
\end{equation*}
$$

Finally, the scattering operator $\mathbf{S}$ is the mapping

$$
\begin{equation*}
\mathbf{S}=U_{+} \Omega_{-}: \mathcal{O}_{-} \rightarrow \mathcal{O}_{+} \tag{7.1.9}
\end{equation*}
$$

In other words, $u_{+}=\mathrm{S} u_{-}$if and only if there exists $\varphi \in \Sigma$ such that $T_{\max }=T_{\min }=$ $\infty$ and such that $\mathfrak{T}(-t) u(t) \rightarrow u_{ \pm}$as $t \rightarrow \pm \infty$.

Remark 7.1.1. Note that the operators and the sets that we defined above depend on the space $X$ in which the convergence (7.1.1) or (7.1.2) takes place.

Remark 7.1.2. We observe that for the linear Schrödinger equation; i.e., when $g(u) \equiv 0$, all the operators $U_{ \pm}, \Omega_{ \pm}, \mathbf{S}$ defined above coincide with the identity on $X$. Note, however, that, in the general case $g \neq 0$, these operators are nonlinear.

Remark 7.1.3. Assume that

$$
g(\bar{u})=\overline{g(u)} \quad \text { for all } u \in X
$$

It follows that changing $t$ to $-t$ in the equation (4.1.1) corresponds to changing $u$ to $\bar{u}$, which means changing $\varphi$ to $\bar{\varphi}$. So we see that

$$
\begin{aligned}
& \mathcal{R}_{-}=\overline{\mathcal{R}_{+}}=\left\{\varphi \in X: \bar{\varphi} \in \mathcal{R}_{+}\right\} \\
& \mathcal{U}_{-}=\overline{\mathcal{U}_{+}}=\left\{v \in X: \bar{v} \in \mathcal{U}_{+}\right\} \\
& \mathcal{O}_{-}=\overline{\mathcal{O}_{+}}=\left\{v \in X: \bar{v} \in \mathcal{O}_{+}\right\}
\end{aligned}
$$

and that $U_{-} \varphi=\overline{U_{+} \bar{\varphi}}$ and $\Omega_{-} \varphi=\overline{\Omega_{+} \bar{\varphi}}$.

### 7.2. The Pseudoconformal Conservation Law

Throughout this section we consider a nonlinearity $g$ is as in Example 3.2.11. Therefore, we assume

$$
g(u)=V u+f(\cdot, u(\cdot))+\left(W \star|u|^{2}\right) u
$$

where $V, f$, and $W$ are as follows. The potential $V$ is real valued, $V \in L^{p}\left(\mathbb{R}^{N}\right)+$ $L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $p \geq 1, p>N / 2 . f: \mathbb{R}^{N} \times \mathbb{R} \rightarrow \mathbb{R}$ is measurable in $x \in \mathbb{R}^{N}$ and continuous in $u \in \mathbb{R}$ and satisfies (3.2.7), (3.2.8), and (3.2.17). Extend $f$ to $\mathbb{R}^{N} \times \mathbb{C}$ by (3.2.10). The potential $W$ is even and real valued, $W \in L^{q}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $q \geq 1, q>N / 4$. In particular, $g$ is the gradient of the potential $G$ defined by

$$
\begin{equation*}
G(u)=\int_{\mathbb{R}^{N}}\left\{\frac{1}{2} V(x)|u(x)|^{2}+F(x, u(x))+\frac{1}{4}\left(W \star|u|^{2}\right)(x)|u(x)|^{2}\right\} d x \tag{7.2.1}
\end{equation*}
$$

and we set

$$
\begin{equation*}
E(u)=\frac{1}{2} \int_{\mathbb{R}^{N}}|\nabla u(x)|^{2} d x-G(u) \quad \text { for all } u \in H^{1}\left(\mathbb{R}^{N}\right) \tag{7.2.2}
\end{equation*}
$$

We recall (see Corollary 4.3.3) that the initial-value problem for (4.1.1) is locally well posed in $H^{1}\left(\mathbb{R}^{N}\right)$ and that there is conservation of charge and energy. Moreover, if $\varphi \in \Sigma$ with $\Sigma$ defined by (6.7.3)-(6.7.4), then $u \in C\left(\left(-T_{\min }, T_{\max }\right), \Sigma\right)$ (see Remark 6.5.2). Also, if $\varphi \in H^{2}\left(\mathbb{R}^{N}\right)$, then $u \in C\left(\left(-T_{\min }, T_{\max }\right), H^{2}\left(\mathbb{R}^{N}\right)\right.$ ) (see Remark 5.3.3).

The following "pseudoconformal conservation law," discovered by Ginibre and Velo [133, 134], is essential for the study of the asymptotic behavior of solutions.

Theorem 7.2.1. Let $\Sigma$ be defined by (6.7.3)-(6.7.4) and let

$$
g(u)=V u+f(\cdot, u(\cdot))+\left(W \star|u|^{2}\right) u
$$

be as in Example 3.2.11. If $\varphi \in \Sigma$ and if $u \in C\left(\left(-T_{\min }, T_{\max }\right), \Sigma\right)$ is the corresponding solution of (4.1.1), then

$$
\begin{equation*}
\|(x+2 i t \nabla) u(t)\|_{L^{2}}^{2}-8 t^{2} G(u(t))=\|x \varphi\|_{L^{2}}^{2}-\int_{0}^{t} s \theta(s) d s \tag{7.2.3}
\end{equation*}
$$

where $G$ is defined by (7.2.1) and

$$
\begin{align*}
\theta(t)=\{ & \int_{\mathbb{R}^{N}}(8(N+2) F(u)-4 N \operatorname{Re}(f(u) \bar{u})) d x \\
& +8 \int_{\mathbb{R}^{N}}\left(V+\frac{1}{2} x \cdot \nabla V\right)|u|^{2} d x  \tag{7.2.4}\\
& \left.+4 \int_{\mathbb{R}^{N}}\left(\left(W+\frac{1}{2} x \cdot \nabla W\right) \star|u|^{2}\right)|u|^{2} d x\right\}
\end{align*}
$$

for all $t \in\left(-T_{\min }, T_{\max }\right)$.
Remark 7.2.2. Note that by Proposition 6.5.1, the left-hand side of (7.2.3) makes sense.

Proof of Theorem 7.2.1. Let

$$
h(t)=\|(x+2 i t \nabla) u(t)\|_{L^{2}}^{2}-8 t^{2} G(u(t)) .
$$

We have

$$
\begin{aligned}
h(t) & =\|x u(t)\|_{L^{2}}^{2}+4 t^{2}\|\nabla u(t)\|_{L^{2}}^{2}-4 t \operatorname{Im} \int_{\mathbb{R}^{N}} \bar{u} x \cdot \nabla u d x-8 t^{2} G(u(t)) \\
& =\|x u(t)\|_{L^{2}}^{2}-4 t \operatorname{Im} \int_{\mathbb{R}^{N}} \bar{u} x \cdot \nabla u d x+8 t^{2} E(\varphi),
\end{aligned}
$$

where the energy $E$ is defined by (7.2.2). Applying Proposition 6.5.1, we deduce that $h \in C^{1}\left(-T_{\min }, T_{\max }\right)$ and that

$$
\begin{aligned}
h^{\prime}(t)= & \frac{d}{d t}\|x u(t)\|_{L^{2}}^{2}-4 \operatorname{Im} \int_{\mathbb{R}^{N}} \bar{u} x \cdot \nabla u d x \\
& -4 t \frac{d}{d t} \operatorname{Im} \int_{\mathbb{R}^{N}} \bar{u} x \cdot \nabla u d x+16 t E(\varphi)=-t \theta(t)
\end{aligned}
$$

and (7.2.3) follows after integration on ( $0, t$ ).
Remark 7.2.3. Note that when $V \equiv 0, f(s)=\lambda|s|^{\frac{4}{N}} s$ for some $\lambda \in \mathbb{R}$ and $W(x)=\mu|x|^{-2}$ for some $\mu \in \mathbb{R}(\mu=0$, if $N=1,2),(7.2 .3)$ is an exact conservation law, which is

$$
\begin{align*}
& \|(x+2 i t \nabla) u(t)\|_{L^{2}}^{2-} \\
& 4 t^{2} \int_{\mathbb{R}^{N}}\left\{\frac{\lambda N}{N+2}|u|^{2+\frac{4}{N}}+\frac{\mu}{2}\left(|x|^{-2} \star|u|^{2}\right)|u|^{2}\right\} d x=\|x \varphi\|_{L^{2}}^{2} . \tag{7.2.5}
\end{align*}
$$

It corresponds to the invariance of the equation under a group of transformations. See Section 6.7 and see Ginibre and Velo [139] and Olver [285].

Remark 7.2.4. Note that if $t \neq 0$, then

$$
\begin{equation*}
(x+2 i t \nabla) w=2 i t e^{i \frac{|x|^{2}}{4 t}} \nabla\left(e^{-i \frac{|x|^{2}}{4 t}} w\right) \tag{7.2.6}
\end{equation*}
$$

and so

$$
\|(x+2 i t \nabla) w\|_{L^{2}}^{2}=4 t^{2}\left\|\nabla\left(e^{-i \frac{|x|^{2}}{4 t}} w\right)\right\|_{L^{2}}^{2}
$$

Therefore, if we set

$$
\begin{equation*}
v(t, x)=e^{-i \frac{|x|^{2}}{4 t}} u(t, x) \tag{7.2.7}
\end{equation*}
$$

then (7.2.3) is equivalent to

$$
\begin{equation*}
8 t^{2} E(v(t))=\|x \varphi\|_{L^{2}}^{2}-\int_{0}^{t} s \theta(s) d s \tag{7.2.8}
\end{equation*}
$$

That equivalent formulation of (7.2.3) will be helpful later.

REMARK 7.2.5. Let $f \in C(\mathbb{C}, \mathbb{C})$ satisfy $f(0)=0$ and $|f(v)-f(u)| \leq C\left(|u|^{\alpha}+\right.$ $\left.|v|^{\alpha}\right)|v-u|$ for all $u, v \in \mathbb{C}$, where $0 \leq \alpha<4 /(N-2)(0 \leq \alpha<\infty$ if $N=1)$. Assume further that $f\left(e^{i \theta} u\right)=e^{i \theta} f(u)$ for all $u \in \mathbb{C}$ and $\theta \in \mathbb{R}$. It follows from (7.2.6) that

$$
|(x+2 i t \nabla) f(u)|=2|t|\left|\nabla\left(e^{-i \frac{\left.i x\right|^{2}}{4 t}} f(u)\right)\right|=2|t||\nabla(f(v))|
$$

where $v$ is defined by (7.2.7). From the above identity and Remark 1.3.1(vii), it follows that

$$
\|(x+2 i t \nabla) f(u)\|_{L^{\frac{\alpha+2}{\alpha+1}}} \leq C|t|\|v\|_{L^{\alpha+2}}^{\alpha}\|\nabla v\|_{L^{\alpha+2}} .
$$

Since $|v|=|u|$ and $2|t||\nabla v|=|(x+2 i t \nabla) u|$, we obtain

$$
\begin{equation*}
\|(x+2 i t \nabla) f(u)\|_{L^{\frac{\alpha+2}{\alpha+1}}} \leq C\|u\|_{L^{\alpha+2}}^{\alpha}\|(x+2 i t \nabla) u\|_{L^{\alpha+2}} \tag{7.2.9}
\end{equation*}
$$

Note that when $\alpha=0$; i.e., when $f$ is globally Lipschitz continuous,

$$
\begin{equation*}
\|(x+2 i t \nabla) f(u)\|_{L^{2}} \leq C\|(x+2 i t \nabla) u\|_{L^{2}} . \tag{7.2.10}
\end{equation*}
$$

The constants $C$ in the above inequalities are independent of $u$ and $t$.

### 7.3. Decay of Solutions in the Weighted $L^{2}$ Space

In this section we apply the pseudoconformal conservation law to the study of the asymptotic behavior of solutions. For simplicity, we restrict our attention to the model case

$$
\begin{equation*}
g(u)=-\eta|u|^{\alpha} u \tag{7.3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta>0, \quad 0<\alpha<\frac{4}{N-2} \quad(0<\alpha<\infty \text { if } N=1) \tag{7.3.2}
\end{equation*}
$$

and we refer to Section 7.9 and Ginibre and Velo [133, 132, 134, 139] for more general results. Note that in this case,

$$
\begin{equation*}
T_{\min }(\varphi)=T_{\max }(\varphi)=\infty \quad \text { for all } \varphi \in H^{1}\left(\mathbb{R}^{N}\right) \tag{7.3.3}
\end{equation*}
$$

(see Remark 6.8.1(i)).
Furthermore, it follows from (7.2.8) that (7.2.3) is equivalent to

$$
\begin{align*}
8 t^{2}\{ & \left.\frac{1}{2} \int_{\mathbb{R}^{N}}|\nabla v(t)|^{2} d x+\frac{\eta}{\alpha+2} \int_{\mathbb{R}^{N}}|v(t)|^{\alpha+2} d x\right\}= \\
& \|x \varphi\|_{L^{2}}^{2}+4 \eta \frac{4-N \alpha}{\alpha+2} \int_{0}^{t} s \int_{\mathbb{R}^{N}}|v(s)|^{\alpha+2} d x d s \quad \text { for all } t \in \mathbb{R} \tag{7.3.4}
\end{align*}
$$

where $v$ is defined by (7.2.7). We have the following result.
THEOREM 7.3.1. Assume (7.3.1)-(7.3.2). If $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ satisfies $|\cdot| \varphi(\cdot) \in$ $L^{2}\left(\mathbb{R}^{N}\right)$ and if $u \in C\left(\mathbb{R}, H^{1}\left(\mathbb{R}^{N}\right)\right.$ ) is the corresponding solution of (4.1.1), then the following properties hold:
(i) If $\alpha \geq 4 / N$, then for every $2 \leq r \leq \frac{2 N}{N-2}(2 \leq r \leq \infty$ if $N=1 ; 2 \leq r<\infty$ if $N=2$ ), there exists $C$ such that

$$
\begin{equation*}
\|u(t)\|_{L^{r}} \leq C|t|^{-N\left(\frac{1}{2}-\frac{1}{r}\right)} \quad \text { for all } t \in \mathbb{R} \tag{7.3.5}
\end{equation*}
$$

(ii) If $\alpha<4 / N$, then for every $2 \leq r \leq \frac{2 N}{N-2}(2 \leq r \leq \infty$ if $N=1 ; 2 \leq r<\infty$ if $N=2$ ), there exists $C$ such that

$$
\begin{equation*}
\|u(t)\|_{L^{r}} \leq C|t|^{-N\left(\frac{1}{2}-\frac{1}{r}\right)(1-\theta(r))} \quad \text { for all } t \in \mathbb{R} \tag{7.3.6}
\end{equation*}
$$

where

$$
\theta(r)= \begin{cases}0 & \text { if } 2 \leq r \leq \alpha+2 \\ \frac{(r-(\alpha+2))(4-N \alpha)}{(r-2)(2 \alpha+4-N \alpha)} & \text { if } r>\alpha+2\end{cases}
$$

Proof. If $\alpha \geq 4 / N$, we deduce from (7.3.4) that

$$
8 t^{2} \int_{\mathbb{R}^{N}}|\nabla v(t)|^{2} d x \leq\|x \varphi\|_{L^{2}}^{2} \quad \text { for all } t \in \mathbb{R}
$$

Applying conservation of charge and Gagliardo-Nirenberg's inequality, we obtain

$$
\begin{aligned}
\|u(t)\|_{L^{r}} & =\|v(t)\|_{L^{r}} \leq C\|\nabla v(t)\|_{L^{2}}^{N\left(\frac{1}{2}-\frac{1}{r}\right)}\|v(t)\|_{L^{2}}^{1-N\left(\frac{1}{2}-\frac{1}{r}\right)} \\
& \leq C|t|^{-N\left(\frac{1}{2}-\frac{1}{r}\right)}\|\varphi\|_{L^{2}}^{1-N\left(\frac{1}{2}-\frac{1}{r}\right)} \\
& \leq C|t|^{-N\left(\frac{1}{2}-\frac{1}{r}\right)} .
\end{aligned}
$$

Hence (i) is established. Assume now $\alpha<4 / N$. We consider the case $t \geq 1$, the argument being the same for $t<-1$. It follows from (7.3.4) that

$$
8 t^{2} E(v(t))=8 E(v(1))+4 \eta \frac{4-N \alpha}{\alpha+2} \int_{1}^{t} s \int_{\mathbb{R}^{N}}|v(s)|^{\alpha+2} d x d s
$$

This implies that

$$
h(t) \leq C+\frac{4-N \alpha}{2} \int_{1}^{t} \frac{1}{s} h(s) \quad \text { where } \quad h(t)=t^{2} \int_{\mathbb{R}^{N}}|v(t)|^{\alpha+2} d x
$$

Applying Gronwall's Lemma, we deduce that

$$
h(t) \leq C t^{\frac{4-N \alpha}{2}},
$$

from which we deduce

$$
\begin{equation*}
\|v(t)\|_{L^{\alpha+2}} \leq C t^{-N\left(\frac{1}{2}-\frac{1}{\alpha+2}\right)} \tag{7.3.7}
\end{equation*}
$$

Applying (7.3.4) and (7.3.7), we obtain

$$
8 t^{2} \int_{\mathbb{R}^{N}}|\nabla v(t)|^{2} d x \leq C+C \int_{0}^{t} s^{1-\frac{N \alpha}{2}} d s \leq C+C t^{2} t^{-\frac{N \alpha}{2}}
$$

and so

$$
\begin{equation*}
\|\nabla v(t)\|_{L^{2}} \leq C t^{-\frac{N_{\alpha}}{4}} . \tag{7.3.8}
\end{equation*}
$$

Applying (7.3.7), Hölder's inequality, and conservation of charge, we deduce that for every $2 \leq r \leq \alpha+2$,

$$
\begin{aligned}
\|u(t)\|_{L^{r}}=\|v(t)\|_{L^{r}} & \leq C\|v(t)\|_{L^{\alpha+2}}^{\frac{2(\alpha+2)}{\alpha+2}\left(\frac{1}{2}-\frac{1}{r}\right)}\|v(t)\|_{L^{2}}^{1-\frac{2(\alpha+2)}{\alpha}\left(\frac{1}{2}-\frac{1}{r}\right)} \\
& \leq C|t|^{-N\left(\frac{1}{2}-\frac{1}{r}\right)}\|\varphi\|_{L^{2}}^{1-\frac{2(\alpha+2)}{\alpha}\left(\frac{1}{2}-\frac{1}{r}\right)} \\
& \leq C|t|^{-N\left(\frac{1}{2}-\frac{1}{r}\right)} .
\end{aligned}
$$

This implies (7.3.6) for $2 \leq r \leq \alpha+2$. For $\alpha+2<r \leq \frac{2 N}{N-2}$, it follows from (7.3.7), (7.3.8), and Gagliardo-Nirenberg's inequality that

$$
\begin{aligned}
\|u(t)\|_{L^{r}}=\|v(t)\|_{L^{r}} & \leq C\|\nabla v(t)\|_{L^{2}}^{\frac{2 N(r-\alpha-2)}{(2 \alpha+4-N \alpha)}}\|v(t)\|_{L^{\alpha+2}}^{1-\frac{2 N(r-\alpha-2)}{r(2 \alpha+4-N \alpha)}} \\
& \leq C t^{-N\left(\frac{1}{2}-\frac{1}{r}\right)(1-\theta(r))} .
\end{aligned}
$$

Hence (7.3.6) follows for $r>\alpha+2$. This completes the proof.
REMARK 7.3.2. Theorem 7.3.1 implies in particular that if $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ and $|\cdot| \varphi(\cdot) \in L^{2}\left(\mathbb{R}^{N}\right)$, then the corresponding solution $u$ of (4.1.1) converges weakly to 0 in $L^{2}\left(\mathbb{R}^{N}\right)$ as $|t| \rightarrow \infty$. Indeed, $u$ is bounded in $L^{2}$ and converges to 0 strongly in $L^{\alpha+2}$.

REMARK 7.3.3. Note that for $\alpha \geq 4 / N, u$ has the same decay properties in $L^{r}\left(\mathbb{R}^{N}\right)$ as the solutions of the linear Schrödinger equation (see Proposition 2.2.3) for every $2 \leq r<2 N /(N-2)$. When $\alpha<4 / N$, the decay properties are the same for $r \leq \alpha+2$.

Corollary 7.3.4. Assume (7.3.1)-(7.3.2). Assume further that $\alpha>\alpha_{0}$, where $\alpha_{0}$ is defined by (6.3.3). Let $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ satisfy $|\cdot| \varphi(\cdot) \in L^{2}\left(\mathbb{R}^{N}\right)$, let $u$ be the maximal solution of (4.1.1), and set

$$
\begin{equation*}
v(t)=(x+2 i t \nabla) u(t) \quad \text { for } t \in \mathbb{R} \tag{7.3.9}
\end{equation*}
$$

It follows that $u \in L^{q}\left(\mathbb{R}, W^{1, r}\left(\mathbb{R}^{N}\right)\right)$ and $v \in L^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair ( $q, r$ ).

REmark 7.3.5. Note that it follows from Proposition 6.5 .1 that $v$ is well defined, and that $v \in C\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{N}\right)\right)$.

For the proof of Corollary 7.3.4, we will use the following lemma.
Lemma 7.3.6. Under the assumptions of Corollary 7.3.4, it follows that $v \in$ $L_{\mathrm{loc}}^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(q, r)$.

Proof. Given $\varepsilon>0$, let

$$
g_{\varepsilon}(u)=-\eta \frac{|u|^{\alpha}}{1+\varepsilon|u|^{\alpha}} u \quad \text { for } u \in \mathbb{C}
$$

Let $u^{\varepsilon}$ be the maximal solution of (4.1.1) with $g$ replaced by $g_{\varepsilon}$. Note that for every $\varepsilon>0, g_{\varepsilon}$ is globally Lipschitz continuous $\mathbb{C} \rightarrow \mathbb{C}$. Note also (see, e.g.,

Corollary 6.1.2) that $u_{\varepsilon}$ is globally defined and that, by conservation of charge and energy,

$$
\begin{equation*}
\sup _{\substack{t \in \mathbb{F} \\ \varepsilon>0}}\left\|u^{\varepsilon}(t)\right\|_{H^{1}}<\infty \tag{7.3.10}
\end{equation*}
$$

Next, we observe that $\left|g(u)-g_{\varepsilon}(u)\right| \leq|g(u)|$ and that $\left|g(u)-g_{\varepsilon}(u)\right| \rightarrow 0$ as $\varepsilon \downarrow 0$ for every $u \in \mathbb{C}$. It follows easily that $u^{\varepsilon} \rightarrow u$ in $L_{\text {loc }}^{\infty}\left(\mathbb{R}, L^{p}\left(\mathbb{R}^{N}\right)\right)$ as $\varepsilon \downarrow 0$ for every $2 \leq p<2 N /(N-2)(2 \leq p \leq \infty$ if $N=1)$. (See, e.g., Step 3 of the proof of Theorem 4.4.6, and in particular the proof of (4.4.29).) Using the conservation of energy for both $u$ and $u_{\varepsilon}$, one deduces easily that $u^{\varepsilon} \rightarrow u$ in $L_{\text {loc }}^{\infty}\left(\mathbb{R}, H^{1}\left(\mathbb{R}^{N}\right)\right)$ as $\varepsilon \downarrow 0$. Therefore, we need only estimate the solutions $u^{\varepsilon}$ independently of $\varepsilon$. It follows from Lemma 6.5 .2 that $v^{\varepsilon}(t) \equiv(x+2 i t \nabla) u^{\varepsilon}(t) \in C\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{N}\right)\right)$. Furthermore, applying formula (2.5.5), we obtain

$$
\begin{equation*}
v^{\varepsilon}(t)=\mathcal{T}(t) x \varphi+i \int_{0}^{t} \mathcal{T}(t-s)(x+2 i s \nabla) g_{\varepsilon}\left(u^{\varepsilon}(s)\right) d s \tag{7.3.11}
\end{equation*}
$$

Since $g_{\varepsilon}$ is globally Lipschitz continuous, it follows from (7.2.10) that there exists $C_{\varepsilon}$ such that

$$
\left\|(x+2 i t \nabla) g_{\varepsilon}(w)\right\|_{L^{2}} \leq C_{\varepsilon}\|(x+2 i t \nabla) w\|_{L^{2}}
$$

Therefore, $(x+2 i t \nabla) g_{\varepsilon}\left(u^{\varepsilon}\right) \in L_{\text {loc }}^{\infty}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{N}\right)\right)$. Applying Strichartz's estimates, we deduce from (7.3.11) that $v^{\varepsilon} \in L_{\mathrm{loc}}^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{N}\right)\right.$ ) for every admissible pair ( $q, r$ ). Next, we observe that there exists $C$ independent of $\varepsilon$ such that

$$
\left|g_{\varepsilon}(v)-g_{\varepsilon}(u)\right| \leq C\left(|u|^{\alpha}+|v|^{\alpha}\right)|v-u| \quad \text { for all } u, v \in \mathbb{C}
$$

Therefore, we deduce from (7.2.9) and (7.3.10) that there exists $C$ independent of $t$ and $\varepsilon$ such that

$$
\left\|(x+2 i t \nabla) g_{\varepsilon}(w)\right\|_{L^{\frac{\alpha+2}{\alpha+1}}} \leq C\|(x+2 i t \nabla) w\|_{L^{\alpha+2}} \quad \text { for all } w \in H^{1}\left(\mathbb{R}^{N}\right)
$$

It then follows from Strichartz's estimates and (7.3.11) that if $\tau>0$, if ( $q, r$ ) is any admissible pair, and if $(\gamma, \rho)$ is the admissible pair such that $\rho=\alpha+2$, then there exists a constant $C$ independent of $\varepsilon$ and $\tau$ such that

$$
\begin{equation*}
\left\|v^{\varepsilon}\right\|_{L^{q}\left((-\tau, \tau), L^{r}\right)} \leq C\|x \varphi\|_{L^{2}}+C \tau^{\frac{q-q^{\prime}}{q q^{\prime}}}\left\|v^{\varepsilon}\right\|_{L^{\gamma}\left((-\tau, \tau), L^{\rho}\right)} \tag{7.3.12}
\end{equation*}
$$

We first let $(q, r)=(\gamma, \rho)$. We deduce that if $\tau>0$ is sufficiently small, then $\left\|v^{\varepsilon}\right\|_{L^{\gamma}\left((-\tau, \tau), L^{\rho}\right)} \leq 2 C\|x \varphi\|_{L^{2}}$. Applying again (7.3.12) with an arbitrary admissible pair $(q, r)$, we obtain that $\left\|v^{\varepsilon}\right\|_{L^{q}\left((-\tau, \tau), L^{r}\right)}$ is bounded as $\varepsilon \downarrow 0$. By letting $\varepsilon \downarrow 0$, we conclude easily that $v \in L^{q}\left((-\tau, \tau), L^{r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(q, r)$. By time-translation invariance of the equation, this implies that if $t_{0} \in \mathbb{R}$, then $\left(x+2 i\left(t-t_{0}\right) \nabla\right) u \in L^{q}\left(\left(t_{0}-\tau, t_{0}+\tau\right), L^{r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(q, r)$. Since $\nabla u \in L^{q}\left(\left(t_{0}-\tau, t_{0}+\tau\right), L^{r}\left(\mathbb{R}^{N}\right)\right)$ by Remark 4.4.3, we conclude that $v \in L^{q}\left(\left(t_{0}-\tau, t_{0}+\tau\right), L^{r}\left(\mathbb{R}^{N}\right)\right)$, which completes the proof.

Proof of Corollary 7.3.4. We proceed in two steps.
STEP 1. $u \in L^{q}\left(\mathbb{R}, W^{1, r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(q, r)$. Note first that $u \in L_{\mathrm{loc}}^{q}\left(\mathbb{R}, W^{1, r}\left(\mathbb{R}^{N}\right)\right)$ by Remark 4.4.3 or Theorem 4.4.6. Consider now
$r=\alpha+2$, and let $q$ be such that $(q, r)$ is an admissible pair. We have

$$
u(t)=\mathcal{T}(t) \varphi-i \eta \int_{0}^{t} \mathcal{T}(t-s)|u|^{\alpha} u(s) d s
$$

Therefore, it follows from Strichartz's estimates that for every $t \geq T \geq 0$,

$$
\|u\|_{L^{q}\left((0, t), W^{1, r}\right)} \leq C\|\varphi\|_{H^{1}}+C\left\||u|^{\alpha} u\right\|_{L^{q^{\prime}}\left((0, T), W^{1, r^{\prime}}\right)}+C\left\|\left.u\right|^{\alpha} u\right\|_{L^{q^{\prime}}\left((T, t), W^{1, r^{\prime}}\right)}
$$

where $C$ is independent of $t$ and $T$. Since

$$
\left\||u|^{\alpha} u\right\|_{W^{1, r^{\prime}}} \leq C\|u\|_{L^{r}}^{\alpha}\|u\|_{W^{1, r}}
$$

we deduce from Hölder's inequality that for every $T \in[0, t]$,

$$
\begin{align*}
\|u\|_{L^{q}\left((0, t), W^{1, r}\right)} \leq C\|\varphi\|_{H^{1}} & +C\left(\int_{0}^{T}\|u(s)\|_{L^{r}}^{\frac{\alpha q}{q-2}} d s\right)^{\frac{q-2}{q}}\|u\|_{L^{q}\left((0, T), W^{1, r}\right)}  \tag{7.3.13}\\
& +C\left(\int_{T}^{t}\|u(s)\|_{L^{r}}^{\frac{\alpha q}{q-2}} d s\right)^{\frac{q-2}{q}}\|u\|_{L^{q}\left((T, t), W^{1, r}\right)}
\end{align*}
$$

By Theorem 7.3.1, $\|u(s)\|_{L^{r}} \leq C s^{-\frac{2}{9}}$, and so

$$
\|u(s)\|_{L^{r}}^{\frac{\alpha q}{\frac{q}{-2}}} \leq C s^{-\frac{2 \alpha}{q-2}}
$$

Note that since $\alpha>\alpha_{0}$, we have $2 \alpha>q-2$. Therefore for $T$ large enough,

$$
\begin{equation*}
C\left(\int_{T}^{t}\|u(s)\|_{L^{r}}^{\frac{\alpha q}{q-2}} d s\right)^{\frac{q-2}{q}} \leq \frac{1}{2} \tag{7.3.14}
\end{equation*}
$$

On the other hand, $u \in L^{\infty}\left((0, T), H^{1}\left(\mathbb{R}^{N}\right)\right) \cap L^{q}\left((0, T), W^{1, r}\left(\mathbb{R}^{N}\right)\right)$. Therefore, it follows from (7.3.13) and (7.3.14) that

$$
\|u\|_{L^{q}\left((0, t), W^{1, r}\right)} \leq C+\frac{1}{2}\|u\|_{L^{g}\left((0, t), W^{1, r}\right)}
$$

Letting $t \uparrow \infty$, we obtain

$$
\|u\|_{L^{q}\left((0, \infty), W^{1, r}\right)} \leq 2 C
$$

One proves as well that $u \in L^{q}\left((-\infty, 0), W^{1, r}\right)$. Applying again Strichartz's estimates, one obtains the result for every admissible pair.

STEP 2. $v \in L^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(q, r)$. Note that $v \in$ $L_{\text {loc }}^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{N}\right)\right)$ by Lemma 7.3.6. Consider now $r=\alpha+2$, and let $q$ be such that $(q, r)$ is an admissible pair. It follows from formula (2.5.5) that

$$
v(t)=\mathcal{T}(t) x \varphi-i \eta \int_{0}^{t} \mathcal{T}(t-s)(x+2 i s \nabla)|u|^{\alpha} u(s) d s
$$

Therefore, we deduce from Strichartz's estimates that for every $t>0$,

$$
\|v\|_{L^{q}\left((0, t), L^{r}\right)} \leq C\|x \varphi\|_{L^{2}}+C\left\|(x+2 i s \nabla)|u|^{\alpha} u\right\|_{L^{q^{\prime}}\left((0, t), L^{r^{\prime}}\right)}
$$

where $C$ is independent of $t$. By applying (7.2.9), we obtain

$$
\begin{align*}
\|v\|_{L^{q}\left((0, t), L^{r}\right)} \leq & C\|x \varphi\|_{L^{2}}+C\left(\int_{0}^{T}\|u(s)\|_{L^{r}}^{\frac{\alpha q}{q-2}} d s\right)^{\frac{q-2}{q}}\|v\|_{L^{q}\left((0, T), L^{r}\right)} \\
& +C\left(\int_{T}^{t}\|u(s)\|_{L^{r}}^{\frac{\alpha q}{\frac{q}{q}}} d s\right)^{\frac{q-2}{q}}\|v\|_{L^{q}\left((T, t), L^{r}\right)} \tag{7.3.15}
\end{align*}
$$

for every $T \in[0, t]$. One concludes as in Step 1 above.

### 7.4. Scattering Theory in the Weighted $L^{2}$ Space

In this section we still assume (7.3.1)-(7.3.2). We show that the scattering states, the wave operators, and the scattering operators are defined on the space $\Sigma$ defined by (6.7.3)-(6.7.4) provided $\alpha>\alpha_{0}$ defined by (6.3.3). The results of this section are due to Ginibre and Velo [133] for $\alpha \geq 4 / N$ and to Y. Tsutsumi [341] for $\alpha>\alpha_{0}$. In Section 7.5 below, we will obtain a similar result for $\alpha=\alpha_{0}$, but by a different method using explicitly the pseudoconformal transformation.

ThEOREM 7.4.1. Assume (7.3.1)-(7.3.2). Assume further that $\alpha>\alpha_{0}$, where $\alpha_{0}$ is defined by (6.3.3) and let $\Sigma$ be the Hilbert space defined by (6.7.3)-(6.7.4). If $\varphi \in \Sigma$ and if $u$ is the maximal solution of (4.1.1), then there exist $u^{+}, u^{-} \in \Sigma$ such that

$$
\left\|\mathcal{T}(-t) u(t)-u^{ \pm}\right\|_{\Sigma} \underset{t \rightarrow \pm \infty}{ } 0
$$

In addition,

$$
\left\|u^{+}\right\|_{L^{2}}=\left\|u^{-}\right\|_{L^{2}}=\|\varphi\|_{L^{2}} \quad \text { and } \quad \frac{1}{2} \int_{\mathbb{R}^{N}}\left|\nabla u^{+}\right|^{2}=\frac{1}{2} \int_{\mathbb{R}^{N}}\left|\nabla u^{-}\right|^{2}=E(\varphi) .
$$

Proof. Let $v(t)=\mathfrak{T}(-t) u(t)$. We have

$$
v(t)=\varphi-i \eta \int_{0}^{t} \mathcal{T}(-s)|u|^{\alpha} u(s) d s
$$

Therefore for $0<t<\tau$,

$$
\begin{equation*}
v(t)-v(\tau)=-i \eta \int_{\tau}^{t} \mathcal{T}(-s)|u|^{\alpha} u(s) d s \tag{7.4.1}
\end{equation*}
$$

It follows from Strichartz's estimates that

$$
\|v(t)-v(\tau)\|_{H^{1}}=\|\mathfrak{T}(t)(v(t)-v(\tau))\|_{H^{1}} \leq C\left\|\left.u\right|^{\alpha} u\right\|_{L^{q^{\prime}}\left((t, \tau), W^{1, r^{\prime}}\right)}
$$

where $(q, r)$ is the admissible pair such that $r=\alpha+2$. Thus,

$$
\|v(t)-v(\tau)\|_{H^{1}} \underset{t, \tau \rightarrow \infty}{ } 0
$$

(see the proof of Corollary 7.3.4). Therefore, there exists $u^{+} \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $v(t) \rightarrow u^{+}$in $H^{1}$ as $t \rightarrow \infty$. One shows as well that there exists $u^{-} \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $v(t) \rightarrow u^{-}$in $H^{1}$ as $t \rightarrow-\infty$. Finally, it follows from formulae (7.4.1) and (2.5.5) that

$$
x(v(t)-v(\tau))=-i \eta \int_{\tau}^{t} \mathcal{T}(-s)(x+2 i s \nabla)|u|^{\alpha} u(s) d s
$$

By Strichartz's estimates,

$$
\|x(v(t)-v(\tau))\|_{L^{2}}=\|\mathcal{T}(t) x(v(t)-v(\tau))\|_{L^{2}} \leq C\left\|(x+2 i s \nabla)|u|^{\alpha} u\right\|_{L^{q^{\prime}}\left((t, \tau), L^{r^{\prime}}\right)},
$$

where $(q, r)$ is the admissible pair such that $r=\alpha+2$, and so

$$
\|x(v(t)-v(\tau))\|_{L^{2}} \underset{t, \tau \rightarrow \infty}{\longrightarrow} 0
$$

(see the proof of Corollary 7.3.4.) Therefore, $x\left(v(t)-u^{+}\right) \rightarrow 0$ in $L^{2}$ as $t \rightarrow \infty$. One shows as well that $x\left(v(t)-u^{-}\right) \rightarrow 0$ in $L^{2}$ as $t \rightarrow-\infty$. The other properties follow immediately from conservation of charge and energy.

Remark 7.4.2. Theorem 7.4.1 means that the mappings $U_{+}: \varphi \mapsto u^{+}$and $U_{-}: \varphi \mapsto u^{-}$are well defined $\Sigma \rightarrow \Sigma$. In fact, one can show with similar estimates that $U_{+}$and $U_{-}$are continuous. Note that $U_{ \pm}$are nonlinear operators.

Remark 7.4.3. By Corollary 2.3.6,

$$
u^{ \pm}=\varphi-i \eta \int_{0}^{ \pm \infty} \mathcal{T}(-s)|u|^{\alpha} u(s) d s
$$

In particular,

$$
\begin{equation*}
u(t)=\mathcal{T}(t) u^{ \pm}+i \eta \int_{t}^{ \pm \infty} \mathcal{T}(t-s)|u|^{\alpha} u(s) d s \quad \text { for all } t \in \mathbb{R} \tag{7.4.2}
\end{equation*}
$$

We now construct the wave operators $\Omega_{ \pm}$that are the inverses of the operators $U_{ \pm}$.

Theorem 7.4.4. Assume (7.3.1)-(7.3.2). Assume further that $\alpha>\alpha_{0}$, where $\alpha_{0}$ is defined by (6.3.3), and let $\Sigma$ be the Hilbert space defined by (6.7.3)-(6.7.4).
(i) For every $u^{+} \in \Sigma$, there exists a unique $\varphi \in \Sigma$ such that the maximal solution $u \in C\left(\mathbb{R}, H^{1}\left(\mathbb{R}^{N}\right)\right)$ of (4.1.1) satisfies $\left\|\mathcal{T}(-t) u(t)-u^{+}\right\|_{\Sigma} \rightarrow 0$ as $t \rightarrow+\infty$.
(ii) For every $u^{-} \in \Sigma$, there exists a unique $\varphi \in \Sigma$ such that the maximal solution $u \in C\left(\mathbb{R}, H^{1}\left(\mathbb{R}^{N}\right)\right)$ of (4.1.1) satisfies $\left\|\mathcal{T}(-t) u(t)-u^{-}\right\|_{\Sigma} \rightarrow 0$ as $t \rightarrow-\infty$.

Proof. We prove (i), the proof of (ii) being similar. The idea of the proof is to solve equation (7.4.2) by a fixed-point argument. To that end, we introduce the functions $\omega(t)=\mathcal{T}(t) u^{+}$and $z(t)=(x+2 i t \nabla) \omega(t, x)$. Let $(q, r)$ be the admissible pair such that $r=\alpha+2$. It follows from Strichartz's estimates and Corollary 2.5.4 that $\omega \in L^{q}\left(\mathbb{R}, W^{1, r}\left(\mathbb{R}^{N}\right)\right), z \in L^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{N}\right)\right)$, and that $\|\omega(t)\|_{L^{r}} \leq C|t|^{-2 / q}$. Let

$$
\begin{equation*}
K=\|\omega\|_{L^{q}\left(\mathbb{R}, W^{1, r}\right)}+\|z\|_{L^{q}\left(\mathbb{R}, L^{r}\right)}+\sup _{t \in \mathbb{R}}|t|^{\frac{2}{q}}\|\omega(t)\|_{L^{r}} \tag{7.4.3}
\end{equation*}
$$

Given $S>0$, set

$$
I=(S, \infty)
$$

and let

$$
\begin{aligned}
E= & \left\{u \in L^{q}\left(I, W^{1, r}\left(\mathbb{R}^{N}\right)\right):(x+2 i t \nabla) u(t, x) \in L^{q}\left(I, L^{r}\left(\mathbb{R}^{N}\right)\right)\right. \text { and } \\
& \left.\|u\|_{L^{q}\left(I, W^{1, r}\right)}+\|(x+2 i t \nabla) u(t)\|_{L^{q}\left(I, L^{r}\right)}+\sup _{t \in I}|t|^{\frac{2}{q}}\|u(t)\|_{L^{r}} \leq 2 K\right\}
\end{aligned}
$$

and

$$
\mathrm{d}(u, v)=\|v-u\|_{L^{q}\left(I, L^{r}\right)} \quad \text { for } u, v \in E .
$$

It is easily checked that $(E, \mathrm{~d})$ is a complete metric space. Given $u \in E$,

$$
\|g(u(t))\|_{W^{1, r^{\prime}}} \leq C\|u(t)\|_{L^{r}}^{\alpha}\|u(t)\|_{W^{1, r}} \leq C(2 K)^{\alpha} t^{-\frac{2 \alpha}{q}}\|u(t)\|_{W^{1, r}}
$$

and so by Hölder's inequality,

$$
\begin{aligned}
\|g(u)\|_{L^{q^{\prime}}\left(I, W^{1, r^{\prime}}\right)} & \leq C(2 K)^{\alpha}\left(\int_{S}^{\infty} s^{-\frac{2 \alpha}{q-2}} d s\right)^{\frac{q-2}{q}}\|u\|_{L^{q}\left(I, W^{1, r}\right)} \\
& \leq C(2 K)^{\alpha+1} S^{1-\frac{2 \alpha}{q-2}}
\end{aligned}
$$

since $2 \alpha>q-2$. It then follows from Corollary 2.3 .6 that $\mathcal{J}(u)$ defined by

$$
\begin{equation*}
\mathcal{J}(u)(t)=-i \int_{t}^{\infty} \mathfrak{T}(t-s) g(u(s)) d s \tag{7.4.4}
\end{equation*}
$$

makes sense, that

$$
\begin{equation*}
\mathcal{J}(u) \in C\left([S, \infty), H^{1}\left(\mathbb{R}^{N}\right)\right) \cap L^{q}\left(I, W^{1, r}\left(\mathbb{R}^{N}\right)\right) \tag{7.4.5}
\end{equation*}
$$

and that

$$
\begin{equation*}
\|\mathcal{J}(u)\|_{L^{q}\left(I, W^{1, r}\right)} \leq \frac{K}{3} \quad \text { for } S \text { large enough. } \tag{7.4.6}
\end{equation*}
$$

Furthermore,

$$
(x+2 i t \nabla) \mathcal{J}(u)(t)=-i \int_{t}^{\infty} \mathfrak{T}(t-s)[(x+2 i s \nabla) g(u(s))] d s
$$

by formula (2.5.5). Since

$$
\|(x+2 i s \nabla) g(u(s))\|_{L^{r^{\prime}}} \leq C\|u(s)\|_{L^{r}}^{\alpha}\|(x+2 i s \nabla) u(s)\|_{L^{r}}
$$

by (7.2.9), one concludes as above that

$$
\begin{equation*}
(x+2 i t \nabla) \mathcal{J}(u) \in C\left([S, \infty), L^{2}\left(\mathbb{R}^{N}\right)\right) \cap L^{q}\left(I, L^{r}\left(\mathbb{R}^{N}\right)\right) \tag{7.4.7}
\end{equation*}
$$

and that

$$
\begin{equation*}
\|(x+2 i t \nabla) \mathcal{J}(u)\|_{L^{q}\left(I, L^{r}\right)} \leq \frac{K}{3} \quad \text { for } S \text { large enough. } \tag{7.4.8}
\end{equation*}
$$

Finally, it follows from (2.2.4) that

$$
\|\mathcal{J}(u)(t)\|_{L^{r}} \leq \eta \int_{t}^{\infty}|t-s|^{-\frac{2}{\varphi}}\|u(s)\|_{L^{r}}^{\alpha+1} d s \leq C(2 K)^{\alpha+1} S^{1-\frac{2(\alpha+1)}{\varphi}} t^{-\frac{2}{\varphi}}
$$

since $2(\alpha+1)>q$. Therefore for $S$ large enough,

$$
\begin{equation*}
\sup \left\{t^{\frac{2}{\theta}}\|\mathcal{J}(u)(t)\|_{L^{r}}: t \in[S, \infty)\right\} \leq \frac{K}{3} \tag{7.4.9}
\end{equation*}
$$

Applying (7.4.3), (7.4.6), (7.4.8), and (7.4.9), we deduce that $\mathcal{A}$ defined by

$$
\mathcal{A}(u)(t)=\mathcal{T}(t) u_{+}+\mathcal{J}(u)(t)
$$

maps $E$ to itself if $S$ is large enough. One easily verifies with similar estimates that if $S$ is large enough, then

$$
\begin{equation*}
\mathrm{d}(\mathcal{A}(u), \mathcal{A}(v)) \leq \frac{1}{2} \mathrm{~d}(u, v) \quad \text { for all } u, v \in E \tag{7.4.10}
\end{equation*}
$$

Applying Banach's fixed-point theorem, we deduce that $\mathcal{A}$ has a fixed point $u \in E$ that satisfies equation (7.4.2) on $[S, \infty)$. It follows from (7.4.5), (7.4.7), Strichartz's estimates, and Corollary 2.5.4 that $u \in C\left([S, \infty), H^{1}\left(\mathbb{R}^{N}\right)\right)$ and that $(x+2 i t \nabla) u \in$ $C\left([S, \infty), L^{2}\left(\mathbb{R}^{N}\right)\right)$. In particular, $\psi=u(S) \in \Sigma$. Note also that

$$
u(t+S)=\mathcal{T}(t) \psi+i \int_{0}^{t} \mathcal{T}(t-s) g(u(s+S)) d s
$$

Therefore, $u$ is the solution of the problem

$$
\left\{\begin{array}{l}
i u_{t}+\Delta u+g(u)=0 \\
u(S)=\psi
\end{array}\right.
$$

Note that, by Remark 6.8.1, the solution $u$ is global. In particular, $u(0)$ is well defined, and by Proposition 6.5.1, $u(0) \in \Sigma$. It follows from equation (7.4.2) that

$$
\mathcal{T}(-t) u(t)-u^{+}=-i \int_{t}^{\infty} \mathcal{T}(s) g(u(s)) d s
$$

Since $u \in E$, it is not difficult to show with the above estimates that $\| \mathcal{T}(-t) u(t)-$ $u^{+} \|_{\Sigma} \rightarrow 0$ as $t \rightarrow \infty$. Therefore, $\varphi=u(0)$ satisfies the conclusions of the theorem.

It remains to show uniqueness. Let $\varphi_{1}, \varphi_{2} \in \Sigma$, let $u_{1}$ and $u_{2}$ be the corresponding solutions of (4.1.1), and assume that $\left\|\mathcal{T}(-t) u_{j}(t)-u^{+}\right\|_{\Sigma} \rightarrow 0$ as $t \rightarrow \infty$ for $j=1,2$. It follows from Remark 7.4.3 that $u_{j}$ is a solution of (7.4.2). Furthermore, it follows from Theorem 7.3.1 and Corollary 7.3.4 that $u_{j} \in L^{q}\left(\mathbb{R}, W^{1, r}\left(\mathbb{R}^{N}\right)\right)$, $(x+2 i t \nabla) u_{j} \in L^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{N}\right)\right)$, and that $|t|^{2 / q}\left\|u_{j}(t)\right\|_{L^{r}}$ is bounded. In a similar way to the proof of (7.4.10), one obtains that $u_{1}(t)=u_{2}(t)$ for $t$ sufficiently large. By uniqueness for the Cauchy problem at finite time, we conclude that $\varphi_{1}=\varphi_{2}$. $\square$

REMARK 7.4.5. It follows from Theorem 7.4 .4 that the wave operators $\Omega_{+}$: $u^{+} \mapsto \varphi$ and $\Omega_{-}: u^{-} \mapsto \varphi$ are well-defined $\Sigma \rightarrow \Sigma$. In fact, one can show with similar estimates that $\Omega_{+}$and $\Omega_{-}$are continuous. By Theorems 7.4.1 and 7.4.4, $U_{ \pm} \Omega_{ \pm}=\Omega_{ \pm} U_{ \pm}=I$ on $\Sigma$, where $U_{ \pm}$is defined by Remark 7.4.2. In particular, $\Omega_{ \pm}: \Sigma \rightarrow \Sigma$ is one-to-one with continuous inverse $\left(\Omega_{ \pm}\right)^{-1}=U_{ \pm}$.

ThEOREM 7.4.6. Assume (7.3.1)-(7.3.2). Assume further that $\alpha>\alpha_{0}$, where $\alpha_{0}$ is defined by (6.3.3), and let $\Sigma$ be the Hilbert space defined by (6.7.3)-(6.7.4). For every $u^{-} \in \Sigma$, there exists a unique $u^{+} \in \Sigma$ with the following property. There exists (a unique) $\varphi \in \Sigma$ such that the maximal solution $u \in C(\mathbb{R}, \Sigma)$ of (4.1.1) satisfies $\mathcal{T}(-t) u(t) \rightarrow u^{ \pm}$in $\Sigma$ as $t \rightarrow \pm \infty$. The scattering operator

$$
\mathbf{S}: \Sigma \rightarrow \Sigma \quad \text { mapping } \quad u^{-} \mapsto u^{+}
$$

is continuous, one-to-one, and its inverse is continuous $\Sigma \rightarrow \Sigma$. In addition, $\left\|u^{+}\right\|_{L^{2}}=\left\|u^{-}\right\|_{L^{2}}$ and $\left\|\nabla u^{+}\right\|_{L^{2}}=\left\|\nabla u^{-}\right\|_{L^{2}}$ for every $u^{-} \in \Sigma$.

Proof. The result follows from Theorems 7.4.1 and 7.4.4 and Remark 7.4.5, by setting $\mathbf{S}=U_{+} \Omega_{-}$. Note that $\mathbf{S}^{-1}=U_{-} \Omega_{+}$.

Remark 7.4.7. Since $\mathfrak{T}(t)$ is an isometry of $H^{1}\left(\mathbb{R}^{N}\right)$, the property $\| \mathcal{T}(-t) u(t)-$ $u^{ \pm} \|_{H^{1}} \rightarrow 0$ is equivalent to $\left\|u(t)-\mathcal{T}(t) u^{ \pm}\right\|_{H^{1}} \rightarrow 0$. In general, it is not known whether the property $\left\|\mathcal{T}(-t) u(t)-u^{ \pm}\right\|_{\Sigma} \rightarrow 0$ is equivalent to $\left\|u(t)-\mathcal{T}(t) u^{ \pm}\right\|_{\Sigma} \rightarrow 0$. On this question, see Bégout [18].

### 7.5. Applications of the Pseudoconformal Transformation

In this section we consider equation (4.1.1) in the model case

$$
\begin{equation*}
g(u)=\lambda|u|^{\alpha} u \tag{7.5.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda \in \mathbb{R}, \quad 0<\alpha<\frac{4}{N-2} \quad(0<\alpha<\infty \text { if } N=1) \tag{7.5.2}
\end{equation*}
$$

We complete the results of the preceding section by using the pseudoconformal transformation. More precisely, we apply the pseudoconformal transformation (6.7.6) with $b<0$, and we suppose for convenience that $b=-1$. Moreover, throughout this section we systematically consider the variables $(s, y) \in \mathbb{R} \times \mathbb{R}^{N}$ defined by

$$
s=\frac{t}{1-t}, \quad y=\frac{x}{1-t}, \quad \text { or, equivalently }, \quad t=\frac{s}{1+s}, \quad x=\frac{y}{1+s}
$$

Given $0 \leq a<b \leq \infty$ and $u$ defined on $(a, b) \times \mathbb{R}^{N}$, we set

$$
\begin{equation*}
v(t, x)=(1-t)^{-\frac{N}{2}} u\left(\frac{t}{1-t}, \frac{x}{1-t}\right) e^{-i \frac{\mid x x^{2}}{4(1-t)}} \tag{7.5.3}
\end{equation*}
$$

for $x \in \mathbb{R}^{N}$ and $\frac{a}{1+a}<t<\frac{b}{1+b}$. In particular, if $u$ is defined on $(0, \infty)$, then $v$ is defined on ( 0,1 ). Transformation (7.5.3) can also be written, using the variables $(s, y)$, as

$$
\begin{equation*}
v(t, x)=(1+s)^{\frac{N}{2}} u(s, y) e^{-i \frac{|y|^{2}}{4(1+s)}} \tag{7.5.4}
\end{equation*}
$$

One easily verifies that $u \in C([a, b], \Sigma)$ if and only if $v \in C\left(\left[\frac{a}{1+a}, \frac{b}{1+b}\right], \Sigma\right)(0 \leq a<$ $b<\infty$ are given), where the space $\Sigma$ is defined by (6.7.3)-(6.7.4).

Furthermore, a straightforward calculation (see Theorem 6.7.1) shows that $u$ satisfies (4.1.1) on ( $a, b$ ) if and only if $v$ satisfies the equation

$$
\begin{equation*}
i v_{t}+\Delta v+\lambda(1-t)^{\frac{N \alpha-4}{2}}|v|^{\alpha} v=0 \tag{7.5.5}
\end{equation*}
$$

on the interval $\left(\frac{a}{1+a}, \frac{b}{1+b}\right)$. Note that the term $(1-t)^{\frac{N \alpha-4}{2}}$ is regular, except possibly at $t=1$, where it is singular for $\alpha<4 / N$. Furthermore, the following identities hold (see (6.7.11)-(6.7.13)):

$$
\begin{align*}
\|v(t)\|_{L^{\beta+2}}^{\beta+2} & =(1+s)^{\frac{N \beta}{2}}\|u(s)\|_{L^{\beta+2}}^{\beta+2}, \quad \beta \geq 0  \tag{7.5.6}\\
\|\nabla v(t)\|_{L^{2}}^{2} & =\frac{1}{4}\|(y+2 i(1+s) \nabla) u(s)\|_{L^{2}}^{2}  \tag{7.5.7}\\
\|\nabla u(s)\|_{L^{2}}^{2} & =\frac{1}{4}\|(x-2 i(1-t) \nabla) v(t)\|_{L^{2}}^{2} \tag{7.5.8}
\end{align*}
$$

It follows from (7.5.6) and conservation of charge for (4.1.1) that

$$
\begin{equation*}
\frac{d}{d t}\|v(t)\|_{L^{2}}=0 \tag{7.5.9}
\end{equation*}
$$

Moreover, if we set

$$
\begin{aligned}
E_{1}(t) & =\frac{1}{2}\|\nabla v(t)\|_{L^{2}}^{2}-(1-t)^{\frac{N \alpha-4}{2}} \frac{\lambda}{\alpha+2}\|v(t)\|_{L^{\alpha+2}}^{\alpha+2}, \\
E_{2}(t) & =(1-t)^{\frac{4-N_{\alpha}}{2}} E_{1}(t) \\
& =(1-t)^{\frac{4-N \alpha}{2}} \frac{1}{2}\|\nabla v(t)\|_{L^{2}}^{2}-\frac{\lambda}{\alpha+2}\|v(t)\|_{L^{\alpha+2}}^{\alpha+2}, \\
E_{3}(t) & =\frac{1}{8}\|(x-2 i(1-t) \nabla) v(t)\|_{L^{2}}^{2}-(1-t)^{\frac{N \alpha}{2}} \frac{\lambda}{\alpha+2}\|v(t)\|_{L^{\alpha+2}}^{\alpha+2},
\end{aligned}
$$

it follows that

$$
\begin{align*}
\frac{d}{d t} E_{1}(t) & =-(1-t)^{\frac{N_{\alpha}-6}{2}} \frac{4-N \alpha}{2} \frac{\lambda}{\alpha+2}\|v(t)\|_{L^{\alpha+2}}^{\alpha+2}  \tag{7.5.10}\\
\frac{d}{d t} E_{2}(t) & =(1-t)^{\frac{2-N_{\alpha}}{2}} \frac{N \alpha-4}{4}\|\nabla v(t)\|_{L^{2}}^{2}  \tag{7.5.11}\\
\frac{d}{d t} E_{3}(t) & =0 \tag{7.5.12}
\end{align*}
$$

Indeed, (7.5.10) and (7.5.11) are equivalent, and both are equivalent to the pseudoconformal conservation law for $u$, by (7.5.6) and (7.5.7). Similarly, the identity (7.5.12) is equivalent to the conservation of energy for $u$, by using (7.5.6) and (7.5.8).

The results that we present in this section are based on the following observation.

Proposition 7.5.1. Assume (7.5.1)-(7.5.2) and let $\Sigma$ be defined by equations (6.7.3)-(6.7.4). Let $u \in C([0, \infty), \Sigma)$ be a solution of equation (4.1.1) and let $v \in$ $C([0,1), \Sigma)$ be the corresponding solution of (7.5.5) defined by (7.5.3). It follows that $\mathfrak{J}(-s) u(s)$ has a strong limit in $\Sigma\left(\right.$ respectively, in $\left.L^{2}\left(\mathbb{R}^{N}\right)\right)$ as $s \rightarrow \infty$ if and only if $v(t)$ has a strong limit in $\Sigma\left(\right.$ respectively, in $\left.L^{2}\left(\mathbb{R}^{N}\right)\right)$ as $t \uparrow 1$, in which case (7.5.13) $\quad \lim _{s \rightarrow \infty} \mathfrak{T}(-s) u(s)=e^{i \frac{\left.i x\right|^{2}}{4}} \mathfrak{T}(-1) v(1) \quad$ in $\Sigma \quad\left(\right.$ respectively, in $\left.L^{2}\left(\mathbb{R}^{N}\right)\right)$.

Proof. We define the dilation $D_{\beta}, \beta>0$, by $D_{\beta} u(x)=\beta^{\frac{N}{2}} u(\beta x)$ and the multiplier $M_{\sigma}, \sigma \in \mathbb{R}$, by $M_{\sigma} u(x)=e^{i \frac{q|x|^{2}}{4}} u(x)$. With this notation, and using the explicit kernel

$$
\mathcal{T}(t) u=\frac{1}{(4 \pi i t)^{\frac{N}{2}}} \int_{\mathbb{R}^{N}} e^{i \frac{|x-y|^{2}}{4 t}} u(y) d y
$$

elementary calculations show that

$$
\begin{equation*}
\mathcal{T}(\tau) D_{\beta}=D_{\beta} \mathcal{T}\left(\beta^{2} \tau\right) \quad \text { for all } \tau \in \mathbb{R} \text { and } \beta>0 \tag{7.5.14}
\end{equation*}
$$

and that

$$
\begin{equation*}
\mathfrak{T}(\tau) M_{\sigma}=M_{\frac{\sigma}{1+\sigma \tau}} D_{\frac{1}{1+\sigma \tau}} \mathcal{T}\left(\frac{\tau}{1+\sigma \tau}\right) \quad \text { for all } \tau, \sigma \in \mathbb{R} \tag{7.5.15}
\end{equation*}
$$

such that $1+\sigma \tau>0$. We note that by (7.5.3),

$$
v(t)=M_{-\frac{1}{1-i}} D_{\frac{1}{1-t}} u\left(\frac{t}{1-t}\right) \quad \text { for } 0 \leq t<1
$$

Therefore, we deduce from (7.5.14) and (7.5.15) that

$$
\mathcal{T}(-t) v(t)=M_{-1} \mathcal{T}\left(-\frac{t}{1-t}\right) u\left(\frac{t}{1-t}\right) \quad \text { for all } t \in[0,1)
$$

which we rewrite in the form

$$
\mathcal{T}(-s) u(s)=e^{i \frac{|x|^{2}}{4}} \mathcal{T}\left(-\frac{s}{1+s}\right) v\left(\frac{s}{1+s}\right) .
$$

Hence the result is established.
The following result implies that if $\alpha \leq 2 / N$, then no scattering theory can be developed for equation (4.1.1) (see Barab [17], Strauss [322, 325], and Tsutsumi and Yajima [348]).

Theorem 7.5.2. Assume (7.5.1)-(7.5.2) and let $\Sigma$ be defined by (6.7.3)-(6.7.4). Assume further

$$
\alpha \leq \frac{2}{N} \quad(\alpha \leq 1 \text { if } N=1)
$$

Let $\varphi \in \Sigma$ and let $u \in C(\mathbb{R}, \Sigma)$ be the corresponding solution of (4.1.1). If $\varphi \neq 0$, then $\mathfrak{T}(-t) u(t)$ does not have any strong limit in $L^{2}\left(\mathbb{R}^{N}\right)$ as either $t \rightarrow \infty$ or $t \rightarrow-\infty$. In other words, no nontrivial solution of (4.1.1) has scattering states, even for the $L^{2}\left(\mathbb{R}^{N}\right)$ topology.

Proof. We consider the case $t \rightarrow \infty$, the argument for $t \rightarrow-\infty$ being the same. We argue by contradiction and we assume $\mathcal{T}(-t) u(t) \underset{t \rightarrow \infty}{\longrightarrow} u_{+}$in $L^{2}\left(\mathbb{R}^{N}\right)$. In particular,

$$
\left\|u_{+}\right\|_{L^{2}}=\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}}>0
$$

On the other hand, we deduce from (7.5.13) that $v(t) \underset{t \uparrow 1}{\longrightarrow} w$ in $L^{2}\left(\mathbb{R}^{N}\right)$ with

$$
w=\mathcal{T}(1)\left(e^{-i \frac{|x|^{2}}{4}} u_{+}\right) \neq 0
$$

Since $\alpha+1 \leq 2$, we have

$$
|v(t)|^{\alpha} v(t) \underset{t \uparrow 1}{\longrightarrow}|w|^{\alpha} w \neq 0 \quad \text { in } L^{\frac{2}{\alpha+1}}\left(\mathbb{R}^{N}\right)
$$

Let $\theta \in \mathcal{D}\left(\mathbb{R}^{N}\right)$ be such that

$$
\begin{equation*}
\left.\left.\langle i| w\right|^{\alpha} w, \theta\right\rangle=1 \tag{7.5.16}
\end{equation*}
$$

It follows from (7.5.5) that

$$
\begin{aligned}
\frac{d}{d t}\langle v(t), \theta\rangle & \left.=\langle i \Delta v, \theta\rangle+\left.\lambda(1-t)^{\frac{N a-4}{2}}\langle i| v\right|^{\alpha} v, \theta\right\rangle \\
& \left.=\langle i v, \Delta \theta\rangle+\left.\lambda(1-t)^{\frac{N \alpha-4}{2}}\langle i| v\right|^{\alpha} v, \theta\right\rangle
\end{aligned}
$$

Therefore, by (7.5.16), and since $v$ is bounded in $L^{2}\left(\mathbb{R}^{N}\right)$,

$$
\left|\frac{d}{d t}\langle v(t), \theta\rangle\right| \geq \frac{1}{2}|\lambda|(1-t)^{\frac{N a-4}{2}}-C \quad \text { for } 1-\varepsilon \leq t<1, \varepsilon>0 \text { small enough. }
$$

Since $(N \alpha-4) / 2 \leq-1$, it follows that $|\langle v(t), \theta\rangle| \rightarrow \infty$ as $t \uparrow 1$, which is absurd.

REMARK 7.5.3. In the case $N=1$ and $1<\alpha \leq 2$, we have the following result. Let $\varphi \in \Sigma$ and let $u \in C(\mathbb{R}, \Sigma)$ be the corresponding solution of (4.1.1) with $g(u)=\lambda|u|^{\alpha} u$. If $\varphi \neq 0$, then $\mathcal{T}(-t) u(t)$ does not have any strong limit in $\Sigma$ as either $t \rightarrow \infty$ or $t \rightarrow-\infty$. The proof is similar. One needs only observe that, since $v(t)$ is bounded in $\Sigma$ (hence in $\left.H^{1}(\mathbb{R})\right), v(t) \rightarrow w$ as $t \uparrow 1$ in $L^{p}(\mathbb{R})$ for every $2 \leq p \leq \infty$, and so $|v(t)|^{\alpha} v(t) \rightarrow|w|^{\alpha} w$ as $t \uparrow 1$ in $L^{2}(\mathbb{R})$.

If $\alpha>2 / N$ and if $\lambda \leq 0$, then every solution in $\Sigma$ of (4.1.1) with $g(u)=\lambda|u|^{\alpha} u$ has scattering states in $L^{2}\left(\mathbb{R}^{N}\right)$, as the following result shows (see Tsutsumi and Yajima [348]).

Theorem 7.5.4. Assume (7.5.1)-(7.5.2) and let $\Sigma$ be defined by (6.7.3)-(6.7.4). Let $\varphi \in \Sigma$ and let $u \in C(\mathbb{R}, \Sigma)$ be the corresponding solution of (4.1.1). If $\lambda \leq 0$, then there exist $u_{ \pm} \in L^{2}\left(\mathbb{R}^{N}\right)$ such that

$$
\mathfrak{T}(-t) u(t) \underset{t \rightarrow \pm \infty}{\longrightarrow} u_{ \pm} \quad \text { in } L^{2}\left(\mathbb{R}^{N}\right)
$$

Remark 7.5.5. Here are some comments on Theorem 7.5.4.
(i) If $\alpha>\alpha_{0}$, then it follows from Theorem 7.4.1 that $u_{ \pm} \in \Sigma$ and that the convergence holds in $\Sigma$. The same conclusion holds in some other situations: if $\alpha=\alpha_{0}$, see Theorem 7.5.11; if $\alpha>4 /(N+2)(\alpha>2$ if $N=1)$ and if $\|\varphi\|_{\Sigma}$ is small enough, see Theorem 7.5.7. On the other hand, if $\alpha \leq 4 /(N+2)$, or if $\alpha<\alpha_{0}$ and $\|\varphi\|_{\Sigma}$ is large, then we do not know whether $u_{ \pm} \in \Sigma$.
(ii) Theorem 7.5.4 does not apply to the case $\lambda>0$. In fact, if $\alpha<4 /(N+2)$, there are arbitrarily small initial values $\varphi \in \Sigma$ that do not have a scattering state, even in the sense of $L^{2}\left(\mathbb{R}^{N}\right)$. To see this, let $\varphi \in \Sigma$ be a nontrivial solution of the equation

$$
-\Delta \varphi+\varphi=\lambda|\varphi|^{\alpha} \varphi
$$

(see Chapter 8). Given $\omega>0$, set $\varphi_{\omega}(x)=\omega^{\frac{1}{\alpha}} \varphi(x \sqrt{\omega})$. It follows that $-\Delta \varphi_{\omega}+\omega \varphi_{\omega}=\lambda\left|\varphi_{\omega}\right|^{\alpha} \varphi_{\omega}$. Therefore, $u_{\omega}(t, x)=e^{i \omega t} \varphi_{\omega}(x)$ satisfies (4.1.1) and $\mathcal{T}(-t) u_{\omega}(t)=e^{i \omega t} \mathcal{T}(-t) \varphi_{\omega}$ does not have any strong limit as $t \rightarrow \infty$ in $L^{2}\left(\mathbb{R}^{N}\right)$. On the other hand, one easily verifies that if $\alpha<4 /(N+2)$, then $\left\|u_{\omega}\right\|_{\Sigma} \rightarrow 0$ as $\omega \downarrow 0$. However, we will see below (Theorem 7.5.7) that if $\alpha>4 /(N+2)$, then small initial values in $\Sigma$ have scattering states in $\Sigma$ at $\pm \infty$.

Proof of Theorem 7.5.4. By Proposition 7.5.1, we need only show that $v(t)$ has a strong limit in $L^{2}\left(\mathbb{R}^{N}\right)$ as $t \uparrow 1$. As observed above (Remark 7.5.5), there is a better result when $\alpha>\alpha_{0}$. Therefore, we may assume that $\alpha \leq \alpha_{0}$, and in particular $\alpha<4 / N$. Therefore, it follows from (7.5.9) and (7.5.11) that

$$
\begin{align*}
\|v(t)\|_{L^{2}} & \leq C  \tag{7.5.17}\\
\|v(t)\|_{L^{\alpha+2}} & \leq C  \tag{7.5.18}\\
\|\nabla v(t)\|_{L^{2}} & \leq C(1-t)^{\frac{N \alpha-4}{4}} \tag{7.5.19}
\end{align*}
$$

for all $t \in[0,1)$. By using the embeddings $L^{\frac{\alpha+2}{\alpha+1}}\left(\mathbb{R}^{N}\right) \hookrightarrow H^{-1}\left(\mathbb{R}^{N}\right) \hookrightarrow H^{-2}\left(\mathbb{R}^{N}\right)$ and equation (7.5.5), we obtain

$$
\begin{aligned}
\left\|v_{t}\right\|_{H^{-2}} & \leq\|\Delta v\|_{H^{-2}}+C(1-t)^{\frac{N \alpha-4}{2}}\left\||v|^{\alpha} v\right\|_{H^{-2}} \\
& \leq C\|v\|_{L^{2}}+C(1-t)^{\frac{N \alpha-4}{2}}\|v\|_{L^{\alpha+2}}^{\alpha+1} .
\end{aligned}
$$

Therefore,

$$
\left\|v_{t}\right\|_{H^{-2}} \leq C+C(1-t)^{\frac{N \alpha-4}{2}},
$$

by (7.5.17) and (7.5.18). It follows that $v_{t} \in L^{1}\left((0,1), H^{-2}\left(\mathbb{R}^{N}\right)\right)$. Hence, there exists $w \in H^{-2}\left(\mathbb{R}^{N}\right)$ such that $v(t) \rightarrow w$ in $H^{-2}\left(\mathbb{R}^{N}\right)$ as $t \uparrow 1$. By using (7.5.17) again, we obtain that $w \in L^{2}\left(\mathbb{R}^{N}\right)$ and

$$
\begin{equation*}
v(t) \rightharpoonup w \quad \text { in } L^{2}\left(\mathbb{R}^{N}\right) \text { as } t \uparrow 1 \tag{7.5.20}
\end{equation*}
$$

Consider now $\psi \in H^{1}\left(\mathbb{R}^{N}\right)$, and let $0 \leq t \leq \tau<1$. We deduce from (7.5.5) that

$$
\begin{aligned}
(v(\tau)-v(t), \psi)_{L^{2}} & =\int_{t}^{\tau}\left\langle v_{t}, \psi\right\rangle_{H^{-1}, H^{1}} d s \\
& \left.=\int_{t}^{\tau}(i \nabla v, \nabla \psi)_{L^{2}} d s+\left.\int_{t}^{\tau}(1-s)^{\frac{N \alpha-4}{2}}\langle i \lambda| v\right|^{\alpha} v, \psi\right\rangle_{L^{\alpha+2}, L^{\alpha+2}} d s
\end{aligned}
$$

and so

$$
\begin{aligned}
\left|(v(\tau)-v(t), \psi)_{L^{2}}\right| \leq & C\|\nabla \psi\|_{L^{2}} \int_{t}^{\tau}\|\nabla v\|_{L^{2}} d s \\
& +C\|\psi\|_{L^{\alpha+2}} \int_{t}^{\tau}(1-s)^{\frac{N \alpha-4}{2}}\|v\|_{L^{\alpha+2}}^{\alpha+1} d s \\
\leq & C\|\nabla \psi\|_{L^{2}} \int_{t}^{\tau}(1-s)^{\frac{N \alpha-4}{4}} d s+C\|\psi\|_{L^{\alpha+2}} \int_{t}^{\tau}(1-s)^{\frac{N \alpha-4}{2}} d s
\end{aligned}
$$

by (7.5.19) and (7.5.18). Letting $\tau \uparrow 1$ and applying (7.5.20), we obtain

$$
\begin{aligned}
\left|(w-v(t), \psi)_{L^{2}}\right| & \leq C\|\nabla \psi\|_{L^{2}} \int_{t}^{1}(1-s)^{\frac{N \alpha-4}{4}} d s+C\|\psi\|_{L^{\alpha+2}} \int_{t}^{1}(1-s)^{\frac{N \alpha-4}{2}} d s \\
& \leq C(1-t)^{\frac{N \alpha}{4}}\|\nabla \psi\|_{L^{2}}+C(1-t)^{\frac{N \alpha-2}{2}}\|\psi\|_{L^{\alpha+2}}
\end{aligned}
$$

We now let $\psi=v(t)$ and we apply again (7.5.19) and (7.5.18). It follows that

$$
\begin{align*}
\left|(w-v(t), v(t))_{L^{2}}\right| & \leq C(1-t)^{\frac{N \alpha}{4}}(1-t)^{\frac{N \alpha-4}{4}}+C(1-t)^{\frac{N \alpha-2}{2}} \\
& \leq C(1-t)^{\frac{N \alpha-2}{2}} \underset{t \uparrow 1}{ } 0 . \tag{7.5.21}
\end{align*}
$$

Finally,

$$
\|v(t)-w\|_{L^{2}}^{2}=-(w-v(t), v(t))_{L^{2}}+(w-v(t), w)_{L^{2}} \underset{t \uparrow 1}{ } 0
$$

by (7.5.21) and (7.5.20). This completes the proof.
Besides the fact that Theorem 7.5.4 does not apply to the case $\lambda>0$, neither does it allow us to construct the wave and scattering operators, since the initial value $\varphi$ and the scattering states $u_{ \pm}$do not belong to the same space. We will improve this result under more restrictive assumptions on $\alpha$ by solving the initial-value
problem for the nonautonomous equation (7.5.5) and by applying Proposition 7.5.1 which relates the behavior of $u$ at infinity and the behavior of $v$ at $t=1$.

However, we want to solve the Cauchy problem for (7.5.5) starting from any time $t \in[0,1]$, including $t=1$ where the nonautonomous term might be singular. In order to do this, define the function

$$
f(t)= \begin{cases}\lambda(1-t)^{\frac{N \alpha-4}{2}} & \text { if }-\infty<t<1  \tag{7.5.22}\\ \lambda & \text { if } t \geq 1\end{cases}
$$

and consider the equation

$$
\begin{equation*}
i v_{t}+\Delta u+f(t)|v|^{\alpha} v=0 \tag{7.5.23}
\end{equation*}
$$

Under appropriate assumptions on $\alpha$, the initial-value problem for (7.5.23) can be solved starting from any time $t \in \mathbb{R}$, and we have the following result.

Theorem 7.5.6. Assume (7.5.1)-(7.5.2) and let $\Sigma$ be defined by (6.7.3)-(6.7.4). Assume further that

$$
\begin{equation*}
\alpha>\frac{4}{N+2} \quad(\alpha>2 \text { if } N=1) . \tag{7.5.24}
\end{equation*}
$$

It follows that for every $t_{0} \in \mathbb{R}$ and $\psi \in \Sigma$, there exist $T_{\mathrm{m}}\left(t_{0}, \psi\right)<t_{0}<T_{\mathrm{M}}\left(t_{0}, \psi\right)$ and a unique, maximal solution $v \in C\left(\left(T_{m}, T_{M}\right), \Sigma\right)$ of equation (7.5.23). The solution $v$ is maximal in the sense that if $T_{M}<\infty$ (respectively, $T_{m}>-\infty$ ), then $\|u(t)\|_{H^{1}} \rightarrow \infty$ as $t \uparrow T_{M}$ (respectively, $t \downarrow T_{m}$ ). In addition, the solution $v$ has the following properties.
(i) If $T_{M}=1$, then $\liminf _{t \uparrow 1}\left\{(1-t)^{\delta}\|v(t)\|_{H^{1}}\right\}>0$ with $\delta=\frac{N+2}{4}-\frac{1}{\alpha}$ if $N \geq 3$, $\delta<1-\frac{1}{\alpha}$ if $N=2$, and $\delta=\frac{1}{2}-\frac{1}{\alpha}$ if $N=1$.
(ii) The solution $v$ depends continuously on $\psi$ in the following way. The mapping $\psi \mapsto T_{M}$ is lower semicontinuous $\Sigma \rightarrow(0, \infty]$, and the mapping $\psi \mapsto T_{m}$ is upper semicontinuous $\Sigma \rightarrow[-\infty, 0)$. In addition, if $\psi_{n} \rightarrow \psi$ in $\Sigma$ as $n \rightarrow \infty$ and if $[S, T] \in\left(T_{m}, T_{M}\right)$, then $v_{n} \rightarrow v$ in $C([S, T], \Sigma)$, where $v_{n}$ denotes the solution of (7.5.23) with initial value $\psi_{n}$.

Proof. The result follows by applying Theorems 4.11 .1 and 4.11 .2 with $h(t)=$ $f\left(t-t_{0}\right)$.

We now give some applications of Theorem 7.5.6 to the scattering theory in $\Sigma$ for (4.1.1).

Theorem 7.5.7. Assume (7.5.1)-(7.5.2) and (7.5.24). Let $\Sigma$ be the space defined by (6.7.3)-(6.7.4). With the notation of Section 7.1 (corresponding to the $\Sigma$ topology), the following properties hold:
(i) The sets $\mathcal{R}_{ \pm}$and $\mathcal{U}_{ \pm}$are open subsets of $\Sigma$ containing 0 . The operators $U_{ \pm}: \mathcal{R}_{ \pm} \rightarrow \mathcal{U}_{ \pm}$are bicontinuous bijections (for the $\Sigma$ topology) and the operators $\Omega_{ \pm}: \mathcal{U}_{ \pm} \rightarrow \mathcal{R}_{ \pm}$are bicontinuous bijections (for the $\Sigma$ topology).
(ii) The sets $\mathcal{O}_{ \pm}$are open subsets of $\Sigma$ containing 0 , and the scattering operator $\mathbf{S}$ is a bicontinuous bijection $\mathcal{O}_{-} \rightarrow \mathcal{O}_{+}$(for the $\Sigma$ topology).

REMARK 7.5.8. Theorem 7.5.7 implies that there is a "low energy" scattering theory (i.e., scattering theory for small initial data) in $\Sigma$ for the equation (4.1.1) with $g(u)=\lambda|u|^{\alpha} u$, provided $4 /(N+2)<\alpha<4 /(N-2)(2<\alpha<\infty$, if $N=1)$. As observed before (see Remark 7.5.5), if $\alpha<4 /(N+2)$ and $\lambda>0$, then there is no low energy scattering.

Proof of Theorem 7.5.7. Let $\varphi \in \Sigma$ and let $u$ be the corresponding solution of (4.1.1) with $g(u)=\lambda|u|^{\alpha} u$. Let $v$ be the solution of (7.5.5) with the initial value $\psi$ defined by $\psi(x)=\varphi(x) e^{-i \frac{\mid x 1^{2}}{4}}$ (see Theorem 7.5.6). The solution $v$ is defined by (7.5.4), as long as (7.5.4) makes sense. Therefore, it follows from Proposition 7.5 .1 and Theorem 7.5 .6 that $\varphi \in \mathcal{R}_{+}$if and only if $T_{\mathrm{M}}(0, \psi)>1$, and that in this case $u_{+}=e^{i \frac{|x|^{2}}{4}} \mathfrak{T}(-1) v(1)$. Therefore, the open character of $\mathcal{R}_{+}$and the continuity of the operator $U_{+}$follow from the continuous dependence of $v$ on $\psi$ (property (ii) of Theorem 7.5.6).

Let now $y \in \Sigma$, and set $w=\mathfrak{T}(1)\left(e^{-i \frac{|x|^{2}}{4}} y\right.$ ), so that $y=e^{i \frac{|x|^{2}}{4}} \mathcal{T}(-1) w$. It follows from Proposition 7.5.1 and Theorem 7.5.6 that $y=U_{+} \varphi$ for some $\varphi \in \Sigma$ (i.e., $y \in \mathcal{U}_{+}$) if and only if $T_{m}(1, w)<0$. In this case, $\varphi=e^{i \frac{|x|^{2}}{4}} z(0)$, where $z$ is the solution of (7.5.5) with the initial value $z(1)=w$. Thus $\varphi$ is uniquely determined and the operator $U_{+}$is injective. Furthermore, the open character of $\mathcal{U}_{+}$and the continuity of the operator $\Omega_{+}=\left(U_{+}\right)^{-1}$ follow as above from the continuous dependence of $z$ on $w$.

As observed in Remark 7.1.3, the similar statements for $\mathcal{R}_{-}, \mathcal{U}_{-}, U_{-}$, and $\Omega_{-}$ are equivalent, by changing $t$ to $-t$ and $u(t)$ to $\bar{u}(-t)$. Therefore, we have proved part (i) of the theorem. Part (ii) now follows from part (i) and the definitions of $\mathcal{O}_{ \pm}$and $\mathbf{S}$ (formulae (7.1.8) and (7.1.9)).

We now establish further properties of the wave operators $\Omega_{ \pm}$.
Theorem 7.5.9. Assume (7.5.1)-(7.5.2) and (7.5.24). Let $\Sigma$ be the space defined by (6.7.3)-(6.7.4). With the notation of Section 7.1 (corresponding to the $\Sigma$ topology), the following properties hold:
(i) If $\lambda<0$, then $\mathcal{U}_{ \pm}=\Sigma$. Therefore, the wave operators $\Omega_{ \pm}$are bicontinuous bijections $\Sigma \rightarrow \mathcal{R}_{ \pm}$.
(ii) If $\lambda>0$ and $\alpha<4 / N$, then $\mathcal{U}_{ \pm}=\Sigma$. Therefore, the wave operators $\Omega_{ \pm}$are bicontinuous bijections $\Sigma \rightarrow \mathcal{R}_{ \pm}$.

Proof. Assume $\lambda<0$, or $\lambda>0$ and $\alpha<4 / N$. Let $w \in \Sigma$, and let $z$ be the solution of (7.5.5) with the initial value $z(1)=w$. By Theorem 7.5.6, $z$ is defined on some interval $[1-\varepsilon, 1]$ with $\varepsilon>0$. Set

$$
\phi(y)=\varepsilon^{\frac{N}{2}} e^{i \frac{\varepsilon|y|^{2}}{4}} z(1-\varepsilon, \varepsilon y) \in \Sigma
$$

Let $u$ be the solution of equation (4.1.1) with the initial value

$$
\begin{equation*}
u\left(\frac{1-\varepsilon}{\varepsilon}\right)=\phi \tag{7.5.25}
\end{equation*}
$$

Since $\lambda<0$, or $\lambda>0$ and $\alpha<4 / N$, we obtain that $u$ is global. Therefore, we may define $\varphi=u(0)$. We claim that $\varphi \in \mathcal{R}_{+}$and that $u_{+}=e^{i \frac{|x|^{2}}{4}} \mathcal{T}(-1) w$. Indeed,
consider $v$ defined by (7.5.4). We see by applying (7.5.4) with $t=1-\varepsilon$ and (7.5.25) that

$$
v(1-\varepsilon)=z(1-\varepsilon)
$$

so that by uniqueness $v \equiv z$, and so the claim follows from Proposition 7.5.1. This completes the proof.

We now study the asymptotic completeness. We first recover the results of Section 7.4, with a different proof, though.

Theorem 7.5.10. Assume (7.5.1)-(7.5.2) and let $\Sigma$ be defined by (6.7.3)-(6.7.4). If $\lambda<0$ and $\alpha>\alpha_{0}$ with $\alpha_{0}$ defined by (6.3.3), then $\mathcal{U}_{ \pm}=\mathcal{R}_{ \pm}=\Sigma$. In particular, $U_{ \pm}, \Omega_{ \pm}$, and S are bicontinuous bijections $\Sigma \rightarrow \Sigma$. Here, we use the notation of Section 7.1 (corresponding to the $\Sigma$ topology).

Proof. By Theorem 7.5.9 and Remark 7.1.3, we need only show that $\mathcal{R}_{+}=\Sigma$. Let $\varphi \in \Sigma$, let $u$ be the solution of (4.1.1), and let $v$ be defined by (7.5.4). If $\alpha \geq 4 / N$, then it follows from (7.5.10) that $E_{1}(t)$ is nonincreasing, which implies that $\|\nabla v(t)\|_{L^{2}}$ is bounded as $t \uparrow 1$. Since $\|v(t)\|_{L^{2}}$ is also bounded by (7.5.9), we deduce that $\|v(t)\|_{H^{1}}$ is bounded as $t \uparrow 1$. By Theorem 7.5.6, this implies that $v(t)$ has a limit as $t \uparrow 1$, and so $\varphi \in \mathcal{R}_{+}$by Proposition 7.5.1. We now assume $\alpha<4 / N$. It follows from (7.5.11) that $\|v(t)\|_{L^{\alpha+2}}$ remains bounded as $t \uparrow 1$. Set $r=\alpha+2$, and let $(q, r)$ be the corresponding admissible pair. Given $0 \leq t_{0} \leq t<1$, it follows from equation (7.5.23) and Strichartz's estimates that

$$
\begin{align*}
& \|v\|_{L^{\infty}\left(\left(t_{0}, t\right), H^{1}\right)}+\|v\|_{L^{q}\left(\left(t_{0}, t\right), W^{1, r}\right)} \leq  \tag{7.5.26}\\
& \quad C\left\|v\left(t_{0}\right)\right\|_{H^{1}}+C\left\|f|v|^{\alpha} v\right\|_{L^{q^{\prime}}\left(\left(t_{0}, t\right), W^{1, r^{\prime}}\right)}
\end{align*}
$$

Since

$$
\left\||v|^{\alpha} v\right\|_{W^{1, r^{\prime}}} \leq C\|v\|_{L^{\alpha+2}}^{\alpha}\|v\|_{W^{1, r}} \leq C\|v\|_{W^{1, r}}
$$

we deduce from Hölder's inequality that

$$
\left\|f|v|^{\alpha} v\right\|_{L^{q^{\prime}}\left(\left(t_{0}, t\right), W^{1, r^{\prime}}\right)} \leq C\|f\|_{L^{\frac{q}{q-2}}\left(t_{0}, t\right)}\|v\|_{L^{q}\left(\left(t_{0}, t\right), W^{1, r}\right)}
$$

Since $\alpha>\alpha_{0}, f \in L^{\frac{q}{q-2}}(0,1)$. Therefore, if we choose $t_{0}$ sufficiently close to 1 so that $C\|f\|_{L^{\frac{q}{q-2}}\left(t_{0}, 1\right)} \leq 1 / 2$, then we deduce from (7.5.26) that

$$
\|v\|_{L^{\infty}\left(\left(t_{0}, t\right), H^{1}\right)}+\|v\|_{L^{q}\left(\left(t_{0}, t\right), W^{1, r}\right)} \leq 2 C\left\|v\left(t_{0}\right)\right\|_{H^{1}} \quad \text { for all } t_{0}<t<1
$$

Therefore, $v$ remains bounded in $H^{1}\left(\mathbb{R}^{N}\right)$ as $t \uparrow 1$, and one concludes as above.
Finally, we extend the asymptotic completeness result to the case $\alpha=\alpha_{0}$ (see Cazenave and Weissler [72]).

Theorem 7.5.11. Assume $N=1$ or $N \geq 3$, let $\Sigma$ be defined by (6.7.3)-(6.7.4), and let $\alpha_{0}$ be defined by (6.3.3). If $g(u)=\lambda|u|^{\alpha} u$ with $\lambda<0$ and $\alpha=\alpha_{0}$, then $\mathcal{U}_{ \pm}=\mathcal{R}_{ \pm}=\Sigma$. In particular, $U_{ \pm}, \Omega_{ \pm}$, and S are bicontinuous bijections $\Sigma \rightarrow \Sigma$. Here, we use the notation of Section 7.1 (corresponding to the $\Sigma$ topology).

Proof. By Theorem 7.5 .9 and Remark 7.1 .3 , we need only show that $\mathcal{R}_{+}=\Sigma$. Let $\varphi \in \Sigma$, let $u \in C(\mathbb{R}, \Sigma)$ be the solution of (4.1.1) with $g(u)=\lambda|u|^{\alpha} u$, and let $v$
be defined by (7.5.4). Note that, since $u$ is defined on $[0, \infty), v$ is defined on $[0,1)$. By Proposition 7.5.1, $\varphi \in \mathcal{R}_{+}$if $v(t)$ has a limit in $\Sigma$ as $t \uparrow 1$. Therefore, in view of Theorem 7.5.6, we need only show that

$$
\begin{equation*}
\sup _{t \in[0,1)}\|v(t)\|_{H^{1}}<\infty \tag{7.5.27}
\end{equation*}
$$

We argue by contradiction and we assume that (7.5.27) does not hold; i.e.,

$$
\begin{equation*}
\underset{t \uparrow 1}{\limsup }\|v(t)\|_{H^{1}}=\infty \tag{7.5.28}
\end{equation*}
$$

We consider separately the cases $N \geq 3$ and $N=1$.
CASE $N \geq 3$. By (7.5.28) and property (i) of Theorem 7.5.6,

$$
\|\nabla v(t)\|_{L^{2}}^{2} \geq \frac{a}{(1-t)^{\frac{N+2}{2}-\frac{2}{\alpha}}}
$$

for some constant $a>0$ and all $t \in[0,1$ ). By applying (7.5.11), we obtain

$$
\frac{d}{d t} E_{2}(t) \leq-\frac{b}{(1-t)^{\frac{N \alpha-2}{2}+\frac{N+2}{2}-\frac{2}{\alpha}}}
$$

for some constant $b>0$. Since $\alpha=\alpha_{0}$, the above inequality means

$$
\frac{d}{d t} E_{2}(t) \leq-\frac{b}{(1-t)}
$$

which implies that $E_{2}(t) \underset{t \uparrow 1}{\longrightarrow}-\infty$. This is absurd, since $E_{2}(t) \geq 0$. This completes the proof in the case $N \geq 3$.

CaSE $N=1$. The argument is the same as above, except that we first need to improve the lower estimate of the blowup given by property (i) of Theorem 7.5.6. We claim that

$$
\begin{equation*}
\|v(t)\|_{H^{1}} \geq \frac{a}{(1-t)^{\frac{(\alpha-2)(\alpha+4)}{4 \alpha}}} \tag{7.5.29}
\end{equation*}
$$

for some constant $a>0$ and all $t \in[0,1)$. Indeed, note first that by (7.5.11),

$$
\frac{d}{d t} E_{2}(t) \leq 0
$$

and so

$$
\sup _{t \in[0,1)}\|v(t)\|_{L^{\alpha+2}}<\infty
$$

Fix $t_{0} \in[0,1)$. It follows from equation (7.5.23) and Strichartz's estimates that

$$
\|v\|_{L^{\infty}\left(\left(t_{0}, t\right), H^{1}\right)} \leq C\left\|v\left(t_{0}\right)\right\|_{H^{1}}+C\left\|f|v|^{\alpha} v\right\|_{L^{1}\left(\left(t_{0}, t\right), H^{1}\right)} \quad \text { for all } t \in\left(t_{0}, 1\right)
$$

On the other hand,

$$
\left\||v|^{\alpha} v\right\|_{H^{1}} \leq C\|v\|_{L^{\infty}}^{\alpha}\|v\|_{H^{1}}
$$

and, by Gagliardo-Nirenberg's inequality,

$$
\|v\|_{L^{\infty}} \leq C\|v\|_{H^{1}}^{\frac{2}{\alpha+4}}\|v\|_{L^{\alpha+2}}^{\frac{\alpha+2}{\alpha+4}}
$$

Therefore, we deduce from the above four inequalities that there exists a constant $K$ independent of $t_{0}$ and $t$ such that

$$
\begin{equation*}
\|v\|_{L^{\infty}\left(\left(t_{0}, t\right), H^{1}\right)} \leq K\left\|v\left(t_{0}\right)\right\|_{H^{1}}+K\|f\|_{L^{1}\left(t_{0}, t\right)}\|v\|_{L^{\infty}\left(\left(t_{0}, t\right), H^{1}\right)}^{\frac{3 \alpha+4}{\alpha+4}} \tag{7.5.30}
\end{equation*}
$$

Now, by (7.5.28), there exists $t_{1} \in\left(t_{0}, 1\right)$ such that $\|v\|_{L^{\infty}\left(\left(t_{0}, t_{1}\right), H^{1}\right)}=(K+$ 1) $\left\|v\left(t_{0}\right)\right\|_{H^{1}}$. Letting $t=t_{1}$ in (7.5.30), we obtain

$$
\left\|v\left(t_{0}\right)\right\|_{H^{1}} \leq K\left((K+1)\left\|v\left(t_{0}\right)\right\|_{H^{1}}\right)^{\frac{3 \alpha+4}{\alpha+4}}\|f\|_{L^{1}\left(t_{0}, t_{1}\right)}
$$

hence

$$
1 \leq K(K+1)^{\frac{3 \alpha+4}{\alpha+4}}\left\|v\left(t_{0}\right)\right\|_{H^{1}}^{\frac{2 \alpha}{\alpha+4}}\|f\|_{L^{1}\left(t_{0}, t_{1}\right)}
$$

Since $\|f\|_{L^{1}\left(t_{0}, t_{1}\right)} \leq\|f\|_{L^{1}\left(t_{0}, 1\right)} \leq C\left(1-t_{0}\right)^{\frac{\alpha-2}{2}}$, we obtain (7.5.29). We now conclude exactly as in the case $N \geq 3$. This completes the proof.

REmark 7.5.12. Here are some comments concerning Theorem 7.5.11.
(i) The conclusion of Theorem 7.5 .11 holds in the case $N=2$, but the result was established by a different method. See Nakanishi and Ozawa [263].
(ii) If $4 /(N+2)<\alpha<\alpha_{0}$, then we do not know whether $\mathcal{R}_{+}=\mathcal{R}_{-}=\Sigma$. Showing this property amounts to showing that no solution of (7.5.5) can blow up at $t=1$.
Remark 7.5.13. Ginibre and Velo [130] extended the construction of the wave operators (Theorem 7.5.7) to a wider range of $\alpha$ 's by working in the space $H^{s}\left(\mathbb{R}^{N}\right) \cap$ $\mathcal{F}\left(H^{s}\left(\mathbb{R}^{N}\right)\right.$ ), where $0<s<2$. The lower bound on $\alpha$ for that method is given by

$$
\alpha>\max \left\{s-1, \frac{4}{N+2 s}, \frac{2}{N}\right\} .
$$

If $N \leq 3$, one obtains the lower bound $\alpha>2 / N$ by letting $s=3 / 2$. If $N \geq 4$, there is still a gap between the admissible values of $\alpha$ and the lower bound $\alpha>2 / N$ for the scattering theory given by Theorem 7.5.2. See also Nakanishi and Ozawa [263] for related results.

### 7.6. Morawetz's Estimate

This section is devoted to the proof of Morawetz's estimate, which is essential for constructing the scattering operator on the energy space. See Lin and Strauss [230], and Ginibre and Velo [137, 138, 143]. We begin with the following generalized Sobolev's estimates.

Lemma 7.6.1. Let $1 \leq p<\infty$. If $q<N$ is such that $0 \leq q \leq p$, then $\frac{|u(\cdot)|^{p}}{|\cdot|^{q}} \in$ $L^{1}\left(\mathbb{R}^{N}\right)$ for every $u \in W^{1, p}\left(\mathbb{R}^{N}\right)$. Furthermore,

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \frac{|u(x)|^{p}}{|x|^{q}} d x \leq\left(\frac{p}{N-q}\right)^{q}\|u\|_{L^{p}}^{p-q}\|\nabla u\|_{L^{p}}^{q} \quad \text { for every } u \in W^{1, p}\left(\mathbb{R}^{N}\right) \tag{7.6.1}
\end{equation*}
$$

Proof. By density and Fatou's lemma, we need only establish (7.6.1) for $u \in$ $\mathcal{D}\left(\mathbb{R}^{N}\right)$. Let $z(x)=|x|^{-q} x$. We have $\nabla \cdot z=(N-q)|x|^{-q}$. Integrating the formula

$$
|u|^{p} \nabla \cdot z=\nabla \cdot\left(|u|^{p} z\right)-p|u|^{p-1} \nabla|u|
$$

over the set $\left\{x \in \mathbb{R}^{N} ;|x|>r>0\right\}$, we obtain that

$$
\begin{equation*}
(N-q) \int_{\{|x|>r\}} \frac{|u(x)|^{p}}{|x|^{q}} d x \leq p \int_{\{|x|>r\}} \frac{|u(x)|^{p-1}|\nabla u(x)|}{|x|^{q-1}} d x . \tag{7.6.2}
\end{equation*}
$$

Applying Hölder's inequality, it follows that

$$
(N-q) \int_{\{|x|>r\}} \frac{|u(x)|^{p}}{|x|^{q}} d x \leq p\left(\int_{\{|x|>r\}} \frac{|u(x)|^{p}}{|x|^{q}} d x\right)^{\frac{q-1}{q}}\|u\|_{L^{p}}^{\frac{p-q}{q}}\|\nabla u\|_{L^{p}} .
$$

Since $r>0$ is arbitrary, (7.6.1) follows.
Corollary 7.6.2. If $N \geq 4$, then $\frac{|u(\cdot) \cdot|^{2}}{|\cdot|^{3}} \in L^{1}\left(\mathbb{R}^{N}\right)$ for every $u \in H^{2}\left(\mathbb{R}^{N}\right)$. Furthermore, there exists $C$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \frac{|u(x)|^{2}}{|x|^{3}} d x \leq C\|u\|_{H^{2}}^{2} \quad \text { for every } u \in H^{2}\left(\mathbb{R}^{N}\right) . \tag{7.6.3}
\end{equation*}
$$

Proof. Note that it suffices to establish (7.6.3) for $u \in \mathcal{D}\left(\mathbb{R}^{N}\right)$. Applying (7.6.2) with $q=3$ and $p=2$, we obtain

$$
\begin{aligned}
(N-3) \int_{\{|x|>r\}} \frac{|u(x)|^{2}}{|x|^{3}} d x & \leq 2 \int_{\{|x|>r\}} \frac{|u(x)||\nabla u(x)|}{|x|} d x \\
& \leq 2\left(\int_{\{|x|>r\}} \frac{|u(x)|^{2}}{|x|^{2}} d x\right)^{\frac{1}{2}}\left(\int_{\{|x|>r\}} \frac{|\nabla u(x)|^{2}}{|x|^{2}} d x\right)^{\frac{1}{2}}
\end{aligned}
$$

Applying (7.6.1) with $p=q=2$ to both $u$ and $\nabla u$, we obtain

$$
(N-3) \int_{\{|x|>r\}} \frac{|u(x)|^{2}}{|x|^{3}} d x \leq C\|u\|_{H^{2}}\|\nabla u\|_{H^{1}} \leq C\|u\|_{H^{2}}^{2} .
$$

The result follows by letting $r \downarrow 0$.
We now assume that $N \geq 3$, and we consider

$$
g(u)=V u+f(u(\cdot))+\left(W \star|u|^{2}\right) u,
$$

where $V, f$, and $W$ are as follows. The potential $V$ is real valued such that $V, \nabla V \in$ $L^{p}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $p>N / 2$. The function $f:[0, \infty) \rightarrow \mathbb{R}$ is continuous and $f(0)=0$. We assume that there exist constants $C$ and $\alpha \in\left[0, \frac{4}{N-2}\right)$ such that

$$
|f(v)-f(u)| \leq C\left(1+|u|^{\alpha}+|v|^{\alpha}\right)|v-u| \quad \text { for all } u, v \in \mathbb{R},
$$

and we extend $f$ to $\mathbb{C}$ by setting

$$
f(z)=\frac{z}{|z|} f(|z|) \quad \text { for all } z \in \mathbb{C}, z \neq 0
$$

We set

$$
F(z)=\int_{0}^{|z|} f(s) d s \text { for all } z \in \mathbb{C} .
$$

Finally, $W: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is an even, real-valued potential such that $W, \nabla W \in L^{q}\left(\mathbb{R}^{N}\right)+$ $L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $q \geq 1, q>N / 4$.

We know (see Section 3.3) that $g$ is the gradient of the potential $G$ defined by

$$
G(u)=\int_{\mathbb{R}^{N}}\left\{\frac{1}{2} V(x)|u(x)|^{2}+F(x, u(x))+\frac{1}{4}\left(W \star|u|^{2}\right)(x)|u(x)|^{2}\right\} d x
$$

Finally, we set

$$
E(u)=\frac{1}{2} \int_{\mathbb{R}^{N}}|\nabla u(x)|^{2} d x-G(u) \quad \text { for all } u \in H^{1}\left(\mathbb{R}^{N}\right)
$$

For $u \in H^{1}\left(\mathbb{R}^{N}\right)$, we set

$$
\begin{equation*}
h(u)=\frac{1}{2} V_{r}|u|^{2}+\frac{N-1}{2 r}\{2 F(u)-\bar{u} f(u)\}+\frac{1}{2}|u|^{2} \frac{x}{|x|} \cdot\left(\nabla W \star|u|^{2}\right) . \tag{7.6.4}
\end{equation*}
$$

If $u$ is such that $h(u) \in L^{1}\left(\mathbb{R}^{N}\right)$, we set

$$
\begin{equation*}
H(u)=\int_{\mathbb{R}^{N}} h(u) d x \tag{7.6.5}
\end{equation*}
$$

We will use the following estimate.
Lemma 7.6.3. Let $N \geq 3$, let $g$ be as above, and set $\rho=\max \left\{\alpha+2, \frac{4 q}{2 q-1}\right\}$. If $h$ and $H$ are defined by (7.6.4) and (7.6.5), then $h(u) \in L^{1}\left(\mathbb{R}^{N}\right)$ for every $u \in$ $H^{1}\left(\mathbb{R}^{N}\right) \cap W^{1, \rho}\left(\mathbb{R}^{N}\right)$. Furthermore, there exists $C$ such that

$$
\begin{align*}
|H(v)-H(u)| \leq & C\left(1+\|u\|_{H^{1}}+\|v\|_{H^{1}}\right)^{\alpha+2}  \tag{7.6.6}\\
& \times\left(\|u\|_{H^{1}}+\|u\|_{W^{1, \rho}}+\|v\|_{H^{1}}+\|v\|_{W^{1, \rho}}\right)\|v-u\|_{H^{1}}
\end{align*}
$$

for all $u, v \in H^{1}\left(\mathbb{R}^{N}\right) \cap W^{1, \rho}\left(\mathbb{R}^{N}\right)$.
Proof. Let us write $V_{r}=V_{1}+V_{2}$, where $V_{1} \in L^{\frac{N}{2}}\left(\mathbb{R}^{N}\right)$ and $V_{2} \in L^{\infty}\left(\mathbb{R}^{N}\right)$; $\nabla W=Z_{1}+Z_{2}$, where $Z_{1} \in L^{q}\left(\mathbb{R}^{N}\right)$ and $Z_{2} \in L^{\infty}\left(\mathbb{R}^{N}\right)$; and $f=f_{1}+f_{2}$, where $f_{1}$ is globally Lipschitz continuous and $\left|f_{2}(v)-f_{2}(u)\right| \leq C(|u|+|v|)^{\alpha}|v-u|$ for all $u, v \in \mathbb{C}$. Set

$$
\phi_{i}(u)=|u|^{2} \frac{x}{|x|} \cdot\left(Z_{i} \star|u|^{2}\right) \quad \text { and } \quad \psi_{i}(u)=\frac{1}{r}\left\{2 F_{i}(u)-\bar{u} f_{i}(u)\right\} \quad \text { for } i=1,2
$$

Consider $u, v \in \mathcal{D}\left(\mathbb{R}^{N}\right)$. We have

$$
\begin{aligned}
\int_{\mathbb{R}^{N}}\left|V_{1}\left(|v|^{2}-|u|^{2}\right)\right| & \leq \int_{\mathbb{R}^{N}}\left|V_{1}\right|(|v|+|u|)|v-u| \\
& \leq C\left\|V_{1}\right\|_{L^{\frac{N}{2}}}\left(\|v\|_{L^{\frac{2 N}{N N}}}+\|u\|_{L^{\frac{2 N}{N-2}}}\right)\|v-u\|_{L^{\frac{2 N}{N^{2}}}} \\
& \leq C\left(\|u\|_{H^{1}}+\|v\|_{H^{1}}\right)\|v-u\|_{H^{1}} .
\end{aligned}
$$

Also,

$$
\int_{\mathbb{R}^{N}}\left|V_{2}\left(|v|^{2}-|u|^{2}\right)\right| \leq C\left(\|u\|_{L^{2}}+\|v\|_{L^{2}}\right)\|v-u\|_{L^{2}}
$$

Finally,

$$
\int_{\mathbb{R}^{N}}\left|\psi_{1}(v)-\psi_{1}(u)\right| \leq C \int_{\mathbb{R}^{N}} \frac{|v|+|u|}{r}|v-u|
$$

and

$$
\int_{\mathbb{R}^{N}}\left|\psi_{2}(v)-\psi_{2}(u)\right| \leq C \int_{\mathbb{R}^{N}} \frac{(|v|+|u|)^{\alpha+1}}{r}|v-u| .
$$

Applying Hölder's inequality and (7.6.1), we deduce that

$$
\begin{aligned}
& \int_{\mathbb{R}^{N}}\left|\psi_{2}(v)-\psi_{2}(u)\right| \\
& \quad \leq C\left(\|v\|_{L^{\alpha+2}}+\|u\|_{L^{\alpha+2}}\right)^{\alpha}\left(\|\nabla v\|_{L^{\alpha+2}}+\|\nabla u\|_{L^{\alpha+2}}\right)\|v-u\|_{L^{\alpha+2}} \\
& \leq C\left(1+\|u\|_{H^{1}}+\|v\|_{H^{1}}\right)^{\alpha+2}\left(\|u\|_{H^{1}}+\|u\|_{W^{1, \rho}}+\|v\|_{H^{1}}+\|v\|_{W^{1, \rho}}\right)\|v-u\|_{H^{1}} .
\end{aligned}
$$

Also,

$$
\int_{\mathbb{R}^{N}}\left|\psi_{1}(v)-\psi_{1}(u)\right| \leq C\left(\|\nabla v\|_{L^{2}}+\|\nabla u\|_{L^{2}}\right)\|v-u\|_{L^{2}}
$$

One obtains the same inequalities for $\phi_{1}$ and $\phi_{2}$ by applying Young's and Hölder's inequalities. Therefore, (7.6.6) holds for all $u, v \in \mathcal{D}\left(\mathbb{R}^{N}\right)$. The result now follows easily by density.

We are now in a position to state and prove the main result of this section.
Theorem 7.6.4. (Morawetz's estimate) Assume $N \geq 3$ and let $g$ be as in Lemma 7.6.3. If $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ and if $u \in C\left(\left(-T_{\min }, T_{\max }\right), H^{1}\left(\mathbb{R}^{N}\right)\right)$ is the maximal solution of (4.1.1), then

$$
\begin{equation*}
\int_{s}^{t} H(u(\tau)) d \tau \leq \frac{1}{2}\left\{\left(i u(t), u_{r}(t)\right)_{L^{2}}-\left(i u(s), u_{r}(s)\right)_{L^{2}}\right\} \tag{7.6.7}
\end{equation*}
$$

for all $-T_{\min }<s<t<T_{\max }$, where $H(u)$ is defined by (7.6.5).
Remark 7.6.5. Note that the inequality (7.6.7) makes sense. Indeed, it follows from Remark 4.4.3 or Theorem 4.4.6 that $u \in L^{q}\left((s, t), W^{1, r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair ( $q, r$ ). Applying Lemma 7.6.3, we deduce easily that $H(u) \in L^{1}(s, t)$.

Proof of Theorem 7.6.4. We proceed in two steps.
Step 1. (7.6.7) holds, when $\varphi \in H^{2}\left(\mathbb{R}^{N}\right)$. Note that by Remark 5.3.3, $u \in C\left(\left(-T_{\min }, T_{\max }\right), H^{2}\left(\mathbb{R}^{N}\right)\right) \cap C^{1}\left(\left(-T_{\min }, T_{\max }\right), L^{2}\left(\mathbb{R}^{N}\right)\right)$. Therefore, the equation (4.1.1) makes sense in $L^{2}\left(\mathbb{R}^{N}\right)$ and we may multiply it by $u_{r}+(N-1) u / 2 r \in$ $C\left(\left(-T_{\min }, T_{\max }\right), L^{2}\left(\mathbb{R}^{N}\right)\right)$ (by Lemma 7.6.1). Therefore,

$$
\begin{equation*}
\left(i u_{t}+\Delta u+g(u), u_{r}+\frac{N-1}{2 r} u\right)_{L^{2}}=0 \quad \text { on }\left(-T_{\min }, T_{\max }\right) . \tag{7.6.8}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\left(i u_{t}, u_{r}+\frac{N-1}{2 r} u\right)_{L^{2}}=\frac{1}{2} \frac{d}{d t}\left(i u, u_{r}\right)_{L^{2}} . \tag{7.6.9}
\end{equation*}
$$

Indeed, by density, we need only establish the identity (7.6.9) for smooth functions $u$. In this case, it follows from integrating the identity

$$
\operatorname{Re}\left\{i u_{t}\left(\bar{u}_{r}+\frac{N-1}{2 r} \bar{u}\right)\right\}=\frac{1}{2} \partial_{t} \operatorname{Re}\left(i u \bar{u}_{r}\right)+\frac{1}{2} \nabla \cdot\left(\frac{x}{r} \operatorname{Re}\left(i u_{t} \bar{u}\right)\right) .
$$

We also claim that

$$
\begin{equation*}
\left(\Delta u, u_{r}+\frac{N-1}{2 r} u\right)_{L^{2}} \leq 0 . \tag{7.6.10}
\end{equation*}
$$

Again by density, we need only establish (7.6.10) for $u \in \mathcal{D}\left(\mathbb{R}^{N}\right)$. Note that in this case,

$$
\begin{aligned}
\operatorname{Re}\left\{\Delta u\left(\bar{u}_{r}+\frac{N-1}{2 r} \bar{u}\right)\right\}= & \nabla \cdot \operatorname{Re}\left\{\nabla u\left(\bar{u}_{r}+\frac{N-1}{2 r} \bar{u}\right)-\frac{x}{2 r}|\nabla u|^{2}\right\} \\
& +\nabla \cdot\left(\frac{N-1}{4 r^{3}} x|u|^{2}\right) \\
& -\frac{1}{r}\left\{|\nabla u|^{2}-\left|u_{r}\right|^{2}\right\}-\frac{(N-1)(N-3)}{4 r^{3}}|u|^{2},
\end{aligned}
$$

and so

$$
\left(\Delta u, u_{r}+\frac{N-1}{2 r} u\right)_{L^{2}}=-\int_{\mathbb{R}^{N}} \frac{1}{r}\left\{|\nabla u|^{2}-\left|u_{r}\right|^{2}\right\}-a-b
$$

where

$$
a=\left\{\begin{array}{ll}
2 \pi|u(0)|^{2} & \text { if } N=3 \\
0 & \text { if } N \geq 4,
\end{array} \quad b= \begin{cases}0 & \text { if } N=3 \\
\frac{(N-1)(N-3)}{4} \int_{\mathbb{R}^{N}} \frac{|u|^{2}}{r^{3}} & \text { if } N \geq 4 .\end{cases}\right.
$$

Note that $b$ is well defined by Corollary 7.6.2. Inequality (7.6.10) follows immediately. Furthermore,

$$
\begin{equation*}
\left(V u, u_{r}+\frac{N-1}{2 r} u\right)_{L^{2}}=-\frac{1}{2} \int_{\mathbb{R}^{N}} V_{r}|u|^{2} . \tag{7.6.11}
\end{equation*}
$$

Also, we need only establish (7.6.11) for $u \in \mathcal{D}\left(\mathbb{R}^{N}\right)$. In this case, (7.6.11) follows from integrating the identity

$$
\operatorname{Re}\left\{V u\left(\bar{u}_{r}+\frac{N-1}{2 r} \bar{u}\right)\right\}=\nabla \cdot\left(x \frac{V|u|^{2}}{2 r}\right)-\frac{1}{2} V_{r}|u|^{2} .
$$

Note also that

$$
\begin{equation*}
\left(f(u), u_{r}+\frac{N-1}{2 r} u\right)_{L^{2}}=-\int_{\mathbb{R}^{N}} \frac{N-1}{2 r}\{2 F(u)-\bar{u} f(u)\} . \tag{7.6.12}
\end{equation*}
$$

Note that we need only establish (7.6.12) for $u \in \mathcal{D}\left(\mathbb{R}^{N}\right)$. In this case, (7.6.12) follows from integrating the identity

$$
\operatorname{Re}\left\{f(u)\left(\bar{u}_{r}+\frac{N-1}{2 r} \bar{u}\right)\right\}=\nabla \cdot\left(x \frac{F(u)}{r}\right)-\frac{N-1}{2 r}\{2 F(u)-\bar{u} f(u)\}
$$

Finally, we claim that

$$
\begin{equation*}
\left(\left(W \star|u|^{2}\right) u, u_{r}+\frac{N-1}{2 r} u\right)_{L^{2}}=-\frac{1}{2} \int_{\mathbb{R}^{N}}|u|^{2} \frac{x}{|x|} \cdot\left(\nabla W \star|u|^{2}\right) \tag{7.6.13}
\end{equation*}
$$

Also, we need only establish (7.6.13) for $u \in \mathcal{D}\left(\mathbb{R}^{N}\right)$. In this case,
$\operatorname{Re}\left\{\left(W \star|u|^{2}\right) u\left(\bar{u}_{r}+\frac{N-1}{2 r} \bar{u}\right)\right\}=\nabla \cdot\left(\frac{x}{2 r}\left(W \star|u|^{2}\right)|u|^{2}\right)-\frac{1}{2}|u|^{2} \frac{x}{|x|} \cdot \nabla\left(W \star|u|^{2}\right)$.
Equation (7.6.13) is obtained by integrating the above equality. We deduce (7.6.7) from formulae (7.6.8)-(7.6.13).

STEP 2. Let $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$, let $u$ be the corresponding maximal solution of (4.1.1), and let $-T_{\min }<s<t<T_{\max }$. Consider a sequence $\varphi^{m} \in H^{2}\left(\mathbb{R}^{N}\right)$ such that $\varphi^{m} \rightarrow \varphi$ is $H^{1}\left(\mathbb{R}^{N}\right)$. Let $u^{m}$ be the corresponding solutions of (4.1.1). It follows from Theorem 3.3 .9 that $u^{m} \rightarrow u$, in $C\left([s, t], H^{1}\left(\mathbb{R}^{N}\right)\right)$. Furthermore, it follows from Remarks 4.4.3 and 4.4.4 that for every admissible pair ( $q, r$ ), $u^{m}$ is bounded in $L^{q}\left((s, t), W^{1, r}\left(\mathbb{R}^{N}\right)\right)$, uniformly with respect to $m$. In particular,

$$
\left(i u^{m}(\tau), u_{r}^{m}(\tau)\right)_{L^{2}} \underset{m \rightarrow \infty}{\longrightarrow}\left(i u(\tau), u_{r}(\tau)\right)_{L^{2}}
$$

uniformly on $[s, t]$, and by Lemma 7.6.3,

$$
\int_{s}^{t} H\left(u^{m}(\tau)\right) d \tau \underset{m \rightarrow \infty}{\longrightarrow} \int_{s}^{t} H(u(\tau)) d \tau
$$

The result now follows by applying Step 1.
Corollary 7.6.6. Assume $N \geq 3$ and let $g(u)=-\eta|u|^{\alpha} u$ for some $\eta>0$ and $0<\alpha<4 /(N-2)$. For every $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$, the maximal solution $u \in$ $C\left(\mathbb{R}, H^{1}\left(\mathbb{R}^{N}\right)\right)$ of (4.1.1) satisfies

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \int_{\mathbb{R}^{N}} \frac{|u(t, x)|^{\alpha+2}}{|x|} d x d t<\infty \tag{7.6.14}
\end{equation*}
$$

In addition, $u(t) \rightharpoonup 0$ in $H^{1}\left(\mathbb{R}^{N}\right)$ as $t \rightarrow \pm \infty$.
Proof. It follows from Remark 6.8.1(i) that the solution $u$ is global and bounded in $H^{1}\left(\mathbb{R}^{N}\right)$. Applying (7.6.7), we obtain

$$
\int_{-t}^{t} \int_{\mathbb{R}^{N}} \frac{|u(s, x)|^{\alpha+2}}{|x|} d x d s \leq C\left(\|u(t)\|_{H^{1}}^{2}+\|u(-t)\|_{H^{1}}^{2}\right) \leq C
$$

Hence (7.6.14) follows by letting $t \uparrow \infty$. In order to show the weak convergence to 0 , we need to verify that for every $\psi \in \mathcal{D}\left(\mathbb{R}^{N}\right),\langle u(t), \psi\rangle \rightarrow 0$ as $t \rightarrow \pm \infty$. Note that

$$
|\langle u(t), \psi\rangle| \leq \int_{\mathbb{R}^{N}}|u(t)||\psi| \leq \int_{\mathbb{R}^{N}} \frac{|u(t)|}{|x|^{\frac{1}{\alpha+2}}}|x|^{\frac{1}{\alpha+2}}|\psi| \leq C\left(\int_{\mathbb{R}^{N}} \frac{|u(t, x)|^{\alpha+2}}{|x|}\right)^{\frac{1}{\alpha+2}}
$$

and so

$$
\int_{-\infty}^{+\infty}|\langle u(t), \psi\rangle|^{\alpha+2} d t<\infty
$$

Finally, $u$ is bounded in $H^{1}\left(\mathbb{R}^{N}\right)$, and so by the equation, $u_{t}$ is bounded in $H^{-1}\left(\mathbb{R}^{N}\right)$. We see in particular that the function $t \mapsto|\langle u(t), \psi\rangle|$ is (uniformly) Lipschitz continuous $\mathbb{R} \rightarrow \mathbb{R}$. Hence the result follows.

Remark 7.6.7. Theorem 7.6 .4 requires $N \geq 3$. (If $N=1,2$, then singular terms appear in the proof of (7.6.10).) This is the reason why the scattering theory in the energy space (the asymptotic completeness part) was developed only for $N \geq 3$. Recently, Nakanishi [259] obtained a substitute for Morawetz's estimate in any dimension. More precisely, in the model case $g(u)=-\eta|u|^{\alpha} u$ with $\eta>0$ and $0<\alpha<4 /(N-2)(0<\alpha<\infty$ if $N=1,2)$,

$$
\begin{aligned}
\int_{1}^{\infty} \int_{\mathbb{R}^{N}} \frac{1}{\left(|x|^{2}+t^{2}\right)^{\frac{3}{2}}} & \left(|(x+2 i t \nabla) u|^{2}+\frac{2 N \eta \alpha}{\alpha+2} t^{2}|u|^{\alpha+2}\right) \leq \\
& \left(1+\frac{(N+5)(3-N)^{+}}{2}\right)\|\varphi\|_{L^{2}}^{2}+4 \sup _{t \geq 0}\|u(t)\|_{H^{1}}^{2}
\end{aligned}
$$

in particular,

$$
\begin{equation*}
\int_{1}^{\infty} \int_{\mathbb{R}^{N}} \frac{t^{2}}{\left(|x|^{2}+t^{2}\right)^{\frac{3}{2}}}|u|^{\alpha+2}<\infty . \tag{7.6.15}
\end{equation*}
$$

This is obtained by taking the scalar product of the equation with $\rho u+\Gamma \cdot \nabla u$, where

$$
\Gamma(t, x)=\frac{2 x}{\sqrt{|x|^{2}+t^{2}}}, \quad \rho(t, x)=\frac{N-1-i t}{\sqrt{|x|^{2}+t^{2}}}+\frac{t^{2}}{\left(|x|^{2}+t^{2}\right)^{\frac{3}{2}}} .
$$

Note that (7.6.15) is weaker than (7.6.14) particularly because of the time dependence in the factor of $|u|^{\alpha+2}$. It is sufficient, however, to deduce the asymptotic completeness in dimensions $N=1$ and $N=2$ under the assumption $\alpha>4 / N$, i.e., the analogue to Theorem 7.8.1. See [259]. Note that the proof, however, is much more delicate than the proof of Theorem 7.8.1.

### 7.7. Decay of Solutions in the Energy Space

Throughout this section we assume that $N \geq 3$. We apply Morawetz's estimate to the study of the asymptotic behavior of solutions. For simplicity, we restrict our attention to the model case

$$
\begin{equation*}
g(u)=-\eta|u|^{\alpha} u \tag{7.7.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta>0, \quad 0<\alpha<\frac{4}{N-2} \quad(0<\alpha<\infty \text { if } N=1) \tag{7.7.2}
\end{equation*}
$$

and we refer to Section 7.9 and Ginibre and Velo [137, 138] for more general results. Note that in this case, $T_{\min }(\varphi)=T_{\max }(\varphi)=\infty$ for all $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ (see Remark 6.8.1(i)). Note also that we may apply Corollary 7.6.6. Our main result of this section is the following.

Theorem 7.7.1. Let $N \geq 3$ and assume (7.7.1)-(7.7.2). If

$$
\begin{equation*}
\alpha>\frac{4}{N} \tag{7.7.3}
\end{equation*}
$$

then for every $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$, the maximal solution $u \in C\left(\mathbb{R}, H^{1}\left(\mathbb{R}^{N}\right)\right)$ of (4.1.1) satisfies

$$
\begin{equation*}
\|u(t)\|_{L^{r}} \underset{t \rightarrow \pm \infty}{\longrightarrow} 0 \quad \text { for every } 2<r<\frac{2 N}{N-2} \tag{7.7.4}
\end{equation*}
$$

REMARK 7.7.2. The above result is due to Ginibre and Velo [137]. However the proof that we present below follows closely an idea of Lin and Strauss [230].

Proof of Theorem 7.7.1. The proof that we give below does not cover the case $N=3$ and $\alpha \in\left(\frac{4}{3}, \frac{\sqrt{17}-1}{2}\right]$. (The proof in that case is slightly more complicated, and the result follows from Theorem 7.9 .2 below.) We only consider $t>0$, the case $t<0$ being treated similarly. Note that we need only establish (7.7.4) for $r=\alpha+2$, since the general case follows immediately from the boundedness of the solution in $H^{1}\left(\mathbb{R}^{N}\right)$ and Hölder's inequality. We proceed in several steps.

Step 1. The estimate

$$
\begin{equation*}
\int_{\{|x| \geq t \log t\}}|u(t, x)|^{\alpha+2} d x \underset{t \rightarrow+\infty}{\longrightarrow} 0 \tag{7.7.5}
\end{equation*}
$$

holds. Indeed, let $M>0$ and let

$$
\theta_{M}(x)= \begin{cases}\frac{|x|}{M} & \text { if }|x| \leq M \\ 1 & \text { if }|x| \geq M\end{cases}
$$

so that $\theta_{M} \in W^{1, \infty}\left(\mathbb{R}^{N}\right)$ and $\left\|\nabla \theta_{M}\right\|_{L^{\infty}} \leq 1 / M$. Thus $\theta_{M} u \in C\left(\mathbb{R}, H^{1}\left(\mathbb{R}^{N}\right)\right)$ and

$$
\left\langle i u_{t}+\Delta u+g(u), i \theta_{M} u\right\rangle_{H^{-1}, H^{1}}=0
$$

Note that

$$
\begin{gathered}
\left\langle i u_{t}, i \theta_{M} u\right\rangle_{H^{-1}, H^{1}}=\frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}^{N}} \theta_{M}|u|^{2} \\
\left\langle g(u), i \theta_{M} u\right\rangle_{H^{-1}, H^{1}}=0
\end{gathered}
$$

and

$$
\begin{aligned}
-\left\langle\Delta u, i \theta_{M} u\right\rangle_{H^{-1}, H^{1}}=\left\langle\nabla u, i \nabla \theta_{M} u\right\rangle_{L^{2}} & =\left\langle\nabla u, i u \nabla \theta_{M}\right\rangle_{L^{2}} \\
& =-\operatorname{Re} \int_{\mathbb{R}^{N}} i \bar{u} \nabla u \cdot \nabla \theta_{M} \\
& \leq \frac{1}{M}\|u(t)\|_{H^{1}}^{2} \leq \frac{C}{M}
\end{aligned}
$$

It follows that

$$
\int_{\mathbb{R}^{N}} \theta_{M}|u(t, x)|^{2} d x \leq \frac{C t}{M}+\int_{\mathbb{R}^{N}} \theta_{M}|\varphi|^{2} d x \quad \text { for every } t \in \mathbb{R} .
$$

Letting $M=t \log t$, we obtain

$$
\int_{\{|x| \geq t \log t\}}|u(t, x)|^{2} d x \leq \frac{C}{\log t}+\int_{\mathbb{R}^{N}} \theta_{t \log t}|\varphi|^{2} d x
$$

Applying the dominated convergence theorem to the last term in the right-hand side of the above estimate, we obtain that

$$
\int_{\{|x| \geq t \log t\}}|u(t, x)|^{2} d x \underset{t \rightarrow+\infty}{\longrightarrow} 0
$$

The result now follows from Hölder's inequality and the boundedness of $u$ in $H^{1}\left(\mathbb{R}^{N}\right)$.

Step 2. For every $\varepsilon>0, t>1, \tau>0$, there exists $t_{0}>\max \{t, 2 \tau\}$ such that

$$
\begin{equation*}
\int_{t_{0}-2 \tau}^{t_{0}} \int_{\{|x| \leq s \log s\}}|u(s, x)|^{\alpha+2} d x d s \leq \varepsilon \tag{7.7.6}
\end{equation*}
$$

Indeed, by Morawetz's estimate (7.6.14),

$$
\begin{aligned}
+\infty & >\int_{1}^{\infty} \frac{1}{s \log s} \int_{\{|x| \leq s \log s\}}|u(s, x)|^{\alpha+2} \\
& \geq \sum_{k=0}^{\infty} \int_{t+2 k \tau}^{t+2(k+1) \tau} \frac{1}{s \log s} \int_{\{|x| \leq s \log s\}}|u(s, x)|^{\alpha+2} \\
& \geq \sum_{k=0}^{\infty} \frac{1}{\gamma_{k}} \int_{t+2 k \tau}^{t+2(k+1) \tau} \int_{\{|x| \leq s \log s\}}|u(s, x)|^{\alpha+2}
\end{aligned}
$$

with $\gamma_{k}=(t+2(k+1) \tau) \log (t+2(k+1) \tau)$. Since

$$
\sum_{k=0}^{\infty} \frac{1}{(t+2(k+1) \tau) \log (t+2(k+1) \tau)}=\infty
$$

we see that there exists $k>0$ for which

$$
\int_{t+2 k \tau}^{t+2(k+1) \tau} \int_{\{|x| \leq s \log s\}}|u(s, x)|^{\alpha+2} \leq \varepsilon
$$

Hence the result follows with $t_{0}=t+2(k+1) \tau$.
Step 3. For every $\varepsilon>0, a, b>0$, there exists $t_{0}>\max \{a, b\}$ such that

$$
\begin{equation*}
\sup _{s \in\left[t_{0}-b, t_{0}\right]}\|u(s)\|_{L^{\alpha+2}} \leq \varepsilon \tag{7.7.7}
\end{equation*}
$$

Consider $t>\tau>0$, and write

$$
\begin{align*}
u(t) & =\mathcal{T}(t) \varphi+i \int_{0}^{t-\tau} \mathcal{T}(t-s) g(u(s)) d s+i \int_{t-\tau}^{t} \mathcal{T}(t-s) g(u(s)) d s  \tag{7.7.8}\\
& =v(t)+w(t, \tau)+z(t, \tau)
\end{align*}
$$

It follows from Corollary 2.3.7 that

$$
\begin{equation*}
\|v(t)\|_{L^{\alpha+2}} \underset{t \rightarrow \infty}{\longrightarrow} 0 \tag{7.7.9}
\end{equation*}
$$

Let now

$$
p= \begin{cases}\infty & \text { if } \alpha \geq 1 \\ \frac{2}{1-\alpha} & \text { if } \alpha<1\end{cases}
$$

Observe that $N\left(\frac{1}{2}-\frac{1}{p}\right)=\frac{N}{2} \min \{\alpha, 1\}>1$. Therefore, we deduce from (2.2.4) that

$$
\begin{aligned}
\|w(t, \tau)\|_{L^{p}} & \leq \int_{0}^{t-\tau}(t-s)^{-N\left(\frac{1}{2}-\frac{1}{p}\right)}\|u(s)\|_{L^{(\alpha+1) p^{\prime}}}^{\alpha+1} d s \\
& \leq C \tau^{-\left(\frac{N}{2} \min \{\alpha, 1\}-1\right)} \sup _{s \in \mathbb{R}}\|u(s)\|_{L^{(\alpha+1) p^{\prime}}}^{\alpha+1}
\end{aligned}
$$

Since $2 \leq(\alpha+1) p^{\prime} \leq \frac{2 N}{N-2}$, and since $u$ is bounded in $H^{1}\left(\mathbb{R}^{N}\right)$, there exists $C$ such that

$$
\begin{equation*}
\|w(t, \tau)\|_{L^{p}} \leq C \tau^{-\left(\frac{N}{2} \min \{\alpha, 1\}-1\right)} \quad \text { for all } t>\tau>0 \tag{7.7.10}
\end{equation*}
$$

On the other hand, note that

$$
w(t, \tau)=\mathfrak{T}(\tau) u(t-\tau)-\mathcal{T}(t) \varphi
$$

and so it follows from conservation of charge that

$$
\begin{equation*}
\|w(t, \tau)\|_{L^{2}} \leq 2\|\varphi\|_{L^{2}} \tag{7.7.11}
\end{equation*}
$$

Applying (7.7.10), (7.7.11), and Hölder's inequality, we deduce that there exists $K$ such that

$$
\begin{equation*}
\|w(t, \tau)\|_{L^{\alpha+2}} \leq K \tau^{-\frac{N \alpha-2 \max (\alpha, 1)}{2(\alpha+2)}} \quad \text { for all } t>\tau>0 \tag{7.7.12}
\end{equation*}
$$

Finally, by (2.2.4),

$$
\begin{equation*}
\|z(t, \tau)\|_{L^{\alpha+2}} \leq \int_{t-\tau}^{t}(t-s)^{-\frac{N_{\alpha}}{2(\alpha+2)}}\|u(s)\|_{L^{\alpha+2}}^{\alpha+1} d s \tag{7.7.13}
\end{equation*}
$$

Note that $N \alpha<2(\alpha+2)$, and let $p \in\left(1, \frac{2(\alpha+2)}{N \alpha}\right)$. It follows in particular that $(\alpha+1) p^{\prime}>\alpha+2$. Applying (7.7.13), Hölder's inequality, and the boundedness of $u$ in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$, we obtain

$$
\begin{aligned}
\|z(t, \tau)\|_{L^{\alpha+2}} & \leq\left(\int_{t-\tau}^{t}(t-s)^{\frac{N \alpha p}{2(\alpha+2)}} d s\right)^{\frac{1}{p}}\left(\int_{t-\tau}^{t}\|u(s)\|_{L^{\alpha+2}}^{(\alpha+1) p^{\prime}}\right)^{\frac{1}{p^{\prime}}} \\
& \leq C \tau^{\delta}\left(\int_{t-\tau}^{t}\|u(s)\|_{L^{\alpha+2}}^{\alpha+2}\right)^{\mu}
\end{aligned}
$$

for some $\delta, \mu>0$. In particular, there exists $L$ such that

$$
\begin{align*}
\|z(t, \tau)\|_{L^{\alpha+2}} \leq & L \tau^{\mu+\delta}\left(\sup _{s \geq t-\tau} \int_{\{|x| \geq s \log s\}}|u(s, x)|^{\alpha+2} d x\right)^{\mu} \\
& +L \tau^{\delta}\left(\int_{t-\tau}^{t} \int_{\{|x| \leq s \log s\}}|u(s, x)|^{\alpha+2} d x d s\right)^{\mu} \tag{7.7.14}
\end{align*}
$$

It follows from (7.7.9) that there exists $t_{1} \geq \max \{a, b\}$ such that

$$
\begin{equation*}
\|v(t)\|_{L^{\alpha+2}} \leq \frac{\varepsilon}{4} \quad \text { for } t \geq t_{1} \tag{7.7.15}
\end{equation*}
$$

Next, let $\tau_{1}>b$ such that

$$
\begin{equation*}
\left\|w\left(t, \tau_{1}\right)\right\|_{L^{\alpha+2}} \leq \frac{\varepsilon}{4} \quad \text { for } t>0 \tag{7.7.16}
\end{equation*}
$$

which exists by (7.7.12). By Step 1 , there exists $t_{2} \geq t_{1}$ such that

$$
\begin{equation*}
L \tau_{1}^{\mu+\delta}\left(\sup _{s \geq t-\tau_{1}} \int_{\{|x| \geq s \log s\}}|u(s, x)|^{\alpha+2} d x\right)^{\mu} \leq \frac{\varepsilon}{4} \quad \text { for } t \geq t_{2} \tag{7.7.17}
\end{equation*}
$$

Finally, by Step 2, there exists $t_{0} \geq t_{2}$ such that

$$
\begin{equation*}
L \tau_{1}^{\delta}\left(\int_{t_{0}-2 \tau_{1}}^{t_{0}} \int_{\{|x| \leq s \log s\}}|u(s, x)|^{\alpha+2} d x d s\right)^{\mu} \leq \frac{\varepsilon}{4} \tag{7.7.18}
\end{equation*}
$$

Note that $\left[t-\tau_{1}, t\right] \subset\left[t_{0}-2 \tau_{1}, t_{0}\right]$ for all $t \in\left[t_{0}-b, t_{0}\right]$. Therefore, it follows from (7.7.18) that

$$
\begin{equation*}
L \tau_{1}^{\delta}\left(\int_{t-b}^{t} \int_{\{|x| \leq s \log s\}}|u(s, x)|^{\alpha+2} d x d s\right)^{\mu} \leq \frac{\varepsilon}{4} \tag{7.7.19}
\end{equation*}
$$

Applying (7.7.8), (7.7.15), (7.7.16), (7.7.14), (7.7.17), and (7.7.19), we deduce that $\|u(t)\|_{L^{\alpha+2}} \leq \varepsilon$ for every $t \in\left[t_{0}-b, t_{0}\right]$. Hence the result follows.

Step 4. We need to show that for every $\varepsilon>0,\|u(t)\|_{L^{\alpha+2}} \leq \varepsilon$ for $t$ large. Let $t>\tau>0$. It follows from (7.7.8) and (7.7.12) that

$$
\begin{equation*}
\|u(t)\|_{L^{\alpha+2}} \leq\|v(t)\|_{L^{\alpha+2}}+K \tau^{-\frac{N_{\alpha-2 \max (\alpha, 1)}}{2(\alpha+2)}}+\|z(t, \tau)\|_{L^{\alpha+2}} \tag{7.7.20}
\end{equation*}
$$

Consider $\varepsilon>0$, and let $\tau_{\varepsilon}$ be defined by

$$
\begin{equation*}
K \tau_{\varepsilon}^{-\frac{N \alpha-2 \max \{\alpha, 1\}}{2(\alpha+2)}}=\frac{\varepsilon}{4} . \tag{7.7.21}
\end{equation*}
$$

We deduce from (7.7.9) that there exists $t_{1}>0$ such that

$$
\begin{equation*}
\|v(t)\|_{L^{\alpha+2}} \leq \frac{\varepsilon}{4} \quad \text { for } t \geq t_{1} \tag{7.7.22}
\end{equation*}
$$

Applying (7.7.20), (7.7.21), and (7.7.22), we obtain

$$
\begin{equation*}
\|u(t)\|_{L^{\alpha+2}} \leq \frac{\varepsilon}{2}+\left\|z\left(t, \tau_{\varepsilon}\right)\right\|_{L^{\alpha+2}} \quad \text { for } t \geq t_{1} \tag{7.7.23}
\end{equation*}
$$

Note also that by (2.2.4),

$$
\begin{align*}
\left\|z\left(t, \tau_{\varepsilon}\right)\right\|_{L^{\alpha+2}} & \leq \int_{t-\tau_{\varepsilon}}^{t}(t-s)^{-\frac{N \alpha}{2(\alpha+2)}}\|u(s)\|_{L^{\alpha+2}}^{\alpha+1} d s  \tag{7.7.24}\\
& \leq M \tau_{\varepsilon}^{1-\frac{N \alpha}{2(\alpha+2)}} \sup _{t-\tau_{c}, t}\|u(s)\|_{L^{\alpha+2}}^{\alpha+1} \quad \text { for every } t \geq \tau_{\varepsilon}
\end{align*}
$$

By Step 3, there exists $t_{0} \geq \max \left\{\tau_{\varepsilon}, t_{1}\right\}$ such that $\|u(t)\|_{L^{\alpha+2}} \leq \varepsilon$ for $t \in\left[t_{0}-\tau_{\varepsilon}, t_{0}\right]$. Therefore, we can define

$$
t_{\varepsilon}=\sup \left\{t \geq t_{0}:\|u(s)\|_{L^{\alpha+2}} \leq \varepsilon \text { for all } s \in\left[t_{0}-\tau_{\varepsilon}, t\right]\right\}
$$

Assume that $t_{\varepsilon}<\infty$. It follows that

$$
\begin{equation*}
\left\|u\left(t_{\varepsilon}\right)\right\|_{L^{\alpha+2}}=\varepsilon . \tag{7.7.25}
\end{equation*}
$$

Applying (7.7.23) and (7.7.24) with $t=t_{\varepsilon}$, we obtain that

$$
\varepsilon \leq \frac{\varepsilon}{2}+M \tau_{\varepsilon}^{1-\frac{N_{\alpha}}{2(\alpha+2)}} \varepsilon^{\alpha+1}
$$

which implies

$$
\tau_{\varepsilon}^{1-\frac{N \alpha}{2(\alpha+2)}} \varepsilon^{\alpha} \geq \frac{1}{2 M}
$$

Applying (7.7.21), we see that

$$
\begin{equation*}
\tau_{\varepsilon}^{-\gamma} \geq \frac{1}{2 M(4 K)^{\alpha}} \tag{7.7.26}
\end{equation*}
$$

where

$$
\gamma=\frac{\alpha(N \alpha-2-2 \max \{\alpha, 1\})+(N \alpha-4)}{2(\alpha+2)} .
$$

Observe that when $\alpha \leq 1$, we have $\gamma>0$ (remember that $N \alpha>4$ ). Therefore, (7.7.26) implies that $\tau_{\varepsilon}$ is bounded by a positive number. This is a contradiction when $\varepsilon$ is small, since $\tau_{\varepsilon} \rightarrow \infty$ as $\varepsilon \downarrow 0$. When $\alpha>1$, one easily verifies that $\gamma>0$ when $N \geq 4$, or when $N=3$ and $\alpha>\frac{\sqrt{17}-1}{2}$, in which case we obtain the same contradiction. Therefore, $t_{\varepsilon}=\infty$, which is the desired estimate.

Theorem 7.7.3. Let $N \geq 3$ and assume (7.7.1), (7.7.2), and (7.7.3). For every $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$, the maximal solution $u \in C\left(\mathbb{R}, H^{1}\left(\mathbb{R}^{N}\right)\right)$ of (4.1.1) satisfies

$$
\begin{equation*}
u \in L^{q}\left(\mathbb{R}, W^{1, r}\left(\mathbb{R}^{N}\right)\right) \quad \text { for every admissible pair }(q, r) \tag{7.7.27}
\end{equation*}
$$

For the proof, we will use the following elementary lemma.
Lemma 7.7.4. Let $a, b>0$ and $p>1$. Assume that $b$ is small enough so that the function $f(x) \equiv a-x+b x^{p}$ is negative for some $x>0$, and let $x_{0}$ be the first (positive) zero of $f$. Let $I \subset \mathbb{R}$ be an interval and let $\phi \in C\left(I, \mathbb{R}_{+}\right)$satisfy

$$
\phi(t) \leq a+b \phi(t)^{p} \quad \text { for all } t \in I
$$

If $\phi\left(t_{0}\right)=0$ (or more generally $\phi\left(t_{0}\right) \leq x_{0}$ ) for some $t_{0} \in I$, then $\phi(t) \leq x_{0}$ for all $t \in I$.

Proof. By assumption, the set $J=\{x \geq 0 ; f(x) \geq 0\}$ is of the form $J=$ $[0, y] \cup[z, \infty)$ for some $0<y<x_{0}<z$. Since $\{\phi(t): t \in I\}$ is a connected set and $f(\phi(t)) \geq 0$, we must have either $\{\phi(t): t \in I\} \subset[0, y]$, or else $\{\phi(t): t \in I\} \subset$ $[z, \infty)$. This proves the result.

Proof of Theorem 7.7.3. Let $(\gamma, \rho)$ be the admissible pair such that $\rho=\alpha+2$. For every $S, t>0$,

$$
u(t+S)=\mathfrak{J}(t) u(S)+i \int_{0}^{t} \mathcal{T}(t-s) g(u(S+s)) d s
$$

It follows from Strichartz's estimates, Remark 1.3.1(vii), and Hölder's inequality that for every $t>S>0$,

$$
\begin{aligned}
\|u\|_{L^{\gamma}\left((S, t), W^{1, \rho}\right)} \leq & C\|u(S)\|_{H^{1}}+C\left(\int_{S}^{t}\|u(s)\|_{L^{\rho}}^{\alpha \gamma^{\prime}}\|u(s)\|_{W^{1, \rho}}^{\gamma^{\prime}}\right)^{1 / \gamma^{\prime}} \\
\leq & C\|u(S)\|_{H^{1}} \\
& +C\left(\int_{S}^{t}\|u(s)\|_{L^{\rho}}^{(\alpha+1) \gamma^{\prime}-\gamma}\|u(s)\|_{L^{\rho}}^{\gamma-\gamma^{\prime}}\|u(s)\|_{W^{1, \rho}}^{\gamma^{\prime}}\right)^{\frac{1}{\gamma^{\prime}}}
\end{aligned}
$$

where $C$ is independent of $t, S$. Note that $(\alpha+1) \gamma^{\prime}>\gamma$, and so

$$
\begin{aligned}
\left(\int_{S}^{t}\|u(s)\|_{L^{\rho}}^{(\alpha+1) \gamma^{\prime}-\gamma}\|u(s)\|_{L^{\rho}}^{\gamma-\gamma^{\prime}}\|u(s)\|_{W^{1, \rho}}^{\gamma^{\prime}}\right)^{1 / \gamma^{\prime}} \\
\quad \leq \sup \left\{\|u(s)\|_{L^{\rho}}: s \geq S\right\}^{\alpha+1-\frac{\gamma}{\gamma^{\prime}}}\|u\|_{L^{\gamma}\left((S, t), W^{1, \rho}\right)}^{\frac{\gamma}{\gamma}}
\end{aligned}
$$

It follows from Theorem 7.7.1 that

$$
\begin{aligned}
\left(\int_{S}^{t}\|u(s)\|_{L^{\rho}}^{(\alpha+1) \gamma^{\prime}-\gamma}\|u(s)\|_{L^{\rho}}^{\gamma-\gamma^{\prime}}\|u(s)\|_{W^{1, \rho}}^{\gamma^{\prime}}\right)^{1 / \gamma^{\prime}} & \leq \varepsilon(S)\|u\|_{L^{\gamma}\left((S, t), W^{1, \rho}\right)}^{\frac{\gamma}{\gamma^{\prime}}} \\
& =\varepsilon(S)\|u\|_{L^{\gamma}\left((S, t), W^{1, \rho}\right)}^{\gamma-1}
\end{aligned}
$$

where $\varepsilon(S) \rightarrow 0$ as $S \rightarrow \infty$. Therefore,

$$
\|u\|_{L^{\gamma}\left((S, t), W^{1, \rho}\right)} \leq C\|\varphi\|_{H^{1}}+\varepsilon(S)\|u\|_{L^{\gamma}\left((S, t), W^{1, \rho}\right)}^{\gamma-1}
$$

By Lemma 7.7.4, we see that if we fix $S$ large enough, then $\|u\|_{L^{\gamma}\left((S, t), W^{1, p}\right)} \leq$ $K$ for some $K$ independent of $t$. Therefore, $u \in L^{\gamma}\left((S, \infty), W^{1, \rho}\left(\mathbb{R}^{N}\right)\right)$. One shows as well that for $S$ large enough, $u \in L^{\gamma}\left((-\infty,-S), W^{1, \rho}\left(\mathbb{R}^{N}\right)\right)$, and so $u \in$ $L^{\gamma}\left(\mathbb{R}, W^{1, \rho}\left(\mathbb{R}^{N}\right)\right)$. This implies that $g(u) \in L^{\gamma^{\prime}}\left(\mathbb{R}, W^{1, \rho^{\prime}}\left(\mathbb{R}^{N}\right)\right)$, and the result follows from Strichartz's estimates.

REMARK 7.7.5. One can add the following property to the statement of Theorem 7.7.3. If $\varphi \in H^{2}\left(\mathbb{R}^{N}\right)$, then $u_{t} \in L^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(q, r)$. This is obtained by a similar argument, by applying the estimates used in the proof of Theorem 5.3.1. It is not difficult to see, using Sobolev's inequalities, that this implies $u \in L^{q}\left(\mathbb{R}, W^{2, r}\left(\mathbb{R}^{N}\right)\right.$ ) for every admissible pair ( $q, r$ ); in particular, $u \in L^{\infty}\left(\mathbb{R}, H^{2}\left(\mathbb{R}^{N}\right)\right)$.

### 7.8. Scattering Theory in the Energy Space

We apply the results of Section 7.7 in order to construct the scattering operator in the energy space $H^{1}\left(\mathbb{R}^{N}\right)$. The results below are due to Ginibre and Velo [137]. We still assume that $N \geq 3$ and that $g$ is given by (7.7.1)-(7.7.2). We refer to Section 7.9 and to Ginibre and Velo $[137,138]$ for more general results, and to Nakanishi [259] for the case $N=1,2$. We first construct the scattering states.

THEOREM 7.8.1. Let $N \geq 3$ and assume (7.7.1), (7.7.2), and (7.7.3). If $\varphi \in$ $H^{1}\left(\mathbb{R}^{N}\right)$ and if $u \in C\left(\mathbb{R}, H^{1}\left(\mathbb{R}^{N}\right)\right.$ ) is the maximal solution of (4.1.1), then there exist $u^{+}, u^{-} \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $\left\|\mathcal{T}(-t) u(t)-u^{ \pm}\right\|_{H^{1}} \xrightarrow[t \rightarrow \pm \infty]{\longrightarrow} 0$. In addition,

$$
\left\|u^{+}\right\|_{L^{2}}=\left\|u^{-}\right\|_{L^{2}}=\|\varphi\|_{L^{2}} \quad \text { and } \quad \frac{1}{2} \int_{\mathbb{R}^{N}}\left|\nabla u^{+}\right|^{2}=\frac{1}{2} \int_{\mathbb{R}^{N}}\left|\nabla u^{-}\right|^{2}=E(\varphi) .
$$

Proof. Let $v(t)=\mathcal{T}(-t) u(t)$. We have

$$
v(t)=\varphi+i \int_{0}^{t} \mathcal{T}(-s) g(u(s)) d s
$$

Therefore for $0<t<\tau$,

$$
v(t)-v(\tau)=i \int_{\tau}^{t} \mathcal{T}(-s) g(u(s)) d s
$$

It follows from Strichartz's estimates that

$$
\|v(t)-v(\tau)\|_{H^{1}}=\|\mathcal{T}(t)(v(t)-v(\tau))\|_{H^{1}} \leq C\|g(u)\|_{L^{q^{\prime}}\left((t, r), W^{1, r^{\prime}}\right)}
$$

where $(q, r)$ is the admissible pair such that $r=\alpha+2$, and so

$$
\|v(t)-v(\tau)\|_{H^{1}} \underset{t, \tau \rightarrow \infty}{\longrightarrow} 0
$$

(see the end of the proof of Theorem 7.7.3). Therefore, there exists $u^{+} \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $v(t) \rightarrow u^{+}$in $H^{1}$ as $t \rightarrow \infty$. One shows as well that there exists $u^{-} \in$ $H^{1}\left(\mathbb{R}^{N}\right)$ such that $v(t) \rightarrow u^{-}$in $H^{1}$ as $t \rightarrow-\infty$. The other properties follow from conservation of charge and energy.

REMARK 7.8.2. The mappings $U_{+}: \varphi \mapsto u^{+}$and $U_{-}: \varphi \mapsto u^{-}$defined by Theorem 7.8.1 map $H^{1}\left(\mathbb{R}^{N}\right) \rightarrow H^{1}\left(\mathbb{R}^{N}\right)$. In fact, one can show with similar estimates that $U_{+}$and $U_{-}$are continuous $H^{1}\left(\mathbb{R}^{N}\right) \rightarrow H^{1}\left(\mathbb{R}^{N}\right)$.

REmark 7.8.3. We deduce from Corollary 2.3.6 the following formula:

$$
u^{ \pm}=\varphi+i \int_{0}^{ \pm \infty} \mathcal{T}(-s) g(u(s)) d s
$$

in particular,

$$
\begin{equation*}
u(t)=\mathcal{T}(t) u^{ \pm}-i \int_{t}^{ \pm \infty} \mathcal{T}(t-s) g(u(s)) d s \quad \text { for all } t \in \mathbb{R} \tag{7.8.1}
\end{equation*}
$$

We now construct the wave operators.

THEOREM 7.8.4. Let $N \geq 3$ and assume (7.7.1), (7.7.2), and (7.7.3).
(i) For every $u^{+} \in H^{1}\left(\mathbb{R}^{N}\right)$, there exists a unique $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ such that the maximal solution $u \in C\left(\mathbb{R}, H^{1}\left(\mathbb{R}^{N}\right)\right)$ of (4.1.1) satisfies

$$
\left\|\mathcal{T}(-t) u(t)-u^{+}\right\|_{H^{1}} \rightarrow 0 \text { as } t \rightarrow+\infty
$$

(ii) For every $u^{-} \in H^{1}\left(\mathbb{R}^{N}\right)$, there exists a unique $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ such that the maximal solution $u \in C\left(\mathbb{R}, H^{1}\left(\mathbb{R}^{N}\right)\right)$ of (4.1.1) satisfies

$$
\left\|\mathfrak{T}(-t) u(t)-u^{-}\right\|_{H^{1}} \rightarrow 0 \text { as } t \rightarrow-\infty
$$

Proof. We prove (i), the proof of (ii) being similar. The idea of the proof is to solve equation (7.8.1) by a fixed-point argument. To that end, we introduce the function $\omega(t)=\mathcal{T}(t) u^{+}$. Let $(q, r)$ be the admissible pair such that $r=\alpha+2$. It follows from Strichartz's estimates and Corollary 2.3.7 that $\omega \in L^{q}\left(\mathbb{R}, W^{1, r}\left(\mathbb{R}^{N}\right)\right)$ and that $\|\omega(t)\|_{L^{r}} \rightarrow 0$ as $t \rightarrow \infty$. Consider $S>0$ and let

$$
\begin{equation*}
K_{S}=\|\omega\|_{L^{q}\left((S, \infty), W^{1, r}\right)}+\sup _{t \geq S}\|\omega(t)\|_{L^{r}} \tag{7.8.2}
\end{equation*}
$$

Note that

$$
\begin{equation*}
K_{S} \underset{S \rightarrow \infty}{\longrightarrow} 0 \tag{7.8.3}
\end{equation*}
$$

Let

$$
E=\left\{u \in L^{q}\left((S, \infty), W^{1, r}\left(\mathbb{R}^{N}\right)\right):\|u\|_{L^{q}\left((S, \infty), W^{1, r}\right)}+\sup _{t \geq S}\|\omega(t)\|_{L^{r}} \leq 2 K_{S}\right\}
$$

and

$$
\mathrm{d}(u, v)=\|v-u\|_{L^{q}\left((S, \infty), L^{r}\right)} \quad \text { for } u, v \in E .
$$

It is easily checked that $(E, \mathrm{~d})$ is a complete metric space. Given $u \in E$, we have (see the proof of Theorem 7.7.3)

$$
\|g(u)\|_{L^{q^{\prime}}\left((S, \infty), W^{1, r^{\prime}}\right)} \leq C\left(2 K_{S}\right)^{\alpha+1}
$$

By Corollary 2.3.6, $\mathcal{J}(u)$ defined by

$$
\begin{equation*}
\mathcal{J}(u)(t)=-i \int_{t}^{\infty} \mathcal{T}(t-s) g(u(s)) d s \tag{7.8.4}
\end{equation*}
$$

makes sense and

$$
\begin{equation*}
\mathcal{J}(u) \in C\left([S, \infty), H^{1}\left(\mathbb{R}^{N}\right)\right) \cap L^{q}\left((S, \infty), W^{1, r}\left(\mathbb{R}^{N}\right)\right) \tag{7.8.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\mathcal{J}(u)\|_{L^{q}\left((S, \infty), W^{2, r}\right)}+\|\mathcal{J}(u)\|_{L^{\infty}\left((S, \infty), H^{1}\right)} \leq C\left(2 K_{S}\right)^{\alpha+1} \tag{7.8.6}
\end{equation*}
$$

Applying (7.8.3), (7.8.6), and Sobolev's inequality, we deduce that
(7.8.7) $\|\mathcal{J}(u)\|_{L^{q}\left((S, \infty), W^{1, r}\right)}+\|\mathcal{J}(u)\|_{L^{\infty}\left((S, \infty), L^{r}\right)} \leq K_{S} \quad$ for $S$ sufficiently large.

Putting together (7.8.2) and (7.8.7), we see that $\mathcal{A}$ defined by

$$
\mathcal{A}(u)(t)=\mathcal{T}(t) u_{+}+\mathcal{J}(u)(t) \quad \text { for } t \geq S
$$

maps $E$ to itself if $S$ is large enough. One easily verifies with similar estimates that if $S$ is large enough, one has

$$
\begin{equation*}
\mathrm{d}(\mathcal{A}(u), \mathcal{A}(v)) \leq \frac{1}{2} \mathrm{~d}(u, v) \quad \text { for all } u, v \in E \tag{7.8.8}
\end{equation*}
$$

It follows from Banach's fixed-point theorem that $\mathcal{A}$ has a fixed point $u \in E$, which satisfies the equation (7.8.1) on $[S, \infty)$. Note that $u \in C\left([S, \infty), H^{1}\left(\mathbb{R}^{N}\right)\right)$ by (7.8.5); in particular, $\psi=u(S) \in H^{1}\left(\mathbb{R}^{N}\right)$. Note also that

$$
u(t+S)=\mathcal{T}(t) \psi+i \int_{0}^{t} \mathcal{T}(t-s) g(u(s+S)) d s
$$

Therefore, $u$ is the solution of the problem

$$
\left\{\begin{array}{l}
i u_{t}+\Delta u+g(u)=0 \\
u(S)=\psi
\end{array}\right.
$$

Note that, by Remark 6.8.1, the solution $u$ is global. In particular, $u(0) \in H^{1}\left(\mathbb{R}^{N}\right)$ is well defined. It follows from the equation (7.8.1) that

$$
\mathcal{T}(-t) u(t)-u^{+}=-i \int_{t}^{\infty} \mathcal{T}(s) g(u(s)) d s
$$

Since $u \in E$, it is not difficult to show with the above estimates that $\| \mathcal{T}(-t) u(t)-$ $u^{+} \|_{H^{1}} \rightarrow 0$ as $t \rightarrow \infty$. Therefore, $\varphi=u(0)$ satisfies the conclusions of the theorem.

It remains to show uniqueness. Let $\varphi_{1}, \varphi_{2} \in H^{1}\left(\mathbb{R}^{N}\right)$, let $u_{1}$ and $u_{2}$ be the corresponding solutions of (4.1.1), and assume that $\left\|\mathcal{T}(-t) u_{j}(t)-u^{+}\right\|_{H^{1}} \rightarrow 0$ as $t \rightarrow \infty$ for $j=1,2$. It follows from Remark 7.8.3 that $u_{j}$ is a solution of (7.8.1). Furthermore, it follows from Theorems 7.7.1 and 7.7.3 that $u_{j} \in L^{q}\left(\mathbb{R}, W^{1, r}\left(\mathbb{R}^{N}\right)\right)$ and that $\left\|u_{j}(t)\right\|_{L^{r}} \rightarrow 0$ as $t \rightarrow \infty$. In a similar way to the proof of (7.8.8), one obtains that $u_{1}(t)=u_{2}(t)$ for $t$ sufficiently large. By uniqueness for the Cauchy problem at finite time, we conclude that $\varphi_{1}=\varphi_{2}$.

REMARK 7.8.5. Note that the above proof of the construction of $\varphi$ for a given $u_{0}$ only uses a fixed-point argument. In particular, it still works for $N=1,2$. It is not difficult to see that it also works in the limiting case $\alpha=4 / N$. The proof of uniqueness is more delicate and uses the decay estimate of Theorem 7.7.3. This is where we use the assumption $N \geq 3$. As observed in Remark 7.8.9 below, uniqueness also holds in dimension $N=1$ or 2 .

Remark 7.8.6. Nakanishi [260] has extended the existence part of Theorem 7.8.4 to the case $\alpha>2 / N$ when $N \geq 3$. The construction is by a compactness argument. Note that when $\alpha \leq 4 / N$, uniqueness is an open problem (see Remark 7.8.5).

REMARK 7.8.7. The wave operators $\Omega_{+}: u^{+} \mapsto \varphi$ and $\Omega_{-}: u^{-} \mapsto \varphi$ defined by Theorem 7.8 .4 map $H^{1}\left(\mathbb{R}^{N}\right) \rightarrow H^{1}\left(\mathbb{R}^{N}\right)$. In fact, one can show with similar estimates that $\Omega_{+}$and $\Omega_{-}$are continuous. By Theorems 7.8.1 and 7.8.4, $U_{ \pm} \Omega_{ \pm}=$ $\Omega_{ \pm} U_{ \pm}=I$ on $H^{1}\left(\mathbb{R}^{N}\right)$, where $U_{ \pm}$is defined by Remark 7.8.2. In particular, $\Omega_{ \pm}: H^{1}\left(\mathbb{R}^{N}\right) \rightarrow H^{1}\left(\mathbb{R}^{N}\right)$ is one-to-one with continuous inverse $\left(\Omega_{ \pm}\right)^{-1}=U_{ \pm}$.

ThEOREM 7.8.8. Let $N \geq 3$ and assume (7.7.1), (7.7.2), and (7.7.3). For every $u^{-} \in H^{1}\left(\mathbb{R}^{N}\right)$, there exist a unique $u^{+} \in H^{1}\left(\mathbb{R}^{N}\right)$ and a unique $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$, such
that the maximal solution $u \in C\left(\mathbb{R}, H^{1}\left(\mathbb{R}^{N}\right)\right)$ of (4.1.1) satisfies $\mathcal{T}(-t) u(t) \rightarrow u^{ \pm}$ in $H^{1}\left(\mathbb{R}^{N}\right)$ as $t \rightarrow \pm \infty$. The scattering operator

$$
\mathbf{S}: H^{1}\left(\mathbb{R}^{N}\right) \rightarrow H^{1}\left(\mathbb{R}^{N}\right) \quad \text { mapping } \quad u^{-} \mapsto u^{+}
$$

is continuous, one-to-one, and its inverse is continuous $H^{1}\left(\mathbb{R}^{N}\right) \rightarrow H^{1}\left(\mathbb{R}^{N}\right)$. In addition, $\left\|u^{+}\right\|_{L^{2}}=\left\|u^{-}\right\|_{L^{2}}$ and $\left\|\nabla u^{+}\right\|_{L^{2}}=\left\|\nabla u^{-}\right\|_{L^{2}}$ for every $u^{-} \in H^{1}\left(\mathbb{R}^{N}\right)$.

Proof. The result follows from Theorems 7.8 .1 and 7.8.4, and Remark 7.8.7, by setting $\mathbf{S}=U_{+} \Omega_{-}$. Note that $\mathbf{S}^{-1}=U_{-} \Omega_{+}$.

Remark 7.8.9. We note that the conclusion of Theorems 7.8.1, 7.8.4, and 7.8.8 also hold if $N=1$ or $N=2$. See Remark 7.6.7 and Nakanishi [259].

### 7.9. Comments

The estimates of Theorem 7.3.1 hold for more general nonlinearities. In particular, consider $g(u)=f(u(\cdot))$, where $f$ is as in the beginning of Section 7.2. Assume that $F(s) \leq 0$ for all $s \geq 0$, and that there exists $0<\delta \leq 4 / N$ such that $-s^{-2-\delta} F(s)$ is a nondecreasing function of $s \geq 0$. We have the following result.

Proposition 7.9.1. Let $g$ be as above. If $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$ is such that $|\cdot| \varphi(\cdot) \in$ $L^{2}\left(\mathbb{R}^{N}\right)$, and if $u$ is the maximal solution of (4.1.1), then

$$
\int_{\mathbb{R}^{N}} F(u(t)) d x \leq C|t|^{-\frac{N \delta}{2}} \quad \text { and } \quad\|u(t)\|_{L^{r}} \leq C|t|^{-\frac{N^{2} \delta}{4}\left(\frac{1}{2}-\frac{1}{7}\right)}
$$

for all $t \in \mathbb{R}$ and all $2 \leq r \leq 2 N /(N-2)$.
Proof. It follows from Theorem 7.2.1 that $v$ defined by (7.2.7) satisfies

$$
t^{2} E(v) \leq\|x \varphi\|_{L^{2}}^{2}-\int_{0}^{t} s \int_{\mathbb{R}^{N}}(8(N+2) F(u)-4 N \operatorname{Re}(f(u) \bar{u})) d x d s .
$$

By assumption, $-s f(s) \leq-(2+\delta) F(s)$. Therefore,

$$
\int_{\mathbb{R}^{N}}|\nabla v(t)|^{2} d x-2 t^{2} \int_{\mathbb{R}^{N}} F(u(t)) d x \leq(4-N \delta) \int_{0}^{t} \int_{\mathbb{R}^{N}} s F(u(s)) d x d s
$$

One concludes as for Theorem 7.3.1 that

$$
\int_{\mathbb{R}^{N}} F(u(t)) d x \leq C|t|^{-\frac{N \delta}{2}},
$$

and so $\|\nabla v(t)\|_{L^{2}} \leq C|t|^{-\frac{N \delta}{4}}$. The result now follows from Gagliardo-Nirenberg's inequality and conservation of charge.

Applying these estimates, one can extend the scattering theory in $\Sigma$ to more general nonlinearities (see Ginibre and Velo [133, 132]).

The result of Theorem 7.7.1 can be generalized in the following way. Consider $g(u)=f(u(\cdot))$, where $f$ is as in the beginning of Section 7.2. Assume that there exists $\delta<4 / N$ such that

$$
\begin{equation*}
F(s) \leq C\left(s^{2}+s^{\delta+2}\right) \tag{7.9.1}
\end{equation*}
$$

so that all solutions of (4.1.1) are global (see Section 6.1). Assume further that

$$
\begin{equation*}
|f(s)| \leq C\left(s^{\mu+1}+s^{\nu+1}\right) \quad \text { for all } s \geq 0 \tag{7.9.2}
\end{equation*}
$$

for some $4 / N<\mu \leq \nu<4 /(N-2)$. Assume finally that

$$
\begin{equation*}
2 F(s)-s f(s) \geq c \min \left\{s^{\mu+2}, s^{\nu+2}\right\} \quad \text { for all } s \geq 0 \tag{7.9.3}
\end{equation*}
$$

We have the following result.
Theorem 7.9.2. Assume $N \geq 3$ and let $g$ be as above. For every $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$, the maximal solution $u \in C\left(\mathbb{R}, H^{1}\left(\mathbb{R}^{N}\right)\right)$ of (4.1.1) satisfies

$$
\|u(t)\|_{L^{r}} \underset{t \rightarrow \pm \infty}{\longrightarrow} 0
$$

for every $2<r<2 N /(N-2)$.
Proof. The proof is an adaptation of the proof of Theorem 7.7.1. We only prove the result for $t \rightarrow+\infty$, the case $t \rightarrow-\infty$ being similar. Note also that we need only establish the result for $r=\nu+2$, the general case following immediately from the boundedness of the solution in $H^{1}\left(\mathbb{R}^{N}\right)$ and Hölder's inequality.

Step 1. We have the estimate

$$
\begin{equation*}
\int_{\geq t \log t\}}|u(t, x)|^{r} d x \underset{t \rightarrow+\infty}{\longrightarrow} 0 \quad \text { for all } 2<r<\frac{2 N}{N-2} \tag{7.9.4}
\end{equation*}
$$

The proof is the same as that of Step 1 of the proof of Theorem 7.7.1.
STEP 2. For every $\varepsilon>0, t>1, \tau>0$, there exists $t_{0}>\max \{t, 2 \tau\}$ such that

$$
\begin{equation*}
\int_{t_{0}-2 \tau}^{t_{0}} \int_{\{|x| \leq t \log t\}} \min \left\{|u|^{\mu+2},|u|^{\nu+2}\right\} d x d t \leq \varepsilon \tag{7.9.5}
\end{equation*}
$$

This follows from Morawetz's estimate and (7.9.3). (See the proof of Theorem 7.7.1, Step 2.)

STEP 3. For every $\varepsilon>0, t>1, \tau>0$ and $2<r<2 N /(N-2)$, there exists $t_{0}>\max \{t, 2 \tau\}$ such that

$$
\begin{equation*}
\int_{t_{0}-2 \tau}^{t_{0}} \int_{\{|x| \leq t \log t\}}|u(t, x)|^{r} d x d t \leq \varepsilon \tag{7.9.6}
\end{equation*}
$$

Note that we need only establish the result for $r=\mu+2$, the general case following immediately from the boundedness of the solution in $H^{1}\left(\mathbb{R}^{N}\right)$ and Hölder's inequality. Consider $\varepsilon>0, t>1, \tau>0$. Let

$$
v(t, x)= \begin{cases}u(t, x) & \text { if }|u(t, x)| \leq 1 \\ 0 & \text { if }|u(t, x)|>1\end{cases}
$$

and $w=u-v$. It follows from Step 2 that for every $\varepsilon^{\prime}>0$, there exists $t_{0}>$ $\max \{t, 2 \tau\}$ such that

$$
\begin{align*}
& \int_{t_{0}-2 \tau}^{t_{0}} \int_{\{|x| \leq t \log t\}}|v(t, x)|^{\nu+2} d x d t \\
&+\int_{t_{0}-2 \tau}^{t_{0}} \int_{\{|x| \leq t \log t\}}|w(t, x)|^{\mu+2} d x d t b \leq \varepsilon^{\prime} \tag{7.9.7}
\end{align*}
$$

Note that

$$
\begin{align*}
\int_{t_{0}-2 \tau}^{t_{0}} \int_{\{|x| \leq t \log t\}}|u(t, x)|^{\mu+2} d x d t= & \int_{t_{0}-2 \tau}^{t_{0}} \int_{\{|x| \leq t \log t\}}|v(t, x)|^{\mu+2} d x d t \\
& +\int_{t_{0}-2 \tau}^{t_{0}} \int_{\{|x| \leq t \log t\}}|w(t, x)|^{\mu+2} d x d t \tag{7.9.8}
\end{align*}
$$

Applying Hölder's inequality in space and time, and conservation of charge, we obtain

$$
\int_{t_{0}-2 \tau}^{t_{0}} \int_{\{|x| \leq t \log t\}}|w(t, x)|^{\mu+2} \leq
$$

$$
\begin{equation*}
C \tau^{\frac{\nu-\mu}{\nu+2}}\left(\int_{t_{0}-2 \tau}^{t_{0}} \int_{\{|x| \leq t \log t\}}|w(t, x)|^{\nu+2}\right)^{\frac{\mu+2}{\nu+2}} \tag{7.9.9}
\end{equation*}
$$

Choosing $\varepsilon^{\prime}$ such that

$$
\begin{equation*}
\varepsilon^{\prime}+C \tau^{\frac{\nu-\mu}{+2}}\left(\varepsilon^{\prime}\right)^{\frac{\mu+2}{+2}} \leq \varepsilon, \tag{7.9.10}
\end{equation*}
$$

the result follows from (7.9.8), (7.9.9), (7.9.7), and (7.9.10).
Step 4. For every $\varepsilon>0$ and $t, \tau>0$, there exists $t_{0}>\max \{t, \tau\}$ such that

$$
\begin{equation*}
\sup _{s \in\left[t_{0}-\tau, t_{0}\right]}\|u(s)\|_{L^{\nu+2}} \leq \varepsilon . \tag{7.9.11}
\end{equation*}
$$

Consider $t>\tau>0$, and write

$$
\begin{align*}
u(t) & =\mathfrak{T}(t) \varphi+i \int_{0}^{t-\tau} \mathcal{T}(t-s) g(u(s)) d s+i \int_{t-\tau}^{t} \mathfrak{T}(t-s) g(u(s)) d s  \tag{7.9.12}\\
& =v(t)+w(t, \tau)+z(t, \tau)
\end{align*}
$$

It follows from Corollary 2.3.7 that

$$
\begin{equation*}
\|v(t)\|_{L^{\nu+2}} \underset{t \rightarrow \infty}{\longrightarrow} 0 \tag{7.9.13}
\end{equation*}
$$

Arguing as in the proof of Theorem 7.7.1, Step 3, one shows easily that there exists $K$ such that

$$
\begin{equation*}
\|w(t, \tau)\|_{L^{\nu+2}} \leq K \tau^{-\frac{\nu(N \mu-2 \max (\mu, 1])}{2 \mu(\nu+2)}} \text { for all } t>\tau>0 \tag{7.9.14}
\end{equation*}
$$

Let now

$$
\begin{equation*}
\rho=\frac{(\mu+1)(\nu+2)}{\nu+1} \in(2, \mu+2] \tag{7.9.15}
\end{equation*}
$$

Arguing as in the proof of Theorem 7.7.1, Step 3, one shows easily that there exist $L<\infty$ and $a, b, c>0$ such that

$$
\begin{equation*}
\|z(t, \tau)\|_{L^{\nu+2}} \leq L\left(1+\tau^{a}\right)\left[\left(\int_{t-\tau}^{t}\|u\|_{L^{\nu+2}}^{\nu+2}\right)^{b}+\left(\int_{t-\tau}^{t}\|u\|_{L^{\rho}}^{\rho}\right)^{c}\right] \tag{7.9.16}
\end{equation*}
$$

and one concludes as in the proof of Theorem 7.7.1, Step 3.
Step 5. We need to show that for every $\varepsilon>0$, we have $\|u(t)\|_{L^{\nu+2}} \leq \varepsilon$ for $t$ large. Consider $\varepsilon>0$, and let $\tau_{\varepsilon}$ be defined by

$$
\begin{equation*}
K \tau_{\varepsilon}^{-\frac{\nu(N \mu-2 \max \{\mu, 1\})}{2 \mu(\nu+2)}}=\frac{\varepsilon}{4} . \tag{7.9.17}
\end{equation*}
$$

It follows from (7.9.13) that there exists $t_{1}>0$ such that

$$
\begin{equation*}
\|v(t)\|_{L^{u+2}} \leq \frac{\varepsilon}{4} \quad \text { for } t \geq t_{1} . \tag{7.9.18}
\end{equation*}
$$

Applying (7.9.12), (7.9.13), (7.9.14), and (7.9.17), we obtain

$$
\begin{equation*}
\|u(t)\|_{L^{\nu+2}} \leq \frac{\varepsilon}{2}+\left\|z\left(t, \tau_{\varepsilon}\right)\right\|_{L^{\nu+2}} \quad \text { for } t \geq \max \left\{t_{1}, \tau_{\varepsilon}\right\} \tag{7.9.19}
\end{equation*}
$$

Note also that, given $t \geq \tau_{\varepsilon}$, we deduce from (2.2.4) that

$$
\begin{equation*}
\left\|z\left(t, \tau_{\varepsilon}\right)\right\|_{L^{\nu+2}} \leq C \tau_{\varepsilon}^{1-\frac{N_{\nu}}{2(\nu+2)}} \sup _{t-\tau_{\varepsilon}, t}\left(\|u\|_{L^{\rho}}^{\mu+1}+\|u\|_{L^{\nu+2}}^{\nu+1}\right) \tag{7.9.20}
\end{equation*}
$$

where $\rho$ is given by (7.9.15) (compare the proof of Theorem 7.7.1, Step 4). By Hölder's inequality and conservation of charge,

$$
\begin{equation*}
\|u\|_{L^{\rho}}^{\mu+1} \leq C\|u\|_{L^{\nu+2}}^{\frac{\mu(\nu+2)-\nu}{L}} \tag{7.9.21}
\end{equation*}
$$

Note that

$$
\frac{\mu(\nu+2)-\nu}{\nu} \leq \frac{\mu(\nu+1)}{\nu} \leq \nu+1
$$

and so it follows from (7.9.20), (7.9.21), and the boundedness of $u$ in $H^{1}\left(\mathbb{R}^{N}\right)$ that there exists $M$ such that

$$
\begin{equation*}
\left\|z\left(t, \tau_{\varepsilon}\right)\right\|_{L^{\nu+2}} \leq M \tau_{\varepsilon}^{1-\frac{N_{\nu}}{2(\nu+2)}} \sup _{t-\tau_{\varepsilon}, t}\left(\|u\|_{L^{\nu+2}}^{\frac{\mu(\nu+2)-\nu}{\nu}}\right) \tag{7.9.22}
\end{equation*}
$$

By Step 4 , there exists $t_{0} \geq \max \left\{\tau_{\varepsilon}, t_{1}\right\}$ such that $\|u(t)\|_{L^{\nu+2}} \leq \varepsilon$ for $t \in\left[t_{0}-\tau_{\varepsilon}, t_{0}\right]$. Therefore, we may define

$$
t_{\varepsilon}=\sup \left\{t \geq t_{0}:\|u(s)\|_{L^{\nu+2}} \leq \varepsilon \text { for all } s \in\left[t_{0}-\tau_{\varepsilon}, t\right]\right\}
$$

Assume that $t_{\varepsilon}<\infty$. It follows that

$$
\begin{equation*}
\left\|u\left(t_{\varepsilon}\right)\right\|_{L^{\nu+2}}=\varepsilon \tag{7.9.23}
\end{equation*}
$$

Applying (7.9.22), (7.9.23), and (7.9.19) with $t=t_{\varepsilon}$, we deduce that

$$
\varepsilon \leq \frac{\varepsilon}{2}+M \tau_{\varepsilon}^{1-\frac{N \nu}{2(\nu+2)}} \varepsilon^{\frac{\mu(\nu+2)-\nu}{\nu}}
$$

which implies $\tau_{\varepsilon}^{1-\frac{N \nu}{2(\nu+2)}} \varepsilon^{\frac{\mu(\nu+2)-2 \nu}{\nu}} \geq 1 / 2 M$. Applying (7.9.17), we obtain that

$$
\begin{equation*}
\tau_{\varepsilon}^{-\gamma} \geq \frac{1}{2 M(4 K)^{\frac{\mu(\nu+2)-2 \nu}{\nu}}} \tag{7.9.24}
\end{equation*}
$$

where

$$
\gamma=\frac{(\mu(\nu+2)-2 \nu)(N \mu-2-2 \max \{\mu, 1\})+\nu(N \mu-4)}{2 \mu(\nu+2)} .
$$

One can conclude as in the proof of Theorem 7.7.1, Step 4, provided $\gamma>0$. If $\mu \leq 1$, then

$$
\gamma=\frac{(\mu(\nu+2)-\nu)(N \mu-4)}{2 \mu(\nu+2)}
$$

Note that $\mu>2 / N>\nu /(\nu+2)$, so that $\mu(\nu+2)-\nu>0$. Since also $N \mu>4$, we see that $\gamma>0$. If $\mu>1$, then $\gamma=\frac{N-2}{2}(\mu-\phi(\nu))$, where

$$
\phi(x)=\frac{(N-2) x+4}{(N-2)(x+2)}
$$

When $N \geq 4, \phi$ is nondecreasing, and so $\phi(\nu) \leq \phi(4 /(N-2))=4 / N$. This implies again that $\gamma>0$. When $N=3, \phi(x)$ is decreasing and $\phi(4 /(N-2))=4 / N$. Since $N \mu>4$, there exists $\nu \leq \bar{\nu}<4 /(N-2)$ such that $\mu-\phi(\bar{\nu})>0$. Observe that $f$ satisfies as well assumptions (7.9.2) and (7.9.3) with $\nu$ replaced by $\bar{\nu}$. Therefore, in this case also, $\gamma>0$. This completes the proof.

Remark 7.9.3. It is not difficult to extend the results of Theorems 7.7.3, 7.8.1, 7.8.4, and 7.8 .8 to the case where $g$ is as in Theorem 7.9.2. Therefore, one can construct a scattering theory in $H^{1}\left(\mathbb{R}^{N}\right)$ for such nonlinearities (see Ginibre and Velo [137, 138]).

REmark 7.9.4. Concerning the decay of solutions in $L^{\infty}$, see Ginibre and Velo [132], Dong and Li [107] (one-dimensional case), Cazenave [57] (two-dimensional case), and Lin and Strauss [320] (three-dimensional case).

Remark 7.9.5. When $g(u)=\lambda|u|^{\frac{4}{N}} u, \lambda \in \mathbb{R}$, a scattering theory can be constructed in a subset of $L^{2}\left(\mathbb{R}^{N}\right)$, containing, for example, all functions with small $L^{2}$ norm and also all functions in $u \in L^{2}\left(\mathbb{R}^{N}\right)$ such that $x u \in L^{2}\left(\mathbb{R}^{N}\right)$ in the case $\lambda<0$ (see Cazenave and Weissler [71] and also M. Weinstein [359] for a related result). A low energy scattering theory can also be constructed in $H^{s}\left(\mathbb{R}^{N}\right)$; see Nakamura and Ozawa [255].

REMARK 7.9.6. When $g(u)=\lambda|u|^{\alpha} u$, with $\lambda>0$ and $\alpha \geq 4 / N$, it is not difficult to adapt the proofs of Theorems 7.8.1, 7.8.4, and 7.8.8 (by using Theorem 6.2.1) in order to construct the scattering operator $S$ on the set $\left\{u \in H^{1}\left(\mathbb{R}^{N}\right):\|u\|_{H^{1}} \leq \varepsilon\right\}$ for $\varepsilon$ small enough. Obviously, the scattering operator cannot be defined on the whole space $H^{1}\left(\mathbb{R}^{N}\right)$, since some solutions blow up in finite time (see Remark 6.8.1). The assumption $\alpha \geq 4 / N$ is optimal (see Cazenave and Weissler [72], Remark 4.4).

Remark 7.9.7. The results of Sections 7.3 and 7.4 can be extended to Hartreetype nonlinearities. See Cazenave, Dias, and Figueira [61], Chadam and Glassey [76], Dias [103], Dias and Figueira [104], Ginibre and Velo [134], Hayashi [159],

Hayashi and Ozawa [185, 188, 189, 186], Hayashi and Tsutsumi [194], Lange [221, 220], P.-L. Lions [233, 234], Nawa and Ozawa [271], and Pecher and Von Wahl [296]. The results of Sections 7.6, 7.7, and 7.8 can also be extended; see Ginibre and Velo [143] and Nakanishi [258].

REMARK 7.9.8. It follows from Theorem 7.5.2 that if $g(u)=\lambda|u|^{\alpha} u$ with $\lambda \in \mathbb{R}$ and $\alpha \leq 2 / N$, then no solution of (4.1.1) has a scattering state, even for the $L^{2}$ topology. This means that no solution behaves as $t \rightarrow \pm \infty$ like a solution of the Schrödinger equation $i u_{t}+\Delta u=0$. However, it may happen that some solutions behave as $t \rightarrow \pm \infty$ like a solution of a different, linear Schrödinger-type equation. This is the theory of modified wave operators. See Ginibre and Ozawa [129], Ginibre and Velo [141, 142, 144], Hayaski, Kaikina, and Naumkin [172], Hayashi and Naumkin [181], Hayashi, Naumkin, and Ozawa [184], Nakanishi [262, 261], and Ozawa [287].

REMARK 7.9.9. In the case $N=3$ and $g(u)=\lambda|u|^{2} u$ with $\lambda<0$, Colliander et al. [90] have shown that the Cauchy problem is globally well-posed in $H^{s}\left(\mathbb{R}^{N}\right)$ for $s>4 / 5$ and constructed the scattering operator on all of $H^{s}\left(\mathbb{R}^{N}\right)$. The results are based on a new form of Morawetz's estimate.

## CHAPTER 8

## Stability of Bound States in the Attractive Case

In this chapter we study the stability of standing waves of the nonlinear Schrödinger equation for a class of attractive nonlinearities. Throughout the chapter, we consider the problem (4.1.1) in the model case $g(u)=\lambda|u|^{\alpha} u$ where $\lambda>0$ and $0<\alpha<4 /(N-2)(0<\alpha<\infty$ if $N=1,2)$, and we indicate references concerning more general nonlinearities. Without loss of generality, we may assume that $\lambda=1$. We have seen in the preceding chapter that when $\lambda<0$, all solutions converge weakly to 0 , as $t \rightarrow \pm \infty$. When $\lambda>0$, we have a completely different situation. Indeed, in the case $\alpha \geq 4 / N$, all solutions with small initial data converge weakly to 0 as $t \rightarrow \pm \infty$, see Theorem 6.2.1; and, on the other hand, it follows from Remark 6.8.1 that solutions with "large" initial data blow up in finite time. In fact, in both the case $\alpha \geq 4 / N$ and the case $\alpha<4 / N$, we show in Section 8.1 the existence of a third type of solutions, that are global but do not converge weakly to 0 . More precisely, we construct solutions of (4.1.1) of the form

$$
u(t, x)=e^{i \omega t} \varphi(x)
$$

where $\omega \in \mathbb{R}$ and $\varphi \in H^{1}\left(\mathbb{R}^{N}\right), \varphi \neq 0$. Such solutions are called standing waves, or stationary states, or localized solutions. In Section 8.2, we show that when $\alpha \geq 4 / N$ a class of standing waves is unstable, and in Section 8.3 , we show that when $\alpha<4 / N$ a class of standing waves is stable. We apply purely variational methods, and we refer to Section 8.4 for other methods.

### 8.1. Nonlinear Bound States

Throughout this section, we consider $g$ of the form

$$
\begin{equation*}
g(u)=|u|^{\alpha} u \tag{8.1.1}
\end{equation*}
$$

with

$$
\begin{equation*}
0<\alpha<\frac{4}{N-2} \quad(0<\alpha<\infty \text { if } N=1,2) \tag{8.1.2}
\end{equation*}
$$

We look for solutions of (4.1.1) of the form

$$
\begin{equation*}
u(t, x)=e^{i \omega t} \varphi(x) \tag{8.1.3}
\end{equation*}
$$

where $\omega \in \mathbb{R}$ is a given parameter and $\varphi \in H^{1}\left(\mathbb{R}^{N}\right), \varphi \neq 0$. It is clear that $\varphi$ must solve the problem

$$
\left\{\begin{array}{l}
\varphi \in H^{1}\left(\mathbb{R}^{N}\right), \varphi \neq 0  \tag{8.1.4}\\
-\Delta \varphi+\omega \varphi=|\varphi|^{\alpha} \varphi
\end{array}\right.
$$

We refer to Strauss [323], Berestycki and Lions [25], Berestycki, Gallouët, and Kavian [24], Berestycki, Lions, and Peletier [26], and Jones and Küpper [199] for a
complete study of (8.1.4) as well as for similar problems with more general nonlinearities. In particular, it is known that if $\omega \leq 0$, then (8.1.4) does not have any solution. Therefore, from now on we assume that

$$
\begin{equation*}
\omega>0 \tag{8.1.5}
\end{equation*}
$$

We begin with a regularity result.
Theorem 8.1.1. Assume (8.1.2), $a>0$, and $b \in \mathbb{R}$. If $u \in H^{1}\left(\mathbb{R}^{N}\right)$ satisfies $-\Delta u+a u=b|u|^{\alpha} u$ in $H^{-1}\left(\mathbb{R}^{N}\right)$, then the following properties hold:
(i) $u \in W^{3, p}\left(\mathbb{R}^{N}\right)$ for every $2 \leq p<\infty$. In particular, $u \in C^{2}\left(\mathbb{R}^{N}\right)$ and $\left|D^{\beta} u(x)\right| \underset{|x| \rightarrow \infty}{\longrightarrow} 0$ for all $|\beta| \leq 2$.
(ii) There exists $\varepsilon>0$ such that $e^{\varepsilon|x|}(|u(x)|+|\nabla u(x)|) \in L^{\infty}\left(\mathbb{R}^{N}\right)$.

Proof. Changing $u(x)$ to $(|b| / \sqrt{a})^{-\frac{1}{a}} u(x / \sqrt{a})$, we may assume that $u$ satisfies

$$
\begin{equation*}
-\Delta u+u=b|u|^{\alpha} u \tag{8.1.6}
\end{equation*}
$$

with $|b|=1$. Note that (8.1.6) can be written in the form

$$
\begin{equation*}
\mathcal{F}^{-1}\left(\left(1+4 \pi^{2}|\xi|^{2}\right) \mathcal{F} u\right)=b|u|^{\alpha} u \tag{8.1.7}
\end{equation*}
$$

where $\mathcal{F}$ is the Fourier transform and (8.1.7) makes sense in the space of tempered distributions $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$.
(i) Note that if $u \in L^{p}\left(\mathbb{R}^{N}\right)$ for some $\alpha+1<p<\infty$, then $|u|^{\alpha} u \in L^{\frac{p}{\alpha+1}}\left(\mathbb{R}^{N}\right)$. It follows that $u \in H^{2, \frac{p}{\alpha+1}}\left(\mathbb{R}^{N}\right)=W^{2, \frac{p}{\alpha+1}}\left(\mathbb{R}^{N}\right)$ (see Remark 1.4.1). Applying Sobolev's embedding theorem, this implies that

$$
\begin{equation*}
u \in L^{q}\left(\mathbb{R}^{N}\right) \text { for all } q \geq \frac{p}{\alpha+1} \text { such that } \frac{1}{q} \geq \frac{\alpha+1}{p}-\frac{2}{N} \tag{8.1.8}
\end{equation*}
$$

Consider the sequence $q_{j}$ defined by

$$
\frac{1}{q_{j}}=(\alpha+1)^{j}\left(\frac{1}{\alpha+2}-\frac{2}{N \alpha}+\frac{2}{N \alpha(\alpha+1)^{j}}\right)
$$

Since $(N-2) \alpha<4$, we see that $\frac{\alpha}{\alpha+2}-\frac{2}{N}=-\delta$ with $\delta>0$. We have

$$
\frac{1}{q_{j+1}}-\frac{1}{q_{j}}=-(\alpha+1)^{j} \delta \leq-\delta,
$$

and so $\frac{1}{q_{j}}$ is decreasing and $\frac{1}{q_{j}} \xrightarrow[j \rightarrow \infty]{ }-\infty$. Since $q_{0}=\alpha+2$, it follows that there exists $k \geq 0$ such that

$$
\frac{1}{q_{\ell}}>0 \quad \text { for } 0 \leq \ell \leq k ; \quad \frac{1}{q_{k+1}} \leq 0 .
$$

We claim that $u \in L^{q_{k}}\left(\mathbb{R}^{N}\right)$. Indeed, $u \in H^{1}\left(\mathbb{R}^{N}\right)$ so that $u \in L^{q_{0}}\left(\mathbb{R}^{N}\right)$; and if $u \in L^{q_{\ell}}\left(\mathbb{R}^{N}\right)$ for some $\ell \leq k-1$, then by (8.1.8),

$$
u \in L^{q}\left(\mathbb{R}^{N}\right) \text { for all } q \geq \frac{q_{\ell}}{\alpha+1} \text { such that } \frac{1}{q} \geq \frac{\alpha+1}{q_{\ell}}-\frac{2}{N}=\frac{1}{q_{\ell+1}}
$$

In particular, $u \in L^{q_{\ell+1}}\left(\mathbb{R}^{N}\right)$. Hence the claim follows. Applying once again (8.1.8), we deduce that $u \in L^{q}\left(\mathbb{R}^{N}\right)$ for all $q \geq q_{k} /(\alpha+1)$ such that $1 / q \geq 1 / q_{k+1}$. In
particular, we may let $q=\infty$. Therefore, $|u|^{\alpha} u \in L^{2}\left(\mathbb{R}^{N}\right) \cap L^{\infty}\left(\mathbb{R}^{N}\right)$, so that $u \in$ $W^{2, p}\left(\mathbb{R}^{N}\right)$ for all $2 \leq p<\infty$. Applying Remark 1.3.1(vii), we obtain that $|u|^{\alpha} u \in$ $W^{1, p}\left(\mathbb{R}^{N}\right)$ for all $2 \leq p<\infty$. In particular, it follows from (8.1.6) that for every $j \in\{1, \ldots, N\},(-\Delta+I) \partial_{j} u \in L^{p}\left(\mathbb{R}^{N}\right) ;$ i.e., $\mathcal{F}^{-1}\left(\left(1+4 \pi^{2}|\xi|^{2}\right) \mathcal{F} \partial_{j} u\right) \in L^{p}\left(\mathbb{R}^{N}\right)$. Thus $\partial_{j} u \in H^{2, p}\left(\mathbb{R}^{N}\right)=W^{2, p}\left(\mathbb{R}^{N}\right)$ (see Remark 1.4.1). Therefore, $u \in W^{3, p}\left(\mathbb{R}^{N}\right)$ for all $2 \leq p<\infty$. By Sobolev's embedding, $u \in C^{2, \delta}\left(\mathbb{R}^{N}\right)$ for all $0<\delta<1$, so that $\left|D^{\beta} u(x)\right| \rightarrow 0$ as $|x| \rightarrow \infty$ for all $|\beta| \leq 2$.
(ii) Let $\varepsilon>0$ and $\theta_{\varepsilon}(x)=e^{\frac{|x|}{1+\varepsilon|x|}}$. $\theta_{\varepsilon}$ is bounded, Lipschitz continuous, and $\left|\nabla \theta_{\varepsilon}\right| \leq \theta_{\varepsilon}$ a.e. Taking the scalar product of the equation with $\theta_{\varepsilon} u \in H^{1}\left(\mathbb{R}^{N}\right)$, we obtain

$$
\begin{equation*}
\operatorname{Re} \int_{\mathbb{R}^{N}} \nabla u \cdot \nabla\left(\theta_{\varepsilon} \bar{u}\right)+\int_{\mathbb{R}^{N}} \theta_{\varepsilon}|u|^{2} \leq \int_{\mathbb{R}^{N}} \theta_{\varepsilon}|u|^{\alpha+2} . \tag{8.1.9}
\end{equation*}
$$

Note that $\nabla\left(\theta_{\varepsilon} \bar{u}\right)=\bar{u} \nabla \theta_{\varepsilon}+\theta_{\varepsilon} \nabla \bar{u}$. Therefore,

$$
\operatorname{Re}\left(\nabla u \cdot \nabla\left(\theta_{\varepsilon} \bar{u}\right)\right) \geq \theta_{\varepsilon}|\nabla u|^{2}-\theta_{\varepsilon}|u||\nabla u|
$$

Applying (8.1.9) and Cauchy-Schwarz's inequality, we obtain easily

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \theta_{\varepsilon}|u|^{2} \leq 2 \int_{\mathbb{R}^{N}} \theta_{\varepsilon}|u|^{\alpha+2} . \tag{8.1.10}
\end{equation*}
$$

By (i), there exists $R>0$ such that $|u(x)|^{\alpha} \leq 1 / 4$ for $|x| \geq R$. Therefore,

$$
\begin{equation*}
2 \int_{\mathbb{R}^{N}} \theta_{\varepsilon}|u|^{\alpha+2} \leq 2 \int_{\{|x| \leq R\}} e^{|x|}|u|^{\alpha+2}+\frac{1}{2} \int_{\mathbb{R}^{N}} \theta_{\varepsilon}|u|^{2} . \tag{8.1.11}
\end{equation*}
$$

Putting together (8.1.10) and (8.1.11), we obtain

$$
\int_{\mathbb{R}^{N}} \theta_{\varepsilon}|u|^{2} \leq 4 \int_{\{|x| \leq R\}} e^{|x|}|u|^{\alpha+2} .
$$

Letting $\varepsilon \downarrow 0$, we deduce that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} e^{|x|}|u|^{2}<\infty . \tag{8.1.12}
\end{equation*}
$$

Since $u$ is globally Lipschitz continuous by (i), we deduce easily from (8.1.12) that $|u(x)|^{N+2} e^{|x|}$ is bounded. Next, applying $\partial_{j}$ to equation (8.1.6) and multiplying the resulting equation by $\theta_{\varepsilon} \partial_{j} \bar{u}$ for $j=1, \ldots, N$, we obtain by the same calculations as above that

$$
\int_{\mathbb{R}^{N}} e^{|x|}|\nabla u|^{2}<\infty
$$

Since $\nabla u$ is globally Lipschitz continuous by (i), we deduce that $|\nabla u(x)|^{N+2} e^{|x|}$ is bounded, as above.

Lemma 8.1.2. Assume (8.1.2), $a>0$, and $b \in \mathbb{R}$. If $u \in H^{\mathbf{1}}\left(\mathbb{R}^{N}\right)$ satisfies $-\Delta u+a u=b|u|^{\alpha} u \in H^{-1}\left(\mathbb{R}^{N}\right)$, then the following properties hold:
(i) $\int_{\mathbb{R}^{N}}|\nabla u|^{2}+a \int_{\mathbb{R}^{N}}|u|^{2}=b \int_{\mathbb{R}^{N}}|u|^{\alpha+2}$.
(ii) (Pohozaev's identity)

$$
(N-2) \int_{\mathbb{R}^{N}}|\nabla u|^{2}+N a \int_{\mathbb{R}^{N}}|u|^{2}=\frac{2 N b}{\alpha+2} \int_{\mathbb{R}^{N}}|u|^{\alpha+2} .
$$

Proof. Equality (i) is obtained by multiplying the equation by $\bar{u}$, taking the real part, and integrating by parts.

The identity (ii) is obtained by multiplying the equation by $x \cdot \nabla \bar{u}$ and taking the real parts. Indeed, one obtains

$$
\operatorname{Re}(-\Delta u(x \cdot \nabla \bar{u}))+a \operatorname{Re}(u(x \cdot \nabla \bar{u}))=b \operatorname{Re}\left(|u|^{\alpha} u(x \cdot \nabla \bar{u})\right)
$$

Applying the identities

$$
\begin{aligned}
\operatorname{Re}(-\Delta u(x \cdot \nabla \bar{u})) & =-\frac{N-2}{2}|\nabla u|^{2}+\nabla \cdot\left(-\operatorname{Re}(\nabla u(x \cdot \nabla \bar{u}))+\frac{1}{2} x|\nabla u|^{2}\right) \\
\operatorname{Re}(u(x \cdot \nabla \bar{u})) & =-\frac{N}{2}|u|^{2}+\frac{1}{2} \nabla \cdot\left(x|u|^{2}\right) \\
\operatorname{Re}\left(|u|^{\alpha} u(x \cdot \nabla \bar{u})\right) & =-\frac{N}{\alpha+2}|u|^{\alpha+2}+\frac{1}{\alpha+2} \nabla \cdot\left(x|u|^{\alpha+2}\right)
\end{aligned}
$$

and integrating over $\mathbb{R}^{N}$ yields the result. Note that these calculations are justified by the regularity properties of Theorem 8.1.1.

Before stating the main result of this section we need to introduce some notation. Assuming (8.1.2) and $\omega>0$, we introduce the following functionals on $H^{1}\left(\mathbb{R}^{N}\right)$.

$$
\begin{gather*}
V(u)=\frac{1}{\alpha+2} \int_{\mathbb{R}^{N}}|u|^{\alpha+2} d x-\frac{\omega}{2} \int_{\mathbb{R}^{N}}|u|^{2} d x  \tag{8.1.14}\\
S(u)=\frac{1}{2} T(u)-V(u)  \tag{8.1.15}\\
E(u)=\frac{1}{2} \int_{\mathbb{R}^{N}}|\nabla u|^{2} d x-\frac{1}{\alpha+2} \int_{\mathbb{R}^{N}}|u|^{\alpha+2} d x=S(u)-\frac{\omega}{2} \int_{\mathbb{R}^{N}}|u|^{2} d x \tag{8.1.16}
\end{gather*}
$$

One easily verifies that these functionals are in $C^{1}\left(H^{1}\left(\mathbb{R}^{N}\right), \mathbb{R}\right)$, and that $T^{\prime}(u)=$ $-2 \Delta u, V^{\prime}(u)=|u|^{\alpha} u-\omega u$. We introduce the sets $A$ and $G$ defined by

$$
\begin{gather*}
A=\left\{u \in H^{1}\left(\mathbb{R}^{N}\right): u \neq 0 \text { and }-\Delta u+\omega u=|u|^{\alpha} u\right\}  \tag{8.1.17}\\
G=\{u \in A: S(u) \leq S(v) \text { for all } v \in A\} \tag{8.1.18}
\end{gather*}
$$

We have the following result.

Corollary 8.1.3. Assume (8.1.2) and $\omega>0$. If $u \in H^{1}\left(\mathbb{R}^{N}\right)$ satisfies (8.1.4), then

$$
\begin{gather*}
(N-2) T(u)=2 N V(u),  \tag{8.1.20}\\
E(u)=\frac{N \alpha-4}{2 N \alpha} T(u),
\end{gather*}
$$

$$
\begin{equation*}
\frac{\omega}{2} \int_{\mathbb{R}^{N}}|u|^{2}=\frac{4-(N-2) \alpha}{2 N \alpha} T(u) . \tag{8.1.22}
\end{equation*}
$$

Proof. These identities follow immediately from Lemma 8.1.2.
Our goal is to show that $A$ and $G$ are nonempty and to characterize $G$. For technical reasons, we consider separately the cases $N \geq 3, N=2$, and $N=1$.

Theorem 8.1.4. Assume $N \geq 3$, (8.1.2), and $\omega>0$.
(i) $A$ and $G$ are nonempty.
(ii) $u \in G$ if and only if $u$ solves the minimization problem

$$
\left\{\begin{array}{l}
V(u)=\Lambda^{\frac{N}{2}},  \tag{8.1.23}\\
S(u)=\min \left\{S(w): V(w)=\Lambda^{\frac{N}{2}}\right\},
\end{array}\right.
$$

where $\Lambda=\frac{N-2}{2 N} \inf \{T(v): V(v)=1\}$. In addition, $\min \{S(w): V(w)=$ $\left.\Lambda^{\frac{N}{2}}\right\}=\frac{2}{N-2} \Lambda^{\frac{N}{2}}$.
(iii) There exists a real-valued, positive, spherically symmetric, and decreasing function $\varphi \in G$ such that $G=\bigcup\left\{e^{i \theta} \varphi(\cdot-y): \theta \in \mathbb{R}, y \in \mathbb{R}^{N}\right\}$.

Theorem 8.1.5. Assume $N=2$, (8.1.2), and $\omega>0$.
(i) $A$ and $G$ are nonempty.
(ii) $u \in G$ if and only if $u$ solves the minimization problem

$$
\left\{\begin{array}{l}
u \in N \text { and } \int_{\mathbb{R}^{N}}|u|^{2}=\gamma,  \tag{8.1.24}\\
S(u)=\min \{S(w): w \in N\},
\end{array}\right.
$$

where $N=\left\{u \in H^{1}\left(\mathbb{R}^{N}\right): V(u)=0\right.$ and $\left.u \neq 0\right\}$ and $\gamma=\frac{4}{\omega \alpha} \min _{w \in N} S(w)$.
(iii) There exists a real-valued, positive, spherically symmetric, and decreasing function $\varphi \in G$ such that $G=\bigcup\left\{e^{i \theta} \varphi(\cdot-y): \theta \in \mathbb{R}, y \in \mathbb{R}^{N}\right\}$.

Theorem 8.1.6. Assume $N=1$, (8.1.2), and $\omega>0$.
(i) $A$ and $G$ are nonempty.
(ii) $A=G$.
(iii) There exists a real-valued, positive, spherically symmetric, and decreasing function $\varphi \in G$ such that $G=\bigcup\left\{e^{i \theta} \varphi(\cdot-y): \theta \in \mathbb{R}, y \in \mathbb{R}\right\}$.

Let us first consider the case $N=1$, which is especially simple.
Proof of Theorem 8.1.6. Note that (8.1.4) is the ordinary differential equation

$$
\begin{equation*}
-u^{\prime \prime}+\omega u=|u|^{\alpha} u \tag{8.1.25}
\end{equation*}
$$

Define $c=(\omega(\alpha+2) / 2)^{\frac{1}{\alpha}}$, and let $\varphi$ be the maximal, real-valued solution of (8.1.25) such that $\varphi(0)=c$ and $\varphi^{\prime}(0)=0$. It is clear that $\varphi$ is an even function of $x$. Furthermore, on multiplying the equation by $\varphi^{\prime}$, we obtain

$$
\frac{d}{d x}\left(\frac{1}{2} \varphi^{\prime 2}-\frac{\omega}{2} \varphi^{2}+\frac{1}{\alpha+2}|\varphi|^{\alpha+2}\right)=0
$$

and so

$$
\begin{equation*}
\frac{1}{2} \varphi^{\prime 2}-\frac{\omega}{2} \varphi^{2}+\frac{1}{\alpha+2}|\varphi|^{\alpha+2}=0 \tag{8.1.26}
\end{equation*}
$$

throughout the existence interval. It follows easily that $\varphi$ is bounded and therefore exists for all $x \in \mathbb{R}$. Furthermore, $\varphi^{\prime \prime}(0)=-\omega \alpha c / 2<0$. Therefore, there exists $a>0$ such that $\varphi^{\prime}<0$ on $(0, a)$. We claim that $\varphi^{\prime}<0$ on $(0, \infty)$. Otherwise, there would exist $b>0$ such that $\varphi^{\prime}<0$ on $(0, b)$ and $\varphi^{\prime}(b)=0$. Applying (8.1.26), this would imply that $\varphi(b)=-c$. Therefore, there would exist $d \in(0, b)$ such that $\varphi(d)=0$. Applying again (8.1.26), we would obtain $\varphi^{\prime}(d)=0$, which would imply that $\varphi \equiv 0$. Therefore, $\varphi$ decreases to a limit $\ell \in[0, c)$. In particular, there exists $x_{m} \rightarrow \infty$ such that $\varphi^{\prime}\left(x_{m}\right) \rightarrow 0$. Passing to the limit in (8.1.26), we obtain that

$$
\ell^{2}\left(\frac{\ell^{\alpha}}{\alpha+2}-\frac{1}{2}\right)=0
$$

which implies $\ell=0$. Therefore $\varphi$ decreases to 0 , as $x \rightarrow+\infty$, and we deduce easily that the decay is exponential. Therefore $\varphi^{\prime \prime}$ and hence $\varphi^{\prime}$ also decay exponentially to 0 . Therefore, $\varphi \in A$, which proves (i). Let now $v \in A$. On multiplying the equation by $\bar{v}^{\prime}$, we obtain

$$
\begin{equation*}
\frac{1}{2}\left|v^{\prime}\right|^{2}-\frac{\omega}{2}|v|^{2}+\frac{1}{\alpha+2}|v|^{\alpha+2}=K \tag{8.1.27}
\end{equation*}
$$

Since $v \in H^{1}(\mathbb{R})$, it follows that $v(x) \rightarrow 0$ as $|x| \rightarrow \infty$. Therefore, by the equation, $v^{\prime \prime}(x) \rightarrow 0$ as $|x| \rightarrow \infty$, and so $v^{\prime}(x) \rightarrow 0$ as $|x| \rightarrow \infty$. Letting $|x| \rightarrow \infty$ in (8.1.27), we deduce that $K=0$, and so

$$
\begin{equation*}
\frac{1}{2}\left|v^{\prime}\right|^{2}-\frac{\omega}{2}|v|^{2}+\frac{1}{\alpha+2}|v|^{\alpha+2}=0 \tag{8.1.28}
\end{equation*}
$$

In particular, $|v|>0$, for if $v$ would vanish, then by (8.1.28) $v^{\prime}$ would vanish at the same time and we would have $v \equiv 0$. Therefore, we may write $v=\rho e^{i \theta}$, where $\rho>0$ and $\rho, \theta \in C^{2}(\mathbb{R})$. Writing down the system of equations satisfied by $\rho, \theta$, we see in particular that $\rho \theta^{\prime \prime}+2 \rho^{\prime} \theta^{\prime} \equiv 0$, which implies that there exists $K \in \mathbb{R}$ such that $\rho^{2} \theta^{\prime} \equiv K$, and so $\theta^{\prime} \equiv K / \rho^{2}$. On the other hand, since $\left|v^{\prime}\right|$ is bounded, it follows that $\rho^{2} \theta^{\prime 2}$ is bounded. This means that $K^{2} / \rho^{2}$ is bounded. Since $\rho(x) \rightarrow 0$ as $|x| \rightarrow \infty$, we must have $K=0$. Therefore (remember that $\rho>0$ ) $\theta \equiv \theta_{0}$ for some $\theta_{0} \in \mathbb{R}$. Thus $v=e^{i \theta_{0}} \rho$. Since $\rho \in H^{1}\left(\mathbb{R}^{N}\right)$, there must exist $x_{0} \in \mathbb{R}$ such that $\rho^{\prime}\left(x_{0}\right)=0$; and, by (8.1.28), $\rho\left(x_{0}\right)=c$. Let now $w(x)=\rho\left(x-x_{0}\right)$. It follows that $w$ satisfies $(8.1 .25), w(0)=c$, and $w^{\prime}(0)=0$. By uniqueness of the initial-value
problem for (8.1.25), we have $w \equiv \varphi$, and so $v(x)=e^{i \theta_{0}} \varphi\left(x+x_{0}\right)$, which completes the proof.

We next consider the case $N \geq 3$, and we begin with the following lemma.
Lemma 8.1.7. Assume $N \geq 3$, (8.1.2), and $\omega>0$. It follows that the minimization problem

$$
\left\{\begin{array}{l}
V(u)=1  \tag{8.1.29}\\
T(u)=\min \{T(w): V(w)=1\}
\end{array}\right.
$$

has a solution. Every solution $u$ of (8.1.29) satisfies the equation

$$
-\Delta u+\Lambda \omega u=\Lambda|u|^{\alpha} u
$$

where

$$
\begin{equation*}
\Lambda=\frac{N-2}{2 N} \inf \{T(v): V(v)=1\} \tag{8.1.30}
\end{equation*}
$$

Proof. We repeat the proof of Berestycki and Lions [25]. We recall the definition of the Schwarz symmetrization. If $u \in L^{2}\left(\mathbb{R}^{N}\right)$ is a nonnegative function, we denote by $u^{*}$ the unique spherically symmetric, nonnegative, nonincreasing function such that

$$
\left|\left\{x \in \mathbb{R}^{N}: u^{*}(x)>\lambda\right\}\right|=\left|\left\{x \in \mathbb{R}^{N}: u(x)>\lambda\right\}\right| \quad \text { for all } \lambda>0 .
$$

We refer to Berestycki and Lions [25], appendix A.III for the main properties of the Schwarz symmetrization. In particular,

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|u^{*}\right|^{p}=\int_{\mathbb{R}^{N}}|u|^{p} \tag{8.1.31}
\end{equation*}
$$

for all $1 \leq p<\infty$ such that $u \in L^{p}\left(\mathbb{R}^{N}\right)$, and

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|\nabla u^{*}\right|^{2} \leq \int_{\mathbb{R}^{N}}|\nabla u|^{2} \quad \text { if } u \in H^{1}\left(\mathbb{R}^{N}\right) . \tag{8.1.32}
\end{equation*}
$$

The proof proceeds in four steps.
Step 1. Selection of a minimizing sequence. Let $u \in H^{1}\left(\mathbb{R}^{N}\right)$. One can easily find $\lambda>0$ such that $V(\lambda u)=1$. Therefore, the set $\left\{u \in H^{1}\left(\mathbb{R}^{N}\right): V(u)=1\right\}$ is nonempty. Let $\left(v_{m}\right)_{m \in \mathbb{N}}$ be a minimizing sequence of (8.1.29). Let $u_{m}=\left|v_{m}\right|^{*}$. It follows from (8.1.31) and (8.1.32) that $\left(u_{m}\right)_{m \in \mathbb{N}}$ is also a minimizing sequence of (8.1.29).

Step 2. Estimates of $\left(u_{m}\right)_{m \in \mathbb{N}}$. By definition, $\left\|\nabla u_{m}\right\|_{L^{2}}$ is bounded, and by Sobolev's inequality, $\left(u_{m}\right)_{m \in \mathbb{N}}$ is bounded in $L^{\frac{2 N}{N-2}}\left(\mathbb{R}^{N}\right)$. On the other hand, $V\left(u_{m}\right)=1$ implies that

$$
\frac{\omega}{2} \int_{\mathbb{R}^{N}}\left|u_{m}\right|^{2} \leq \frac{1}{\alpha+2} \int_{\mathbb{R}^{N}}\left|u_{m}\right|^{\alpha+2} .
$$

By Hölder's inequality, this implies that

$$
\frac{\omega}{2}\left\|u_{m}\right\|_{L^{2}}^{2} \leq \frac{1}{\alpha+2}\left\|u_{m}\right\|_{L^{\frac{N}{N-2}}}^{\frac{N \alpha}{2}}\left\|u_{m}\right\|_{L^{2}}^{\alpha+2-N \alpha / 2} .
$$

Since $\alpha+2-N \alpha / 2<2$, it follows that $\left(u_{m}\right)_{m \in \mathbb{N}}$ is bounded in $L^{2}\left(\mathbb{R}^{N}\right)$, hence in $H^{1}\left(\mathbb{R}^{N}\right)$.

Step 3. Passage to the limit. By Step 2 and Proposition 1.7.1, there exist $u \in H^{1}\left(\mathbb{R}^{N}\right)$ and a subsequence, which we still denote by $\left(u_{m}\right)_{m \in \mathbb{N}}$, such that $u_{m} \rightarrow u$ as $m \rightarrow \infty$, weakly in $H^{1}\left(\mathbb{R}^{N}\right)$ and strongly in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$. By the weak lower semicontinuity of the $L^{2}$ norm,

$$
\begin{equation*}
V(u) \geq 1 \quad \text { and } \quad T(u) \leq \liminf _{m \rightarrow \infty} T\left(u_{m}\right)=\frac{2 N}{N-2} \Lambda \tag{8.1.33}
\end{equation*}
$$

where $\Lambda$ is defined by (8.1.30). Since $V(u) \geq 1$, it follows that $u \neq 0$. We claim that in fact $V(u)=1$. Indeed, if $V(u)>1$, then there exists $\lambda>1$ such that $v(x)=u(\lambda x)$ satisfies $V(v)=1$. It follows that

$$
T(v)=\lambda^{2-N} T(u)<T(u) \leq \frac{2 N}{N-2} \Lambda
$$

which contradicts the definition of $\Lambda$. Thus, $V(u)=1$, which implies by definition of $\Lambda$ that $T(u) \geq 2 N \Lambda /(N-2)$. Comparing with (8.1.33), we see that $T(u)=$ $2 N \Lambda /(N-2)$. Therefore, $u$ satisfies (8.1.29).

STEP 4. Conclusion. Let $u$ be any solution of (8.1.29). There exists a Lagrange multiplier $\lambda$ such that

$$
\begin{equation*}
-\Delta u=\lambda\left(|u|^{\alpha} u-\omega u\right) \tag{8.1.34}
\end{equation*}
$$

Taking the $L^{2}$-scalar product of (8.1.34) with $u$, we obtain

$$
T(u)=\lambda\left((\alpha+2) V(u)+\frac{\alpha \omega}{2} \int_{\mathbb{R}^{N}}|u|^{2}\right)=\lambda \mu
$$

with $\mu>0$. Therefore, $\lambda>0$. Applying Lemma 8.1.2(ii), we deduce that

$$
T(u)=\frac{2 N}{N-2} \lambda V(u)=\frac{2 N}{N-2} \lambda
$$

Since $T(u)=2 N \Lambda /(N-2)$, it follows that $\lambda=\Lambda$. This completes the proof.
Corollary 8.1.8. Assume $N \geq 3$, (8.1.2), and $\omega>0$. If $\Lambda$ is defined by (8.1.30), then the minimization problem

$$
\left\{\begin{array}{l}
V(u)=\Lambda^{\frac{N}{2}}  \tag{8.1.35}\\
T(u)=\min \left\{T(w): V(w)=\Lambda^{\frac{N}{2}}\right\}
\end{array}\right.
$$

has a solution. Every solution $u$ of (8.1.35) satisfies the equation (8.1.4). In addition,

$$
\begin{equation*}
\min \left\{T(w): V(w)=\Lambda^{\frac{N}{2}}\right\}=\frac{2 N}{N-2} \Lambda^{\frac{N}{2}} \tag{8.1.36}
\end{equation*}
$$

Proof. Given $u \in H^{1}\left(\mathbb{R}^{N}\right)$, let $A u \in H^{1}\left(\mathbb{R}^{N}\right)$ be defined by

$$
u(x)=A u\left(\Lambda^{\frac{1}{2}} x\right)
$$

One quite easily verifies that $u$ satisfies (8.1.29) if and only if $A u$ satisfies (8.1.35). Therefore, it follows from Lemma 8.1.7 that (8.1.35) has a solution. Finally, given a
solution $u$ of (8.1.35), let $v$ be defined by $A v=u$. It follows that $v$ satisfies (8.1.29), and so $T(v)=2 N \Lambda /(N-2)$, by (8.1.30). This implies that $T(u)=\Lambda^{\frac{N}{2}-1} T(v)=$ $2 N \Lambda^{\frac{N}{2}} /(N-2)$. Hence (8.1.36) follows. Furthermore, since $v$ satisfies

$$
-\Delta u+\Lambda \omega u=\Lambda|u|^{\alpha} u
$$

it follows that $u$ satisfies (8.1.4). This completes the proof.
Corollary 8.1.9. Assume $N \geq 3$, (8.1.2), and $\omega>0$. If $\Lambda$ is defined by (8.1.30), then the minimization problem

$$
\left\{\begin{array}{l}
V(u)=\Lambda^{\frac{N}{2}}  \tag{8.1.37}\\
S(u)=\min \left\{S(w): V(w)=\Lambda^{\frac{N}{2}}\right\}
\end{array}\right.
$$

has a solution. Every solution $u$ of (8.1.37) satisfies the equation (8.1.4). In addition,

$$
\begin{equation*}
\min \left\{S(w): V(w)=\Lambda^{\frac{N}{2}}\right\}=\frac{2}{N-2} \Lambda^{\frac{N}{2}} \tag{8.1.38}
\end{equation*}
$$

Finally, $u$ satisfies (8.1.37) if and only if $u$ satisfies (8.1.35).
Proof. Let $u \in H^{1}\left(\mathbb{R}^{N}\right)$ be such that $V(u)=\Lambda^{\frac{N}{2}}$. We have

$$
S(u)=\frac{1}{2} T(u)-\Lambda^{\frac{N}{2}},
$$

so that $u$ satisfies (8.1.35) if and only if $u$ satisfies (8.1.37). Therefore, (8.1.37) has a solution by Corollary 8.1.8. Finally, let $u$ satisfy (8.1.37). It follows that $u$ satisfies (8.1.35), and by Corollary 8.1.8, $u$ satisfies (8.1.4). Furthermore, (8.1.38) is a consequence of (8.1.36) and (8.1.19).

Corollary 8.1.10. Assume $N \geq 3$, (8.1.2), and $\omega>0$. It follows that $G$ is nonempty. Furthermore, $u \in G$ if and only if $u$ satisfies (8.1.37).

Proof. Consider a solution $u$ of (8.1.37). It follows from Corollary 8.1.9 that $u$ satisfies (8.1.35) and (8.1.4). In particular, we deduce from (8.1.36) and (8.1.38) that

$$
\begin{equation*}
V(u)=\Lambda^{\frac{N}{2}}, \quad T(u)=\frac{2 N}{N-2} \Lambda^{\frac{N}{2}}, \quad S(u)=\frac{2}{N-2} \Lambda^{\frac{N}{2}} \tag{8.1.39}
\end{equation*}
$$

Applying Corollary 8.1.9, we deduce that $A$ is nonempty. Consider any $v \in A$. It follows from Corollary 8.1.3 that if

$$
\begin{equation*}
V(v)=\gamma^{\frac{N}{2}} \tag{8.1.40}
\end{equation*}
$$

then

$$
\begin{equation*}
T(v)=\frac{2 N}{N-2} \gamma^{\frac{N}{2}} \quad \text { and } \quad S(v)=\frac{2}{N-2} \gamma^{\frac{N}{2}} \tag{8.1.41}
\end{equation*}
$$

Let $\sigma=\Lambda / \gamma$, and let $v(x)=w\left(\sigma^{\frac{1}{2}} x\right)$. We have $V(w)=\Lambda^{\frac{N}{2}}$, and so by (8.1.36),

$$
\begin{equation*}
T(w) \geq \frac{2 N}{N-2} \Lambda^{\frac{N}{2}} \tag{8.1.42}
\end{equation*}
$$

By (8.1.41),

$$
T(w)=\sigma^{\frac{N}{2}-1} T(v)=\frac{2 N}{N-2} \Lambda^{\frac{N}{2}} \frac{\gamma}{\Lambda}
$$

Applying (8.1.42), we deduce that $\gamma \geq \Lambda$. By (8.1.39) and (8.1.41), this implies that

$$
\begin{equation*}
S(v) \geq S(u) \tag{8.1.43}
\end{equation*}
$$

and so $u \in G$. In particular, $G$ is nonempty. If we assume further that $v \in G$, then we must have $S(v) \leq S(u)$, since $u$ satisfies (8.1.4). In view of (8.1.43), this means that

$$
S(v)=S(v)
$$

Applying (8.1.39), (8.1.40), and (8.1.41), we obtain that

$$
V(v)=\Lambda^{\frac{N}{2}} \quad \text { and } \quad S(u)=\frac{2}{N-2} \Lambda^{\frac{N}{2}}
$$

By Corollary 8.1.9, $v$ satisfies (8.1.38), which completes the proof.
Finally, before completing the proof of Theorem 8.1.4, we need the following lemma.

Lemma 8.1.11. Let $a: \mathbb{R}^{N} \rightarrow \mathbb{R}$ be continuous and assume that $a(x) \rightarrow 0$ as $|x| \rightarrow \infty$. If there exists $v \in H^{1}\left(\mathbb{R}^{N}\right)$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left(|\nabla v|^{2}-a|v|^{2}\right) d x<0 \tag{8.1.44}
\end{equation*}
$$

then there exist $\lambda>0$ and a positive solution $u \in H^{1}\left(\mathbb{R}^{N}\right) \cap C\left(\mathbb{R}^{N}\right)$ of the equation

$$
\begin{equation*}
-\Delta u+\lambda u=a u \tag{8.1.45}
\end{equation*}
$$

In addition, if $w \in H^{1}\left(\mathbb{R}^{N}\right)$ is nonnegative, $w \neq 0$, and if there exists $\nu \in \mathbb{R}$ such that $-\Delta w+\nu w=a w$, then there exists $c>0$ such that $w=c u$. In particular, $\mu=\lambda$.

Proof. We claim that the minimization problem

$$
\left\{\begin{array}{l}
\|u\|_{L^{2}}=1  \tag{8.1.46}\\
J(u)=\min \left\{J(v):\|v\|_{L^{2}}=1\right\}
\end{array}\right.
$$

where

$$
J(u)=\int_{\mathbb{R}^{N}}\left(|\nabla u|^{2}-a|u|^{2}\right) d x
$$

has a nonnegative solution. Indeed, let $\left(v_{m}\right)_{m \in \mathbb{N}}$ be a minimizing sequence of (8.1.45), and let $u_{m}=\left|v_{m}\right|$. Since $\left|u_{m}\right|=\left|v_{m}\right|$ and $\left|\nabla u_{m}\right| \leq\left|\nabla v_{m}\right|$, we see that $\left(u_{m}\right)_{m \in \mathbb{N}}$ is also a minimizing sequence. Since $a \in L^{\infty}\left(\mathbb{R}^{N}\right)$ by assumption, we deduce easily that $\left(u_{m}\right)_{m \in \mathbb{N}}$ is bounded in $H^{1}\left(\mathbb{R}^{N}\right)$. Therefore, there exists a subsequence, which we still denote by $\left(u_{m}\right)_{m \in \mathbb{N}}$, and there exists $u \in H^{1}\left(\mathbb{R}^{N}\right)$ such
that $u_{m} \rightharpoonup u$ in $H^{1}\left(\mathbb{R}^{N}\right)$. Note that $u \geq 0$ and let us show that $u$ satisfies (8.1.46). For every $r>0$,

$$
\begin{aligned}
& \int_{\mathbb{R}^{N}}|a|\left|u_{m}^{2}-u^{2}\right| \leq \\
& \quad \int_{\{|x| \leq r\}}|a|\left(u_{m}+u\right)\left|u_{m}-u\right|+\sup \{|a(x)|:|x| \geq r\} \int_{\{|x| \geq r\}}\left(u_{m}^{2}+u^{2}\right) .
\end{aligned}
$$

It follows that

$$
\int_{\mathbb{R}^{N}}|a|\left|u_{m}^{2}-u^{2}\right| \leq 2\|a\|_{L^{\infty}}\left(\int_{\{|x| \leq r\}}\left|u_{m}-u\right|^{2}\right)^{\frac{1}{2}}+2 \sup \{|a(x)|:|x| \geq r\} .
$$

Consider $\varepsilon>0$. There exists $r>0$ such that

$$
2 \sup \{|a(x)|:|x| \geq r\} \leq \varepsilon / 2
$$

Since the embedding $H^{1}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{2}\left(B_{r}\right)$ is compact, we deduce that, for $m$ large enough,

$$
2\|a\|_{L^{\infty}}\left(\int_{\{|x| \leq r\}}\left|u_{m}-u\right|^{2}\right)^{\frac{1}{2}} \leq \varepsilon / 2 .
$$

Therefore,

$$
\int_{\mathbb{R}^{N}}|a|\left|u_{m}^{2}-u^{2}\right| \leq \varepsilon \quad \text { for } m \text { large enough. }
$$

It follows that

$$
\int_{\mathbb{R}^{N}}|a| u_{m}^{2} \underset{m \rightarrow \infty}{\longrightarrow} \int_{\mathbb{R}^{N}}|a| u^{2}
$$

Using the weak lower semicontinuity of the $L^{2}$ norm, we obtain that

$$
J(u) \leq-\mu \quad \text { and } \quad\|u\|_{L^{2}} \leq 1,
$$

where $-\mu=\inf \left\{J(v):\|v\|_{L^{2}}=1\right\}$. Note that by (8.1.44), $\mu>0$, and so $u \neq 0$. We have $\|u\|_{L^{2}}=1$, since, otherwise, there would exist $k>1$ such that $w=k u$ satisfies $\|w\|_{L^{2}}=1$. We would obtain $J(w)=k^{2} J(u)<-\mu$, which is a contradiction by definition of $\mu$. Therefore, $\|u\|_{L^{2}}=1$, and, again by definition of $\mu$, we must have $J(u)=-\mu$. This proves the claim. Therefore, there exists a Lagrange multiplier $\lambda$ such that

$$
\begin{equation*}
-\Delta u+\lambda u=a u . \tag{8.1.47}
\end{equation*}
$$

On taking the $L^{2}$-scalar product of the equation with $u$, we obtain

$$
\begin{equation*}
\lambda=\mu>0 . \tag{8.1.48}
\end{equation*}
$$

It follows easily from (8.1.47) that $u \in H^{2}\left(\mathbb{R}^{N}\right) \cap C\left(\mathbb{R}^{N}\right)$ (see the proof of Theorem 8.1.1); and since $u \geq 0$, we deduce from the strong maximum principle (Gilbarg and Trudinger [127], corollary 8.21, p. 199) that

$$
\begin{equation*}
u>0 . \tag{8.1.49}
\end{equation*}
$$

So far, we have proved the first part of the statement of the lemma. Let now $\nu \in \mathbb{R}$ be such that there exists a solution $w \in H^{1}\left(\mathbb{R}^{N}\right), w \geq 0$, of the equation

$$
\begin{equation*}
-\Delta w+\nu w=a w \tag{8.1.50}
\end{equation*}
$$

We may assume that $w \neq 0$. On multiplying (8.1.47) by $w,(8.1 .50)$ by $u$, and computing the difference, we obtain

$$
(\lambda-\nu) \int_{\mathbb{R}^{N}} w u=0
$$

Since $w u \geq 0$ and $w u \not \equiv 0$ by (8.1.49), this implies that $\nu=\lambda$. We now claim that there exists $c>0$ such that $w=c u$, for if this were not the case, there would exist $c>0$ such that $z=w-c u$ takes both positive and negative values. Note that

$$
-\Delta z+\lambda z=a z
$$

On multiplying the equation by $z$, we see that

$$
J(z)=-\lambda\|z\|_{L^{2}}^{2}
$$

Therefore, $y$ defined by

$$
y=\frac{z}{\|z\|_{L^{2}}}
$$

satisfies (8.1.46). It follows that $|y|$ also satisfies (8.1.46). Repeating the argument that we made for $u$, we deduce that $|y|$ satisfies (8.1.47), and that $|y|>0$. Therefore, $z$ has a constant sign, which is a contradiction. This completes the proof.

Proof of Theorem 8.1.4. Parts (i) and (ii) follow immediately from Corollary 8.1.10. It remains to show (iii). Consider $u \in G$, so that $u$ satisfies (8.1.37). Let $f=|\operatorname{Re} u|, g=|\operatorname{Im} u|$, and $v=f+i g$. We have $|v|=|u|$ and $|\nabla v|=|\nabla u|$. It follows that $v$ also satisfies (8.1.37). Applying Corollary 8.1.10, this implies that

$$
-\Delta v+\omega v=|v|^{\alpha} v
$$

and so

$$
\left\{\begin{array}{l}
-\Delta f+\omega f=a f \\
-\Delta g+\omega g=a g
\end{array}\right.
$$

where $a=|v|^{\alpha}$. Applying Theorem 8.1.1, we deduce that $a$ satisfies the assumption of Lemma 8.1.11. Furthermore,

$$
J(v)=-\omega\|v\|_{L^{2}}^{2}<0
$$

It follows from Lemma 8.1.11 that there exist a positive function $z$ and two nonnegative constants $\mu, \nu$ such that $f=\mu z$ and $g=\nu z$. In particular, $\operatorname{Re} u$ and $\operatorname{Im} u$ do not change sign, and so there exist $c, d \in \mathbb{R}$ such that $u=c z+i d z$. This implies that there exist a positive function $\psi$ and $\theta \in \mathbb{R}$ such that $u=e^{i \theta} \psi$. Therefore, $\psi$ also satisfies (8.1.37), hence (8.1.4) follows by Corollary 8.1.10. By Theorem 8.1.1, $\psi \in C^{2}\left(\mathbb{R}^{N}\right)$ and $\psi(x) \rightarrow 0$ as $|x| \rightarrow \infty$. Applying Gidas, Ni, and Nirenberg [125, theorem 2, p. 370], we obtain that there exist a positive, spherically symmetric solution $\varphi$ of (8.1.4) and $y \in \mathbb{R}^{N}$ such that $\psi(\cdot)=\varphi(\cdot-y)$. Therefore, $u(\cdot)=e^{i \theta} \varphi(\cdot-y)$. Note that $\varphi$, being radially symmetric, satisfies the ordinary differential equation

$$
\varphi^{\prime \prime}+\frac{N-1}{r} \varphi^{\prime}+\varphi^{\alpha+1}-\omega \varphi=0
$$

It follows from Kwong [219] that such a solution $\varphi$ is unique. This completes the proof.

Remark 8.1.12. Note that we gave a self-contained proof of statements (i) and (ii). On the contrary, the proof of (iii) relies on the two difficult results of Gidas, Ni, and Nirenberg [125] and of Kwong [219]. We use property (iii) to prove a strong version of the stability property (cf. Section 8.3).

We finally consider the case $N=2$. Note that the method for $N \geq 3$ does not apply to this case, since by Corollary 8.1.3, $V(u)=0$ for every $u \in A$.

Proof of Theorem 8.1.5. We proceed in four steps. We define

$$
\begin{gather*}
N=\left\{u \in H^{1}\left(\mathbb{R}^{N}\right): V(u)=0 \text { and } u \neq 0\right\},  \tag{8.1.51}\\
c=\inf \{S(w): w \in N\} \tag{8.1.52}
\end{gather*}
$$

and

$$
\begin{equation*}
\gamma=\frac{4}{\omega \alpha} \inf \{S(w): w \in N\} \tag{8.1.53}
\end{equation*}
$$

Let us first observe that $\gamma>0$. Indeed, consider $u \in N$. We have

$$
\int_{\mathbb{R}^{N}}|u|^{2} \leq \frac{2}{\omega(\alpha+2)} \int_{\mathbb{R}^{N}}|u|^{\alpha+2}
$$

On the other hand, it follows from Gagliardo-Nirenberg's inequality that there exists $C$ independent of $u$ such that

$$
\int_{\mathbb{R}^{N}}|u|^{\alpha+2} \leq C(T(u))^{\frac{\alpha}{2}} \int_{\mathbb{R}^{N}}|u|^{2}
$$

This implies that there exists $\sigma>0$ such that $T(u) \geq \sigma$, and so $S(u) \geq \sigma / 2$ for all $u \in N$, which implies $\gamma>0$.

Step 1. The minimization problem (8.1.24) has a solution. We repeat the proof of Berestycki, Gallouett, and Kavian [24]. It is clear that $N \neq \varnothing$. Let $\left(v_{m}\right)_{m \in \mathbb{N}}$ be a minimizing sequence. In other words, $v_{m} \neq 0, V\left(v_{m}\right)=0$, and $S\left(v_{m}\right) \rightarrow c$. Let $w_{m}=\left|v_{m}\right|^{*}$ (see the beginning of the proof of Lemma 8.1.7), so that $\left(w_{m}\right)_{m \in \mathbb{N}}$ has the same properties as $\left(v_{m}\right)_{m \in \mathbb{N}}$. Define now $\left(u_{m}\right)_{m \in \mathbb{N}}$ by $u_{m}(x)=w_{m}\left(\lambda_{m}^{1 / 2} x\right)$, where

$$
\lambda_{m}=\frac{\left\|w_{m}\right\|_{L^{2}}^{2}}{\gamma}
$$

We have

$$
\begin{align*}
\int_{\mathbb{R}^{N}} u_{m}^{2} & =\gamma,  \tag{8.1.54}\\
V\left(u_{m}\right) & =0, \tag{8.1.55}
\end{align*}
$$

and

$$
\begin{equation*}
S\left(u_{m}\right)=S\left(w_{m}\right) \underset{m \rightarrow \infty}{\longrightarrow} c \tag{8.1.56}
\end{equation*}
$$

In particular, $\left(u_{m}\right)_{m \in \mathbb{N}}$ is also a minimizing sequence. It follows from (8.1.54), (8.1.55), and (8.1.56) that $\left(u_{m}\right)_{m \in \mathbb{N}}$ is bounded in $H^{1}\left(\mathbb{R}^{N}\right)$. Therefore, there exists a subsequence, which we still denote by $\left(u_{m}\right)_{m \in \mathbb{N}}$, and there exists $u \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $u_{m} \rightharpoonup u$ in $H^{1}\left(\mathbb{R}^{N}\right)$ as $m \rightarrow \infty$. In particular (see the proof of Lemma 8.1.7),

$$
\int_{\mathbb{R}^{N}} u_{m}^{\alpha+2} \underset{m \rightarrow \infty}{\longrightarrow} \int_{\mathbb{R}^{N}} u^{\alpha+2}, \int_{\mathbb{R}^{N}} u^{2} \leq \liminf _{m \rightarrow \infty} \int_{\mathbb{R}^{N}} u_{m}^{2}=\gamma,
$$

and

$$
T(u) \leq \liminf _{m \rightarrow \infty} T\left(u_{m}\right)
$$

Therefore,

$$
V(u) \geq 0 \quad \text { and } \quad S(u) \leq c
$$

We claim that $V(u)=0$. To see this, we argue by contradiction. If $V(u)>0$, then in particular $u \neq 0$, so that there exists $\lambda \in(0,1)$ such that $v=\lambda u$ satisfies $V(v)=0$. Thus $v \in N$. Furthermore, $T(v)=\lambda^{2} T(u)<T(u)$, so that $S(v)<S(u)$, which implies that $S(v)<c$. This contradicts the definition of $c$. Therefore, $V(u)=0$. It follows that $V\left(u_{m}\right) \rightarrow V(u)$, which implies that

$$
\int_{\mathbb{R}^{N}} u^{2}=\lim _{m \rightarrow \infty} \int_{\mathbb{R}^{N}} u_{m}^{2}=\gamma,
$$

and so $u$ satisfies (8.1.24).
Step 2. Every solution of (8.1.24) belongs to $A$. Indeed, consider a solution $u$ of (8.1.24) (which exists by Step 1). There exists a Lagrange multiplier $\lambda$ such that

$$
-\Delta u=\lambda\left(|u|^{\alpha} u-\omega u\right) .
$$

On taking the $L^{2}$-scalar product of the equation with $u$, we obtain

$$
T(u)=\lambda\left(\int_{\mathbb{R}^{N}}|u|^{\alpha+2}-\omega \int_{\mathbb{R}^{N}}|u|^{2}\right) .
$$

Since $u$ satisfies (8.1.24), this implies that

$$
2 c=\frac{\lambda \omega \alpha \gamma}{2}
$$

and so $\lambda=1$. Therefore, $u$ satisfies (8.1.4).
Step 3. $u$ satisfies (8.1.24) if and only if $u \in G$. Consider any solution $u$ of (8.1.24) and any $v \in A(A \neq \varnothing$, by Step 2$)$. It follows from Corollary 8.1.3 that $v \in N$ and

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}|v|^{2}=\frac{4}{\omega \alpha} S(v)=\gamma \frac{S(v)}{S(u)} \tag{8.1.57}
\end{equation*}
$$

Since $v \in N$, we deduce that $S(v) \geq S(u)$, and so $u \in G \neq \varnothing$.
Assume further that $v \in G$. Since $u \in G$ also, we have $S(u)=S(v)$. It follows from (8.1.57) that

$$
\int_{\mathbb{R}^{N}}|v|^{2}=\gamma
$$

which means that $v$ satisfies (8.1.24). Hence the result is established.

Step 4. Conclusion. Properties (i) and (ii) follow from Step 3. We establish (iii) by following the argument from the proof of Theorem 8.1.4.

DEFINITION 8.1.13. A function $u \in A$ is called a bound state of (8.1.4). A function $u \in G$ is called a ground state of (8.1.4). By definition, this is a bound state that minimizes the action $S$ among all other bound states.

Remark 8.1.14. Note that the ground state is unique, modulo space translations and multiplication by $e^{i \theta}$, as follows from Theorems 8.1.4 to 8.1.6.

REmark 8.1.15. In the literature, one sometimes calls any positive solution of (8.1.4) a ground state. It follows from Theorems 8.1.4 to 8.1.6 that these two definitions are equivalent, modulo multiplication by $e^{i \theta}$.

REMARK 8.1.16. In the case $N=1$, every $u \in A$ is a ground state, since $A=G$. This is not true anymore when $N \geq 2$. Indeed, in this case, it follows from Berestycki and Lions [25] and Berestycki, Gallouët, and Kavian [24] that there exists a sequence $\left(u_{m}\right)_{m \in \mathbb{N}} \subset A$ such that $S\left(u_{m}\right) \rightarrow \infty$ as $m \rightarrow \infty$. This implies that for $m$ large, $u_{m} \notin G$.

REMARK 8.1.17. Let $u$ be the (unique) positive, spherically symmetric ground state of (8.1.4) with $\omega=1$. For $\omega>0$, let $u_{\omega}(x)=\omega^{1 / \alpha} u\left(\omega^{\frac{1}{2}} x\right)$. It follows that $u_{\omega}$ satisfies (8.1.4), and so $u_{\omega}$ is the unique positive, spherically symmetric ground state of (8.1.4). We have

$$
\left\|u_{\omega}\right\|_{H^{1}}^{2}=\omega^{\frac{2}{\alpha}-\frac{N}{2}} \int_{\mathbb{R}^{N}} u^{2}+\omega^{\frac{2}{\alpha}-\frac{N-2}{2}} \int_{\mathbb{R}^{N}}|\nabla u|^{2}
$$

Therefore, if $\alpha \geq 4 / N$, there exists $\sigma>0$ such that $\left\|u_{\omega}\right\|_{H^{1}} \geq \sigma$ for all $\omega>0$. On the other hand, if $\alpha<4 / N$, then $\left\|u_{\omega}\right\|_{H^{1}} \rightarrow 0$ as $\omega \rightarrow 0$. In particular, there exist ground states of (8.1.4) of arbitrarily small $H^{1}$ norm (when $\omega$ varies).

### 8.2. An Instability Result

We begin with the following result of M . Weinstein [356].
Theorem 8.2.1. Assume (8.1.1) with $\alpha=4 / N$ and let $\omega>0$. If $\varphi \in A$ (cf. Theorems 8.1.4, 8.1.5, and 8.1.6), then $u(t, x)=e^{i \omega t} \varphi(x)$ is an unstable solution of (4.1.1) in the following sense. There exists $\left(\varphi_{m}\right)_{m \in \mathbb{N}} \subset H^{1}\left(\mathbb{R}^{N}\right)$ such that

$$
\varphi_{m} \underset{m \rightarrow \infty}{\longrightarrow} \varphi \quad \text { in } H^{1}\left(\mathbb{R}^{N}\right)
$$

and such that the corresponding maximal solution $u_{m}$ of (4.1.1) blows up in finite time for both $t>0$ and $t<0$.

Proof. We have $E(\varphi)=0$, by Corollary 8.1.3. Therefore, $E(\lambda \varphi)<0$ for every $\lambda>1$. On the other hand, it follows from Theorem 8.1.1 that $|\cdot| \varphi(\cdot) \in L^{2}\left(\mathbb{R}^{N}\right)$. Applying Theorem 6.5.4, we deduce that the maximal solution of (4.1.1) with the initial value $\lambda \varphi$ blows up in finite time for both $t>0$ and $t<0$. The result follows by letting, for example, $\varphi_{m}=\left(1+\frac{1}{m}\right) \varphi$.

In the case $\alpha>4 / N$, we have the following result of Berestycki and Cazenave [23] (see also Cazenave $[59,60]$ ).

Theorem 8.2.2. Assume (8.1.1), (8.1.2), and $\omega>0$. Suppose further that $\alpha>$ $4 / N$. If $\varphi \in G$ (cf. Theorems 8.1.4, 8.1.5, and 8.1.6), then $u(t, x)=e^{i \omega t} \varphi(x)$ is an unstable solution of (4.1.1) in the following sense. There exists $\left(\varphi_{m}\right)_{m \in \mathbb{N}} \subset$ $H^{1}\left(\mathbb{R}^{N}\right)$ such that

$$
\varphi_{m} \underset{m \rightarrow \infty}{\longrightarrow} \varphi \text { in } H^{1}\left(\mathbb{R}^{N}\right)
$$

and such that the corresponding maximal solution $u_{m}$ of (4.1.1) blows up in finite time for both $t>0$ and $t<0$.

REmark 8.2.3. As we will see, the proof of Theorem 8.2.2 is much more complicated than the proof of Theorem 8.2.1. On the other hand, the result is much weaker (except when $N=1$ ), since it only concerns the ground states (see Remark 8.1.16). It is presently unknown whether the other stationary states are unstable.

Let us define the functional $Q \in C^{1}\left(H^{1}\left(\mathbb{R}^{N}\right), \mathbb{R}\right)$ by

$$
\begin{equation*}
Q(u)=\int_{\mathbb{R}^{N}}|\nabla u|^{2}-\frac{N \alpha}{2(\alpha+2)} \int_{\mathbb{R}^{N}}|u|^{\alpha+2} \quad \text { for } u \in H^{1}\left(\mathbb{R}^{N}\right) \tag{8.2.1}
\end{equation*}
$$

and let

$$
\begin{equation*}
M=\left\{u \in H^{1}\left(\mathbb{R}^{N}\right): u \neq 0 \text { and } Q(u)=0\right\} \tag{8.2.2}
\end{equation*}
$$

The proof of Theorem 8.2.2 relies on the following result.
Proposition 8.2.4. Let $\alpha, \omega$ be as in Theorem 8.2.2. If $u \in H^{1}\left(\mathbb{R}^{N}\right)$, then $u \in G$ if and only if $u$ solves the following minimization problem:

$$
\left\{\begin{array}{l}
u \in M  \tag{8.2.3}\\
S(u)=\min \{S(v): v \in M\}
\end{array}\right.
$$

For the proof of Proposition 8.2.4, we will use the following lemma.
Lemma 8.2.5. Given $u \in H^{1}\left(\mathbb{R}^{N}\right), u \neq 0$, and $\lambda>0$, set $\mathcal{P}(\lambda, u)(x)=\lambda^{\frac{N}{2}} u(\lambda x)$. The following properties hold:
(i) There exists a unique $\lambda^{*}(u)>0$ such that $\mathcal{P}\left(\lambda^{*}(u), u\right) \in M$.
(ii) The function $\lambda \mapsto S(\mathcal{P}(\lambda, u))$ is concave on $\left(\lambda^{*}(u), \infty\right)$.
(iii) $\lambda^{*}(u)<1$ if and only if $Q(u)<0$.
(iv) $\lambda^{*}(u)=1$ if and only if $u \in M$.
(v) $S(\mathcal{P}(\lambda, u))<S\left(\mathcal{P}\left(\lambda^{*}(u), u\right)\right)$ for every $\lambda>0, \lambda \neq \lambda^{*}(u)$.
(vi) $\frac{d}{d \lambda} S(\mathcal{P}(\lambda, u))=\frac{1}{\lambda} Q(\mathcal{P}(\lambda, u))$ for every $\lambda>0$.
(vii) $|\mathcal{P}(\lambda, u)|^{*}=\mathcal{P}\left(\lambda,|u|^{*}\right)$ for every $\lambda>0$, where * is the Schwarz symmetrization.
(viii) If $u_{m} \rightarrow u$ in $H^{1}\left(\mathbb{R}^{N}\right)$ weakly and in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ strongly, then $\mathcal{P}\left(\lambda, u_{m}\right) \rightarrow$ $\mathcal{P}(\lambda, u)$ in $H^{1}\left(\mathbb{R}^{N}\right)$ weakly and in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ strongly for every $\lambda>0$.

Proof. Let $u \in H^{1}\left(\mathbb{R}^{N}\right), u \neq 0$, and let $u_{\lambda}=\mathcal{P}(\lambda, u)$. We have

$$
\begin{equation*}
S\left(u_{\lambda}\right)=\frac{\lambda^{2}}{2} \int_{\mathbb{R}^{N}}|\nabla u|^{2}+\frac{\omega}{2} \int_{\mathbb{R}^{N}}|u|^{2}-\frac{\lambda^{\frac{N \alpha}{2}}}{\alpha+2} \int_{\mathbb{R}^{N}}|u|^{\alpha+2} \tag{8.2.4}
\end{equation*}
$$

Property (vi) follows easily. Let $\lambda^{*}(u)$ be defined by

$$
\lambda^{*}(u)^{\frac{N \alpha-4}{2}}=\frac{2(\alpha+2)}{N \alpha}\left(\int_{\mathbb{R}^{N}}|\nabla u|^{2}\right)\left(\int_{\mathbb{R}^{N}}|u|^{\alpha+2}\right)^{-1}
$$

Elementary calculations show that with $\lambda^{*}(u)$ defined as above, properties (i), (ii), (iii), (iv), and (v) are satisfied. Property (vii) follows easily from the definition of Schwarz's symmetrization (see the beginning of the proof of Lemma 8.1.7). Finally, given $\lambda>0$, the operator $u \mapsto \mathcal{P}(\lambda, u)$ is linear and strongly continuous $H^{1}\left(\mathbb{R}^{N}\right) \rightarrow H^{1}\left(\mathbb{R}^{N}\right)$. Therefore, it is also weakly continuous. The $L^{\alpha+2}$ continuity is immediate. Hence (viii) follows.

Corollary 8.2.6. The set $M$ is nonempty. If we set

$$
\begin{equation*}
m=\inf \{S(u): u \in M\} \tag{8.2.5}
\end{equation*}
$$

then $Q(u) \leq S(u)-m$ for every $u \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $Q(u)<0$.
Proof. It follows from Lemma 8.2.5(i) that $M$ is nonempty. Let $u \in H^{1}\left(\mathbb{R}^{N}\right)$ be such that $Q(u)<0$, and let $f(\lambda)=S(\mathcal{P}(\lambda, u))$. By Lemma 8.2.4(iii), $\lambda^{*}(u)<1$, and, by (ii), $f$ is concave on $\left(\lambda^{*}(u), 1\right)$. Therefore,

$$
f(1) \geq f\left(\lambda^{*}(u)\right)+\left(1-\lambda^{*}(u)\right) f^{\prime}(1)
$$

Applying Lemma 8.2.5(vi), we obtain

$$
S(u) \geq f\left(\lambda^{*}(u)\right)+\left(1-\lambda^{*}(u)\right) Q(u) \geq f\left(\lambda^{*}(u)\right)+Q(u)
$$

Since by Lemma 8.2.5(i) $\mathcal{P}\left(\lambda^{*}(u), u\right) \in M$, we deduce that $f\left(\lambda^{*}(u)\right) \geq m$, and so

$$
S(u) \geq m+Q(u)
$$

which completes the proof.
Proof of Proposition 8.2.4. We proceed in three steps.
Step 1. The minimization problem (8.2.3) has a solution. We know that $M \neq \varnothing$ by Corollary 8.2 .6 , so that (8.2.3) has a minimizing sequence $\left(v_{m}\right)_{m \in \mathbb{N}}$. In particular, $Q\left(v_{m}\right)=0$ and $S\left(v_{m}\right) \rightarrow m$, where $m$ is defined by (8.2.5). Let $w_{m}=\left|v_{m}\right|^{*}$, and $u_{m}=\mathcal{P}\left(\lambda^{*}\left(w_{m}\right), w_{m}\right)$. It follows from Lemma 8.2.5(i) that $u_{m} \in$ $M$. Furthermore, it follows from Lemma 8.2 .5 (vii) that $u_{m}=\left|\mathcal{P}\left(\lambda^{*}\left(w_{m}\right), v_{m}\right)\right|^{*}$. Therefore,

$$
S\left(u_{m}\right) \leq S\left(\mathcal{P}\left(\lambda^{*}\left(w_{m}\right), v_{m}\right)\right) \leq S\left(\mathcal{P}\left(\lambda^{*}\left(v_{m}\right), v_{m}\right)\right) \leq S\left(v_{m}\right)
$$

where the last two inequalities follow from Lemma 8.2.5(v) and (i). In particular, $\left(u_{m}\right)_{m \in \mathbb{N}}$ is a nonnegative, spherically symmetric, nonincreasing minimizing sequence of (8.2.3). Furthermore, note that

$$
\begin{aligned}
S\left(u_{m}\right) & =\frac{2}{N \alpha} Q\left(u_{m}\right)+\frac{N \alpha-4}{2 N \alpha} \int_{\mathbb{R}^{N}}\left|\nabla u_{m}\right|^{2}+\frac{\omega}{2} \int_{\mathbb{R}^{N}} u_{m}^{2} \\
& =\frac{N \alpha-4}{2 N \alpha} \int_{\mathbb{R}^{N}}\left|\nabla u_{m}\right|^{2}+\frac{\omega}{2} \int_{\mathbb{R}^{N}} u_{m}^{2} .
\end{aligned}
$$

It follows that $\left(u_{m}\right)_{m \in \mathbb{N}}$ is bounded in $H^{1}\left(\mathbb{R}^{N}\right)$. Since $Q\left(u_{m}\right)=0$, we deduce from Gagliardo-Nirenberg's inequality and the boundedness of $\left(u_{m}\right)_{m \in \mathbb{N}}$ in $L^{2}\left(\mathbb{R}^{N}\right)$ that there exists $C$ such that

$$
\left\|\nabla u_{m}\right\|_{L^{2}} \leq C\left\|\nabla u_{m}\right\|_{L^{2}}^{\frac{N_{\alpha}}{4}} .
$$

Since $N \alpha>4$, we obtain that $\left\|\nabla u_{m}\right\|_{L^{2}}$ is bounded from below, and since $Q\left(u_{m}\right)=$ 0 , there exists $\sigma>0$ such that

$$
\begin{equation*}
\left\|u_{m}\right\|_{L^{\alpha+2}} \geq \sigma \quad \text { for all } m \geq 0 \tag{8.2.6}
\end{equation*}
$$

By Proposition 1.7.1, there exist $v \in H^{1}\left(\mathbb{R}^{N}\right)$ and a subsequence, which we still denote by $\left(u_{m}\right)_{m \in \mathbb{N}}$, such that $u_{m} \rightarrow v$ as $m \rightarrow \infty$, in $H^{1}\left(\mathbb{R}^{N}\right)$ weakly and in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ strongly, and so by (8.2.6), $v \neq 0$. Therefore, we may define $u=$ $\mathcal{P}\left(\lambda^{*}(v), v\right)$. By Lemma 8.2.5(i), $u \in M$ and Lemma 8.2.5(vii), $\mathcal{P}\left(\lambda^{*}(v), u_{m}\right) \rightarrow u$ in $H^{1}\left(\mathbb{R}^{N}\right)$ weakly and in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ strongly. Therefore,

$$
\begin{aligned}
S(u) \leq \liminf _{m \rightarrow \infty} S\left(\mathcal{P}\left(\lambda^{*}(v), u_{m}\right)\right) & \leq \liminf _{m \rightarrow \infty} S\left(\mathcal{P}\left(\lambda^{*}\left(u_{m}\right), u_{m}\right)\right) \\
& =\liminf _{m \rightarrow \infty} S\left(u_{m}\right)=m
\end{aligned}
$$

where the last three inequalities follow from (v), (iv), and (8.2.5), and so $u$ satisfies (8.2.3).

STEP 2. Every solution of (8.2.3) satisfies (8.1.4). Consider any solution $u$ of (8.2.3). For $\sigma>0$, let $u(x)=\sigma^{\frac{2}{\alpha}} u_{\sigma}(\sigma x)$. One easily verifies that

$$
Q\left(u_{\sigma}\right)=\sigma^{N-2-\frac{4}{\alpha}} Q(u)=0
$$

and so $u_{\sigma} \in M$. Since $u=u_{1}$ satisfies (8.2.3), we deduce that $f(\sigma)=S\left(u_{\sigma}\right)$ satisfies $f^{\prime}(1)=0$. One computes easily, by using the property $u_{\sigma} \in M$, that

$$
f^{\prime}(1)=\left\langle S^{\prime}(u), u\right\rangle_{H^{-1}, H^{1}},
$$

where $S^{\prime}$ is the gradient of the $C^{1}$ functional $S$ (i.e., $S^{\prime}(u)=-\Delta u+\omega u-|u|^{\alpha} u$ ). It follows that

$$
\begin{equation*}
\left\langle S^{\prime}(u), u\right\rangle_{H^{-1}, H^{1}}=0 \tag{8.2.7}
\end{equation*}
$$

On the other hand, $Q^{\prime}(u)=-2 \Delta u-\frac{N \alpha}{2}|u|^{\alpha} u$, and so since $u \in M$, we obtain

$$
\begin{equation*}
\left\langle Q^{\prime}(u), u\right\rangle_{H^{-1}, H^{1}}=-\alpha T(u)<0 \tag{8.2.8}
\end{equation*}
$$

Finally, since $u$ satisfies (8.2.3), there exists a Lagrange multiplier $\lambda$ such that $S^{\prime}(u)=\lambda Q^{\prime}(u)$. Applying (8.2.7) and (8.2.8), we deduce that $\lambda=0$, and so $S^{\prime}(u)=0$, which means that $u$ satisfies (8.1.4).

Step 3. Conclusion. Consider

$$
\begin{equation*}
\ell=\min \{S(u): u \in A\} \tag{8.2.9}
\end{equation*}
$$

Let $u \in G$. In particular, $S(u)=\ell$. Applying Corollary 8.1.3, one obtains easily that $u \in M$. Therefore, $S(u) \geq m$, where $m$ is defined by (8.2.5). In particular,

$$
\begin{equation*}
\ell \geq m \tag{8.2.10}
\end{equation*}
$$

Consider now a solution $u$ of (8.2.3). By Step $2, u \in A$. Since $S(u)=m$, it follows from (8.2.9) that $m \geq \ell$. Comparing with (8.2.10), we obtain $m=\ell$. The equivalence of the two problems follows easily.

Proof of Theorem 8.2.2. Let $\varphi \in G$, and let $\varphi_{\lambda}=\mathcal{P}(\lambda, \varphi)$ for $\lambda>0$. It follows from Proposition 8.2.4 and Lemma 8.2.5 that

$$
\begin{equation*}
Q\left(\varphi_{\lambda}\right)<0 \tag{8.2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
S\left(\varphi_{\lambda}\right)<m=S(\varphi) \tag{8.2.12}
\end{equation*}
$$

for all $\lambda>1$. Let $u_{\lambda}$ be the maximal solution of (4.1.1) with the initial value $\varphi_{\lambda}$. By conservation of charge and energy,

$$
\begin{equation*}
S\left(u_{\lambda}(t)\right)=S\left(\varphi_{\lambda}\right) \quad \text { for all } t \in\left(-T_{\min }\left(\varphi_{\lambda}\right), T_{\max }\left(\varphi_{\lambda}\right)\right) \tag{8.2.13}
\end{equation*}
$$

By continuity, we deduce from (8.2.11) that $Q\left(u_{\lambda}(t)\right)<0$ for $|t|$ small. On the other hand, if $t$ is such that $Q\left(u_{\lambda}(t)\right)<0$, then it follows from Corollary 8.2.6, (8.2.13), and (8.2.12) that

$$
\begin{equation*}
Q\left(u_{\lambda}(t)\right) \leq S\left(\varphi_{\lambda}\right)-m=-\delta<0 . \tag{8.2.14}
\end{equation*}
$$

By continuity, (8.2.25) holds for all $t \in\left(-T_{\min }\left(\varphi_{\lambda}\right), T_{\max }\left(\varphi_{\lambda}\right)\right)$. Applying Proposition 6.5.1, we deduce that $f$ defined by (6.5.15) satisfies

$$
f^{\prime \prime}(t)=8 Q\left(u_{\lambda}(t)\right) \leq-8 \delta \quad \text { for all } t \in\left(-T_{\min }\left(\varphi_{\lambda}\right), T_{\max }\left(\varphi_{\lambda}\right)\right)
$$

It follows easily that both $T_{\min }\left(\varphi_{\lambda}\right)$ and $T_{\max }\left(\varphi_{\lambda}\right)$ are finite (see the proof of Theorem 6.5.4). Hence the result follows, since $\varphi_{\lambda} \rightarrow \varphi$ in $H^{1}\left(\mathbb{R}^{N}\right)$ as $\lambda \downarrow 1$ (apply Theorem 8.1.1).

REMARK 8.2.7. Theorems 8.2 .1 and 8.2 .2 show the instability of ground states when $\alpha \geq 4 / N$. When $\alpha<4 / N$, it follows from the results of Section 8.3 that the ground states are, to the contrary, stable.

REMARK 8.2.8. The method of proof of Theorem 8.2.2 can be adapted to more general nonlinearities. See Berestycki and Cazenave [23], Fukuizumi and Ohta [118], and Ohta [282].

### 8.3. A Stability Result

Our goal in this section is to establish the following result of Cazenave and Lions [66] (see also P.-L. Lions [235, 236] and Cazenave [58])

Theorem 8.3.1. Assume (8.1.1), (8.1.2), and $\omega>0$. Suppose further that $\alpha<$ $4 / N$. If $\varphi \in G$ (cf. Theorems 8.1.4, 8.1.5, and 8.1.6), then $u(t, x)=e^{i \omega t} \varphi(x)$ is a stable solution of (4.1.1) in the following sense. For every $\varepsilon>0$, there exists $\delta(\varepsilon)>0$ such that if $\psi \in H^{1}\left(\mathbb{R}^{N}\right)$ satisfies $\|\varphi-\psi\|_{H^{1}} \leq \delta(\varepsilon)$, then the corresponding maximal solution $v$ of (4.1.1) satisfies

$$
\begin{equation*}
\sup _{t \in \mathbb{R}} \inf _{\theta \in \mathbb{R}} \inf _{y \in \mathbb{R}^{N}}\left\|v(t, \cdot)-e^{i \theta} \varphi(\cdot-y)\right\|_{H^{1}} \leq \varepsilon \tag{8.3.1}
\end{equation*}
$$

In other words, there exist functions $\theta(t) \in \mathbb{R}$ and $y(t) \in \mathbb{R}^{N}$ such that

$$
\begin{equation*}
\sup _{t \in \mathbb{R}}\left\|v(t, \cdot)-e^{i \theta(t)} \varphi(\cdot-y(t))\right\|_{H^{1}} \leq \varepsilon . \tag{8.3.2}
\end{equation*}
$$

REMARK 8.3.2. Theorem 8.3.1 means that if $\psi$ is close to $\varphi$ in $H^{1}\left(\mathbb{R}^{N}\right)$, then the solution of (4.1.1) with initial value $\psi$ remains close to the orbit of $\varphi$, modulo space translations. Note that $\alpha<4 / N$, which implies that all solutions of (4.1.1) are global (see Remark 6.8.1).

Remark 8.3.3. The space translations appearing in (8.3.1) and (8.3.2) are necessary. Indeed, let $\varphi \in G$. Given $\varepsilon>0$ and $y \in \mathbb{R}^{N}$ such that $|y|=1$, let

$$
\varphi_{\varepsilon}(x)=e^{i \varepsilon x \cdot y} \varphi(x) \quad \text { and } \quad u_{\varepsilon}(t, x)=e^{i \varepsilon(x \cdot y-\varepsilon t)} e^{i \omega t} \varphi(x-2 \varepsilon t y)
$$

One easily verifies that $u_{\varepsilon}$ is the solution of (4.1.1) with initial value $\varphi_{\varepsilon}$. Furthermore, $\varphi_{\varepsilon} \rightarrow \varphi$ in $H^{1}\left(\mathbb{R}^{N}\right)$ as $\varepsilon \downarrow 0$, but one easily verifies that for every $\varepsilon>0$,

$$
\sup _{t \in \mathbb{R}} \inf _{\theta \in \mathbb{R}}\left\|u_{\varepsilon}(t)-e^{i \theta} \varphi\right\|_{H^{1}}=2\|\varphi\|_{H^{1}}
$$

On the other hand, it is clear that if $\varphi \in G$ is spherically symmetric and if $\psi$ is also spherically symmetric, one can remove the space translations in (8.3.1) and (8.3.2). In other words,

$$
\sup _{t \in \mathbb{R}} \inf _{\theta \in \mathbb{R}}\left\|v(t)-e^{i \theta} \varphi\right\|_{H^{1}} \leq \varepsilon
$$

This follows from a trivial adaptation of the proof of the stability theorem in the subspace of $H^{1}\left(\mathbb{R}^{N}\right)$ of spherically symmetric function. Alternatively, this follows from the observation that if $f, g \in H^{1}\left(\mathbb{R}^{N}\right)$ are spherically symmetric, then

$$
\inf _{y \in \mathbb{R}^{N}}\|f(\cdot)-g(\cdot-y)\|_{H^{1}}=\|f-g\|_{H^{1}}
$$

REMARK 8.3.4. The rotations $e^{i \theta}$ appearing in (8.3.1) and (8.3.2) are necessary. Indeed, let $\varphi \in G$ and let $u(t, x)=e^{i \omega t} \varphi(x)$. Given $\varepsilon>0$, let

$$
\varphi_{\varepsilon}(x)=(1+\varepsilon)^{1 / \alpha} \varphi\left((1+\varepsilon)^{\frac{1}{2}} x\right) \quad \text { and } \quad u_{\varepsilon}(t, x)=e^{i \omega(1+\varepsilon) t}(1+\varepsilon)^{\frac{1}{\alpha}} \varphi\left((1+\varepsilon)^{\frac{1}{2}} x\right)
$$

One easily verifies that $u_{\varepsilon}$ is the solution of (4.1.1) with initial value $\varphi_{\varepsilon}$. Furthermore, $\varphi_{\varepsilon} \rightarrow \varphi$ in $H^{1}\left(\mathbb{R}^{N}\right)$ as $\varepsilon \downarrow 0$, but one easily verifies that for every $\varepsilon>0$,

$$
\sup _{t \in \mathbb{R}} \inf _{y \in \mathbb{R}^{N}}\left\|u_{\varepsilon}(t, \cdot)-\varphi(\cdot-y)\right\|_{H^{1}}=\sup _{t \in \mathbb{R}} \inf _{y \in \mathbb{R}^{N}}\left\|u_{\varepsilon}(t, \cdot)-u(t, \cdot-y)\right\|_{H^{1}} \geq\|\varphi\|_{H^{1}}
$$

Remark 8.3.5. Theorem 8.3.1 only asserts the stability of ground states. Except when $N=1$, where $A=G$, one does not know whether the other standing waves are stable.

The proof of Theorem 8.3.1 relies on the following result.
Proposition 8.3.6. Assume $0<\alpha<4 / N$ and $\omega>0$. Let $\tau>0$, and let $E$ be defined by (8.1.16). If

$$
\begin{equation*}
\Gamma=\left\{u \in H^{1}\left(\mathbb{R}^{N}\right): \int_{\mathbb{R}^{N}}|u|^{2}=\tau\right\} \tag{8.3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
-\nu=\inf \{E(v): v \in \Gamma\} \tag{8.3.4}
\end{equation*}
$$

then the following properties hold:
(i) The minimization problem

$$
\left\{\begin{array}{l}
u \in \Gamma  \tag{8.3.5}\\
E(u)=\min \{E(v): v \in \Gamma\}
\end{array}\right.
$$

has a solution.
(ii) If $\left(u_{m}\right)_{m \in \mathbb{N}}$ satisfies $\left\|u_{m}\right\|_{L^{2}} \rightarrow \sqrt{\tau}$ and $E\left(u_{m}\right) \rightarrow-\nu$, then there exist a subsequence $\left(u_{m_{k}}\right)_{k \in \mathbb{N}}$ and a family $\left(y_{k}\right)_{k \in \mathbb{N}} \subset \mathbb{R}^{N}$ such that $\left(u_{m_{k}}\left(\cdot-y_{k}\right)\right)_{k \in \mathbb{N}}$ has a strong limit $u$ in $H^{1}\left(\mathbb{R}^{N}\right)$. In particular, $u$ satisfies (8.3.5).
Proof. The proof relies on the concentration-compactness method introduced by P.-L. Lions [235, 236] in the form of Proposition 1.7.6. We proceed in three steps.

Step 1. $0<\nu<\infty$. It is clear that $\Gamma \neq \varnothing$. Let $u \in \Gamma$ and $\lambda>0$; set

$$
u_{\lambda}(x)=\lambda^{\frac{N}{2}} u(\lambda x)
$$

It follows easily that $u_{\lambda} \in \Gamma$ and that

$$
E\left(u_{\lambda}\right)=\frac{\lambda^{2}}{2} \int_{\mathbb{R}^{N}}|\nabla u|^{2}-\frac{\lambda^{\frac{N \alpha}{2}}}{\alpha+2} \int_{\mathbb{R}^{N}}|u|^{\alpha+2} .
$$

Since $N \alpha<4$, we have $E\left(u_{\lambda}\right)<0$ for $\lambda$ small, and so $\nu>0$. Next, we claim that there exist $\delta>0$ and $K<\infty$ such that

$$
\begin{equation*}
E(u) \geq \delta\|u\|_{H^{1}}^{2}-K \quad \text { for all } u \in \Gamma \tag{8.3.6}
\end{equation*}
$$

This follows immediately from Gagliardo-Nirenberg's inequality

$$
\int_{\mathbb{R}^{N}}|u|^{\alpha+2} \leq C\left(\int_{\mathbb{R}^{N}}|\nabla u|^{2}\right)^{\frac{N \alpha}{4}}\left(\int_{\mathbb{R}^{N}}|u|^{2}\right)^{\frac{4-(N-2) \alpha}{4}}
$$

and the property $N \alpha<4$. Therefore, $\nu \geq-K>-\infty$.
STEP 2. Every minimizing sequence of (8.3.5) is bounded in $H^{1}\left(\mathbb{R}^{N}\right)$ and bounded from below in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$. Let $\left(u_{n}\right)_{n \geq 0}$ be a minimizing sequence. Since $u_{n} \in \Gamma,\left(u_{n}\right)_{n \geq 0}$ is bounded in $L^{2}\left(\mathbb{R}^{N}\right)$, then by (8.3.6) $\left(u_{n}\right)_{\geq 0}$ is bounded in
$H^{1}\left(\mathbb{R}^{N}\right)$. This proves the first part of the statement. Furthermore since $\nu>0$, we have $E\left(u_{n}\right) \leq-\nu / 2$ for $n$ large enough. It follows that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|u_{n}\right|^{\alpha+2} \geq \frac{\alpha+2}{2} \nu . \tag{8.3.7}
\end{equation*}
$$

Hence the result is established.
Step 3. Conclusion. We need only prove (ii). Let $\left(\widetilde{u}_{n}\right)_{n \geq 0}$ satisfy $\left\|\widetilde{u}_{n}\right\|_{L^{2}} \rightarrow$ $\sqrt{\mu}$ and $E\left(\widehat{u}_{n}\right) \rightarrow-\nu$. Setting

$$
u_{n}=\frac{\sqrt{\tau}}{\left\|\widetilde{u}_{n}\right\| L_{2}} \widetilde{u}_{n},
$$

we deduce that $\left(u_{n}\right)_{n \geq 0}$ is a minimizing sequence of (8.3.5). Note that by rescaling, we may assume that $\tau=1$. We now apply Proposition 1.7.6 to the minimizing sequence $\left(u_{n}\right)_{n \geq 0}$ (note that $a=1$ ). We claim that

$$
\begin{equation*}
\mu=1, \tag{8.3.8}
\end{equation*}
$$

where $\mu$ is defined by (1.7.6). Note first that, since $\left(u_{n}\right)_{n \geq 0}$ is bounded from below in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$, we have $\mu>0$ by Proposition 1.7.6(ii). Suppose now by contradiction that

$$
\begin{equation*}
0<\mu<1 . \tag{8.3.9}
\end{equation*}
$$

We use the sequences $\left(v_{k}\right)_{k \geq 0}$ and $\left(w_{k}\right)_{k \geq 0}$ introduced in Proposition 1.7.6(iii). It follows from (1.7.15)-(1.7.16) that

$$
\liminf _{k \rightarrow \infty}\left(E\left(u_{n_{k}}\right)-E\left(v_{k}\right)-E\left(w_{k}\right)\right) \geq 0,
$$

so that

$$
\begin{equation*}
\limsup _{k \rightarrow \infty}^{\operatorname{lo}}\left(E\left(v_{k}\right)+E\left(w_{k}\right)\right) \leq-\nu . \tag{8.3.10}
\end{equation*}
$$

Next, observe that, given $u \in H^{1}\left(\mathbb{R}^{N}\right)$ and $a>0$, we have

$$
E(u)=\frac{1}{a^{2}} E(a u)+\frac{a^{\alpha}-1}{\alpha+2} \int_{\mathbb{R}^{N}}|u|^{\alpha+2} .
$$

Applying the above inequality with and $a_{k}=1 /\left\|v_{k}\right\|_{L^{2}}$, and since $a_{k} v_{k} \in \Gamma$, we obtain that

$$
E\left(v_{k}\right) \geq \frac{-\nu}{a_{k}^{2}}+\frac{a_{k}^{\alpha}-1}{\alpha+2} \int_{\mathbb{R}^{N}}\left|v_{k}\right|^{\alpha+2} .
$$

Similarly,

$$
E\left(w_{k}\right) \geq \frac{-\nu}{b_{k}^{2}}+\frac{b_{k}^{\alpha}-1}{\alpha+2} \int_{\mathbb{R}^{N}}\left|w_{k}\right|^{\alpha+2}
$$

with $b_{k}=1 /\left\|w_{k}\right\|_{L^{2}}$, and so

$$
E\left(v_{k}\right)+E\left(w_{k}\right) \geq-\nu\left(a_{k}^{-2}+b_{k}^{-2}\right)+\frac{a_{k}^{\alpha}-1}{\alpha+2} \int_{\mathbb{R}^{N}}\left|v_{k}\right|^{\alpha+2}+\frac{b_{k}^{\alpha}-1}{\alpha+2} \int_{\mathbb{R}^{N}}\left|w_{k}\right|^{\alpha+2} .
$$

Finally, note that $a_{k}^{-2} \rightarrow \mu$ and $b_{k}^{-2} \rightarrow 1-\mu$ by (1.7.14). In particular, by (8.3.9)

$$
\theta:=\min \left\{\mu^{-\frac{\alpha}{2}},(1-\mu)^{-\frac{\alpha}{2}}\right\}>1
$$

Therefore, using (1.7.16), then (8.3.7) we deduce that

$$
\begin{aligned}
\liminf _{k \rightarrow \infty}\left(E\left(v_{k}\right)+E\left(w_{k}\right)\right) & \geq-\nu+\frac{\theta-1}{\alpha+2} \liminf _{k \rightarrow \infty} \int_{\mathbb{R}^{N}}\left|u_{n_{k}}\right|^{\alpha+2} \\
& \geq-\nu+\frac{\theta-1}{2}>-\nu
\end{aligned}
$$

which contradicts (8.3.10). Therefore, the proof of the claim (8.3.8) is complete. We finally apply Proposition 1.7.6(i), and we deduce that for some sequence $\left(y_{k}\right)_{k \geq 0} \subset$ $\mathbb{R}^{N}$ and some $u \in H^{1}\left(\mathbb{R}^{N}\right), u_{n_{k}}\left(\cdot-y_{k}\right) \rightarrow u$ in $L^{2}\left(\mathbb{R}^{N}\right)$ (and in particular, $u \in \Gamma$ ) and in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$. Together with the weak lower semicontinuity of the $H^{1}$ norm, this implies

$$
E(u) \leq \lim _{k \rightarrow \infty} E\left(u_{n_{k}}\right)=-\nu
$$

By definition of $\nu$, we have $E(u)=-\nu$. In particular, $E\left(u_{n_{k}}\right) \rightarrow E(u)$, and it follows that $\left\|\nabla u_{n_{k}}\right\|_{L^{2}} \rightarrow\|\nabla u\|_{L^{2}}$, which implies that $u_{n_{k}}\left(\cdot-y_{k}\right) \rightarrow u$ strongly in $H^{1}\left(\mathbb{R}^{N}\right)$.

Lemma 8.3.7. Let $0<\alpha<4 / N$ and $\omega>0$. There exists $\mu>0$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}|u|^{2}=\mu \quad \text { for every ground state } u \text { of (8.1.4) } \tag{8.3.11}
\end{equation*}
$$

Proof. The result follows from uniqueness of the ground state up to translations and rotations (cf. Theorems 8.1.4, 8.1.5, and 8.1.6). Alternatively, when $N \geq$ 2 the result follows from (8.1.19), (8.1.22), and property (ii) of Theorems 8.1.4 and 8.1.5.

Corollary 8.3.8. Let $0<\alpha<4 / N, \omega>0$, and let $\mu$ be defined by (8.3.11). If $u \in H^{1}\left(\mathbb{R}^{N}\right)$, then $u$ is a ground state of (8.1.4) if and only if $u$ solves the minimization problem

$$
\left\{\begin{array}{l}
u \in \Gamma  \tag{8.3.12}\\
S(u)=\min \{S(v): v \in \Gamma\}
\end{array}\right.
$$

where $\Gamma$ is defined by (8.3.3). In addition, the problems (8.3.12) and (8.3.5) are equivalent.

Proof. We proceed in four steps.
Step 1. Problem (8.3.12) is equivalent to problem (8.3.5), which has a solution by Proposition 8.3.6. Indeed, if $u \in \Gamma$, then $S(u)=E(u)+\omega \mu / 2$, and so problem (8.3.12) is equivalent to problem (8.3.5).

Step 2. We have $k \leq \ell$, where $\ell$ is defined by (8.2.9) and $k$ is defined by

$$
\begin{equation*}
k=\inf \{S(v): v \in \Gamma\} . \tag{8.3.13}
\end{equation*}
$$

Indeed, consider $u \in G$. We have $S(u)=\ell$, and by Lemma 8.3.7, $u \in \Gamma$. By definition of $k$, this implies $k \leq \ell$.

Step 3. Every solution of (8.3.12) belongs to $A$. Consider a solution $u$ of (8.3.12), and let

$$
u_{\lambda}(x)=\lambda^{\frac{N}{2}} u(\lambda x) \quad \text { for } \lambda>0
$$

We have $u_{\lambda} \in \Gamma$ and $u_{1}=u$. It follows from (8.3.12) that

$$
\left.\frac{d}{d \lambda} S\left(u_{\lambda}\right)\right|_{\lambda=1}=0
$$

which means that

$$
\begin{equation*}
T(u)=\frac{N \alpha}{2(\alpha+2)} \int_{\mathbb{R}^{N}}|u|^{\alpha+2} \tag{8.3.14}
\end{equation*}
$$

Now, since $u$ satisfies (8.3.12), there exists a Lagrange multiplier $\lambda$ such that $S^{\prime}(u)=$ $\lambda u$, and so there exists $\delta$ such that

$$
\begin{equation*}
-\Delta u+\delta \omega u=|u|^{\alpha} u \tag{8.3.15}
\end{equation*}
$$

On taking the $L^{2}$-scalar product of (8.3.15) with $u$ and applying (8.3.14), we obtain

$$
\delta \omega \mu=\frac{4-(N-2) \alpha}{N \alpha} T(u)
$$

from which it follows that $\delta>0$. Define now $v$ by

$$
u(x)=\delta^{\frac{1}{\alpha}} v\left(\delta^{\frac{1}{2}} x\right)
$$

We deduce from (8.3.15) that $v \in A$, which implies

$$
\begin{equation*}
S(v) \geq \ell \tag{8.3.16}
\end{equation*}
$$

One computes easily that

$$
S(u)=\delta^{\frac{4-(N-2) \alpha}{2 \alpha}} S(v)+\frac{\omega \mu}{2}(1-\delta)
$$

Applying (8.3.16) and Step 2, we obtain that

$$
\ell \geq \delta^{\frac{4-(N-2) \alpha}{2 \alpha}} \ell+\frac{\omega \mu}{2}(1-\delta)
$$

On the other hand, it follows from Corollary 8.1.3 that $\ell>0$, and by (8.3.11) and Corollary 8.1.3,

$$
\frac{\omega \mu}{2}=\frac{4-(N-2) \alpha}{2 \alpha} \ell
$$

and so

$$
1 \geq \delta^{\frac{4-(N-2) \alpha}{2 \alpha}}+\frac{4-(N-2) \alpha}{2 \alpha}(1-\delta)
$$

This means that $f(\delta) \leq 0$, where

$$
f(s)=s^{\frac{4-(N-2) \alpha}{2 \alpha}}-\frac{4-(N-2) \alpha}{2 \alpha} s+\frac{4-N \alpha}{2 \alpha}
$$

One checks easily that $f(s)>0$, if $s \neq 1$. Therefore, $\delta=1$, which implies in view of (8.3.15) that $u \in A$.

Step 4. Conclusion. It follows in particular from Steps 2 and 3 that $\ell=k$. Therefore, if $u \in G$, then $u \in \Gamma$ and $S(u)=k$, which implies that $u$ satisfies (8.3.12). Conversely, let $u$ be a solution of (8.3.12). We have $u \in A$ by Step 3, and since $S(u)=k=\ell$, it follows that $u \in G$.

Proof of Theorem 8.3.1. Assume by contradiction that there exist a sequence $\left(\psi_{m}\right)_{m \in \mathbb{N}} \subset H^{1}\left(\mathbb{R}^{N}\right)$, a sequence $\left(t_{m}\right)_{m \in \mathbb{N}} \subset \mathbb{R}$, and $\varepsilon>0$ such that

$$
\begin{equation*}
\left\|\psi_{m}-\varphi\right\|_{H^{1}} \underset{m \rightarrow \infty}{\longrightarrow} 0 \tag{8.3.17}
\end{equation*}
$$

and such that the maximal solution $u_{m}$ of (4.1.1) with initial value $\psi_{m}$ (which is global, cf. Remark 8.3.2) satisfies

$$
\begin{equation*}
\inf _{\theta \in \mathbb{R}} \inf _{y \in \mathbb{R}^{N}}\left\|u_{m}\left(t_{m}, \cdot\right)-e^{i \theta} \varphi(\cdot-y)\right\|_{H^{1}} \geq \varepsilon \tag{8.3.18}
\end{equation*}
$$

Let us set

$$
\begin{equation*}
v_{m}=u_{m}\left(t_{m}\right) \tag{8.3.19}
\end{equation*}
$$

It follows from Corollary 8.3.8; Theorems 8.1.4, 8.1.5, and 8.1.6; and (8.3.19) that (8.3.18) is equivalent to

$$
\begin{equation*}
\inf _{u \in G}\left\|v_{m}-u\right\|_{H^{1}} \geq \varepsilon \tag{8.3.20}
\end{equation*}
$$

Applying Corollary 8.3.8, we deduce from (8.3.17) that

$$
\int_{\mathbb{R}^{N}}\left|\psi_{m}\right|^{2} \underset{m \rightarrow \infty}{\longrightarrow} \mu \quad \text { and } \quad S\left(\psi_{m}\right) \underset{m \rightarrow \infty}{\longrightarrow} k
$$

where $k$ is defined by (8.3.13). From conservation of charge and energy, we deduce that

$$
\int_{\mathbb{R}^{N}}\left|v_{m}\right|^{2} \underset{m \rightarrow \infty}{\longrightarrow} \mu, \quad \text { and } \quad S\left(v_{m}\right) \underset{m \rightarrow \infty}{\longrightarrow} k
$$

as well. Therefore, $\left(v_{m}\right)_{m \in \mathbb{N}}$ is a minimizing sequence for the problem (8.3.12), hence of the problem (8.3.5) (see Corollary 8.3.8). From Proposition 8.3.6(ii) it follows that there exist $\left(y_{m}\right)_{m \in \mathbb{N}} \subset \mathbb{R}^{N}$ and a solution $u$ of the problem (8.3.5) such that $\left\|v_{m}-u\left(\cdot-y_{m}\right)\right\|_{H^{1}} \rightarrow 0$. But $u \in G$ by Corollary 8.3 .8 , and so $u\left(\cdot-y_{m}\right) \in G$, which contradicts (8.3.20).

REmark 8.3.9. Note that the proof of Theorem 8.3.1 only makes use of the following two properties. The conservation laws of (4.1.1) (charge and energy), and the compactness of any minimizing sequence. Therefore, the method is quite general and may be applied to many situations. See, e.g., Cazenave [58], Cazenave and Lions [66], P.-L. Lions [235, 236]), and Ohta [282, 283, 284].

REmARK 8.3.10. One does not know in general about the functions $\theta(t)$ and $y(t)$ of (8.3.2). If both $\varphi$ and $\psi$ are spherically symmetric, one may let $y(t) \equiv 0$ (see Remark 8.3.4). Remarks 8.3 .3 and 8.3.4 display examples for which one may let $\theta$ and $y$ be linear in $t$. One does not know whether this is true in general. Concerning this question, see the remarkable papers of Soffer and Weinstein [316, 317]. They consider in particular a one-dimensional equation with a potential. In this case, $y \equiv 0$, but they also show that one may let $\theta$ be linear in $t$.

### 8.4. Comments

REMARK 8.4.1. There are other methods to study the stability of standing waves, based on the study of a linearized operator. See Shatah and Strauss [311], Grillakis, Shatah, and Strauss [154, 155]. See also Gonçalves Ribeiro [151], Blanchard, Stubbe, and Vazquez [33], M. Weinstein [358, 357], Rose and Weinstein [303], and Cid and Felmer [81]. The stability of excited states has also been studied, in particular by Jones [198] and Grillakis [153].

By using the techniques of Section 8.1, one can establish the following useful result of M . Weinstein [356] relating the ground states of (8.1.4) with the best constant in a Gagliardo-Nirenberg inequality.

Lemma 8.4.2. Let $R$ be the (unique) spherically symmetric, positive ground state of the elliptic equation (6.6.3), i.e.,

$$
-\Delta R+R=|R|^{\alpha} R \quad \text { in } \mathbb{R}^{N}
$$

with $\alpha=4 / N$ (see Definition 8.1.13 and Theorems 8.1.4, 8.1.5, and 8.1.6). It follows that the best constant in the Gagliardo-Nirenberg inequality

$$
\frac{1}{\alpha+2}\|\psi\|_{L^{\alpha+2}}^{\alpha+2} \leq \frac{C}{2}\|\nabla \psi\|_{L^{2}}^{2}\|\psi\|_{L^{2}}^{\alpha}
$$

is $C=\|R\|_{L^{2}}^{-\alpha}$.
Proof. We follow the argument of M. Weinstein [356]. We need to show that

$$
\begin{equation*}
\inf _{u \in H^{1}, u \neq 0} J(u)=\frac{2\|R\|_{L^{2}}^{\alpha}}{\alpha+2} \tag{8.4.1}
\end{equation*}
$$

where

$$
J(u)=\frac{\|\nabla u\|_{L^{2}}^{2}\|u\|_{L^{2}}^{\alpha}}{\|u\|_{L^{\alpha+2}}^{\alpha+2}}
$$

We set

$$
\sigma=\inf _{u \in H^{1}, u \neq 0} J(u)
$$

and we consider a minimizing sequence $\left(u_{n}\right)_{n \geq 0}$. We observe that by GagliardoNirenberg's inequality, $\sigma>0$. We consider $v_{n}$ defined by $v_{n}(x)=\mu_{n} u_{n}\left(\lambda_{n} x\right)$ with

$$
\lambda_{n}=\frac{\left\|u_{n}\right\|_{L^{2}}}{\left\|\nabla u_{n}\right\|_{L^{2}}} \quad \text { and } \quad \mu_{n}=\frac{\left\|u_{n}\right\|_{L^{2}}^{\frac{N-2}{2}}}{\left\|\nabla u_{n}\right\|_{L^{2}}^{\frac{N}{2}}},
$$

so that $\left\|v_{n}\right\|_{L^{2}}=\left\|\nabla v_{n}\right\|_{L^{2}}=1$ and

$$
\left\|v_{n}\right\|_{L^{\alpha+2}}^{-(\alpha+2)}=J\left(v_{n}\right)=J\left(u_{n}\right) \underset{n \rightarrow \infty}{\longrightarrow} \sigma>0 .
$$

By symmetrization (see the proof of Lemma 8.1.7), we may assume that $v_{n}$ is spherically symmetric, and so there exist a subsequence, which we still denote by $\left(v_{n}\right)_{n \geq 0}$, and $v \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $v_{n} \rightarrow v$ in $H^{1}\left(\mathbb{R}^{N}\right)$ weakly and in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ strongly (see Proposition 1.7.1). Since $\|v\|_{L^{\alpha+2}}=\lim _{n \rightarrow \infty}\left\|v_{n}\right\|_{L^{\alpha+2}}=\sigma^{-\frac{1}{\alpha+2}}>0$, it follows that $v \neq 0$. This implies that

$$
\begin{equation*}
J(v)=\sigma \quad \text { and } \quad\|v\|_{L^{2}}=\|\nabla v\|_{L^{2}}=1 \tag{8.4.2}
\end{equation*}
$$

In particular, $\left.\frac{d}{d t} J(v+t w)\right|_{t=0}=0$ for all $w \in H^{1}\left(\mathbb{R}^{N}\right)$ and, taking into account (8.4.2), we obtain

$$
-\Delta v+\frac{\alpha}{2} v=\sigma \frac{\alpha+2}{2}|v|^{\alpha} v
$$

Let now $u$ be defined by $v(x)=a u(b x)$ with $a=(\alpha / \sigma(\alpha+2))^{\frac{1}{\alpha}}$ and $b=(\alpha / 2)^{\frac{1}{2}}$, so that $u$ is a solution of (6.6.3) and

$$
J(u)=J(v)=\sigma
$$

Since $u$ satisfies equation (6.6.3), we deduce from Pohozaev's identity (see Lemma 8.1.2) that

$$
\frac{1}{2}\|\nabla u\|_{L^{2}}^{2}=-\frac{1}{\alpha+2}\|u\|_{L^{\alpha+2}}^{\alpha+2},
$$

and that $2\|\nabla u\|_{L^{2}}^{2}=N\|u\|_{L^{2}}^{2}$ (see formulae (8.1.21) and (8.1.22)), and so

$$
\begin{equation*}
J(u)=\frac{N}{N+2}\|u\|_{L^{2}}^{\frac{4}{N}}=\frac{2}{\alpha+2}\|u\|_{L^{2}}^{\alpha} . \tag{8.4.3}
\end{equation*}
$$

Since $R$ also satisfies equation (6.6.3), it satisfies the same identity. Since $u$ minimizes $J$, we must have $J(R) \geq J(u)$, which implies that $\|u\|_{L^{2}} \leq\|R\|_{L^{2}}$. On the other hand, $R$ being the ground state of (6.6.3), it is also the solution of (6.6.3) of minimal $L^{2}$-norm by (8.1.19) and (8.1.22), so that $\|R\|_{L^{2}} \leq\|u\|_{L^{2}}$. Therefore, $\|R\|_{L^{2}}=\|u\|_{L^{2}}$, and the result now follows from (8.4.3).

## CHAPTER 9

## Further Results

In Sections 9.1 and 9.2 we present some results that follow easily from the techniques that we developed in the previous chapters. On the other hand, we describe in Sections 9.3 and 9.4 two results that do not fall into the scope of these methods. Finally, we briefly describe in Section 9.5 some further developments.

### 9.1. The Nonlinear Schrödinger Equation with a Magnetic Field

In this section we study the nonlinear Schrödinger equation in $\mathbb{R}^{3}$ in the presence of an external, constant magnetic field. Given $b \in \mathbb{R}, b \neq 0$, we consider the (vector-valued) potential $\Phi$ defined by

$$
\Phi(x)=\frac{b}{2}\left(-x_{2}, x_{1}, 0\right) \quad \text { for } x=\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}
$$

which is the vector potential of the (constant) magnetic field $\vec{B}=\overrightarrow{\operatorname{curl}}(\Phi)$, that is,

$$
\vec{B} \equiv(0,0, b)
$$

We define the operator $A$ on $L^{2}\left(\mathbb{R}^{3}\right)$ by
$D(A)=\left\{u \in L^{2}\left(\mathbb{R}^{3}\right): \nabla u+i \Phi u \in L^{2}\left(\mathbb{R}^{3}\right)\right.$ and $\left.\Delta u+2 i \Phi \cdot \nabla u-|\Phi|^{2} u \in L^{2}\left(\mathbb{R}^{3}\right)\right\}$,
and

$$
A u=\Delta u+2 i \Phi \cdot \nabla u-|\Phi|^{2} u \quad \text { for } u \in D(A)
$$

We consider the nonlinear Schrödinger equation

$$
\left\{\begin{array}{l}
i u_{t}+A u+g(u)=0  \tag{9.1.1}\\
u(0)=\varphi
\end{array}\right.
$$

and we refer to Avron, Herbst, and Simon $[5,6,7]$, Combes, Schrader, and Seiler [93], Eboli and Marques [109], Kato [202], Reed and Simon [301], and B. Simon [313] for its physical relevance. We begin with the following observation.

Lemma 9.1.1. A is a self-adjoint, $\leq 0$ operator on $L^{2}\left(\mathbb{R}^{3}\right)$.
Proof. Since $\mathcal{D}\left(\mathbb{R}^{3}\right) \subset D(A), D(A)$ is dense in $L^{2}\left(\mathbb{R}^{3}\right)$. Furthermore, given $u, v \in D(A),(A u, v)_{L^{2}}=-(\nabla u+i \Phi u, \nabla v+i \Phi v)_{L^{2}}$. Therefore, $A$ is $\leq 0$ and symmetric. It now remains to solve the equation $A u-\lambda u=f$ for every $f \in L^{2}\left(\mathbb{R}^{3}\right)$ and $\lambda>0$. This follows easily by applying Lax-Milgram's lemma in the Hilbert space $H=\left\{u \in L^{2}\left(\mathbb{R}^{3}\right) ; \nabla u+i \Phi u \in L^{2}\left(\mathbb{R}^{3}\right)\right\}$, equipped with the scalar product $(u, v)_{H}=(\nabla u+i \Phi u, \nabla v+i \Phi v)_{L^{2}}+\lambda(u, v)_{L^{2}}$.

We then may apply the results of Section 1.6. In particular, $D(A)$ is a Hilbert space when equipped with the norm

$$
\|u\|_{D(A)}^{2}=\|A u\|_{L^{2}}^{2}+\|u\|_{L^{2}}
$$

and $i A$ generates a group of isometries $(\mathcal{T}(t))_{t \in \mathbb{R}}$ on the Hilbert space $(D(A))^{\star}$. The operators $(\mathcal{T}(t))_{t \in \mathbb{R}}$ restricted to any of the spaces $D(A), X_{A}, L^{2}\left(\mathbb{R}^{3}\right)$, or $X_{A}^{\star}$ are a group of isometries, where $X_{A}$ is defined by

$$
X_{A}=\left\{u \in L^{2}\left(\mathbb{R}^{3}\right): \nabla u+i \Phi u \in L^{2}\left(\mathbb{R}^{3}\right)\right\}
$$

and

$$
\|u\|_{X_{A}}^{2}=\|\nabla u+i \Phi u\|_{L^{2}}^{2}+\|u\|_{L^{2}}^{2} .
$$

In addition, $A$ can be extended to a self-adjoint, $\leq 0$ operator on $(D(A))^{\star}$ (which we still denote by $A$ ), and $A$ is bounded $X_{A} \rightarrow X_{A}^{\star}$ and $L^{2}\left(\mathbb{R}^{3}\right) \rightarrow(D(A))^{\star}$. Furthermore, we have the following result.

Lemma 9.1.2. The following properties hold:
(i) $X_{A} \hookrightarrow L^{p}\left(\mathbb{R}^{3}\right)$ for every $2 \leq p \leq 6$.
(ii) $L^{q}\left(\mathbb{R}^{3}\right) \hookrightarrow X_{A}^{\star}$ for every $\frac{6}{5} \leq q \leq 2$.
(iii) $D(A) \hookrightarrow L^{p}\left(\mathbb{R}^{3}\right)$ for every $2 \leq p \leq \infty$.

Proof. Let $u \in X_{A}$. We have

$$
|\nabla(|u|)|=\left|\operatorname{Re}\left(\frac{\bar{u}}{|u|}(\nabla u+i \Phi u)\right)\right| \quad \text { a.e. }
$$

on the set $\left\{x \in \mathbb{R}^{3} ; u(x) \neq 0\right\}$. It follows that

$$
\begin{equation*}
|\nabla(|u|)| \leq|\nabla u+i \Phi u| \text { a.e. } \tag{9.1.2}
\end{equation*}
$$

Therefore, $\||u|\|_{H^{1}} \leq\|u\|_{X_{A}}$. Hence (i) is true. Note also that $\mathcal{D}\left(\mathbb{R}^{3}\right) \subset X_{A}$, from which we deduce that the embedding $X_{A} \hookrightarrow L^{p}\left(\mathbb{R}^{3}\right)$ is dense, and so (ii) follows from (i) by duality. Finally, let $u \in D(A)$ and set $f=A u \in L^{2}\left(\mathbb{R}^{3}\right)$. For every $j \in\{1,2,3\}$, let $v_{j}=\partial_{j} u+i \Phi_{j} u$. We have

$$
\begin{equation*}
A v_{j}-v_{j}=-\left(\partial_{j}-i \Phi_{j}\right) f-2 i(\nabla u+i \Phi u) \cdot\left(\partial_{j} \Phi-\nabla \Phi_{j}\right)-v_{j} \tag{9.1.3}
\end{equation*}
$$

Next, observe that $\left|\partial_{j} \Phi-\nabla \Phi_{j}\right| \leq b$. Furthermore, $\nabla+i \Phi$ is by definition a bounded operator $X_{A} \rightarrow L^{2}\left(\mathbb{R}^{3}\right)$, and so, by duality, $\nabla-i \Phi$ is bounded $L^{2}\left(\mathbb{R}^{3}\right) \rightarrow X_{A}^{\star}$. In particular, the right-hand side of (9.1.3) belongs to $X_{A}^{\star}$ and $\left\|A v_{j}-v_{j}\right\|_{X_{A}^{\star}} \leq$ $C\|u\|_{D(A)}$. It follows easily that $v_{j} \in X_{A}$ and $\left\|v_{j}\right\|_{X_{A}} \leq C\|u\|_{D(A)}$. Letting successively $j=1,2,3$ we obtain the inequality $\|\nabla u+i \Phi u\|_{X_{A}} \leq C\|u\|_{D(A)}$. Applying (i), we deduce that $\|\nabla u+i \Phi u\|_{L^{6}} \leq C\|u\|_{D(A)}$. Therefore, by (9.1.2), $\left\|\|\nabla(|u|) \mid\|_{L^{6}} \leq C\right\| u \|_{D(A)}$. Claim (iii) follows by Sobolev's embedding theorem.

LEMMA 9.1.3. If $\varepsilon>0$ and $1 \leq p<\infty$, then $(I-\varepsilon A)^{-1}$ is continuous $L^{p}\left(\mathbb{R}^{3}\right) \rightarrow$ $L^{p}\left(\mathbb{R}^{3}\right)$ and $\left\|(I-\varepsilon A)^{-1}\right\|_{\mathcal{L}\left(L^{p}, L^{p}\right)} \leq 1$.

Proof. Let $\theta \in C^{1}\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$be such that both $\theta$ and $\theta^{\prime}$ are bounded, $\theta \geq 0$, $\theta^{\prime} \geq 0$, and $\theta(0)=0$. By applying the method of proof of Proposition 1.5.1, we need only show that

$$
\begin{equation*}
\left(A u, \theta\left(|u|^{2}\right) u\right)_{L^{2}} \leq 0 \quad \text { for all } u \in D(A) \tag{9.1.4}
\end{equation*}
$$

Consider $\rho \in \mathcal{D}\left(\mathbb{R}^{3}\right)$ such that $0 \leq \rho \leq 1$ and $\rho(x)=1$ for $|x| \leq 1$, and set $\rho_{m}(x)=\rho(x / m)$ for $m \geq 1$. Let $u \in D(A)$. We have

$$
\begin{equation*}
\left(A u, \theta\left(|u|^{2}\right) u\right)_{L^{2}}=\lim _{m \rightarrow \infty}\left(A u, \rho_{m} \theta\left(|u|^{2}\right) u\right)_{L^{2}} \tag{9.1.5}
\end{equation*}
$$

In addition, since $\rho_{m} \theta\left(|u|^{2}\right) u$ has compact support,

$$
\begin{aligned}
\left(A u, \rho_{m} \theta\left(|u|^{2}\right) u\right)_{L^{2}}= & -\operatorname{Re} \int_{\mathbb{R}^{3}} \nabla u \cdot \nabla\left(\rho_{m} \theta\left(|u|^{2}\right) \bar{u}\right) \\
& -2 \operatorname{Im} \int_{\mathbb{R}^{3}} \rho_{m} \theta\left(|u|^{2}\right) \bar{u} \Phi \cdot \nabla u-\int_{\mathbb{R}^{3}} \rho_{m}|\Phi|^{2} \theta\left(|u|^{2}\right)|u|^{2}
\end{aligned}
$$

It follows from the Cauchy-Schwarz inequality that

$$
-2 \operatorname{Im} \int_{\mathbb{R}^{3}} \rho_{m} \theta\left(|u|^{2}\right) \bar{u} \Phi \cdot \nabla u \leq \int_{\mathbb{R}^{3}} \rho_{m}|\Phi|^{2} \theta\left(|u|^{2}\right)|u|^{2}+\int_{\mathbb{R}^{3}} \rho_{m} \theta\left(|u|^{2}\right)|\nabla u|^{2},
$$

and so

$$
\left(A u, \rho_{m} \theta\left(|u|^{2}\right) u\right)_{L^{2}} \leq-\operatorname{Re} \int_{\mathbb{R}^{3}} \nabla u \cdot \nabla\left(\rho_{m} \theta\left(|u|^{2}\right) \bar{u}\right)+\int_{\mathbb{R}^{3}} \rho_{m} \theta\left(|u|^{2}\right)|\nabla u|^{2}
$$

An elementary calculation shows that

$$
\begin{aligned}
&-\operatorname{Re}\left(\nabla u \cdot \nabla\left(\rho_{m} \theta\left(|u|^{2}\right) \bar{u}\right)\right)+\rho_{m} \theta\left(|u|^{2}\right)|\nabla u|^{2} \\
&=-\rho_{m} \theta^{\prime}\left(|u|^{2}\right)\left(|u|^{2}|\nabla u|^{2}-\operatorname{Re}\left(\bar{u}^{2} \nabla u^{2}\right)\right)-\frac{1}{2} \nabla \rho_{m} \cdot \nabla \Theta\left(|u|^{2}\right) \\
& \leq-\frac{1}{2} \nabla \rho_{m} \cdot \nabla \Theta\left(|u|^{2}\right) \quad \text { a.e. where } \Theta(s)=\int_{0}^{s} \theta(\sigma) d \sigma
\end{aligned}
$$

therefore,

$$
\left(A u, \rho_{m} \theta\left(|u|^{2}\right) u\right)_{L^{2}} \leq \frac{1}{2} \int_{\mathbb{R}^{3}} \Theta\left(|u|^{2}\right) \Delta \rho_{m} \underset{m \rightarrow \infty}{\longrightarrow} 0
$$

Applying (9.1.5), we obtain (9.1.4).
Finally, we have the following estimate of $(\mathcal{T}(t))_{t \in \mathbb{R}}$.
LEMMA 9.1.4. There exist $\delta>0$ and $C<\infty$ such that $\mathcal{T}(t)$ is continuous $L^{1}\left(\mathbb{R}^{3}\right) \rightarrow L^{\infty}\left(\mathbb{R}^{3}\right)$ for every $t \in(-\delta, \delta)$ and $t \neq 0$. Moreover,

$$
\|\mathcal{T}(t) u\|_{L^{\infty}} \leq \frac{C}{|t|^{\frac{3}{2}}}\|u\|_{L^{1}}
$$

for every $u \in L^{1}\left(\mathbb{R}^{3}\right)$ and $t \in(-\delta, \delta), t \neq 0$.
Proof. For every $t$ such that $\sin (b t) \neq 0$, the following formula holds (see Avron, Herbst, and Simon [5]).

$$
\mathcal{T}(t) u(x)=\frac{b}{4 \pi(4 \pi i t)^{\frac{1}{2}} \sin (b t)} \int_{\mathbb{R}^{3}} e^{-i F(x, y, t)} u(y) d y
$$

where

$$
F(x, y, t)=\frac{\left(x_{3}-y_{3}\right)^{2}}{4 t}+\frac{b}{4}\left(\left(x_{1}-y_{1}\right)^{2}+\left(x_{2}-y_{2}\right)^{2}\right) \operatorname{cotg}(b t)-\frac{b}{2}\left(x_{1} y_{2}-x_{2} y_{1}\right)
$$

Therefore,

$$
\|\mathfrak{T}(t)\|_{\mathcal{L}\left(L^{1}, L^{\infty}\right)} \leq \frac{|b|}{|t|^{\frac{1}{2}}|\sin (b t)|}
$$

from which the result follows easily.

Consider now $g$ as in Example 3.2 .11 with $N=3$; i.e.,

$$
g(u)=V u+f(\cdot, u(\cdot))+\left(W \star|u|^{2}\right) u
$$

with $V \in L^{p}\left(\mathbb{R}^{3}\right)+L^{\infty}\left(\mathbb{R}^{3}\right)$ with $p>3 / 2, W \in L^{1}\left(\mathbb{R}^{3}\right)+L^{\infty}\left(\mathbb{R}^{3}\right)$ real-valued potentials, $W$ even, and $f(x, u)$ is locally Lipschitz in $u$, uniformly in $x$, and satisfying $|f(x, u)-f(x, v)| \leq C\left(1+|u|^{\alpha}+|v|^{\alpha}\right)|u-v|$ for some $0 \leq \alpha<4$. We set

$$
G(u)=\int_{\mathbb{R}^{3}}\left\{\frac{1}{2} V(x)|u(x)|^{2}+F(x, u(x))+\frac{1}{4}\left(W \star|u|^{2}\right)(x)|u(x)|^{2}\right\} d x
$$

with

$$
F(x, z)=\int_{0}^{|z|} f(x, s) d s \quad \text { and } \quad E(u)=\frac{1}{2} \int_{\mathbb{R}^{3}}|\nabla u+i \Phi u|^{2} d x-G(u)
$$

We have the following result (see Cazenave and Esteban [62]; see also de Bouard [96] for related results for a more general equation).

THEOREM 9.1.5. If $g$ is as above, then the following properties hold.
(i) For every $\varphi \in X_{A}$, there exist $T_{\min }(\varphi), T_{\max }(\varphi)>0$, and a unique, maximal solution $u \in C\left(\left(-T_{\min }, T_{\max }\right), X_{A}\right) \cap C^{1}\left(\left(-T_{\min }, T_{\max }\right), X_{A}^{\star}\right)$ of problem (9.1.1). The solution $u$ is maximal in the sense that if $T_{\max }<\infty$ (respectively, $T_{\min }<\infty$ ), then $\|u(t)\|_{A} \rightarrow \infty$ as $t \uparrow T_{\max }$ (respectively, as $t \downarrow$ $-T_{\min }$ ).
(ii) There is conservation of charge and energy; that is, $\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}} \quad$ and $\quad E(u(t))=E(\varphi) \quad$ for all $t \in\left(-T_{\min }, T_{\max }\right)$.
(iii) There is continuous dependence of the solution on the initial value in the sense that both functions $T_{\min }(\varphi)$ and $T_{\max }(\varphi)$ are lower semicontinuous, and that if $\varphi_{m} \rightarrow \varphi$ in $X_{A}$ and if $\left[-T_{1}, T_{2}\right] \subset\left(-T_{\min }(\varphi), T_{\max }(\varphi)\right)$, then $u_{m} \rightarrow u$ in $C\left(\left[-T_{1}, T_{2}\right], X_{A}\right)$, where $u_{m}$ is the maximal solution of (9.1.1) with initial value $\varphi_{m}$.
(iv) If $\varphi \in D(A)$, then $u \in C\left(\left(-T_{\min }, T_{\max }\right), D(A)\right) \cap C^{1}\left(\left(-T_{\min }, T_{\max }\right), L^{2}\left(\mathbb{R}^{3}\right)\right)$.

PROOF. It follows from Lemmas 9.1 .1 to 9.1 .4 that $A$ and $g$ satisfy the assumptions of Theorems 4.12.1 and 5.7.1.

REMARK 9.1.6. By conservation of energy and Lemma 9.1.2(i), there exists $\delta>0$ such that if $\|\varphi\|_{X_{A}} \leq \delta$, then the maximal solution $u$ of (9.1.1) is global and $\sup \left\{\|u(t)\|_{X_{A}}: t \in \mathbb{R}\right\}<\infty$ (compare the proof of Corollary 6.1.2).

REmaRK 9.1.7. In addition to the assumptions of Theorem 9.1.5, suppose that $W^{+} \in L^{q}\left(\mathbb{R}^{3}\right)+L^{\infty}\left(\mathbb{R}^{3}\right)$ for some $q>3 / 2$, and that there exists $0 \leq \delta<4 / 3$ such that $F(x, u) \leq C\left(1+|u|^{\delta}\right)|u|^{2}$ for all $u \in \mathbb{C}$. It follows that for every $\varphi \in X_{A}$, the maximal solution $u$ of (9.1.1) is global and $\sup \left\{\|u(t)\|_{X_{A}}: t \in \mathbb{R}\right\}<\infty$ (compare the proof of Corollary 6.1.2).

Concerning the existence of solutions of (9.1.1) for initial data in $L^{2}\left(\mathbb{R}^{3}\right)$, we have the following result (see Cazenave and Esteban [62]).

Theorem 9.1.8. Let $g$ be as in Theorem 9.1.5 and assume further that $\alpha<4 / 3$ and that $W \in L^{q}\left(\mathbb{R}^{3}\right)+L^{\infty}\left(\mathbb{R}^{3}\right)$ for some $q>3 / 2$. Let

$$
r=\max \left\{\alpha+2, \frac{2 p}{p-1}, \frac{2 q}{q-1}\right\},
$$

and let $(q, r)$ be the corresponding admissible pair. It follows that for every $\varphi \in$ $L^{2}\left(\mathbb{R}^{3}\right)$, there exists a unique solution $u \in C\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{3}\right)\right) \cap L_{\mathrm{loc}}^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{3}\right)\right)$ with $u_{t} \in L_{\text {loc }}^{q}\left(\mathbb{R},(D(A))^{\star}\right)$ of (9.1.1). In addition, $\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}}$ for all $t \in \mathbb{R}$, and $u \in L_{\mathrm{loc}}^{\gamma}\left(\mathbb{R}, L^{\rho}\left(\mathbb{R}^{3}\right)\right.$ ) for every admissible pair $(\gamma, \rho)$. Furthermore, if $\varphi_{m} \rightarrow \varphi$ in $L^{2}\left(\mathbb{R}^{3}\right)$ and if $u^{m}$ denotes the solution of (4.1.1) with initial value $\varphi$, then $u^{m} \rightarrow u$ in $u \in L_{\mathrm{loc}}^{\gamma}\left(\mathbb{R}, L^{\rho}\left(\mathbb{R}^{3}\right)\right)$ for every admissible pair $(\gamma, \rho)$.

Proof. One adapts easily the proofs of Theorem 4.6.4 and Corollary 4.6.5.
REMARK 9.1.9. Under certain assumptions on $g$, one can adapt the methods of Section 6.5 and show that some solutions of (9.1.1) blow up in finite time (cf. Gonçalves Ribeiro [150]).

Remark 9.1.10. For a certain class of nonlinearities, equation (9.1.1) has stationary states of the form $u(t, x)=e^{i \omega t} \varphi(x)$ (cf. Esteban and Lions [110]). One obtains stability results that are similar to those of Sections 8.2 and 8.3. For some nonlinearities, the ground states are stable (cf. Cazenave and Esteban [62]), and for other nonlinearities, the ground states are unstable (cf. Gonçalves Ribeiro [151]).

### 9.2. The Nonlinear Schrödinger Equation with a Quadratic Potential

We already studied the nonlinear Schrödinger equation in $\mathbb{R}^{N}$ with an external potential $V$, with $V \in L^{p}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $p \geq 1, p>N / 2$. Here we extend these results to the case of potentials $U$ that are not localized, but have at most a quadratic growth at infinity, the model case being $U(x)=|x|^{2}$. More precisely, consider a real-valued potential $U \in C^{\infty}\left(\mathbb{R}^{N}\right)$ such that $U \geq 0$ and

$$
D^{\alpha} U \in L^{\infty}\left(\mathbb{R}^{N}\right) \quad \text { for all } a \in \mathbb{N}^{N}
$$

such that $|\alpha| \geq 2$. We define the operator $A$ on $L^{2}\left(\mathbb{R}^{N}\right)$ by

$$
\left\{\begin{array}{l}
D(A)=\left\{u \in H^{1}\left(\mathbb{R}^{N}\right): U|u|^{2} \in L^{1}\left(\mathbb{R}^{N}\right) \text { and } \Delta u-U u \in L^{2}\left(\mathbb{R}^{N}\right)\right\} \\
A u=\Delta u-U u \quad \text { for } u \in D(A)
\end{array}\right.
$$

We consider the nonlinear Schrödinger equation

$$
\left\{\begin{array}{l}
i u_{t}+A u+g(u)=0  \tag{9.2.1}\\
u(0)=\varphi
\end{array}\right.
$$

We begin with the following observation.
Lemma 9.2.1. The operator $A$ is self-adjoint and $\leq 0$ operator on $L^{2}\left(\mathbb{R}^{N}\right)$.
Proof. Since $\mathcal{D}\left(\mathbb{R}^{N}\right) \subset D(A), D(A)$ is dense in $L^{2}\left(\mathbb{R}^{N}\right)$. Furthermore, given $u, v \in D(A)$,

$$
(A u, v)_{L^{2}}=-\operatorname{Re} \int_{\mathbb{R}^{N}} \nabla u \cdot \nabla \bar{v}+U u \bar{v}
$$

We deduce easily that $A$ is $\leq 0$ and symmetric. Therefore, it remains to solve the equation $A u-\lambda u=f$ for every $f \in L^{2}\left(\mathbb{R}^{N}\right)$ and $\lambda>0$. This is done easily by applying Lax-Milgram's lemma in the Hilbert space $H=\left\{u \in H^{1}\left(\mathbb{R}^{N}\right)\right.$ : $\left.U|u|^{2} \in L^{1}\left(\mathbb{R}^{N}\right)\right\}$, equipped with the norm defined by

$$
\|u\|_{H}^{2}=\|\nabla u\|_{L^{2}}^{2}+\int_{\mathbb{R}^{N}} U|u|^{2}+\lambda\|u\|_{L^{2}}^{2} \quad \text { for all } u \in H
$$

We may then apply the results of Section 1.6. In particular, $D(A)$ is a Hilbert space when equipped with the norm

$$
\|u\|_{D(A)}^{2}=\|A u\|_{L^{2}}^{2}+\|u\|_{L^{2}}
$$

and $i A$ generates a group of isometries $(\mathcal{T}(t))_{t \in \mathbb{R}}$ on the Hilbert space $(D(A))^{\star}$. The group $(\mathcal{T}(t))_{t \in \mathbb{R}}$ restricted to either of the spaces $D(A), X_{A}, L^{2}\left(\mathbb{R}^{N}\right), X_{A}^{\star}$ is a group of isometries, where $X_{A}$ is defined by

$$
X_{A}=\left\{u \in H^{1}\left(\mathbb{R}^{N}\right): U|u|^{2} \in L^{1}\left(\mathbb{R}^{N}\right)\right\}
$$

and

$$
\|u\|_{X_{A}}^{2}=\|\nabla u\|_{L^{2}}^{2}+\|u\|_{L^{2}}^{2}+\int_{\mathbb{R}^{N}} U|u|^{2}
$$

In addition, $A$ can be extended to a self-adjoint, $\leq 0$ operator on $(D(A))^{\star}$ (which we still denote by $A$, and $A$ is bounded $X_{A} \rightarrow X_{A}^{\star}$ and $L^{2}\left(\mathbb{R}^{N}\right) \rightarrow(D(A))^{\star}$. Furthermore, we have the following result.

Lemma 9.2.2. The following properties hold:
(i) $X_{A} \hookrightarrow H^{1}\left(\mathbb{R}^{N}\right)$.
(ii) $H^{-1}\left(\mathbb{R}^{N}\right) \hookrightarrow X_{A}^{\star}$.
(iii) $D(A) \hookrightarrow L^{p}\left(\mathbb{R}^{N}\right)$ for every $2 \leq p<\infty$ such that $\frac{1}{p} \geq \frac{1}{2}-\frac{2}{N}$.

Proof. Claim (i) follows from the definition of $X_{A}$, and (ii) then follows by duality. We now prove (iii) for $N \geq 3$, the proof for $N=1,2$ being easily adapted. Let $u \in D(A)$ and let $f=A u$. Consider $p>2$ and take the $L^{2}$-scalar product of the equation $\Delta u-U u=f$ with $|u|^{p-2} u$. (In fact, a rigorous proof would require a regularization; see the proof of Lemma 9.2 .3 below.) One obtains easily

$$
\int_{\mathbb{R}^{N}}|u|^{p-2}|\nabla u|^{2} \leq\|f\|_{L^{2}}\|u\|_{L^{2(p-1)}}^{p-1}
$$

Since $p^{2}|u|^{p-2}|\nabla u|^{2}=4\left|\nabla\left(|u|^{p / 2}\right)\right|^{2}$, it follows from Sobolev's inequality that

$$
\|u\|_{L^{\frac{N p}{N-2}}}^{p} \leq C\|f\|_{L^{2}}\|u\|_{L^{2(p-1)}}^{p-1}
$$

Hence (iii) follows, by letting $p=\frac{2 N-4}{N-4}$ if $N \geq 5$ and taking any $p<\infty$ if $N \leq 4$, then applying Hölder's inequality.

Lemma 9.2.3. If $\varepsilon>0$ and $1 \leq p<\infty$, then $(I-\varepsilon A)^{-1}$ is continuous $L^{p}\left(\mathbb{R}^{N}\right) \rightarrow$ $L^{p}\left(\mathbb{R}^{N}\right)$, and $\left\|(I-\varepsilon A)^{-1}\right\|_{\mathcal{L}\left(L^{p}, L^{p}\right)} \leq 1$.

Proof. Let $\theta \in C^{\mathbf{1}}\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$be such that both $\theta$ and $\theta^{\prime}$ are bounded, $\theta \geq 0$, $\theta^{\prime} \geq 0$, and $\theta(0)=0$. By applying the method of proof of Proposition 1.5.1, we need only show that

$$
\left(A u, \theta\left(|u|^{2}\right) u\right)_{L^{2}} \leq 0 \quad \text { for all } u \in D(A)
$$

We have

$$
\left(A u, \theta\left(|u|^{2}\right) u\right)_{L^{2}}=\left(\Delta u, \theta\left(|u|^{2}\right) u\right)_{L^{2}}-\int_{\mathbb{R}^{N}} U \theta\left(|u|^{2}\right)|u|^{2} \leq\left(\Delta u, \theta\left(|u|^{2}\right) u\right)_{L^{2}}
$$

and we already know that (see the proof of Proposition 1.5.1) $\left(\Delta u, \theta\left(|u|^{2}\right) u\right)_{L^{2}} \leq 0$. The result follows.

Finally, we have the following estimate of $(\mathcal{T}(t))_{t \in \mathbb{R}}$.
Lemma 9.2.4. There exist $\delta>0$ and $C<\infty$ such that $\mathcal{T}(t)$ is continuous $L^{1}\left(\mathbb{R}^{N}\right) \rightarrow L^{\infty}\left(\mathbb{R}^{N}\right)$ for every $t \in(-\delta, \delta), t \neq 0$, and

$$
\begin{equation*}
\|\mathcal{T}(t) u\|_{L^{\infty}} \leq \frac{C}{|t|^{\frac{N}{2}}}\|u\|_{L^{1}} \tag{9.2.2}
\end{equation*}
$$

for every $u \in L^{1}\left(\mathbb{R}^{N}\right)$ and $|t| \leq \delta, t \neq 0$.
Proof. This is a delicate result, based on a calculation of the kernel associated to $\mathfrak{J}(t)$. See Oh [277], proposition 2.2.

Remark 9.2.5. Estimate (9.2.2) holds for $|t| \leq \delta$. In fact, (9.2.2) does not in general hold for all $t \neq 0$. This can be seen in the special case $U(x)=\omega^{2}|x|^{2} / 4$, where there is the following explicit formula (Mehler's formula; see Feynman and Hibbs [112])

$$
\mathcal{T}(t) u(x)=\left(\frac{\omega}{4 \pi i \sin (\omega t)}\right)^{\frac{N}{2}} \int_{\mathbb{R}^{N}} e^{\left(i \frac{\omega}{4 \sin (\omega t)}\left(\left(|x|^{2}+|y|^{2}\right) \cos (\omega t)-2 x \cdot y\right)\right)} u(y) d y .
$$

We see that $\|\mathcal{T}(t) u\|_{\mathcal{L}\left(L^{1}, L^{\infty}\right)} \leq(\omega / 4 \pi i|\sin (\omega t)|)^{\frac{N}{2}}$ if $\sin (\omega t) \neq 0$ and that this estimate is optimal.

Consider now a real-valued potential $V: \mathbb{R}^{N} \rightarrow \mathbb{R}$ such that $V \in L^{p}\left(\mathbb{R}^{N}\right)+$ $L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $p \geq 1, p>N / 2$.

Let

$$
g(u)=V u+f(\cdot, u(\cdot))+\left(W \star|u|^{2}\right) u
$$

as in Example 3.2.11, and set

$$
G(u)=\int_{\mathbb{R}^{N}}\left\{\frac{1}{2} V(x)|u(x)|^{2}+F(x, u(x))+\frac{1}{4}\left(W \star|u|^{2}\right)(x)|u(x)|^{2}\right\} d x
$$

and

$$
E(u)=\frac{1}{2} \int_{\mathbb{R}^{N}}|\nabla u|^{2} d x+\frac{1}{2} \int_{\mathbb{R}^{N}} U|u|^{2} d x-G(u)
$$

We have the following result (see Oh $[277,278]$ for a similar result in the case where $\left.g(u)=-\lambda|u|^{\alpha} u\right)$.

Theorem 9.2.6. If $g$ is as above, then the following properties hold:
(i) For every $\varphi \in X_{A}$, there exist $T_{\min }(\varphi), T_{\max }(\varphi)>0$ and a unique, maximal solution $u \in C\left(\left(-T_{\min }, T_{\max }\right), X_{A}\right) \cap C^{1}\left(\left(-T_{\min }, T_{\max }\right), X_{A}^{\star}\right)$ of problem (9.2.1). The solution $u$ is maximal in the sense that if $T_{\max }<\infty$ (respectively $T_{\min }<\infty$ ), then $\|u(t)\|_{A} \rightarrow \infty$ as $t \uparrow T_{\max }$ (respectively, as $\left.t \downarrow-T_{\min }\right)$.
(ii) There is conservation of charge and energy, that is, $\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}} \quad$ and $\quad E(u(t))=E(\varphi) \quad$ for all $t \in\left(-T_{\min }, T_{\max }\right)$.
(iii) There is continuous dependence of the solution on the initial value in the sense that both functions $T_{\min }(\varphi)$ and $T_{\max }(\varphi)$ are lower semicontinuous, and that if $\varphi_{m} \rightarrow \varphi$ in $X_{A}$ and if $\left[-T_{1}, T_{2}\right] \subset\left(-T_{\min }(\varphi), T_{\max }(\varphi)\right)$, then $u_{m} \rightarrow u$ in $C\left(\left[-T_{1}, T_{2}\right], X_{A}\right)$, where $u_{m}$ is the maximal solution of (9.2.1) with initial value $\varphi_{m}$.
(iv) If $\varphi \in D(A)$, then $u \in C\left(\left(-T_{\min }, T_{\max }\right), D(A)\right) \cap C^{1}\left(\left(-T_{\min }, T_{\max }\right), L^{2}\left(\mathbb{R}^{N}\right)\right)$.

Proof. It follows from Lemmas 9.2 .1 to 9.2 .4 that $A$ and $g$ satisfy the assumptions of Theorems 4.12.1 and 5.7.1.

REmark 9.2.7. By conservation of energy and Lemma 9.2.2(i), there exists $\delta>0$ such that if $\|\varphi\|_{X_{A}} \leq \delta$, then the maximal solution $u$ of (9.2.1) is global and $\sup \left\{\|u(t)\|_{X_{A}}: t \in \mathbb{R}\right\}<\infty$ (compare the proof of Corollary 6.1.5).

Remark 9.2.8. In addition to the assumptions of Theorem 9.2.6, suppose that $W^{+} \in L^{q}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $q \geq 1, q>N / 2$, and that exists $0 \leq \delta<4 / N$ such that $F(x, u) \leq C\left(1+|u|^{\delta}\right)|u|^{2}$ for all $u \in \mathbb{C}$. It follows that, for every $\varphi \in X_{A}$, the maximal solution $u$ of (9.2.1) is global and $\sup \left\{\|u(t)\|_{X_{A}}: t \in \mathbb{R}\right\}<\infty$ (compare the proof of Corollary 6.1.2).

Concerning the existence of solutions of $(9.2 .1)$ for initial data in $L^{2}\left(\mathbb{R}^{N}\right)$, we have the following result.

Theorem 9.2.9. Let $g$ be as in Theorem 9.2.6 and assume further that $\alpha<4 / N$ and that $W \in L^{q}\left(\mathbb{R}^{N}\right)+L^{\infty}\left(\mathbb{R}^{N}\right)$ for some $q \geq 1, q>N / 2$. Let

$$
r=\max \left\{\alpha+2, \frac{2 p}{p-1}, \frac{2 q}{q-1}\right\}
$$

and let $(q, r)$ be the corresponding admissible pair. It follows that for every $\varphi \in$ $L^{2}\left(\mathbb{R}^{N}\right)$, there exists a unique solution $u \in C\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{N}\right)\right) \cap L_{\mathrm{loc}}^{q}\left(\mathbb{R}, L^{r}\left(\mathbb{R}^{N}\right)\right)$ with $u_{t} \in L_{\mathrm{loc}}^{q}\left(\mathbb{R},(D(A))^{\star}\right)$ of (9.2.1). In addition, $\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}}$ for all $t \in \mathbb{R}$, and $u \in L_{\mathrm{loc}}^{\gamma}\left(\mathbb{R}, L^{\rho}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(\gamma, \rho)$. Furthermore, if $\varphi_{m} \rightarrow \varphi$ in $L^{2}\left(\mathbb{R}^{N}\right)$ and if $u^{m}$ denotes the solution of (4.1.1) with initial value $\varphi$, then $u^{m} \rightarrow u$ in $u \in L_{\mathrm{loc}}^{\gamma}\left(\mathbb{R}, L^{\rho}\left(\mathbb{R}^{N}\right)\right)$ for every admissible pair $(\gamma, \rho)$.

Proof. One adapts easily the proofs of Theorem 4.6.4 and Corollary 4.6.5.
REMARK 9.2.10. Under certain assumptions on $g$, one can adapt the methods of Section 6.5 and show that some solutions of (9.2.1) blow up in finite time. More precisely, if we assume that $|x \cdot \nabla U| \leq C\left(|x|^{2}+U\right)$ and that $g$ satisfies the assumptions of Proposition 6.5.1, one can show that (with the notation of Proposition 6.5.1)

$$
\begin{aligned}
f^{\prime \prime}(t)= & 16 E(\varphi)+\int_{\mathbb{R}^{N}}(8(N+2) F(u)-4 N \operatorname{Re}(f(u) \bar{u})) d x \\
& +8 \int_{\mathbb{R}^{N}}\left(V+\frac{1}{2} x \cdot \nabla V\right)|u|^{2} d x+4 \int_{\mathbb{R}^{N}}\left(\left(W+\frac{1}{2} x \cdot \nabla W\right) \star|u|^{2}\right)|u|^{2} d x \\
& -8 \int_{\mathbb{R}^{N}}\left(U+\frac{1}{2} x \cdot \nabla U\right)|u|^{2} d x .
\end{aligned}
$$

The proof of the above inequality is similar to that of Proposition 6.5.1. Assume further that $g$ satisfies (6.5.24), (6.5.25), and (6.5.26), and that

$$
U+\frac{1}{2} x \cdot \nabla U \geq 0
$$

If $\varphi \in X_{A}$ is such that $|\cdot| \varphi(\cdot) \in L^{2}\left(\mathbb{R}^{N}\right)$ and $E(\varphi)<0$, then $T_{\max }(\varphi)<\infty$ and $T_{\min }(\varphi)<\infty$ (compare the proof of Theorem 6.5.4).

REMARK 9.2.11. In the model case $U(x) \equiv|x|^{2}$ and $g(u)=\lambda|u|^{\alpha} u$, where $\lambda>0$ and $4 / N \leq \alpha<4 /(N-2)(4 / N \leq \alpha<\infty$, if $N=1)$, it follows from Remark 9.2 .10 that if $\varphi \in X_{A}$ is such that $E(\varphi)<0$, then $T_{\max }(\varphi)<\infty$ and $T_{\min }(\varphi)<\infty$. For a more detailed study, see Carles [51, 52, 53], Fukuizumi [117], and Zhang [369, 370].

### 9.3. The Logarithmic Schrödinger Equation

Let $\Omega \subset \mathbb{R}^{N}$ be any open domain. We consider the following nonlinear Schrödinger equation:

$$
\left\{\begin{array}{l}
i u_{t}+\Delta u+V u+u \log \left(|u|^{2}\right)=0  \tag{9.3.1}\\
u(0)=\varphi
\end{array}\right.
$$

where $V$ is some real-valued potential. The equation (9.3.1) arises in a model of nonlinear wave mechanics (see Bialinycki-Birula and Mycielski [31]). We cannot apply the results of Section 3.3 for solving the problem (9.3.1) because the function $z \mapsto z \log \left(|z|^{2}\right)$ is not Lipschitz continuous at $z=0$, due to the singularity of the logarithm at the origin. Furthermore, it is not always clear in what space the nonlinearity makes sense. For example, if $\Omega=\mathbb{R}^{N}$ and $u \in H^{1}\left(\mathbb{R}^{N}\right)$, then $u \log \left(|u|^{2}\right)$ does not in general belong to any $L^{p}$ for $p \leq 2$, nor to $H^{-1}\left(\mathbb{R}^{N}\right)$ (this
is again due to the singularity of the logarithm at the origin). However, we will solve the problem (9.3.1) by a compactness method, but before stating the precise existence result, we need to introduce some notation. Define

$$
F(z)=|z|^{2} \log \left(|z|^{2}\right) \quad \text { for every } z \in \mathbb{C}
$$

Furthermore, let the functions $A, B, a, b$ be defined by

$$
A(s)=\left\{\begin{array}{ll}
-s^{2} \log \left(s^{2}\right) & \text { if } 0 \leq s \leq e^{-3} \\
3 s^{2}+4 e^{-3} s-e^{-3} & \text { if } s \geq e^{-3},
\end{array} \quad B(s)=F(s)+A(s)\right.
$$

and

$$
a(s)=\frac{A(s)}{s}, \quad b(s)=\frac{B(s)}{s}
$$

Extend the functions $a$ and $b$ to the complex plane by setting

$$
a(z)=\frac{z}{|z|} a(|z|), \quad b(z)=\frac{z}{|z|} b(|z|) \quad \text { for } z \in \mathbb{C}, z \neq 0 .
$$

It follows in particular that $A$ is a convex $C^{1}$-function, which is $C^{2}$ and positive except at the origin. Let $A^{\star}$ be the convex conjugate function of $A$ (see, e.g., Brezis [43]). The function $A^{\star}$ is also a convex $C^{1}$-function, which is positive except at the origin. Define the sets $X$ and $X^{\prime}$ by

$$
X=\left\{u \in L_{\mathrm{loc}}^{1}(\Omega): A(|u|) \in L^{1}(\Omega)\right\}, \quad X^{\prime}=\left\{u \in L_{\mathrm{loc}}^{1}(\Omega): A^{\star}(|u|) \in L^{1}(\Omega)\right\}
$$

Finally, set

$$
\|u\|_{X}=\inf \left\{k>0: \int_{\Omega} A\left(\frac{|u|}{k}\right) \leq 1\right\} \text { for } u \in X
$$

and

$$
\|u\|_{X^{\prime}}=\inf \left\{k>0: \int_{\Omega} A^{\star}\left(\frac{|u|}{k}\right) \leq 1\right\} \quad \text { for } u \in X^{\prime}
$$

We have the following results (see Cazenave [58], lemmas 2.1 and 2.5, and Kranosel'skii and Rutickii [218]).

Lemma 9.3.1. The spaces $X$ and $X^{\prime}$ are linear spaces. The inner product spaces $\left(X,\|\cdot\|_{X}\right)$ and $\left(X^{\prime},\|\cdot\|_{X^{\prime}}\right)$ are reflexive Banach spaces and $X^{\prime}$ is the topological dual of $X$. Furthermore, the following properties hold:
(i) If $u^{m} \underset{m \rightarrow \infty}{\longrightarrow} u$ in $X$, then $A\left(\left|u^{m}\right|\right) \underset{m \rightarrow \infty}{\longrightarrow} A(|u|)$ in $L^{1}(\Omega)$.
(ii) If $u^{m} \underset{m \rightarrow \infty}{\longrightarrow}$ u a.e. and if

$$
\int_{\Omega} A\left(\left|u^{m}\right|\right) \underset{m \rightarrow \infty}{\longrightarrow} \int_{\Omega} A(|u|)<\infty
$$

then $u^{m} \underset{m \rightarrow \infty}{\longrightarrow} u$ in $X$.
LEmMA 9.3.2. The operator $u \mapsto a(u)$ maps continuously $X \rightarrow X^{\prime}$. The image under a of a bounded subset of $X$ is a bounded subset of $X^{\prime}$.

Finally, consider the Banach space $W=H_{0}^{1}(\Omega) \cap X$ equipped with the usual norm. It follows from Proposition 1.1.3 that

$$
W^{\star}=H^{-1}(\Omega)+X^{\prime}
$$

Define

$$
E(u)=\frac{1}{2} \int_{\Omega}|\nabla u|^{2}-\frac{1}{2} \int_{\Omega} V|u|^{2}-\frac{1}{2} \int_{\Omega}|u|^{2} \log \left(|u|^{2}\right) \quad \text { for every } u \in W
$$

where the potential $V \in L^{p}(\Omega)+L^{\infty}(\Omega)$ for some $p \geq 1, p>N / 2$. We have the following result.

LEMMA 9.3.3. The operator $L: u \mapsto \Delta u+V u+u \log \left(|u|^{2}\right)$ maps continuously $W \rightarrow W^{\star}$. The image under $L$ of a bounded subset of $W$ is a bounded subset of $W^{\star}$. The operator $E$ is continuous $W \rightarrow \mathbb{R}$.

Proof. One easily verifies that for every $\varepsilon>0$, there exists $C_{\varepsilon}$ such that

$$
\begin{equation*}
|b(v)-b(u)| \leq C_{\varepsilon}\left(|u|^{\varepsilon}+|v|^{\varepsilon}\right)|v-u| \quad \text { for all } u, v \in \mathbb{C} . \tag{9.3.2}
\end{equation*}
$$

Integrating inequality (9.3.2) on $\Omega$, and applying Hölder's and Sobolev's inequalities, we obtain easily that $u \mapsto b(u)$ maps continuously $H_{0}^{1}(\Omega) \rightarrow H^{-1}(\Omega)$ and that the image under $b$ of a bounded subset of $H_{0}^{1}(\Omega)$ is a bounded subset of $H^{-1}(\Omega)$. The same holds for $\Delta$, and also for $u \mapsto V u$ (by Hölder's inequality), and so the first part of the statement follows from Lemma 9.3.2. Finally,

$$
\begin{equation*}
E(u)=\frac{1}{2} \int_{\Omega}|\nabla u|^{2}-\frac{1}{2} \int_{\Omega} V|u|^{2}+\frac{1}{2} \int_{\Omega} A(|u|)-\frac{1}{2} \int_{\Omega} B(|u|) \tag{9.3.3}
\end{equation*}
$$

The first term in the right-hand side of (9.3.3) is continuous $H_{0}^{1}(\Omega) \rightarrow \mathbb{R}$, and it follows from Lemma $9.3 .1(\mathrm{i})$ that the third term is continuous $X \rightarrow X^{\prime}$. Furthermore,

$$
|B(v)-B(u)| \leq C_{\varepsilon}\left(|u|^{1+\varepsilon}+|v|^{1+\varepsilon}\right)|v-u|
$$

by (9.3.2). Integrating the above inequality on $\Omega$, and applying Hölder's and Sobolev's inequalities, we deduce that

$$
\int_{\Omega}|B(v)-B(u)| \leq C\left(1+\|u\|_{H^{1}}^{2}+\|u\|_{H^{1}}^{2}\right)\|v-u\|_{L^{2}} \quad \text { for all } u, v \in H_{0}^{1}(\Omega)
$$

Therefore, the fourth term in the right-hand side of (9.3.3) is continuous $H_{0}^{1}(\Omega) \rightarrow$ $\mathbb{R}$. Finally, if $V=V_{1}+V_{2}$ with $V_{1} \in L^{p}(\Omega)$ and $V_{2} \in L^{\infty}(\Omega)$, then

$$
\begin{equation*}
\int_{\Omega}|V||u|^{2} \leq\left\|V_{1}\right\|_{L^{p}}\|u\|_{L^{\frac{2 p}{p-1}}}^{2}+\left\|V_{2}\right\|_{L^{\infty}}\|u\|_{L^{2}}^{2} \tag{9.3.4}
\end{equation*}
$$

Thus the second term in the right-hand side of (9.3.3) is continuous $H_{0}^{1}(\Omega) \rightarrow \mathbb{R}$, which completes the proof.

Our main result of this section is the following (see Cazenave and Haraux [63]).
THEOREM 9.3.4. Let $V$ be a real-valued potential such that $V \in L^{p}(\Omega)+L^{\infty}(\Omega)$ for some $p \geq 1, p>N / 2$. The following properties hold:
(i) For every $\varphi \in W$, there exists a unique, maximal solution $u \in C(\mathbb{R}, W) \cap$ $C^{1}\left(\mathbb{R}, W^{\star}\right)$ of problem (9.3.1). Furthermore, $\sup _{t \in \mathbb{R}}\|u(t)\|_{W}<\infty$.
(ii) There is conservation of charge and energy; that is,

$$
\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}} \quad \text { and } \quad E(u(t))=E(\varphi) \quad \text { for all } t \in \mathbb{R}
$$

(iii) There is continuous dependence of the solution on the initial value in the sense that if $\varphi_{m} \rightarrow \varphi$ in $W$, then $u_{m} \rightarrow u$ in $W$ uniformly on bounded intervals, where $u_{m}$ is the maximal solution of (9.3.1) with initial value $\varphi_{m}$.
For the proof of Theorem 9.3.4, we will use the following two lemmas.
Lemma 9.3.5. We have

$$
\left|\operatorname{Im}\left(\left(v \log \left(|v|^{2}\right)-u \log \left(|u|^{2}\right)\right)(\bar{v}-\bar{u})\right)\right| \leq 4|v-u|^{2} \quad \text { for all } u, v \in \mathbb{C}
$$

Proof. Note that

$$
\operatorname{Im}\left(\left(v \log \left(|v|^{2}\right)-u \log \left(|u|^{2}\right)\right)(\bar{v}-\bar{u})\right)=2(\log |v|-\log |u|) \operatorname{Im}(v \bar{u}-u \bar{v})
$$

Assuming, for example, $0<|v| \leq|u|$, we see that

$$
|\log | v|-\log | u\left|\left\lvert\, \leq \frac{|v|-|u|}{|v|} \leq \frac{|v-u|}{|v|}\right.\right.
$$

and

$$
|\operatorname{Im}(v \bar{u}-u \bar{v})|=|v(\bar{u}-\bar{v})+\bar{v}(v-u)| \leq 2|v||v-u|
$$

Hence the result follows.

Lemma 9.3.6. Given $k \in \mathbb{N}$, set $\Omega_{k}=\Omega \cap\{x \in \Omega:|x|<k\}$. Let $\left(u^{m}\right)_{m \in \mathbb{N}} \subset$ $L^{\infty}\left(\mathbb{R}, H_{0}^{1}(\Omega)\right)$ be a bounded sequence. If $\left(\left.u^{m}\right|_{\Omega_{k}}\right)_{m \in \mathbb{N}}$ is a bounded sequence of $W^{1, \infty}\left(\mathbb{R}, H^{-1}\left(\Omega_{k}\right)\right)$ for every $k \in \mathbb{N}$, then there exists a subsequence, which we still denote by $\left(u^{m}\right)_{m \in \mathbb{N}}$, and there exists $u \in L^{\infty}\left(\mathbb{R}, H_{0}^{1}(\Omega)\right)$ such that the following properties hold:
(i) $\left.u\right|_{\Omega_{k}} \in W^{\mathbf{1}, \infty}\left(\mathbb{R}, H^{-1}\left(\Omega_{k}\right)\right)$ for every $k \in \mathbb{N}$.
(ii) $u^{m}(t) \rightharpoonup u(t)$ in $H_{0}^{1}(\Omega)$ as $m \rightarrow \infty$ for every $t \in \mathbb{R}$.
(iii) For every $t \in \mathbb{R}$, there exists a subsequence $m_{j}$ such that $u^{m_{j}}(t, x) \rightarrow u(t, x)$ as $k \rightarrow \infty$ for a.a. $x \in \Omega$.
(iv) $u^{m}(t, x) \rightarrow u(t, x)$ as $m \rightarrow \infty$ for a.a. $(t, x) \in \mathbb{R} \times \Omega$.

Proof. Fix $k \in \mathbb{N} .\left(\left.u^{m}\right|_{\Omega_{k}}\right)_{m \in \mathbb{N}}$ is a bounded sequence of $L^{\infty}\left((-k, k), H^{1}\left(\Omega_{k}\right)\right) \cap$ $W^{1, \infty}\left((-k, k), H^{-1}\left(\Omega_{k}\right)\right.$, so that (by Proposition 1.1.2) there exist a subsequence (which we still denote by $\left(u^{m}\right)_{m \in \mathbb{N}}$ ) and $u \in L^{\infty}\left((-k, k), H^{1}\left(\Omega_{k}\right)\right)$ such that $\left.u^{m}(t)\right|_{\Omega_{k}} \rightharpoonup u(t)$ in $H^{1}\left(\Omega_{k}\right)$. Letting $k \rightarrow \infty$ and considering a diagonal sequence, we see that there exist a subsequence (which we still denote by $\left(u^{m}\right)_{m \in \mathbb{N}}$ ) and $u \in L^{\infty}\left(\mathbb{R}, H^{1}(\Omega)\right)$ such that $\left.u^{m}(t)\right|_{\Omega_{k}} \rightharpoonup u(t)$ in $H^{1}\left(\Omega_{k}\right)$ for every $k \in \mathbb{N}$ and every $t \in \mathbb{R}$. This implies in particular that $u^{m}(t) \rightharpoonup u(t)$ in $H^{1}(\Omega)$. Therefore, $u \in$ $L^{\infty}\left(\mathbb{R}, H_{0}^{1}(\Omega)\right)$, and (ii) holds. In addition, since the embedding $H^{1}\left(\Omega_{k}\right) \hookrightarrow L^{2}\left(\Omega_{k}\right)$
is compact, we have $\left.\left.u^{m}(t)\right|_{\Omega_{k}} \rightarrow u(t)\right|_{\Omega_{k}}$ in $L^{2}\left(\Omega_{k}\right)$ for every $k \in \mathbb{N}$ and every $t \in \mathbb{R}$. Applying the dominated convergence theorem, we deduce that

$$
\int_{-k}^{k} \int_{\Omega_{k}}\left|u^{m}-u\right|^{2} \underset{m \rightarrow \infty}{\longrightarrow} 0 \quad \text { for every } k \in \mathbb{N}
$$

In particular, there exists a subsequence $m_{j}$ for which $u^{m_{j}} \rightarrow u$ a.e. on $(-k, k) \times \Omega_{k}$ as $j \rightarrow \infty$. Letting $k \rightarrow \infty$ and considering a diagonal sequence, we see that (iv) holds. Furthermore, given $t \in \mathbb{R}$ and $k \in \mathbb{N}$, there exists a subsequence $m_{j}$ for which $u^{m_{j}}(t) \rightarrow u(t)$ a.e. on $\Omega_{k}$ as $j \rightarrow \infty$. Letting $k \rightarrow \infty$ and considering a diagonal sequence, we see that (iii) holds. Finally, it follows from (i) and Remark 1.3.13(i) that $\left.u\right|_{\Omega_{k}} \in W^{1, \infty}\left(\mathbb{R}, H^{-1}\left(\Omega_{k}\right)\right)$. Hence (i) is established.

Proof of Theorem 9.3.4. We apply a compactness method, and we proceed in four steps. Consider $\varphi \in W$.

Step 1. Construction of approximate solutions. We have $V=V_{1}+V_{2}$ with $V_{1} \in L^{p}(\Omega)$ and $V_{2} \in L^{\infty}(\Omega)$. Given $m \in \mathbb{N}$, define the potentials $V_{1}^{m}$ and $V_{2}^{m}$ by

$$
V_{j}^{m}(x)=\left\{\begin{array}{ll}
V_{j}(x) & \text { if }\left|V_{j}(x)\right| \leq m \\
0 & \text { if }\left|V_{j}(x)\right|>m
\end{array} \text { for } j=1,2\right.
$$

Define the functions $a_{m}$ and $b_{m}$ by

$$
a_{m}(z)=\left\{\begin{array}{ll}
a(z) & \text { if }|z| \geq \frac{1}{m} \\
m z a\left(\frac{1}{m}\right) & \text { if }|z| \leq \frac{1}{m}
\end{array} \quad b_{m}(z)= \begin{cases}b(z) & \text { if }|z| \leq m \\
\frac{z}{m} b(m) & \text { if }|z| \geq m\end{cases}\right.
$$

Finally, set

$$
g_{m}(u)=V_{1}^{m} u+V_{2}^{m} u-a_{m}(u)+b_{m}(u) \text { for } u \in H_{0}^{1}(\Omega)
$$

Since $V_{1}^{m}, V_{2}^{m} \in L^{\infty}(\Omega)$ and both $a_{m}$ and $b_{m}$ are (globally) Lipschitz continuous $\mathbb{C} \rightarrow \mathbb{C}$, we see that $g_{m}$ is Lipschitz continuous $L^{2}(\Omega) \rightarrow L^{2}(\Omega)$. It follows from Corollary 3.3.11 that there exists a unique solution $u^{m} \in C\left(\mathbb{R}, H_{0}^{1}(\Omega)\right) \cap$ $C^{1}\left(\mathbb{R}, H^{-1}(\Omega)\right)$ of the problem

$$
\left\{\begin{array}{l}
i u_{t}^{m}+\Delta u^{m}+g_{m}\left(u^{m}\right)=0  \tag{9.3.5}\\
u^{m}(0)=\varphi
\end{array}\right.
$$

In addition,

$$
\begin{equation*}
\left\|u^{m}(t)\right\|_{L^{2}}=\|\varphi\|_{L^{2}} \quad \text { and } \quad E_{m}\left(u^{m}(t)\right)=E_{m}(\varphi) \quad \text { for all } t \in \mathbb{R} \tag{9.3.6}
\end{equation*}
$$

where

$$
E_{m}(u)=\frac{1}{2} \int_{\Omega}|\nabla u|^{2}-\frac{1}{2} \int_{\Omega} V_{1}^{m}|u|^{2}-\frac{1}{2} \int_{\Omega} V_{2}^{m}|u|^{2}+\frac{1}{2} \int_{\Omega} \Phi_{m}(|u|)-\frac{1}{2} \int_{\Omega} \Psi_{m}(|u|)
$$

and the functions $\Phi_{m}$ and $\Psi_{m}$ are defined by

$$
\Phi_{m}(z)=\frac{1}{2} \int_{0}^{|z|} a_{m}(s) d s \quad \text { and } \quad \Psi_{m}(z)=\frac{1}{2} \int_{0}^{|z|} b_{m}(s) d s \quad \text { for all } z \in \mathbb{C}
$$

STEP 2. Estimates of the approximate solutions. It follows from (9.3.6) that $u^{m}$ is bounded in $L^{\infty}\left(\mathbb{R}, L^{2}(\Omega)\right)$. Note that, by the dominated convergence theorem,

$$
\begin{equation*}
E_{m}(\varphi) \underset{m \rightarrow \infty}{\longrightarrow} E(\varphi) \tag{9.3.7}
\end{equation*}
$$

Applying (9.3.6) and (9.3.7), we deduce that (note that $\Phi_{m} \geq 0$ and compare inequality (9.3.4))

$$
\left\|u^{m}(t)\right\|_{H^{1}} \leq C+C\left\|V_{1}^{m}\right\|_{L^{p}}\left\|u^{m}(t)\right\|_{H^{1}}^{2}+\left\|\Psi_{m}\left(u^{m}(t)\right)\right\|_{L^{1}}
$$

Note that $\left\|V_{1}^{m}\right\|_{L^{p}} \leq\left\|V_{1}\right\|_{L^{p}}$. Note also that we may assume that $\left\|V_{1}\right\|_{L^{p}}$ is arbitrarily small, by modifying $V_{2}$. In particular, we may assume that $C\left\|V_{1}^{m}\right\|_{L^{p}} \leq 1 / 4$. Finally, one easily verifies (see the proof of Lemma 9.3.3) that there exists $C$ such that

$$
\left\|\Psi_{m}\left(u^{m}(t)\right)\right\|_{L^{1}} \leq \frac{1}{4}\left\|u^{m}(t)\right\|_{H^{1}}^{2}+C\left\|u^{m}(t)\right\|_{L^{2}}^{2}
$$

therefore,

$$
\begin{equation*}
u^{m} \text { is bounded in } L^{\infty}\left(\mathbb{R}, H_{0}^{1}(\Omega)\right) \tag{9.3.8}
\end{equation*}
$$

Finally, it follows from elementary calculations that for every $\varepsilon>0$, there exists $C_{\varepsilon}$ such that

$$
\left|g_{m}(u)\right| \leq\left|V_{1}^{m}\right||u|+\left|V_{2}^{m}\right||u|+C_{\varepsilon}\left(|u|^{1-\varepsilon}+|u|^{1+\varepsilon}\right) .
$$

We deduce easily from Hölder's and Sobolev's inequalities and (9.3.8) that, given $k \in \mathbb{N}$,

$$
\begin{equation*}
g_{m}\left(u^{m}\right) \text { is bounded in } L^{\infty}\left(\mathbb{R}, L^{\frac{2 p}{p-1}}\left(\Omega_{k}\right)\right) \tag{9.3.9}
\end{equation*}
$$

where $\Omega_{k}=\Omega \cap\{x \in \Omega:|x|<k\}$. In particular, $\left(g_{m}\left(u^{m}\right)\right)_{m \in \mathbb{N}}$ is bounded in $L^{\infty}\left(\mathbb{R}, H^{-1}\left(\Omega_{k}\right)\right)$, and it follows from (9.3.5) that $\left(u^{m} \mid \Omega_{k}\right)_{m \in \mathbb{N}}$ is bounded in $W^{1, \infty}\left(\mathbb{R}, H^{-1}\left(\Omega_{k}\right)\right)$.

Step 3. Passage to the limit. By Step $2,\left(u^{m}\right)_{m \in \mathbb{N}}$ satisfies the assumptions of Lemma 9.3.6. Let $u$ be its limit. It follows from (9.3.5) that, for every $\psi \in \mathcal{D}(\Omega)$ and every $\phi \in \mathcal{D}(\mathbb{R})$,

$$
\int_{\mathbb{R}}\left\langle i u_{t}^{m}+\Delta u^{m}+g_{m}\left(u^{m}\right), \psi\right\rangle_{\mathcal{D}^{\prime}, \mathcal{D}} \phi(t) d t=0
$$

This means that

$$
\begin{equation*}
\int_{\mathbb{R}}\left(-\left\langle i u^{m}, \psi\right\rangle \phi^{\prime}(t)+\left\langle u^{m}, \Delta \psi\right\rangle \phi(t)\right) d t+\int_{\mathbb{R}} \int_{\Omega} g_{m}\left(u^{m}\right) \psi \phi d x d t=0 \tag{9.3.10}
\end{equation*}
$$

It follows easily from (9.3.8) and from property (ii) of Lemma 9.3.6 that

$$
\begin{align*}
& \int_{\mathbb{R}}\left(-\left\langle i u^{m}, \psi\right\rangle \phi^{\prime}(t)+\left\langle u^{m}, \Delta \psi\right\rangle \phi(t)\right) d t \underset{m \rightarrow \infty}{\longrightarrow} \\
& \int_{\mathbb{R}}\left(-\langle i u, \psi\rangle \phi^{\prime}(t)+\langle u, \Delta \psi\rangle \phi(t)\right) d t \tag{9.3.11}
\end{align*}
$$

Furthermore, the function $h_{m}(t, x)=g_{m}\left(u^{m}\right) \psi(x) \phi(t)$ has compact support. We therefore deduce from (9.3.9) that $h_{m}$ is bounded in $L^{\frac{2 p}{p-1}}(\mathbb{R} \times \Omega)$. By property (iv) of Lemma 9.3.6, $h_{m} \rightarrow\left(V u+u \log \left(|u|^{2}\right)\right) \psi \phi$ a.e. on $\mathbb{R} \times \Omega$. Since $h_{m}$ has compact
support, it follows from Proposition 1.2 .1 that $h_{m} \rightarrow\left(V u+u \log \left(|u|^{2}\right)\right) \psi \phi$ in $L^{1}(\mathbb{R} \times$ $\Omega$ ). Applying (9.3.10) and (9.3.11), we thus obtain

$$
\int_{\mathbb{R}}\left(-\langle i u, \psi\rangle \phi^{\prime}(t)+\langle u, \Delta \psi\rangle \phi(t)\right) d t+\int_{\mathbb{R}} \int_{\Omega}\left(V u+u \log |u|^{2}\right) \psi \phi d x d t=0
$$

which implies that

$$
\left.\left.\int_{\mathbb{R}}\left\langle i u_{t}+\Delta u+V u+u \log \right| u\right|^{2}, \psi\right\rangle_{\mathcal{D}^{\prime}, \mathcal{D}} \phi(t) d t=0 .
$$

It follows that, for all $t \in \mathbb{R}$,

$$
\begin{equation*}
i u_{t}+\Delta u+V u+u \log \left(|u|^{2}\right)=0 \text { in } H^{-1}\left(\Omega_{k}\right) \text { for every } k \in \mathbb{N} . \tag{9.3.12}
\end{equation*}
$$

In addition, $u(0)=\varphi$ by property (ii) of Lemma 9.3.6. Finally, we deduce easily from (9.3.6), (9.3.7), and (9.3.8) that $\left\|\Phi_{m}\left(u^{m}(t)\right)\right\|_{L^{1}}$ is bounded (see Step 2). Applying property (iii) of Lemma 9.3.6 and Fatou's lemma, we deduce that $u(t) \in X$ for all $t \in \mathbb{R}$ and that

$$
\sup _{t \in \mathbb{R}}\|u(t)\|_{X} \leq \infty
$$

Since $X$ is reflexive, it follows that $u$ is weakly continuous $\mathbb{R} \rightarrow X$. In particular, $u \in L^{\infty}(\mathbb{R}, X)$ (see Remark 1.2.2(i)). Therefore, $u \in L^{\infty}(\mathbb{R}, W)$, so that $u \in W^{1, \infty}\left(\mathbb{R}, W^{\star}\right)$ by equation (9.3.12) and Lemma 9.3.3. In particular, equation (9.3.12) makes sense in $W^{\star}$ for all $t \in \mathbb{R}$. Therefore, we may take the $W-W^{\star}$ duality product of it with $i u$, and we obtain that

$$
\left\langle u_{t}, u\right\rangle_{W^{*}, W}=0 \text { for all } t \in \mathbb{R}
$$

which means that the function $t \mapsto\|u(t)\|_{L^{2}}^{2}$ is constant; hence there is conservation of charge. This implies that for every $t \in \mathbb{R},\left\|u^{m}(t)\right\|_{L^{2}} \rightarrow\|u(t)\|_{L^{2}}$, and so $u^{m}(t) \rightarrow$ $u(t)$ in $L^{2}(\Omega)$. Therefore, by boundedness of $u^{m}$ in $H_{0}^{1}(\Omega)$ and Hölder's and Sobolev's inequalities, $u^{m}(t) \rightarrow u(t)$ in $L^{q}(\Omega)$ for every $2 \leq q<\frac{2 N}{N-2}(2 \leq q<\infty$ if $N=1,2$ ). We now may pass to the limit in (9.3.6). We apply the weak lower semicontinuity of the $H^{1}$ norm for the gradient term, we apply property (iii) of Lemma 9.3.6 and Fatou's lemma to the term $\Phi_{m}$, and we apply Hölder's inequality to the other two terms. Taking (9.3.7) into account, we finally obtain

$$
\begin{equation*}
E(u(t)) \leq E(\varphi) \quad \text { for all } t \in \mathbb{R} \tag{9.3.13}
\end{equation*}
$$

In conclusion, we have obtained the existence of a function $u \in L^{\infty}(\mathbb{R}, W) \cap$ $W^{1, \infty}\left(\mathbb{R}, W^{\star}\right)$ that solves problem (9.3.1) and for which there is conservation of charge and the energy inequality (9.3.13).

Step 4. Conclusion. Let us first prove uniqueness in the class $L^{\infty}(\mathbb{R}, W) \cap$ $W^{1, \infty}\left(\mathbb{R}, W^{*}\right)$. Let $u$ and $v$ be two solutions of (9.3.1) in that class. On taking the difference of the two equations and taking the $W-W^{\star}$ duality product with $i(v-u)$, we obtain that

$$
\left\langle v_{t}-u_{t}, v-u\right\rangle_{W^{*}, W}=-\operatorname{Im} \int_{\Omega}(v \log (|v| 2)-u \log (|u| 2))(\bar{v}-\bar{u}) .
$$

In view of Lemma 9.3.5, this implies that

$$
\|v(t)-u(t)\|_{L^{2}}^{2} \leq 8 \int_{0}^{t}\|v(s)-u(s)\|_{L^{2}}^{2} d s
$$

Uniqueness follows by Gronwall's lemma. Next, let $u$ be a solution of (9.3.1). Considering the reverse equation and applying uniqueness (see Step 1 of the proof of Theorem 3.3.9), we deduce that $u$ satisfies conservation of energy. Furthermore, by weak $L^{2}$ continuity and conservation of charge, $u \in C\left(\mathbb{R}, L^{2}(\Omega)\right)$. Since $u$ is bounded in $H_{0}^{1}(\Omega)$, it follows easily that the terms

$$
\int_{\Omega} V|u|^{2} \text { and } \int_{\Omega} B(|u|) \text { are continuous } \mathbb{R} \rightarrow \mathbb{R}
$$

Thus, by conservation of energy,

$$
\begin{equation*}
\int_{\Omega}|\nabla u|^{2}+\int_{\Omega} A(|u|) \quad \text { is continuous } \mathbb{R} \rightarrow \mathbb{R} \tag{9.3.14}
\end{equation*}
$$

Since both terms in (9.3.14) are lower semicontinuous $\mathbb{R} \rightarrow \mathbb{R}$ (the second one by Fatou's lemma), we deduce easily (see Cazenave and Haraux [63], lemma 2.4.4) that they are in fact continuous $\mathbb{R} \rightarrow \mathbb{R}$. In particular, $u \in C\left(\mathbb{R}, H_{0}^{1}(\Omega)\right)$ and $u \in C(\mathbb{R}, X)$ (by Lemma $9.3 .1(\mathrm{ii})$ ). Therefore, $u \in C(\mathbb{R}, W)$, and by the equation and Lemma 9.3.3, $u \in C^{1}\left(\mathbb{R}, W^{\star}\right)$. Finally, one proves continuous dependence by a similar argument (compare Step 3 of the proof of Theorem 3.3.9). This completes the proof.

Remark 9.3.7. Strangely enough, one can apply the theory of maximal monotone operators to the equation (9.3.1). In particular, one can obtain stronger regularity if the initial value is smoother, and one can construct solutions of (9.3.1) for initial data in $L^{2}(\Omega)$ (see Cazenave and Haraux [63] and Haraux [157]). Note that one does not know whether the $L^{2}$ solutions are unique.

REmark 9.3.8. At least in the case where $\Omega=\mathbb{R}^{N}$ and $V \equiv 0$, equation (9.3.1) has standing waves of the form $u(t, x)=e^{i \omega t} \varphi(x)$ for every $\omega \in \mathbb{R}$. The ground state, which is unique modulo space translations and rotations (cf. Section 8.1) is explicitly known. It is given by the formula

$$
\varphi(x)=e^{\frac{N+\omega}{2}} e^{-\frac{|x|^{2}}{2}}
$$

and it is stable in the sense of Section 8.2 (cf. Cazenave [58] and Cazenave and Lions [66]). Equation (9.3.1) has other interesting properties that are unusual with regard to Schrödinger equations when $\Omega=\mathbb{R}^{N}$. For example, it follows easily from conservation of energy that for every solution $u$ of (9.3.1) (cf. Cazenave [58], proposition 4.3)

$$
\inf _{t \in \mathbb{R}} \inf _{1 \leq p \leq \infty}\|u(t)\|_{L^{p}}>0
$$

Another interesting property is that every spherically symmetric (in space) solution of (9.3.1) has a relatively compact range in $L^{2}(\Omega)$ (cf. Cazenave [58], proposition 4.4).

### 9.4. Existence of Weak Solutions for Large Nonlinearities

Let $\Omega \subset \mathbb{R}^{N}$ be any open domain, and let $\eta>0$ and $\alpha>0$. Consider the following problem:

$$
\left\{\begin{array}{l}
i u_{t}+\Delta u-\eta|u|^{\alpha} u=0  \tag{9.4.1}\\
u(0)=\varphi
\end{array}\right.
$$

We already know that if $\alpha<4 /(N-2)(\alpha<\infty$, if $N=1,2)$, the problem (9.4.1) has a solution $u \in L^{\infty}\left(\mathbb{R}, H_{0}^{1}(\Omega)\right) \cap W^{1, \infty}\left(\mathbb{R}, H^{-1}(\Omega)\right)$ for every $\varphi \in H_{0}^{1}(\Omega)$ (see Section 3.4). In addition, if $\Omega=\mathbb{R}^{N}$, or if $N=1$, or if $N=2$ and $\alpha \leq 2$, the solution is unique (see Corollary 4.3.3 and Remarks 3.5.4 and 3.6.4). However, those results do not apply when $\alpha \geq 4 /(N-2)$. We present below a result of Strauss [324] (see also [321]) that applies for arbitrarily large $\alpha$ 's. Before stating the result, we need some definitions. Let us denote by $V$ the Banach space

$$
V=H_{0}^{1}(\Omega) \cap L^{\alpha+2}(\Omega)
$$

equipped with the usual norm (see Proposition 1.1.3). Since $\mathcal{D}(\Omega)$ is dense in both $H_{0}^{1}(\Omega)$ and $L^{\alpha+2}(\Omega)$,

$$
V^{\star}=H^{-1}(\Omega)+L^{\frac{\alpha+2}{\alpha+1}}(\Omega)
$$

where the Banach space $H^{-1}(\Omega)+L^{\frac{\alpha+2}{\alpha+1}}(\Omega)$ is equipped with its usual norm (see Proposition 1.1.3). Since $\Delta$ is continuous $H_{0}^{1}(\Omega) \rightarrow H^{-1}(\Omega)$ and $u \mapsto|u|^{\alpha} u$ is continuous $L^{\alpha+2}(\Omega) \rightarrow L^{\frac{\alpha+2}{\alpha+1}}(\Omega)$, it follows that the operator

$$
\left\{\begin{array}{l}
V \rightarrow V^{\star} \\
u \mapsto \Delta u-\eta|u|^{\alpha} u
\end{array}\right.
$$

is continuous. Therefore, if $u \in L^{\infty}(\mathbb{R}, V) \cap W^{1, \infty}\left(\mathbb{R}, V^{\star}\right)$, then equation (9.4.1) makes sense in $V^{*}$. Finally, we define

$$
E(u)=\frac{1}{2} \int_{\Omega}|\nabla u|^{2}+\frac{\eta}{\alpha+2} \int_{\Omega}|u|^{\alpha+2} \quad \text { for all } u \in V
$$

We have the following result (see Strauss [324]).
Theorem 9.4.1. Let $\eta>0$ and $\alpha>0$. It follows that for every $\varphi \in V$, there exists a solution $u \in L^{\infty}(\mathbb{R}, V) \cap W^{1, \infty}\left(\mathbb{R}, V^{\star}\right)$ of equation (9.4.1) that satisfies

$$
\begin{equation*}
\|u(t)\|_{L^{2}}=\|\varphi\|_{L^{2}} \tag{9.4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
E(u(t)) \leq E(\varphi) \tag{9.4.3}
\end{equation*}
$$

for all $t \in \mathbb{R}$.
REMARK 9.4.2. Note that, in particular, $u \in C\left(\mathbb{R}, V^{\star}\right)$, and so $u$ is weakly continuous $\mathbb{R} \rightarrow H_{0}^{1}(\Omega)$ and $\mathbb{R} \rightarrow L^{\alpha+2}(\Omega)$; in particular, $u(t) \in V$ for all $t \in \mathbb{R}$. Therefore, $u(0)$ makes sense (in $V$ ) and $E(u(t))$ is well defined for all $t \in \mathbb{R}$.

REmark 9.4.3. Note that when $\alpha \leq 4 /(N-2)(\alpha<\infty$, if $N=1,2)$, then $H_{0}^{1}(\Omega) \hookrightarrow L^{\alpha+2}(\Omega)$, therefore, $V=H_{0}^{1}(\bar{\Omega})$.

REMARK 9.4.4. As observed before, when $\alpha<4 /(N-2)(\alpha<\infty$, if $N=1)$, Theorem 9.4.1 follows from the results of Section 3.4.

Before proceeding to the proof of Theorem 9.4.1, we establish the following two lemmas.

Lemma 9.4.5. $\quad V$ and $V^{*}$ are reflexive.
Proof. We need only show that $V$ is reflexive. By Eberlein-Šmulian's theorem, we need to show that, given any bounded sequence $\left(u_{m}\right)_{m \in \mathbb{N}} \subset V$, there exist a subsequence $m_{k}$ and $u \in V$ such that $u_{m_{k}} \rightharpoonup u$ in $V$ as $k \rightarrow \infty$. Let $\rho=\alpha+2$. We recall that if $u \in V$ and $\varphi \in V^{\star}$, then

$$
\langle u, \varphi\rangle_{V, V^{\star}}=\left\langle u, \varphi_{1}\right\rangle_{H_{0}^{1}, H^{-1}}+\left\langle u, \varphi_{2}\right\rangle_{L^{\rho}, L^{\rho^{\prime}}}
$$

where $\varphi=\varphi_{1}+\varphi_{2}$ with $\varphi_{1} \in H^{-1}(\Omega)$ and $\varphi_{2} \in L^{\rho}(\Omega)$ (see Bergh and Löfström [28], proof of Theorem 2.7.1). Note that there no ambiguity concerning the possible decompositions of $\varphi$, since if $\psi \in H^{-1}(\Omega) \cap L^{\rho^{\prime}}(\Omega)$, then $\langle u, \psi\rangle_{H_{0}^{1}, H^{-1}}=\langle u, \psi\rangle_{L^{\rho}, L^{\rho^{\prime}}}$.

If $\left(u_{m}\right)_{m \in \mathbb{N}}$ is bounded in $V$, then, in particular, $\left(u_{m}\right)_{m \in \mathbb{N}}$ is bounded in $H_{0}^{1}(\Omega)$ and in $L^{\alpha+2}(\Omega)$. Since both spaces are reflexive, there exists a subsequence $m_{k}$ and there exist $u \in H_{0}^{1}(\Omega), v \in L^{\alpha+2}(\Omega)$ such that $u_{m_{k}} \rightarrow u$ in $H_{0}^{1}(\Omega)$ and $u_{m_{k}} \rightharpoonup v$ in $L^{\alpha+2}(\Omega)$. In particular, $u_{m_{k}} \rightarrow u$ and $u_{m_{k}} \rightarrow v$ in $\mathcal{D}^{\prime}(\Omega)$; hence $u=v \in V$. It follows that for every $\varphi_{1} \in H^{-1}(\Omega)$ and $\varphi_{2} \in L^{\rho}(\Omega)$,

$$
\left\langle u_{m_{k}}, \varphi_{1}\right\rangle_{H_{0}^{1}, H^{-1}}+\left\langle u_{m_{k}}, \varphi_{2}\right\rangle_{L^{\rho}, L^{\rho^{\prime}}} \xrightarrow[k \rightarrow \infty]{\longrightarrow}\left\langle u, \varphi_{1}\right\rangle_{H_{0}^{1}, H^{-1}}+\left\langle u, \varphi_{2}\right\rangle_{L^{\rho}, L^{\rho^{\prime}}} .
$$

This implies that $u_{m_{k}} \rightharpoonup u$ in $V$.
Lemma 9.4.6. Let $\left(u^{m}\right)_{m \in \mathbb{N}}$ be a bounded sequence in $L^{\infty}\left(\mathbb{R}, H_{0}^{1}(\Omega)\right)$ and in $W^{1, \infty}\left(\mathbb{R}, V^{\star}\right)$. It follows that there exists a subsequence, which we still denote by $\left(u^{m}\right)_{m \in \mathbb{N}}$, and there exists $u \in L^{\infty}\left(\mathbb{R}, H_{0}^{1}(\Omega)\right) \cap W^{1, \infty}\left(\mathbb{R}, V^{\star}\right)$ such that the following properties hold:
(i) $u^{m}(t) \rightharpoonup u(t)$ in $H_{0}^{1}(\Omega)$ as $m \rightarrow \infty$ for every $t \in \mathbb{R}$.
(ii) For every $t \in \mathbb{R}$, there exists a subsequence $m_{k}$ such that $u^{m_{k}}(t, x) \rightarrow u(t, x)$ as $k \rightarrow \infty$ for a.a. $x \in \Omega$.
(iii) $u^{m}(t, x) \rightarrow u(t, x)$ as $m \rightarrow \infty$ for a.a. $(t, x) \in \mathbb{R} \times \Omega$.

Proof. Let $k \in \mathbb{N}$ and let $\Omega_{k}=\Omega \cap\{x \in \Omega ;|x|<k\}$ for $k \in \mathbb{N}$. Consider an integer $q>N / 2$. It follows from Sobolev's embedding theorem that $H_{0}^{q}\left(\Omega_{k}\right) \hookrightarrow$ $L^{\alpha+2}\left(\Omega_{k}\right)$, from which we obtain by duality $L^{\frac{\alpha+2}{\alpha+1}}\left(\Omega_{k}\right) \hookrightarrow H^{-q}\left(\Omega_{k}\right)$. Therefore, $\left.u^{m}\right|_{\Omega_{k}}$ is bounded in $L^{\infty}\left((-k, k), H^{1}\left(\Omega_{k}\right)\right) \cap W^{1, \infty}\left((-k, k), H^{-q}\left(\Omega_{k}\right)\right)$. Therefore (by Proposition 1.1.2), there exist a subsequence (which we still denote by ( $\left.u^{m}\right)_{m \in \mathbb{N}}$ ) and $u \in L^{\infty}\left((-k, k), H^{1}\left(\Omega_{k}\right)\right)$ such that $\left.u^{m}(t)\right|_{\Omega_{k}} \rightarrow u(t)$ in $H^{1}\left(\Omega_{k}\right)$. Letting $k \rightarrow \infty$ and considering a diagonal sequence, we see that there exist a subsequence (which we still denote by $\left(u^{m}\right)_{m \in \mathbb{N}}$ ) and $u \in L^{\infty}\left(\mathbb{R}, H^{1}(\Omega)\right.$ ) such that $\left.u^{m}(t)\right|_{\Omega_{k}} \rightharpoonup$ $u(t)$ in $H^{1}\left(\Omega_{k}\right)$ for every $k \in \mathbb{N}$ and every $t \in \mathbb{R}$. This implies in particular that $u^{m}(t) \rightharpoonup u(t)$ in $H^{1}(\Omega)$. Therefore, $u \in L^{\infty}\left(\mathbb{R}, H_{0}^{1}(\Omega)\right)$, and (i) holds. In addition, since the embedding $H^{1}\left(\Omega_{k}\right) \hookrightarrow L^{2}\left(\Omega_{k}\right)$ is compact, we have $\left.\left.u^{m}(t)\right|_{\Omega_{k}} \rightarrow u(t)\right|_{\Omega_{k}}$
in $L^{2}\left(\Omega_{k}\right)$ for every $k \in \mathbb{N}$ and every $t \in \mathbb{R}$. Applying the dominated convergence theorem, we deduce that

$$
\int_{-k}^{k} \int_{\Omega_{k}}\left|u^{m}-u\right|^{2} \underset{m \rightarrow \infty}{\longrightarrow} 0 \quad \text { for every } k \in \mathbb{N}
$$

In particular, there exists a subsequence $m_{j}$ for which $u^{m_{j}} \rightarrow u$ a.e. on $(-k, k) \times \Omega_{k}$ as $j \rightarrow \infty$. Letting $k \rightarrow \infty$ and considering a diagonal sequence, we see that (iii) holds. Furthermore, given $t \in \mathbb{R}$ and $k \in \mathbb{N}$, there exists a subsequence $m_{j}$ for which $u^{m_{j}}(t) \rightarrow u(t)$ a.e. on $\Omega_{k}$ as $j \rightarrow \infty$. Letting $k \rightarrow \infty$ and considering a diagonal sequence, we obtain (ii). Finally, it follows from (i) and Lemma 9.4.5 that $u^{m}(t) \rightarrow u(t)$ in $V$ (hence in $V^{\star}$ ) for all $t \in \mathbb{R}$. By Theorem 1.2.4 and Remark 1.3.13(i), $u \in L^{\infty}(\mathbb{R}, V) \cap W^{1, \infty}\left(\mathbb{R}, V^{\star}\right)$. This completes the proof.

Proof of Theorem 9.4.2. We construct the solution $u$ by a compactness method, and we proceed in three steps.

STEP 1. Construction of a sequence of approximate solutions. Given an integer $m \geq 1$, let

$$
f_{m}(z)= \begin{cases}-\eta|z|^{\alpha} z & \text { if }|z| \leq m \\ -\eta m^{\alpha} z & \text { if }|z| \geq m\end{cases}
$$

In particular, $f_{m}$ is globally Lipschitz continuous $\mathbb{C} \rightarrow \mathbb{C}$. Let

$$
G_{m}(z)=\int_{0}^{|z|} f_{m}(s) d s
$$

Given $u \in H_{0}^{1}(\Omega)$, let

$$
g_{m}(u)(x)=f_{m}(u(x)) \quad \text { for a.a. } x \in \Omega
$$

and

$$
E_{m}(u)=\frac{1}{2} \int_{\Omega}|\nabla u|^{2}+\int_{\Omega} G_{m}(u)
$$

Applying Corollary 3.3.11, we see that there exists a unique solution $u^{m} \in$ $C\left(\mathbb{R}, H_{0}^{1}(\Omega)\right) \cap C^{1}\left(\mathbb{R}, H^{-1}(\Omega)\right)$ of

$$
\left\{\begin{array}{l}
i u_{t}^{m}+\Delta u^{m}+g_{m}\left(u^{m}\right)=0  \tag{9.4.4}\\
u^{m}(0)=\varphi
\end{array}\right.
$$

Furthermore,

$$
\begin{equation*}
\left\|u^{m}(t)\right\|_{L^{2}}=\|\varphi\|_{L^{2}} \tag{9.4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{m}\left(u^{m}(t)\right)=E_{m}(\varphi) \quad \text { for every } t \in \mathbb{R} \tag{9.4.6}
\end{equation*}
$$

STEP 2. Estimates of $u^{m}$. Since $G_{m} \geq 0$, it follows from (9.4.5) and (9.4.6) that

$$
\begin{equation*}
u^{m} \text { is bounded in } L^{\infty}\left(\mathbb{R}, H_{0}^{1}(\Omega)\right) \tag{9.4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{m}\left(u^{m}\right) \text { is bounded in } L^{\infty}\left(\mathbb{R}, L^{1}(\Omega)\right) \tag{9.4.8}
\end{equation*}
$$

On the other hand, one easily verifies that

$$
\left|g_{m}(z)\right|^{\frac{\alpha+2}{\alpha+1}} \leq(\alpha+2) G_{m}(z) \quad \text { for all } z \in \mathbb{C} \text { and all } m \in \mathbb{N}
$$

Applying (9.4.8), we deduce that

$$
\begin{equation*}
g_{m}\left(u^{m}\right) \text { is bounded in } L^{\infty}\left(\mathbb{R}, L^{\frac{\alpha+2}{\alpha+1}}(\Omega)\right) \tag{9.4.9}
\end{equation*}
$$

Therefore, it follows from (9.4.4) that

$$
\begin{equation*}
u_{t}^{m} \text { is bounded in } L^{\infty}\left(\mathbb{R}, V^{\star}\right) \tag{9.4.10}
\end{equation*}
$$

Step 3. Conclusion. It follows from (9.4.7) and (9.4.10) that we may apply Lemma 9.4.6 to the sequence $u^{m}$. Let $u$ be the limit of $u^{m}$. By Lemma 9.4.6(i) and (ii), the weak lower semicontinuity of the $H^{1}$ norm and Fatou's lemma, we deduce that $u(t) \in L^{\alpha+2}(\Omega)$ for every $t \in \mathbb{R}$ and that (9.4.3) holds. In particular, $u \in L^{\infty}\left(\mathbb{R}, L^{\alpha+2}(\Omega)\right)$, and so $u \in L^{\infty}(\mathbb{R}, V)$. Furthermore, it follows from property (i) that $u(0)=\varphi$. Finally, we deduce from the equation (9.4.4) that for every $\phi \in \mathcal{D}(\mathbb{R})$ and every $\psi \in \mathcal{D}(\Omega)$,

$$
\int_{\mathbb{R}}\left\langle i u_{t}^{m}+\Delta u^{m}+g_{m}\left(u^{m}\right), \psi\right\rangle_{\mathcal{D}^{\prime}, \mathcal{D}} \phi(t) d t=0
$$

This means that

$$
\begin{equation*}
\int_{\mathbb{R}}\left(-\left\langle i u^{m}, \psi\right\rangle \phi^{\prime}(t)+\left\langle u^{m}, \Delta \psi\right\rangle \phi(t)\right) d t+\int_{\mathbb{R}} \int_{\Omega} g_{m}\left(u^{m}\right) \psi \phi d x d t=0 . \tag{9.4.11}
\end{equation*}
$$

It follows easily from (9.4.7) and from property (i) of Lemma 9.4.6 that

$$
\begin{align*}
& \int_{\mathbb{R}}\left(-\left\langle i u^{m}, \psi\right\rangle \phi^{\prime}(t)+\left\langle u^{m}, \Delta \psi\right\rangle \phi(t)\right) d t \underset{m \rightarrow \infty}{\longrightarrow} \\
& \int_{\mathbb{R}}\left(-\langle i u, \psi\rangle \phi^{\prime}(t)+\langle u, \Delta \psi\rangle \phi(t)\right) d t . \tag{9.4.12}
\end{align*}
$$

Furthermore, the function $h_{m}(t, x)=g_{m}\left(u^{m}\right) \psi(x) \phi(t)$ has compact support. Therefore, it follows from (9.4.9) that $h_{m}$ is bounded in $L^{\frac{\alpha \pm 2}{\alpha+1}}(\mathbb{R} \times \Omega)$. By property (iii) of Lemma 9.4.6, $h_{m} \rightarrow-\eta|u|^{\alpha} u \psi \phi$ a.e. on $\mathbb{R} \times \Omega$. Since $h_{m}$ has compact support, we deduce from Proposition 1.2 .1 that $h_{m} \rightarrow-\eta|u|^{\alpha} u \psi \phi$ in $L^{1}(\mathbb{R} \times \Omega)$. Applying (9.4.11) and (9.4.12), we thus obtain

$$
\int_{\mathbb{R}}\left(-\langle i u, \psi\rangle \phi^{\prime}(t)+\langle u, \Delta \psi\rangle \phi(t)\right) d t-\eta \int_{\mathbb{R}} \int_{\Omega}|u|^{\alpha} \psi \phi d x d t=0
$$

which implies that

$$
\left.\left.\int_{\mathbb{R}}\left\langle i u_{t}+\Delta u-\eta\right| u\right|^{\alpha} u, \psi\right\rangle_{\mathcal{D}^{\prime}, \mathcal{D}^{\prime}} \phi(t) d t=0 .
$$

Since $u \in L^{\infty}(\mathbb{R}, V)$, we obtain easily that $u_{t} \in L^{\infty}\left(\mathbb{R}, V^{\star}\right)$ and that $u$ satisfies (9.4.1). It remains to establish conservation of charge. This follows easily by taking the $V-V^{\star}$ duality product of the equation with $i u_{t} \in V^{\star}$. This completes the proof.

REMARK 9.4.7. In the case where $\alpha>4 /(N-2)$, it is not known whether the solution given by Theorem 9.4 .1 is unique or not, even when $\Omega=\mathbb{R}^{N}$. We do not know either whether the energy is conserved.

Remark 9.4.8. Remember that Theorem 3.3.5 applies to the case $\eta<0$ and $\alpha<4 /(N-2)$. On the contrary, in the case $\alpha \geq 4 /(N-2)$, the method of proof of Theorem 9.4.1 does not apply when $\eta<0$. We do not know whether it is possible to construct (local) solutions of (9.4.1) in this case.

### 9.5. Comments

The conservation laws that we used in these notes are conservation of charge and energy, and the pseudoconformal conservation laws. They are related to the invariance of the equation for some groups of transformations. On this subject, consult Ginibre and Velo [139], Olver [285]. When $N=1$ and $g(u)=\lambda|u|^{2} u$, there are infinitely many conservation laws (cf. Zakharov and Shabat [367]), while in general, there do not seem to be other useful conservation laws (cf. Serre [310]). In relation with the invariance properties of nonlinear Schrödinger equations, one can construct families of explicit solutions for some nonlinearities (cf. Fushchich and Serov [121, 122, 123]). Unfortunately, these solutions do not in general belong to the energy space.

Nonlinearities of different types than those studied here were also considered. See Baillon, Cazenave, and Figueira [9], Cazenave [57], Stubbe and Vazquez [328, 329], Adami, and Teta [2] and Adami, Dell'Antonio, Figari, and Teta [1], and Colin [85, 86].

Quasilinear Schrödinger equations require in general completely different methods for proving the existence of solutions, making an essential use of the smoothing properties of the Schrödinger group. See, for example, Biagioni and Linares [29], Chang, Shatah, and Uhlenbeck [77], Chihara [79], Colliander et al. [88, 91], Hayashi [166], Hayashi and Hirata [170], Hayashi and Kaikina [171], Hayashi, Kaikina, and Naumkin [173], Hayashi and Kato [176], Hayashi and Naumkin [180], Hayashi and Ozawa [190, 191], Katayama and Tsutsumi [201], Kenig, Ponce, and Vega [212, 215], Klainerman and Ponce [217], Ozawa and Tsutsumi [292], Takaoka [331, 333], and Y. Tsutsumi [346]. See also Lange [222] for a suggestive numerical study.

Systems of Schrödinger equations or coupled systems with other equations (Klein-Gordon, for example) are also of a great interest. See, for example, Cipolatti and Zumpichiatti [84], and Colin and Weinstein [87] (systems of Schrödinger equations); Castella [54] (Schrödinger-Poisson system); Baillon and Chadam [10], Bachelot [8], and Ozawa and Tsutsumi [290] (Schrödinger-Klein-Gordon system); Ginibre and Velo [145], Guo, Nakamitsu, and Strauss [156], Nakamitsu and Tsutsumi [254], and Y. Tsutsumi [345, 347] (Maxwell-Schrödinger system); Schochet and Weinstein [307], Lee [224], Ozawa and Tsutsumi [289, 291], Glangetas and Merle [146, 147], Kenig, Ponce, and Vega [213], Merle [247], Ginibre, Tsutsumi, and Velo [131], Bourgain [36], Bourgain and Colliander [40], Colliander and Staffilani [92], Masselin [241], Takaoka [332], and Tzvetkov [349] (Zakharov system); and Ghidaglia and Saut [124], Cipolatti [82, 83], Ozawa [288], Hayashi [167], Hayashi and Hirata [168, 169], and Ohta [279, 280, 281] (Davey-Stewartson system).

Stochastic nonlinear Schrödinger equations (i.e., with a probabilistic noise) were also considered. They display interesting phenomena, in particular concerning blowup. See de Bouard and Debussche [98, 99, 100, 101], and de Bouard, Debussche, and Di Menza [102].
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[^1]:    ${ }^{1}$ With this definition of the Fourier transform, $\|\mathcal{F}\|_{\mathcal{L}\left(L^{2}\right)}=1, \mathcal{F}(u \star v)=\mathcal{F} u \mathcal{F} v$, and $\mathcal{F}\left(D^{\alpha} u\right)=(2 \pi i)^{|\alpha|} \prod_{j=1}^{N} x_{j}^{\alpha_{j}} \mathcal{F} u$.

