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online research on researcher practice and participants. Kelsey is also a contributing member
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izing in mathematical psychology) from the University of Canterbury (New Zealand, 1981),
and an MS in Industrial and Systems Engineering (Ohio State, 1984). In addition to being
Director of the Interactive Media Lab, he is President of Vocalage Inc., a University of Toronto
spinoff company and a visiting scientist at both the IBM Centre for Advanced Studies and Keio
University in Japan. He is currently the director of the Knowledge Media Design Institute, and
BUL Chair in Human-Computer Interaction, at the University of Toronto.

Martin J. Chorley is a Lecturer at the School of Computer Science & Informatics at Cardiff
University. He completed an MSc in High End Computing at Edinburgh University in 2007 and
received a PhD degree in computer science from Cardiff University in 2012. His research inter-
ests include mobile and social computing, and computational journalism.

Ian Colville is Professor of Organization and Management Studies at the University of Bath,
UK. His research interests lie theoretically in the areas of organizing and sensemaking com-
bined with an abiding concern with their relevance to practice. Most recently he has been
studying organizing and sensemaking in complex and fast moving contexts, e.g. Counter Ter-
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an MPhil in Engineering from the Hong Kong University of Science and Technology. He
obtained an undergraduate degree in Engineering from HKU. He was a journalist at the Hong
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(re)formation of social relations. She has specifically investigated the links of narrative com-
munication practices with youth and gender identities in the context of late modernity. She has
(co)-authored nine books which include Analyzing narrative: Discourse and sociolinguistic
perspectives (with Anna De Fina, 2012, Cambridge University Press) and she has (co)-edited
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Bavarian School of Public Policy. He is focused in his research on the connection between politi-
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Policy Studies Journal, Swiss Political Science Review and European Policy Analysis. He is
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Xiao Hu is an Assistant Professor in the Division of Information and Technology Studies in
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applied data/text mining, information retrieval, and social media for learning. Dr Hu holds a
PhD degree in Library and Information Science and a Master’s degree in Computer Science,
both from the University of Illinois at Urbana-Champaign. She also holds a Master’s degree in
Electronic Engineering from Beijing University of Posts and Telecommunications, China and
a Bachelor’s degree in Electronics and Information Systems from Wuhan University, China.

Jack Jamieson is a PhD student at the University of Toronto’s Faculty of Information. His
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agement at Cologne Business School in Germany. His research interests focus on statistics, data
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Social Sciences. During his PhD studies at the University of Vienna he was a research assis-
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transferred during a research collaboration with the University of Deusto to Spain, where he
led as a postdoctoral researcher several European projects in the area of smart homes and
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analytics, ambient intelligence, complex systems and multi-scale simulation.
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Copenhagen Business School. Her current research topics are in the fields of big social data
analytics, FDI spill-over on productivity in European firms, educational economics, statistical
analysis of public procurement data in the EU and time series analysis of economic historical
data. In her research in big social media data analytics she focuses on the use of predictive
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in French). She has recently co-authored a chapter in Hashtag Publics (N. Rambukkana (ed.),
2015, Peter Lang). Her additional research interests include methodology, digital, and feminist
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Jeffrey Morgan is a user interface and data visualization designer and developer as well as a
data scientist specializing in social media. His research interests include human—computer
interaction and the design of highly-interactive information retrieval and visualization
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book Twitter: social communication in the Twitter Age, the first on the medium (2013, Polity
Press). He was funded by the National Science Foundation’s Office of CyberInfrastructure for
pioneering work on social networking technologies in virtual organization breeding grounds.
Dr Murthy’s work also uniquely explores the potential role of social technologies in diversity
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Andrew D. Nevin is a PhD student in the department of Sociology at the University of Toronto.
He holds a Bachelor of Arts in Criminology and a Masters of Arts in Sociology from the Uni-
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Diane Rasmussen Pennington is a Lecturer in Information Science in the Department of
Computer and Information Sciences at the University of Strathclyde in Glasgow, Scotland,
where she is a member of the iLab and the Digital Health and Wellness research groups. She
is also the Social Media Manager of the Association for Information Science & Technology
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obtained a Bachelor of Arts degree in Russian Language & Literature, and a Master of Science
degree in Educational Technology from East China Normal University, China. He also has
experience in developing Web projects and Augmented Reality applications for classrooms,
and is interested in viewing social phenomena through the lens of complexity theory.
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mation Science and Technology. Her 2015-2018 project entitled Digital Deception Detection:
Identifying Deliberate Misinformation in Online News is funded by the Government of Canada
Social Sciences and Humanities Research Council (SSHRC) Insight Grant. For further infor-
mation, see http://victoriarubin.fims.uwo.ca/.

Janet Salmons is an independent researcher and consultant through Vision2Lead. She is the
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Adriana Soto-Corominas is a PhD student of Hispanic Linguistics at Western University
(Canada). She received her BA from Universitat Autonoma de Barcelona (Spain) and her spe-
cialization in Linguistics from University of California Los Angeles (USA). Her current
research focuses on language acquisition and bilingualism. She has been part of the Culture-
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Bonnie Stewart is an education researcher and practitioner fascinated by who we are when
we’re online. Coordinator of Adult Teaching and Professional Learning at the University of
Prince Edward Island, where she completed her PhD in Educational Studies, Bonnie leads digi-
tal strategy and professional learning initiatives. Her research focuses primarily on
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digital literacies, networked scholarship, and the intersections of knowledge and technologies.
A networked educator who began working in online education in the 1990s, Bonnie was
involved with Massive Open Online Course (MOOC) research in its early Canadian incarna-
tions. Bonnie has published in Salon.com, The Guardian UK, and Inside Higher Ed in addition
to a variety of peer-reviewed venues, and he does her best thinking aloud on Twitter as @
bonstewart.

Juan Luis Suarez is the Director of the CulturePlex Lab at Western University, Canada. He
holds an e-MBA (IE Business School), a PhD in Hispanic Studies (McGill) and a PhD in
Philosophy (Salamanca). His current research focuses on cultural analytics, big data, cultural
networks, and digital humanities. His publications include over 60 articles and chapters, and
four authored books.

Mike Thelwall leads the Statistical Cybermetrics Research Group at the University of Wolver-
hampton in the UK Midlands. He has developed free software and methods for systematically
gathering and analysing web and social web data. His sentiment analysis program SentiSt-
rength is sold commercially and given away free for research, with thousands of downloads and
hundreds of citations. SentiStrength has also been used for social media driven art installations,
such as on the London Eye during the 2012 Olympic Games and on the Empire State Building
during the 2014 Super Bowl final. Mike sits on four editorial boards, has co-authored hundreds
of refereed journal articles and has written three books.

Ravi Vatrapu is the Director of the Centre for Business Data Analytics (http://bda.cbs.dk),
Professor of Human Computer Interaction at the Department of IT Management, Copenhagen
Business School; and Professor of Applied Computing at the Westerdals Oslo School of Arts
Communication and Technology. His current research focus is on big social data analytics.
Based on the enactive approach to the philosophy of mind and phenomenological approach to
sociology and the mathematics of classical, fuzzy and rough set theories, his current research
program seeks to design, develop and evaluate a new holistic approach to computational social
science, Social Set Analytics (SSA). SSA consists of novel formal models, predictive methods
and visual analytics tools for big social data. Prof. Vatrapu holds a Doctor of Philosophy (PhD)
degree in Communication and Information Sciences from the University of Hawaii at Manoa,
a Master of Science (MSc) in Computer Science and Applications from Virginia Tech, and a
Bachelor of Technology in Computer Science and Systems Engineering from Andhra
University.

Jessica Vitak (PhD, Michigan State University) is an Assistant Professor in the College of
Information Studies and an Affiliate Professor in the Department of Communication at the
University of Maryland. Her research seeks to span social and computational sciences regard-
ing how people interact with new communication technologies — and the social consequences
of technology use. Specifically, her research evaluates ICT users’ mental models around pri-
vacy and disclosure in digital spaces by focusing on unpacking the privacy negotiation pro-
cesses uses engage in on social media platforms and the perceived and actual social
consequences of information disclosure, including benefits like social support and harms like
harassment. More information is available at http://jessicavitak.com.

Timothy Vogus is an Associate Professor of Management at the Vanderbilt University Owen
Graduate School of Management. He studies how organizations create and sustain
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highly reliable, nearly error-free performance. His focus has primarily been on the role that the
processes of mindful organizing — a set of behaviors focused on detecting and correcting errors
and unexpected events — play in generating high reliability and the roles that safety culture and
reliability-enhancing work practices play in supporting it. He typically studies this in health
care organizations, but has also investigated child welfare agencies, offshore oil rigs, social
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Introduction to the Handbook of
Social Media Research Methods:
Goals, Challenges and Innovations

Anabel Quan-Haase and Luke Sloan

This introductory chapter provides an over-
view of the most pressing methodological
issues and challenges social media scholars
need to address. Social media is pervasive in
people’s daily lives and provides new plat-
forms for socialization, public debate, and
information exchange which in turn gener-
ates data that is potentially of great interest to
social scientists. This has created a growing
need for the development of methodologi-
cally sound, transparent and replicable tech-
niques to capture, collate and analyze these
new forms of data. This chapter starts with
an introduction to The SAGE Handbook of
Social Media Research Methods by present-
ing its goals, key features and merits. It then
provides a succinct definition of social media
and presents an overview of key characteris-
tics of social media data frequently discussed
in the literature. These characteristics present
new challenges to scholars, as they necessi-
tate novel approaches to data collection,
analysis and interpretation. We highlight the

issues that derive from the data (using the
6 Vs) and direct readers to the chapters in this
edition which provide solutions. The chapter
concludes that the academic community has
risen to the challenge of developing method-
ologically innovative approaches, techniques
and tools that are specifically tailored to
address the uniqueness of social media
research — the challenge now is to dissemi-
nate this information to the wider social sci-
ence community. It is our sincere hope that
this edition contributes to this ambitious
goal.

INTRODUCTION

It is indeed thrilling to write the introduction
to this comprehensive, timely, and cutting-
edge Handbook. Since we started working on
this Handbook, several exciting developments
have occurred in the field of social media
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scholarship. Firstly, a new journal Social
Media + Society was launched in April 2015
dedicated solely to the publication of original
work in the field. This is in addition to numer-
ous other journals that have social media as a
key focus of scholarship such as Big Data
and Society, Social Media and Society,
Information, Communication & Society, New
Media and Society and the Journal of
Computer-Mediated Communication.
Secondly, the relevance of social media in
everyday life continues to grow and this rele-
vance is further increased by the move by citi-
zens toward adopting mobile devices (e.g.,
smartphones, phablets, and tablets) that pro-
vide flexible, on-the-go capabilities to access
information from social media apps, as well
as to contribute text, images, commentary and
opinion. Finally, new data collection, data
analysis and data visualization tools as well
as web and mobile applications continue to be
developed and existing ones are constantly
updated and refined. These represent a new
toolkit for scholars to embark on social media
projects that allow for the integration of mul-
tiple data sources on a large scale. Hence, The
SAGE Handbook of Social Media Research
Methods represents an important step towards
sharing the novel methodologies, tools and
techniques specifically geared toward taking
full advantage of the unique characteristics of
social media data.

The amount, scale and scope of social
media data have created a need for methodo-
logical innovations that are uniquely suited
to examine social media data. This is not
only restricted to big data analysis of a quan-
titative vein, which has perhaps received the
most media and scholarly attention, but also
to new approaches in qualitative methodol-
ogy (Salmons, Chapter 12, this volume),
from small stories in narrative analysis
(Georgakopoulou, Chapter 17, this volume),
to close reading (Stewart, Chapter 16, this
volume), to thick data description (Latzko-
Toth, Bonneau and Millete, Chapter 13, this
volume), to methodologies that examine

non-verbal data such as images, represen-
tations and sound (Rasmussen Pennington,
Chapter 15, this volume). Furthermore, the
linking of data at different scales is a major
challenge in social media data requiring
approaches that are qualitatively different
from existing methods, often combining
image, text and interactions across time and
contexts. Perhaps we can assert that we are
observing what Kuhn (1970) described as
‘anomalies’ which lead toward new para-
digms in science, after all, as we will discuss
in more detail below, social media scholar-
ship does require novel approaches and new
ways of looking at social phenomena. As
a result it also requires scholars to develop
new skills in order to harvest, analyze and
most importantly, interpret research findings
and place them in context.

The SAGE Handbook of Social Media
Research Methods is the first book to cover
not only the entire research process in social
media scholarship from question formula-
tion to data analysis to the interpretation of
research findings, but also to include des-
ignated chapters on how data collection,
analysis, presentation and interpretation
takes place on specific social media platforms
such as Twitter (Murthy, Chapter 33, this
volume), Facebook (Vitak, Chapter 37,
this volume), Weibo (Hu, Qiao and Fu,
Chapter 35, this volume), VKontakte (Gruzd
and O’Bright, Chapter 38, this volume) and
Instagram (Laestadius, Chapter 38, this
volume). It provides a step-by-step guide to
overcoming the challenges inherent in the
nature of research projects that deal with
‘big and broad data’ and the need to add con-
text to this data to help with result interpre-
tation. To help those interested in acquiring
the skills needed to complete a social media
project, the chapters provide examples and
case studies of a wide range of approaches
to illustrate how to implement these with
real data. The chapters are detailed and
allow scholars who are unfamiliar with spe-
cific approaches or techniques to quickly
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grasp the strengths, limitations and key con-
siderations. The aim of the Handbook is for
scholars to have a reference volume that will
allow them to apply and tailor the various
methodologies to their own research ques-
tions. The Handbook will be the single most
comprehensive resource for any scholar
or graduate student embarking on a social
media project.

Four key highlights of the Handbook
include:

1 Exploring the foundations for social media
research including the development of inter-
disciplinary teams (McCay-Peet & Quan-Haase,
Chapter 2, this volume), ethical considerations
(Beninger, Chapter 5, this volume) and the wider
impact of ‘big data’ on the social sciences
(Kitchin, Chapter 3, this volume).

2 Demonstrating how both established and new
qualitative and quantitative methods can be
applied to social media data (Hand, Chapter 14,
this volume).

3 Navigating what tools are available to help
researchers with social media data collection,
analysis, and representation (e.g., visual, sound,
video and textual) and how they can be used
(Rasmussen Pennington, Chapter 15, this volume;
Vitak, Chapter 37, this volume; Zeller, Chapter 23,
this volume).

4 Evaluating the characteristics and applications
of different social media platforms for academic
research purposes (Gruzd and O'Bright, Chapter
38, this volume; Laestadius, Chapter 34, this
volume; Vitak, Chapter 37, this volume; Hu, Qiao
& Fu, Chapter 35, this volume).

This introductory chapter seeks to place the
volume in the wider context of the big data
revolution through further defining what
social media is and what it means to develop
a ‘social media methodology’. We then move
on to explore what makes social media
research so different to traditional social sci-
entific endeavour in terms of the generic non-
platform specific characteristics of the data.
Having identified the difficulties and frustra-
tions of using social media data, we conclude
with how the contributions in this book have

established an accessible foundation for
social scientific enquiry in this area.

SOCIAL MEDIA FOR SOCIAL
RESEARCH?

While some scholars have studied social phe-
nomena on social media as a separate sphere
from ‘real life’, we argue that these applica-
tions need to be viewed as integrated into and
as an integral part of society at large. It is
myopic to think that social media data emerge
in a vacuum. Interactions and engagement on
social media are often directly linked, or even
result from, events taking place outside of it.
Moreover, they are produced within a specific
historical, social, political, and economic con-
text. Thus, social media scholarship needs to
take this context into account in any study of
social media. This perspective is critical as it
directly influences a study’s research design
and interpretation of findings. Often additional
information, in the form of maps, historical
events, newspaper articles, demographic infor-
mation or political upheavals, need to be
included to provide additional context that can
aid in the interpretation of research findings.
Following the interest in the role social
media played in the 2011 London Riots, the
2012 Barak Obama presidential campaign,
the 2014 Ukraine political crises, the recent
announcement in the UK of a multimillion
pound government-funded data science insti-
tute, and the increasing disenfranchisement
of social science data at the expense of pri-
vately owned transactional datasets (Savage
and Burrows 2007, Hong and Nadler 2012),
the social science community has become
increasingly interested in non-traditional
approaches to research design and data col-
lection. The massive and unprecedented gen-
eration of ‘big and broad data’ necessitates
the development of novel and innovative
approaches to make sense of the social world
through social media data, which in itself is



4 THE SAGE HANDBOOK OF SOCIAL MEDIA RESEARCH METHODS

often de-contextualized and ‘data light’ with
regards to the demographic staples of social
scientific analysis (Sloan et al. 2013, 2015;
Sloan, Chapter 7, this volume). Social media
data also presents challenges with data prepa-
ration not seen to this scale in past data sets.
The identification and handling of outliers is
not new to scholars. In purely quantitative
approaches, outliers are often eliminated as
they introduce undesired ‘noise’ and can bias
analytical findings, for example, in multi-
variate regression analysis. Qualitative data
has handled outliers very differently, focus-
ing on anomalies in data sets and integrating
them in the interpretation of findings (Bradley,
1993). Social media data confronts several
new types of noise and it remains unclear
as yet as to how to integrate them into the
analysis and interpretation of findings (Yang,
Chen, Nevin and Quan-Haase, Chapter 6).
For instance, misinformation can either be
deceitful or accidental, depending on the
individual’s motivation (Rubin, Chapter 21,
this volume). Either way, scholars need to be
aware of these extraneous factors and handle
data analysis and interpretation accordingly.
This Handbook provides an overview of the
cutting-edge developments in this field that
establish how to tackle these problems and
overcome unique challenges, thus enabling
more researchers to study the digital world
through developments in methodology at the
nexus of the social and computer sciences
and digital humanities.

DEFINING SOCIAL MEDIA

The global proliferation of social media is
unprecedented both in growth of take-up and
content production.! Duggan, M. (2015)
shows that in 2015, as much as 72%
of American online adults used Facebook,
31% Pinterest, 28% Instagram, 25%
LinkedIn, and 23% Twitter. Most young
people are constantly updating their Facebook
status, retweeting messages and uploading

pictures to Instagram. Zephoria reports that
as of June 2015, Facebook had 1.49 billion
monthly active users: every 60 seconds these
users provide 293,000 status updates, post
510 comments, and upload 136,000 photos
(Zephoria, 2015). The amount of data gener-
ated and stored every minute is unprece-
dented. In short, social media usage has
become a daily practice for many. For schol-
ars, this revolution in communication pro-
vides both opportunities and challenges. The
sheer amount of digitized user-generated
content is a potentially rich source of infor-
mation about the social world including
interactions, attitudes, opinions and virtual
reactions to real-world events. Yet the com-
putational and analytical challenges are
significant — how to process the vast amount
of data, how to filter noise, how to democra-
tize access to social media data for the wider
social science community, how to understand
online behaviour, and how to apply tradi-
tional social scientific concepts of sampling
and inference, and coding and interpretation
to understand the relationship between online
communities and the wider population.

One key challenge is providing a defini-
tion for what social media is. Chapter 2,
co-authored by McCay-Peet and Quan-
Haase (this volume), provides a review of
how scholars have approached this con-
ceptual challenge and discusses what key
elements are constant across various defini-
tions. Creighton et al. (2013) get at the heart
of the problem by stating that social media is
closely linked to digital technology in gen-
eral, making it difficult to articulate where
the boundaries lie between various applica-
tions, tools and sites. This results from the
heavy emphasis on social features in many
applications, be it mobile, Internet-based or
other platforms. Moreover, most web sites
provide capabilities to seamlessly interact
with social media further blurring the bound-
aries. It is also increasingly difficult to dis-
tinguish social media from digital technology
in general (Creighton et al. 2013) because of
the social elements that are now embedded in
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everything from smartphone applications to
wearable technologies.

What distinguishes social media from tra-
ditional media such as print and radio and
from other new media such as web sites and
podcasts? Hogan and Quan-Haase (2010)
suggest that a definition of social media needs
to specifically focus on what is unique about
the applications and tools that are included
and Bruns (2015) points out that the unique-
ness of social media is its focus on connect-
ing: ‘All media are social, but only a particular
subset of all media are fundamentally defined
by their sociality, and thus distinguished (for
example) from the mainstream media of print,
radio, and television’ (2015: 1). For the pur-
pose of The SAGE Handbook of Social Media
Research Methods we propose to include
applications that have the following three
characteristics:

1 Have the capability to support user-generated
content in forms such as images, text, videos
and statuses (such as geolocation check ins)
(Blackshaw 2006, Gruzd et al. 2012, Kaplan and
Haenlein 2010, Xiang and Gretzel 2010).

2 Provide a means for users to connect with one
another (through follows or likes on Twitter,
friendship connections on Facebook, or check-
ing in with Foursquare) (Correa, Hinsley, and de
Zaiiga 2010).

3 Support various means for members to engage
with one another in the form of collaboration,
community building, participation, sharing, link-
ing and other means (Bruns 2015, Otieno and
Matoke 2014).

Once these three elements come together, a
medium can be described as falling under the
rubric of social media.

THE METHODOLOGICAL CHALLENGES
WE MUST RESPOND TO

Using social media data for social scientific
analysis requires a reorientation of how we
think about data and its relationship with the

social world. The data exists and proliferates
whether it is observed or not, it is not created
solely for the purpose of research — in this
sense its role in academic work could be
labelled as incidental, yet that cannot detract
from its importance in recording and shed-
ding light on a whole range of social phe-
nomena including attitudes, intentions,
identity, networks, opinions, locations and
representations. Of course, the incidental
nature of the data is not entirely new to the
social sciences (observational studies and
ethnography as examples), but social media
data inherently creates specific challenges
that we must tackle head on. The challenges
are not discipline-specific and can most
poetically be presented as the 6 Vs: volume,
variety, velocity, veracity, virtue and value
(Williams et al. 2016).

Volume refers to the sheer amount of data
being produced on social media platforms.
BIS (2013) estimates that around 90% of
the world’s data was created in two years
prior to 2013 and Twitter reports the creation
of 500 million tweets a day (Twitter, 2015)
with around 15 million Twitter users in the
UK alone (Rose, 2014). Collecting and stor-
ing this data raises significant challenges
(Mayr and Weller, Chapter 8, this volume;
Voss, Lvov and Thomson, Chapter 11, this
volume) and sorting the useful data from the
noise can take time and skill.

Variety is related to the multimodal nature
of the data including text (Angus, Chapter 31,
this volume; Georgakopoulou, Chapter 17,
this volume; Thelwall, Chapter 32, this
volume), images (Hand, Chapter 14, this vol-
ume; Laestadius, Chapter 34, this volume),
videos, geospatial check ins (Buchel &
Rasmussen Pennington, Chapter 18, this
volume; Williams and Chorley, Chapter 36,
this volume; Reips and Garaizar, Chapter
27, this volume) and audio. Also relevant is
the ability of social media platforms to often
facilitate multiple data types. This means that
the ‘big data’ problem is not an issue solely
for quantitative studies and the chapters in
this edition demonstrate the huge potential
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for analysis of many data types using social
media including mixed methods studies
(Hochman, Chapter 22, this volume).

Velocity refers to both the speed at which
social media data is generated and how
quickly users respond to real world events.
The speed of data generation poses some
very particular problems for data collection
that need computational solutions rather
than manual recording, such as the use of
Application Program Interfaces (APIs)
(Brown, et al., Chapter 9, this volume;
Hegelich, Chapter 28, this volume). This
is a particular problem for the social sci-
ence community because of the paucity of
computing and coding knowledge amongst
researchers and in response we have cov-
ered the topic in this book from several
angles. The speed of response to events
creates a different set of problems around
researchers reacting quickly enough to
commence data collection when an event
occurs and understanding the role of
fine-grained temporality with ‘locomotive’
data (Jamieson and Boase, Chapter 24,
this volume).

Veracity is primarily concerned with the
accuracy, reliability and quality of the data.
Social media data are often lacking impor-
tant information that we would normally
collect as standard in social research, most
notably the demographic characteristics of
the respondent and/or content producer.
The development of demographic proxies
(Sloan, Chapter 7, this volume) is key to
understanding who is represented on social
media, thus enabling further conversations
around sampling and populations. Concerns
around how (and if) social media data
reflects real world events can be addressed
through data linkage and augmentation
with existing curated and administrative
data sources (Zeller, Chapter 23, this vol-
ume), although we must still deal with the
question of how the self is presented and
to what extent the online identity of a user
is crafted (Yang, Quan-Haase, Nevin and
Chen, Chapter 6, this volume).

Virtue means ethics. Current ethical guide-
lines for social research are not fit for pur-
pose when applied to social media data and
much work has been done internationally to
coordinate a response from the social science
community on what such an ethical frame-
work may look like (the ‘New Social Media,
New Social Science’ #NSMNSS schol-
arly network has been particularly active in
this area and practical guidelines are start-
ing to emerge (see Townsend and Wallace
2016) which provide pragmatic advice to
researchers). To complicate matters further,
general ethical principles such as participant
anonymity are at odds with the legal terms
and conditions of data use for some plat-
forms. Twitter will not allow tweets to be
presented without usernames). This, in turn,
has implications for protecting participants
from harm when presenting data that may be
incendiary (such as tweets containing hate
speech). A starting point for the development
of an ethical framework for social media is
to understand how participants feel about
their data being used for research (Beninger,
Chapter 5, this volume).

Value is an assessment of how social
media data increases our understanding of
the social world by opening hitherto unavail-
able avenues of research and/or augmenting
existing work through access to new data
(McCay-Peet and Quan-Haase, Chapter 2,
this volume). Certainly there are questions to
be asked about how new ‘big data’ really is
and what role theory can play within the data
deluge (Kitchin, Chapter 3, this volume), but
perhaps an unexpected outcome of the chal-
lenge this data has thrown at us has been
an increase in interdisciplinary work across
the social and computing sciences as well
as the humanities from which all sides have
benefitted (Quan-Haase and McCay-Peet,
Chapter 4, this volume).

In response to these challenges a range of
tools have been identified or developed that
account for the complex characteristics of
social media data. Popular and free analytical
packages such as ‘R’ enable users to collect
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Twitter data (Janetzko, Chapter 10, this vol-
ume) and analyze it in a variety of ways, whilst
other tools provide more bespoke functionality
in the areas of Natural Language Processing
(NLP) and language analysis (Bontecheva,
Chapter 29, this volume; Rubin, Chapter 21,
this volume; Thelwall, Chapter 32, this vol-
ume) and social network analysis (Ghajar-
Khosravi and Chignell, Chapter 19, this
volume; Gruzd, Mai and Kampen, Chapter
30, this volume). Importantly, the develop-
ment of graphical interface platforms, such as
COSMOS, have democratized access by low-
ering the level of technical knowledge required
to ascertain, process, filter and explore social
media data (Morgan, Chapter 26, this volume).

CONCLUSION

The introductory chapter highlights and dis-
cusses many of the challenges encountered in
studies of social media ranging from practical
decisions that influence the research design
(i.e., timeline of data collection, what hashtags
to follow and what tools to use to collect data)
to more philosophical questions around the
ethical treatment of human subjects. These
challenges also emerge from the complexity
of social media data and we discussed the
6 Vs as a means of summarizing the key char-
acteristics (volume, variety, velocity, veracity,
virtue and value) that any social media project
needs to come to terms with and the tools that
facilitate working with this data. The contri-
butions to this Handbook demonstrate that the
academic community has responded with
gusto to these challenges with over 40 experts
from around the world from a plethora of
disciplines and a variety of methodological
viewpoints coming together in one place for
the first time. The Handbook covers not only
the entire research process for social media
research, from question formulation to the
interpretation of research findings, but it also
presents numerous examples and case studies
of various approaches to showcase how to

implement various techniques with real data.
The chapters provide methodological detail
and allow scholars who are unfamiliar with
the domain to quickly grasp the strengths,
limitations and key considerations of this type
of data with the aim of:

e Encouraging skill development: An easy to follow,
step-by-step approach encourages scholars to
immerse themselves in new techniques and
thereby widen their methodological toolkit.

e Showcasing tool use: Many of the chapters rely
on tools developed specifically for either the col-
lection, analysis or visualization of social media
data. Both pros and cons of various tools are
discussed and the possibilities for analysis pre-
sented via case studies and examples.

e Covering of the entire research process: Scholars
are encouraged to think about the entire research
process from study design to interpretations of
data. This provides a uniquely holistic perspective
of social media research.

e Promoting ethical considerations: The chapters
highlight how the person, the self, cannot be
separated from the data trace in particular types
of studies. This necessitates novel approaches to
research ethics and the treatment of both big
data and small data.

e Demonstrating data harvesting and cleaning prac-
tices and techniques: Social media data has par-
ticular characteristics and these need to be taken
into account when harvesting data either for large
quantitative analysis or analysis at a small scale.
Also misinformation, deception and trolling prac-
tices can influence data interpretation and need
to be considered seriously as part of the data set.

e Highlighting multi-method and multi-data
approaches: The use of multiple methods of data
collection, analysis, visualization and interpreta-
tion are critical for developing distinct under-
standings of social media practice and social
phenomena. Triangulating data and also analyz-
ing social media data in conjunction with other
data sources can provide a fuller picture of social
phenomena.

To tackle the challenges of social media
research we must embrace an interdiscipli-
nary approach (Quan-Haase and McCay-
Peet, Chapter 4, this volume), drawing on
methodological traditions from across and
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outside of the social sciences, computer sci-
ences and humanities. It is our sincere hope
that this edition widens the pool of research-
ers who feel confident and competent when
working with social media data and that the
methodological discussions spread and grow
because, as Bob Dylan almost said, these
methods they are a changin’.

NOTE

1 As McCay-Peet and Quan-Haase (Chapter 2, this
volume) report between 2009 and 2014 there
are almost twice as many references in Scholar’s
Portal (http://www.scholarsportal.info) in peer-
reviewed articles to the term ‘social media’ in
comparison to ‘social networking sites (SNSs)". In
recent years, usage of both terms has increased
exponentially, the trend suggests that social
media is more ‘social media’ than ’‘social net-
working site (SNS)".
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What is Social Media and What
Questions Can Social Media
Research Help Us Answer?

Lori McCay-Peet and Anabel Quan-Haase

This chapter critically engages with the plu-
rality of meanings given to the term social
media, ranging from mainstream blogging
platforms to niche communication tools. A
brief historical overview is first presented of
how the term has evolved, showing that in
academia it has only gained widespread pop-
ularity since the mid-2000s. The chapter then
discusses various categorization frameworks
available in the literature to examine what
applications and platforms are commonly
considered a part of the social media spec-
trum. The chapter ends with a discussion of
what kinds of research questions social media
scholarship can help answer. We show how
social media raises novel methodological and
ethical issues linked to its use as a tool for
research to aid in data collection, the dissemi-
nation of online surveys, and the recruitment
of participants. Further, we identify two types
of research questions central to social media
scholarship: a) those relating to social media
use itself, and b) those that inform our under-
standing of social phenomena. Finally, we

propose a framework of social media engage-
ment to explore key domains of analysis and
to show the significance of each for providing
a holistic understanding of social media adop-
tion, use, and social implications.

INTRODUCTION

In the past ten years, social media has
become an integral part of everyday life with
large economic, political, and societal impli-
cations. While the influence of traditional
media dwindles, social media platforms
‘have been taken up around the globe at an
unprecedented speed, revealing the extraor-
dinary nature of the social media phenome-
non. For this reason alone, it is imperative to
analyze the phenomenon of social media’
(boyd, 2015: 2). Because the term social
media has multiple meanings, its definition
has become highly contested and it is not
always clear what tools, platforms, and social
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phenomena count as social media, though its
integration into the daily lives of many is
indisputable. A 2015 report from the Pew
Research Center shows 70 per cent of
Facebook users logged into the site at least
once a day, and as many as 45 per cent
logged into the site numerous times through-
out the day (Duggan, Ellison, Lampe,
Lehnhart, and Madden, 2015). The same
report shows that 52 per cent of online adults
adopted two or more social media sites.
Because of its proliferation in society as
well as its unique technological affordances,
social media provides new avenues for
researchers across multiple disciplines,
including health sciences, sociology, and
political science, to collect rich, vast, and
networked data, recruit diverse groups of
participants and perform complex analyses.
Despite the plurality of voices on these sites,
scholarly work has consistently shown that
social media only provides a narrow view of
our social world, as not all social groups are
equally represented (Haight, Quan-Haase,
and Corbett, 2014). Moreover, there con-
tinue to be segments of the population and
parts of the world that are absent from the
internet altogether (Girish, Williams, and
Yates, 2014). Hence, it is important to
realize that social media adoption, usage,
and its social implications are dynamic
social processes that occur within existing
patterns of inequality: some social groups
are simply being left out of the social media
conversation.

Often social media scholarship is associ-
ated with big data because of the 3Vs — vol-
ume, velocity, and variety — that may be
culled from sites such as Twitter, Instagram,
and Facebook (Kitchin, 2014). Data derived
from user-generated content, such as posts,
‘likes’, and connections signalled through
‘friends’ and ‘follows’, have become central
to many areas of study, including politics
(Rainie et al., 2012), healthcare (Reavley and
Pilkington, 2014), and business (Gopaldas,
2014). The analysis of such massive amounts
of data is unprecedented and brings with it

many challenges, including ethical con-
siderations, hardware constraints, and the
development of software for data collection
and analysis. However, social media scholar-
ship is not limited to big-scale analysis and
examination can take place at a small scale
through qualitative approaches, despite being
characterized by large volume. Scholars have
also called for the integration of big data
analysis and small-scale approaches in mixed
methods designs (Quan-Haase, Martin, and
McCay-Peet, 2015; Murthy and Bowman,
2014; Zeller, Chapter 23, this volume).

In this chapter, we first examine how prior
research has defined and conceptualized
social media. We then propose a definition
of social media and briefly discuss how vari-
ous types of social media, such as social net-
working sites (SNSs), microblogs, and social
news sites, fit within the concept. We then
turn to the research relating to social media,
focusing on questions about social media as
well as research that uses social media data
to answer social science research questions.
As Jiirgens wrote, ‘In recent years, social
media have matured in terms of design and
in terms of adoption rates — to become a plat-
form for rich expression and exchange for a
highly diverse user base, attracting intense
scholarly interest” (2012: 186). In light of this
recent surge, we further explore what types of
questions social media research can answer
and the advantages and challenges of social
media scholarship.

WHAT IS SOCIAL MEDIA?

Despite the proliferation of research on social
media in recent years, there are relatively few
formal definitions. The lack of definitions is
potentially due to the difficulty in defining
the term, as it is relatively nascent and
still evolving (Ellison and boyd, 2013).
Papacharissi goes so far as to argue that a
definition of social media can only be
dynamic and context specific.
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Our understanding of social media is temporally,
spatially, and technologically sensitive — informed
but not restricted by the definitions, practices,
and materialities of a single time period or locale.
How we have defined social media in societies
has changed, and will continue to change.
(2015: 1)

The term social media is also conceptually
related to other terms including SNSs and
online social networks (OSNs). Several sites
were launched around 2003 and included
rapidly growing sites such as MySpace,
Friendster, and Facebook (boyd and Ellison,
2007). As a result, the terms SNS and OSN
saw a rapid growth in usage across journals,
monographs, and media releases in various
domains, including computer science, com-
munication, and sociology. A search of
Scholar’s Portal' reveals there were almost
twice as many references in peer-reviewed
papers using the term ‘social networking site
(SNS)’ versus ‘social media’ between 2003
and 2008, though usage of both terms
increased exponentially in the years to
follow. However, between 2009 and 2014
the trend reversed with more than twice as
many papers including the term °‘social
media’ than ‘social networking site (SNS)’.
Two reasons may explain this shift. First,
social media is a broader term that includes,
for example, blogging, which is not specifi-
cally geared toward building social connec-
tions, but rather toward the broadcasting of
information. Second, the term social media
is associated with platforms such as Twitter,
Instagram, Pinterest, and Snapchat, while
the term SNS is specifically associated with
the use of sites such as Facebook, MySpace,
and hi5. The academic literature continues
to make use of both terms, but SNSs and
OSNs are considered to be types of
social media.

Often scholarship tends to focus on spe-
cific proprietary platforms, that is, it exam-
ines platforms such as Twitter, Facebook,
or Pinterest. But what brings social media
scholarship together are the many common-
alities shared across platforms (e.g., features

for sharing and evaluating content, means for
connecting with a social network, search and
save functions), making it relevant to discuss
social media both in general as well as at the
platform level. In particular, identifying how
users engage with features that are similar
across platforms seems relevant for devel-
oping theories that have applicability across
platforms.

Part of the difficulty in defining the term
is figuring out what makes social media dis-
tinguishable from other media (Hogan and
Quan-Haase, 2010). Bruns directly compares
social media with traditional media to high-
light what is unique: ‘All media are social,
but only a particular subset of all media are
fundamentally defined by their sociality, and
thus distinguished, for example, from the
mainstream media of print, radio, and televi-
sion’ (2015: 1, emphasis added). Certainly
social media tends to support sociality, but
different platforms emphasize the social to
different extents. For example, Kwak et al.
(2010) found that Twitter was used primar-
ily as an information network, rather than a
social network. At the same time it is also
increasingly difficult to distinguish social
media from digital technology in general
(Creighton et al., 2013) because of the social
elements that are now embedded in every-
thing from smartphone applications to wear-
able technologies. Despite a lack of formal
definitions, those that do exist generally agree
on its key elements. Based on an analysis
of a selection of definitions available in the
academic literature, we identified three main
themes: (a) what activities social media ena-
bles, (b) how it enables these activities, and
(c) the content it contains. Table 2.1 provides
an overview of key definitions and analyses
of each of these themes.

Based on our analysis of a selection
of definitions from the literature (see
Table 2.1), we conclude that there exists
relative consensus as to the meaning of
social media. While some definitions stop
short of specifying the type of content
available, those that do specify content all
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Table 2.1 Selection of social media definitions from the research literature organised by

themes

Definitions of social media

Social media ‘provides a mechanism for the
audience to connect, communicate, and
interact with each other and their mutual
friends through instant messaging or social
networking sites’ (Correa, Hinsley, and de
Z0higa, 2010: 247-248)

‘Any website or web-based service that
includes web 2.0 characteristics and
contains some aspect of user generated
content." Web 2.0 ‘was used to describe
an emerging way of using the internet,
with more participatory and collaborative
surfing of the web as well as the creation
and modification of online content by
internet surfers’ (Gruzd et al., 2012: 2341)

‘Social Media is a group of Internet-based
applications that build on the ideological
and technological foundations of Web 2.0,
and that allow the creation and exchange
of User Generated Content’ (Kaplan and
Haenlein, 2010: 61)

‘Social media is a form of computer-mediated
communication’ (McIntyre, 2014: 6)

‘Social media, derived from the social software
movement, are a collection of Internet
websites, services, and practices that
support collaboration, community building,
participation, and sharing’ (Otieno and
Matoke, 2014: 962)

""Social Media” can be generally understood
as Internet-based applications that carry
consumer-generated content which
encompasses “media impressions created by
consumers, typically informed by relevant
experience, and archived or shared online
for easy access by other impressionable
consumers” (Blackshaw, 2006)" (Xiang and
Gretzel, 2010: 180)

Themes
What social media ~ How social media Content of social
enables does it media
Mechanism for Instant messaging sites;
connecting, social networking
com- sites
municating,
and interacting
with others
Enables the cre- Websites or web-based User-generated
ation and services content
modification of
online content
Allows for the Group of internet- User-generated
creation and based applications content
exchange of that build on the
content ideological and
technological foun-
dations of Web 2.0
Communication Computer-mediated
Support collabo- Internet websites,
ration, services, and
community practices
building,
participation,
and sharing
Carry content Internet-based appli- Consumer-
cations that carry generated
content, archived content; media
or shared online for impressions
easy access by other created by
consumers consumers
informed
by relevant
experience

agree that it is user- or consumer-generated
(Gruzd et al., 2012; Kaplan and Haenlein,
2010; Xiang and Gretzel, 2010). All defi-
nitions in Table 2.1 indicate what social
media does; namely, it allows individuals,
communities, and organizations to interact

with one another by providing a service
that enables them to communicate and col-
laborate and to create, modify, and share
content. The definitions in Table 2.1 also
concur that interactions occur through
computer-mediated, web-based services.
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Thus, it can be stated based on the defini-
tions listed in Table 2.1 that:

Social media are web-based services that allow
individuals, communities, and organizations to col-
laborate, connect, interact, and build community
by enabling them to create, co-create, modifies,
share, and engage with user-generated content
that is easily accessible.

The proposed definition of social media is
broad and has the potential to include numer-
ous technologies with social elements at their
core. Gruzd et al. argue that social media
‘includes a wide variety of technologies from
video/teleconferencing tools such as Skype
and online media repositories such as Flickr,
to microblogging tools like Twitter and social
networking sites like Facebook and
Academia.edu’ (2012: 2341). Though much
of the social media research literature makes
no attempt at a formal definition, a definition
is often implied by the websites or applica-
tions selected for investigation.

Frequently Facebook and Twitter are the
platforms examined in social media research,
though other platforms such as Pinterest,
YouTube, Yelp, Weibo, and LinkedIn are sim-
ilarly explored under the umbrella of social
media (see the recent issues of the new journal
Social Media + Society at http://sms.sagepub.
com). There are two reasons why scholars
have tended to give preference to Facebook
and Twitter over other sites. First, Facebook is
by far the most widely adopted SNS in North
America and was one of the first to gather a
large and loyal user base. Pew data from 2014
show that 71 per cent of Americans have
adopted Facebook, while only 28 per cent use
Pinterest and Instagram (Duggan et al., 2015).
Second, while Twitter is not as widely used
as Facebook among the general population, it
has had a transformative effect on how infor-
mation and news diffuse throughout society.
The mainstream media, including daily news-
papers, broadcasting channels, and weekly
magazines, often make reference to Twitter
activity in news stories; as a result, Twitter has
become an important part of public discourse,

despite not being widely adopted by the gen-
eral population; indeed in 2014 only 23 per
cent of Americans used it (Duggan et al.,
2015). We feel the time is ripe for more in-
depth analysis and greater attention to sites
like Vine, Instagram, and Snapchat, which
emphasize non-text forms of media. For
example, current innovations under develop-
ment provide much-needed tools to not only
study images and their surrounding discourse,
but also the interlink of image, text, and con-
tent producer (see e.g., Martin, Chapter 14,
this volume; Rasmussen Pennington, Chapter
15, this volume; Warfield et al., 2015).

There have been several attempts to cat-
egorize social media and identify what tech-
nologies can be considered social media.
Arora (2012), for example, developed a
metaphor-based typology to help identify
boundaries among social media spaces; she
organized them into five cultural dimensions:

utilitarian-driven,
aesthetic-driven,
context-driven,
play-driven, and
value-driven.

U s~ wN —

More common are categorizations of social
media by technology type for the purposes of
marketing or research. Grahl (2013), for
example, identified six types of social media
applications:

social networking,
bookmarking,
social news,

media sharing,
microblogging, and
blogs and forums.

U s WN —

Grahl’s (2013) typology serves as a means to
explain to clients and users how each type may
be leveraged for specific marketing purposes
and goals. To examine the use of social media
in the research work flow of scholars, Nicholas
and Rowlands (2011) surveyed over 2,000
researchers. Based on their analysis, they iden-
tified similar types of social media as Grahl
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(2013), though did not explicitly identify
social news as a specific type of social media,
and identified three additional types of social
media relevant to scholars and professionals:
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1 collaborative authoring,
2 conferencing, and
3 scheduling and meeting tools.

Based on previous literature, Table 2.2 out-
lines ten main types of social media (Grahl,

Table 2.2 Types of social media

2013; Nicholas and Rowlands, 2011) and
includes examples and definitions of each.

This typology (Table 2.2) will help authors
indicate what type of social media and plat-
form they are examining and thereby help
other scholars more quickly search for rel-
evant literature as well as to identify com-
monalities and differences across types of
social media. Through such approaches we
will be able to build a more systematic body
of knowledge.

Type of social media

Examples

Definitions

Social networking
sites

Bookmarking

Microblogging

Blogs and forums

Media sharing

Social news

Collaborative
authoring

Web conferencing

Geo-location
based sites

Scheduling and
meeting

Facebook, LinkedIn

Delicious,
StumbleUpon

Twitter, Tumblr

LiveJournal,
Wordpress

YouTube, Flickr,
Pinterest

Digg, Reddit

Wikipedia, Google
Docs

Skype, GoToMeeting,

Zoho Meeting

Foursquare, Yik-Yak,
Tinder

Doodle, Google
Calendar,
Microsoft
Outlook

'Web-based services that allow individuals to (1) construct a public or
semi-public profile within a bounded system, (2) articulate a list of
other users with whom they share a connection, and (3) view and
traverse their list of connections and those made by others within
the system’ (boyd and Ellison, 2007: 211)

‘Provide a mix of both direct (intentional) navigational advice as well
as indirect (inferred) advice based on collective public behavior. By
definition — these social bookmarking systems provide “social filtering”
on resources from the web and intranet. The act of bookmarking
indicates to others that one is interested in a given resource. At the
same time, tags provide semantic information about the way the
resource can be viewed' (Millen, Yang, Whittaker, and Feinberg, 2007: 22)

‘Services that focus on short updates that are pushed out to anyone
subscribed to receive the updates’ (Grahl, 2013: n.p.)

‘Online forums allow members to hold conversations by posting
messages. Blog comments are similar except they are attached to
blogs and usually the discussion centers around the topic of the blog
post’ (Grahl, 2013: n.p.)

‘Services that allow you to upload and share various media such as
pictures and video. Most services have additional social features
such as profiles, commenting, etc.’ (Grahl, 2013: n.p.)

‘Services that allow people to post various news items or links to
outside articles and then allows it's users to “vote” on the items. The
voting is the core social aspect as the items that get the most votes
are displayed the most prominently. The community decides which
news items get seen by more people’ (Grahl, 2013: n.p.)

Web-based services that enable users to create content and allow
anyone with access to modify, edit, or review that content
(Archambault et al., 2013)

‘Web conferencing may be used as an umbrella term for various types of
online collaborative services including web seminars (“webinars”),
webcasts, and peer-level web meetings’ (Web conferencing, n.d.)

Services that allow its users to connect and exchange messages based
on their location

Web-based services that enable group-based event decisions (Reinecke
etal., 2013)
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WHAT QUESTIONS CAN SOCIAL
MEDIA RESEARCH ANSWER?

What makes the study of social media rele-
vant to many disciplines is the availability of
vast amounts of varied data. Social media
produces what has been referred to as big
data and is characterized by high velocity,
large volume, diverse variety, exhaustivity in
scope, fine-grained resolution, relational in
nature, and flexibility in its approach
(Kitchin, 2014). This creates new challenges
for scholars, while also presenting great
opportunity — this has given rise to several
questions.

First, social media research has prompted
questions that force researchers to look
inward to grapple with its inherent challenges.

1 Methodological questions: Novel methodo-
logical questions emerge from the collection,
analysis, and visualization of social media data.
Some of these questions are platform-specific
while others are applicable to all kinds of social
media. To some extent social media allows easy
and convenient access to large quantities of data,
on the other hand, it can be costly or even impos-
sible to obtain a specific data set. Melissa Terras
(2012) for instance lamented on a blog post
entitled ‘What Price a Hashtag? The cost of #digi-
talhumanities’, how it would cost her around
US$25,000 to purchase from Gnip the historical
set containing the hashtag #digitalhumanities. In
other words, data is readily available if scholars
can pay the price.

2 Ethical questions: Data collection, aggregation,
and reporting of social media data has raised
numerous ethical questions relating to issues
such as personal privacy, accuracy, and account-
ability with which researchers and practition-
ers are only beginning to grapple. While social
media data is often publicly available, there are
still many ethical considerations that should
give researchers reason to pause. Consent is
often at the center of debates, as not all users
of social media sites are comfortable with (or
aware of) the use of their data for analysis
(Beninger et al., 2014). Ethical considerations do
not exclusively apply to scraping big data, but are
also of relevance in small-scale studies relying

on few cases. As Quan-Haase and McCay-Peet
argue this ‘may actually be an even greater
concern for small-scale qualitative research-
ers, where it is easier to identify single users’
(Chapter 4, this volume: 44). Hence, scholars
need to address a wide range of research ques-
tions around data stewardship and what ethical
guidelines need to be set up to both help scholars
gain new insights, while protecting the right of
users to data privacy. These kinds of discussions
become increasingly relevant with new legisla-
tion being introduced in various countries. For
example, the European Union has passed a new
law that allows individuals to better control per-
sonal data on the web, which has been discussed
under the right to be forgotten. Unfolding legal
challenges open up new research questions for
scholars relating to the biases of the data col-
lected for analysis as well as the legality of stor-
ing data that users may want deleted.

3 Questions of scale: Scale is one of the greatest
challenges to be overcome by social media schol-
ars. Social media data allow for the examination
of a different phenomenon or issue from differ-
ent angles. A study can rely on either large data
sets that aggregate terabytes of information or,
through small-scale studies, examine the local
behaviour of a few users. While both approaches
are relevant and valid, they provide qualitatively
different insights into a single phenomenon.
So, how do we integrate findings from such
disparate means of gaining knowledge? New
theoretical and methodological assumptions are
needed to link and integrate distinct data sets
and findings.

Second, social media data provide opportuni-
ties for scholars to address new types of
questions and shed light on existing research
problems from a different angle.

1 Questions relating to social media use itself:
Social media scholarship can provide answers
to new questions that arise from individuals’,
organizations’, and governments’ interaction and
engagement on these information and social
spaces. Social media activity is the focus of
research in this case (e.g., how people discuss
issues relating to personal health on Facebook,
topological features of Twitter networks, and
social media usage patterns). For example, social
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media research is important from the perspec-
tive of workplaces, schools, and universities.
These organizations and institutions need to
understand social media in order to develop
appropriate policies to support or, in some cases,
control its use. Citation counts are a traditional
measure of research impact which informs the
academic reward system, however universities
need to understand whether and how social
media can be used as a new way to meas-
ure research impact (Holmberg and Thelwall,
2014). Institutions of higher education are also
exploring how social media spaces for students
may be integrated into college and university
experiences to improve student outcomes (e.g.,
DeAndrea, Ellison, Larose, Steinfield, and Fiore,
2012). Research is also needed to help inform
public school policy, to address, for example,
social media use by American teachers whose
First Amendment rights may be threatened by
limits placed on what they can and cannot do on
social media (Papandrea, 2012).

Questions that inform our understanding
of social phenomena: A second stream of
social media research is the use of social media
as a tool or method for academic research,
for examining research questions and under-
standing complex problems otherwise exam-
ined through other, more traditional, methods
(Otieno and Matoke, 2014). This second type of
social media research significantly broadens the
base of scholars doing ‘social media research’,
by bringing in scholars from disciplines that
do not explicitly study social media, but whose
research could benefit from the characteris-
tics of social media that make it conducive
to the study of a variety of phenomena: its
potential as a recruitment platform, its reach
into a particular demographic, and the behav-
iours, attitudes, and perceptions that are readily
observable and extractable via social media.
Social phenomena such as involvement in social
movements, giving, and political participation
and consuming can be examined through an
analysis of social media data. Yuan et al. (2014),
for example, note the value of recruitment via
social media when barriers such as stigma
and mistrust exist. Yuan et al. recruited 1,221
HIV-positive participants for their survey via
Facebook, Twitter, and other internet resources
and concluded it was a ‘feasible and efficient
tool’ (2014; n.p.).

Early scholarly work from 2003 to 2008
investigating social media tended to examine
a single platform, its affordances, uses, and
social implications. For instance, Gross and
Acquisti (2005) looked at how users were
engaging on Facebook, what information
they shared on the platform, and the implica-
tions for their privacy. Thus, a large body of
scholarship has addressed specific questions
surrounding the development of various plat-
forms, how users engage on these platforms,
and the social implications of their engage-
ment. Despite the quick proliferation of
research addressing questions linked to social
media, three issues were often insufficiently
taken into account.

1 Social media use as toolkit: Much work
tended to look at specific platforms and their
affordances as if these were utilized in isolation,
rather than examining how individuals employed
various platforms in tandem. Quan-Haase and
Young (2010) suggested that scholars think of
social media use as a kind of toolkit, where
different platforms fulfilled different uses and
gratifications. This would help explain why users
often adopt multiple social media platforms.
Pew, for instance, shows that multi-platform use
is becoming fairly common with 52 per cent of
online American adults adopting two or more
social media sites, which represents a significant
increase from 2013 data, where 42 per cent of
internet users adopted more than one platform
(Duggan et al., 2015). Further, Quan-Haase and
Young argued that more work needed to be done
on comparing platforms, as this would add to
our understanding of why individuals prefer one
social media site over another, and why and how
they integrate different platforms on the basis of
the gratifications they fulfill.

2 Online-offline gap: Examining social media
often gives the impression that it is a universe
unto itself that exists in isolation from other
spheres of life. This kind of perspective is myopic,
however, and disregards how social media and
the phenomena that emerge within it are closely
interlinked to other spheres of life. Perhaps
most importantly, social media usage is closely
interwoven with everyday life's rhythms and
patterns. In a study of digital humanities scholars
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(Quan-Haase, Martin and McCay-Peet, 2015),
the scholars integrated their use of Twitter into
their work practices, tweeting and interacting
with content in between meetings and during
downtime. Moreover, the social contexts in which
interactions and behaviours are occurring need
to be taken into account, as these help explain
topological features of networks of interaction
and connection. Without taking cultural, politi-
cal, and historical contexts into account, impor-
tant aspects of social media use and its social
implications may be missed. The framework
discussed below will specifically elaborate on this
link between social contexts and social media
engagement. This link also became evident in the
analysis of social media usage during the Arab
Spring, where social media played a critical role.
Despite the importance of social media during
the Arab Spring of Tunisia and Egypt, many ana-
lysts showed that social media was utilized as a
means to organize and mobilize citizens, spread
news, and engage with the political landscape,
in tandem with and in addition to informal, face-
to-face networks on the ground. Rather than
the digital sphere being separate from the offline
sphere, the two work in relation to one another
(Wellman et al., 2001). Hence social media needs
to be studied as an expansion of daily life, a
means to amplify social phenomena, and a cata-
lyst for social phenomena in order to understand
the larger ramifications of social media in society
and points of intersection.

3 Discipline orientation: Early social media
research drew from a variety of approaches and
tended to be less grounded in any one disci-
pline. This has changed, though. Scholars within
specific disciplines have come on board and are
now utilizing social media data to answer issue-
specific questions, which are often closely linked
to their disciplines of origins. This is an important
development in three ways. First, it frames ques-
tions within a set of theoretical approaches and
discourses. Second, this is allowing for methods
around social media to develop and fit with the
unique requirements of a set of questions. Finally,
it also suggests that social media research is
becoming mainstream and its data more accept-
able as a viable means of gaining insight into
phenomena.

To further expand on the types of questions
that social media can answer, we adapt

McCay-Peet and Quan-Haase’s (2016)
framework of social media engagement to
explore key domains of analysis. The authors
identified six elements of social media
engagement, which may be examined
through any number of disciplinary, theoreti-
cal, and methodological perspectives and
traditions: (1) presentation of self, (2) action
and participation, (3) uses and gratifications,
(4) positive experiences, (5) usage and activ-
ity counts, and (6) social context. We have
augmented this model and added a seventh
element — (7) platform characteristics (see
Figure 2.1). Platform characteristics are criti-
cal for understanding how users create, share,
interact with, and mobilize content as well as
for understanding how community is created
and maintained in different platforms. For
example, Twitter allows individuals to follow
a person, institution or account, without
reciprocation. That is, Twitter supports one-
way flows of information. By contrast,
Facebook only allows linkages between users
when both parties agree to the connection:
two users are equally connected to one
another. This difference in how features work
across platforms has important implications
for the flow of information, the formation of
gatekeepers, and the topology of networks.
Hence, understanding how features relate to
social phenomena provides further insight
into the affordances of these platforms for
social behaviour. Each of the seven elements
are briefly described below and we illustrate
how they can be studied in relation to one
another.

1 Presentation of self reputation management,
and privacy. |dentity is crafted through the devel-
opment of a personal profile or virtual self over
time on social media. An example of a research
question designed to address the presentation
of self aspect of social media is: ‘Are university
student Facebook users more concerned about
social privacy or institutional privacy?’ (Young
and Quan-Haase, 2013: 483).

2 Action and participation: Social media ena-
bles users to perform a variety of activities
such as viewing, posting, or sharing content,
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collaboration, and discussion. Veletsianos, for
example, posed the following research question
which aims to understand the nature of scholarly
participation in social media: ‘What kinds of
activities do scholars engage with on the Twitter
network?’ (2012: 339).

Uses and gratifications:. Social media users
have different motivations for adoption and use
including, for example, the exchange of informa-
tion and the social benefits derived from its use.
To understand why people use social recom-
mendations (e.g., ‘likes’), Kim asks, for example,
‘What are online user motives for using social
recommendation systems?’ (2014: 186).

Positive and negative experiences: Aspects of
social media that compel people to use it such
as positive emotions, serendipity, and flow. One
research question that reflects this visceral ele-
ment of social media engagement is related
to deep involvement and flow: ‘What are the
factors affecting users to be deeply involved in
social media?’ (Chan and Ma, 2014: 17). Equally,
negative experiences such as spam, fraud, and
cyberbullying may lower user engagement with
social media and these experiences have led to a
wealth of research questions as well.

Usage and activity counts: Usage and activity
counts refer to the data associated with users’
actions and participation within a particular
social media site, which may be presented in real-
time in raw or aggregate form to users. Research
in this area may examine, for example, the impact
of the counts provided by social media sites such
as Twitter and Facebook on users. Westerman,
Spence, and Van Der Heide asked, ‘How does the

ratio of followers to follows impact perceived
credibility?’ (2012: 201).

Social context: Social context refers to the social,
political, economic, work, and personal phenom-
ena or characteristics that underlie a users’ social
networks within social media sites, including
the size and nature of these local and global
networks (e.g., a small, close-knit peer group; a
large, diffuse network of social activists). Social
media research may, for example, attempt to
understand the implications of social context
to the use of social media by asking, 'Does
(national) culture determine how we sched-
ule events online?’ (Reinecke et al., 2013: 45).
Other social media research is interested in who
is using social media to help understand the
social context, asking questions such as, ‘Are
Twitter users a representative sample of society?’
(Mislove et al., 2011: 554). Furthermore, social
movements provide a unique context from which
to examine social media and how it serves as a
tool for engagement, mobilization, and coordina-
tion (Castells, 2014; Poell, 2013).

Platform characteristics. Factors relating to fea-
tures of specific platforms may influence engage-
ment — for example, features that enable users
to share information or communicate directly
with one another. Smock et al. (2011) developed
a number of research questions in their study
on the uses and gratifications of Facebook,
specifically relating to feature use. One of these
research questions was, ‘Are the motivations that
predict general Facebook use different from the
motivations that predict use of specific Facebook
features?’ (Smock et al., 2011: 2324).

Social Media Engagement in Context

Positive and
negative
experiences

Uses and
gratifications

Presentation

Platform
characteristics

.

Action and
participation

Usage and
activity
counts

Social Context

J

Figure 2.1 A model of social media engagement in context (adapted from McCay-Peet and
Quan-Haase, 2016, p. 201)
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Responses to the research questions out-
lined above inform our understanding of the
reach of social media, how and why people
engage with social media and to what effect,
as well as our understanding of society. For
example, Reinecke et al. (2013) examined the
use of Doodle, a web-based scheduling tool,
to understand cultural differences in time-
perception and group decisionmaking. They
found through an analysis of 1.5 million
Doodle date and time polls from 211 coun-
tries that the process of scheduling is shaped
by cultural norms and values. Studies such as
these have the potential to not only expand
our understanding of social media use, but
more broadly our understanding of collectiv-
ist and individualistic societies.

In terms of the disciplines that have exam-
ined social media-related questions, we can
identify marketing, communications, poli-
tics, computer science and human—computer
interaction specifically, economics, health,
business, and education. There are, however,
many more. Often interdisciplinary research
teams come together to tackle complex ques-
tions around social phenomena as they take
place on social media (see Quan-Haase and
McCay-Peet, Chapter 4, this volume).

CONCLUSION

This chapter presents and contrasts various
definitions of social media. Based on an
analysis of these definitions, we found some
consensus among scholars. Drawing on key
elements of existing definitions, we propose
a broad definition:

Social media are web-based services that allow
individuals, communities, and organizations to col-
laborate, connect, interact, and build a community
by enabling them to create, co-create, modify,
share, and engage with user-generated content
that is easily accessible.

Given the growing pervasiveness and impact
of social media on a broad range of social

phenomena including politics, presentation
of self, social interaction, social movements,
and scholarship itself, it has become both a
fruitful area of research as well as a promis-
ing tool for data collection. If current efforts
are any indication, there will be a growth in
the development of new social media research
methods and their assessment which will help
integrate social media research methods and
knowledge into existing frameworks (Bruns,
2015). There has already been a proliferation
in social media research with niche journals
emerging that either cover social media phe-
nomena themselves or the methodological
challenges associated with social media
research, such as the journals Social Media +
Society, Social Media and Society, and Big
Data and Society. However, we would also
argue that given the growth of social media
scholarship more critical research is needed
to understand the biases inherent in using
social media methodologies and to develop
best practices concerning social media
research, with the aim of both supporting
researchers and protecting social media users.
Of particular importance is the need to deter-
mine best practices around ethical considera-
tions. For instance, can scholars make use of
social media data without the consent of
authors of user-generated content? If they
make use of the data, should this be done
only in aggregate form? What repercussions,
for example, imprisonment, stigma, ridicule,
and harm to reputation can participants suffer
from scholars making tweets and blog text
searchable, even if anonymized? There is
much work to be done not only around the
social phenomena under investigation on
social media platforms, but also concerning
how scholars are procuring, storing, inter-
preting, and making use of social media data.
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NOTE

1 Scholar's Portal is a digital repository, which pro-
vides access to the electronic resources of 21
university libraries in Ontario, Canada, including
more than ‘40 million scholarly articles drawn
from journals covering every academic discipline’
(Ontario Council of University Libraries, n.p.).
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Big Data — Hype or Revolution?

INTRODUCTION

The etymology of ‘big data’ can be traced to
the mid-1990s, first used to refer to the han-
dling and analysis of massive datasets
(Diebold, 2012). Laney (2001) refined the
definition to refer to data characterized by
the now standard 3Vs, with big data being:

e huge in volume, consisting of terrabytes or peta-
bytes of data;

¢ high in velocity, being created in or near real-time;

o diverse in variety in type, being structured and
unstructured in nature.

More recently, these characteristics have
been refined further to include:

e exhaustive in scope, striving to capture entire
populations or systems (n=all);

o fine-grained in resolution, aiming to be as
detailed as possible, and uniquely indexical in
identification;

e relational in nature, containing common fields
that enable the conjoining of different data sets;

Rob Kitchin

o flexible, holding the traits of extensionality
(can add new fields easily) and scalability (can
expand in size rapidly) (boyd and Crawford,
2012; Dodge and Kitchin, 2005; Marz and
Warren, 2012; Mayer-Schonberger and Cukier,
2013).

Data holding all or most of these qualities
have existed in a number of domains, such
as remote sensing, weather forecasting, and
financial markets, for some time. By the turn
of the new millennium they were starting to
become more common given the develop-
ment and convergence of new technological
developments such as ubiquitous computing,
widespread internetworking, Web 2.0. and the
creation of social media, No-SQL database
designs and cloud storage solutions, and data
analytics designed to cope with data abun-
dance (Kitchin, 2014a). From 2008 onward
the term started to gain traction, quickly rising
up a hype cycle aided by a strong boosterist
discourse that contended big data was set to
revolutionize how business is conducted and
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governance enacted. Not long after, the term
drifted into common academic use accom-
panied by an argument that big data would
transform how research would be conducted.

This chapter examines the latter contention
and the extent to which big data and its asso-
ciated data analytics represent a genuine rev-
olution with respect to how we make sense of
the world or whether it has been over-hyped
and is merely a new inclusion amongst a
suite of options in the academy’s research
armoury. The chapter starts by detailing how
big data differs from traditional datasets used
by social scientists. It then examines the argu-
ment that it is leading to the creation of new
research paradigms across disciplines, what
have been termed data-driven science, com-
putational social science and digital humani-
ties. In particular, it focuses on the extent to
which social media data, in combination with
other big social data, offers the possibility for
a different kind of social science.

BIG DATA AND NEW DATA
ANALYTICS

There is some scepticism within the literature
as to the extent to which big data is anything
new. Critics, usually focusing on the charac-
teristic of volume, suggest that we have long
possessed very large datasets that have been
challenging to process and analyze. In part
this is a reaction to the term ‘big’” which tends
to emphasize the volume aspect of the 3Vs.
However, it is the total sum of the characteris-
tics noted above, especially the qualities of
velocity and exhaustivity (see Kitchin and
McArdle, 2016, for an examination of the
ontological characteristics of 26 datasets
drawn from seven domains: mobile communi-
cation; websites; social media/crowdsouring;
sensors; cameras/lasers; transaction process
generated data; and administrative), that make
the nature of big data differ from traditional
data, or what might be termed ‘small data’
(see Table 3.1). The distinction is apparent if

Table 3.1 Comparing small and big data

Characteristic ~ Small data Big data
Volume Limited to large Very large
Exhaustivity Samples Entire populations
Resolution and Coarse & weak to  Tight & strong
indexicality tight & strong
Relationality ~ Weak to strong Strong
Velocity Slow, freeze-framed Fast
Variety Limited to wide Wide
Flexible and Low to middling High
scalable

Source: Kitchin (2014a: 28)

one compares a national census with a social
media site such as Facebook.

While a national census has a large vol-
ume and attempts to be exhaustive (it seeks
to sample all people resident in a country),
it has very weak velocity (carried out once
every ten years in most countries), weak
variety (restricted to generally 30—40 highly
structured questions), and no flexibility or
scalability (once the census is initiated there
is no opportunity to alter the questions or for-
mat). Moreover, while the raw data has high
resolution and indexicality (individuals and
households) it is released to researchers in an
aggregated form. Other small data datasets
are typically produced using a tightly con-
trolled method using sampling techniques
that limit their scope (non-exhaustive), tem-
porality and size in order to produce high
quality, representative data and make the
process manageable and less costly. In con-
trast, Facebook has over a billion registered
users globally and in 2014 was processing
10 billion messages (and associated com-
ments and links), 4.5 billion ‘Like’ actions,
and 350 million photo uploads per day (Marr,
2014). All that content and associated meta-
data is linked indexically to all individual
users and through friending and tagging they
are interlinked between users. Moreover,
Facebook is a dynamic environment with the
company constantly tweaking its platform
and experimenting with different versions of
its algorithms.
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While the census is producing voluminous
‘small data’, Facebook is producing data that
are qualitatively different in nature. In fact,
Facebook is producing a data deluge — a con-
stantly flowing torrent of rich, highly inform-
ative information about people, their lives,
and what is happening in different societies
in places around the world. The same is true
of Twitter, Whatsapp, Snapchat, Foursquare
and other social media platforms. When we
compare Facebook to the data produced in
most social science studies through surveys,
political polls, interviews, or focus groups —
where the number of respondents might be in
the order of 10s or 100s and rarely exceeds
1000, the data are generated at a single point
in time (usually over a couple of weeks or
months), and are limited in variety — the
difference becomes more stark. As detailed
below, however, it should be noted that
while the data produced within Facebook or
Twitter is exhaustive, the data made available
to researchers external to those companies
might be sampled (though the sample gener-
ally consists of tens of thousands of records).

This kind of qualitative difference in the
nature of data is happening across domains —
health, education, work, consumption,
finance, policing, public administration, sci-
ence, etc. — in which new socio-technical
systems are producing data through algorith-
micallycontrolled and automated cameras,
sensors, scanners, digital devices such as
smart phones, clickstreams, and networked
interactions such as online transactions (e.g.,
shopping) and communication (e.g., social
media) (Kitchin, 2014a). For example, if we
consider the developing areas of urban infor-
matics a wealth of urban big data are being
generated, much of it at the level of the indi-
vidual: digital CCTV footage with facial/
clothes recognition, automatic number plate
recognition, sensor networks that track mobile
phone unique signatures, and travel passes
such as the London Oyster card (Kitchin,
2016). Other kinds of real-time data include
the locations of buses and trains, how many
bikes/spaces are in bike stands, road speeds

on different segments, the number of spaces
in car parks, general CCTV footage, air traf-
fic, air quality, pollution readings, water
levels, sound levels, current weather — all
of which are increasingly becoming open in
nature and underpin a diverse apps economy
(e.g., see the Dublin Dashboard — http://www.
dublindashboard.ie). To this we can add geo-
referenced social media data (such as Twitter
or Foursquare), crowdsourced data such
OpenStreetMap, and live citizen city report-
ing (e.g., 311 services in the US and websites
such as fixyourstreet.ie), and citizen science
data such as personal weather stations.

These data are systematic and continuous in
operation and coverage, verifiable and replica-
ble, timely and traceable over time, and rela-
tively easy to visualize and to compare across
locales through graphs/maps (though they
are not straightforward to plug into model-
ling, profiling and simulations). They offer the
potential to shift from ‘data-scarce to data-rich
analysis, static snapshots to dynamic unfold-
ings, coarse aggregations to high resolution,
and relatively simple hypotheses and mod-
els to more complex, sophisticated theories’
(Kitchin, 2013: 263). How we come to know
and understand cities, and how we can govern
and operate their various systems, then is being
transformed through access to big data streams
(Batty, 2013; Townsend, 2013; Kitchin, 2014b;
Kitchin et al., 2015). These big data also raise
a whole series of ethical questions with respect
to their use in dataveillance (surveillance
through data records), social sorting (differ-
ential treatment to services), anticipatory gov-
ernance (predictive profiling), control creep
(data generated for one purpose being used
for another) and the extent to which their sys-
tems make the city hackable, brittle and buggy
(Townsend, 2013; Kitchin, 2014b, 2016).

Importantly, the development of the data
deluge has been accompanied by the creation
of new analytical methods suited to trying to
extract insights from massive datasets using
machine learning techniques, wherein the
power of computational algorithms are used to
process and analyze data. Again, there has been
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much hype concerning these new data analytics
for three reasons. First, until recently, data
analysis techniques were designed to extract
insights from scarce, static, clean and poorly
relational datasets, that were scientifically
sampled and adhere to strict assumptions (such
as independence, stationarity, and normality),
whereas new data analytics can cope with a
deluge of variable quality data (Miller, 2010).
Second, whereas data was traditionally gener-
ated with a specific question in mind, new data
analytics can repurpose data, detect and mine
patterns, and identify potential questions that
the data might answer (Kelling et al., 2009;
Prensky, 2009). In other words, the hypoth-
eses can be generated from the data. Third, an
ensemble approach can be adopted in which,
rather than selecting a single approach to ana-
lyze a phenomena, hundreds of different algo-
rithms can be applied to a dataset to determine
the best explanatory model (Franks, 2012;
Siegel, 2013). These new analytical tech-
niques have been in development since the
start of computing but have become a signifi-
cant area of recent research investment in order
to increase the big data toolkit in four main
areas: data mining and pattern recognition;
data visualization and visual analytics; statis-
tical analysis; and prediction, simulation, and
optimization (National Science Foundation,
2012; Kitchin, 2014a). For many, big data and
new data analytics will inevitably challenge
dominant paradigms across the academy, ush-
ering in new epistemologies in all disciplines
and it is to this issue the chapter now turns.

A DATA REVOLUTION?

In Thomas Kuhn’s (1962) well-known expla-
nation as to how science periodically trans-
forms from one dominant paradigm (an
accepted way of interrogating the world and
synthesizing knowledge) to another, an estab-
lished body of knowledge is challenged and
destabilized by a new set of ideas, eventually
reaching a tipping point wherein the latter

replaces the former. An example would be the
shift from creationism to evolution, or
Newtonian laws of physics to Einstein’s theo-
ries of relativity. In Kuhn’s account, a paradigm
shift occurs because the dominant mode of sci-
ence cannot account for particular phenomena
or answer key questions. In contrast, Jim Gray
(Hey et al., 2009) proposed that the transitions
between paradigms can also be founded on
advances in data production and the develop-
ment of new analytical methods. Underpinning
this view is the observation that ‘[r]evolutions
in science have often been preceded by revolu-
tions in measurement’ (Sinan Aral, cited in
Cukier, 2010). Gray thus proposed that science
was entering a fourth paradigm (exploratory
science) based on the growing availability of
big data and new analytics (his first paradigm
was ‘experimental science’ that operated pre-
Renaissance, the second was ‘theoretical sci-
ence’ operating pre-computers, and the third
was ‘computational science’ operating pre-big
data) (Hey et al., 2009).

The idea of academic paradigms has been
subject to much critique, not least because
within some disciplines there is little evi-
dence of paradigms operating (notably some
social sciences) and the idea tends to produce
overly linear stories about how disciplines
evolve, smoothing over the messy, contested
and plural ways in which they unfold in prac-
tice. Nevertheless, the idea has utility here for
considering whether the creation of big data
has initiated a revolution in how academic
research is being conducted. In particular,
I explore three developments: (a) the notion
that big data gives rise to the end of theory
enabling a new form empiricism in which
data can speak for themselves; (b) the creation
of data-driven rather than knowledge-driven
science; and (c) the formation of the digital
humanities and computational social sciences.

The End of Theory?

For Chris Anderson (2008), big data, new
data analytics and ensemble approaches
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signalled a new era of knowledge production
characterized by °‘the end of theory’. He
argued that ‘the data deluge makes the scien-
tific method obsolete’, with the patterns and
relationships contained within big data inher-
ently producing meaningful and insightful
knowledge about phenomena. He continued:

There is now a better way. Petabytes allow us to
say: ‘Correlation is enough.” ... We can analyze
the data without hypotheses about what it might
show. We can throw the numbers into the biggest
computing clusters the world has ever seen and
let statistical algorithms find patterns where sci-
ence cannot. ... Correlation supersedes causation,
and science can advance even without coherent
models, unified theories, or really any mechanistic
explanation at all. There's no reason to cling to our
old ways.

Similarly, Prensky (2009) contends: ‘scien-
tists no longer have to make educated guesses,
construct hypotheses and models, and test
them with data-based experiments and exam-
ples. Instead, they can mine the complete set
of data for patterns that reveal effects, pro-
ducing scientific conclusions without further
experimentation.” Dyche (2012) thus states
that ‘mining big data reveals relationships
and patterns that we didn’t even know to look
for’. Dyche’s example is a retail chain which
analyzed 12 years’ worth of purchase trans-
actions for possible unnoticed relationships
between products. Discovering correlations
between certain items in shoppers’ baskets
led to new product placements and a 16 per-
cent increase in revenue in the first month’s
trial. There was no hypothesis that Product
A was often bought with Product H that was
then tested. The data were simply queried to
discover what relationships existed that might
have previously been unnoticed. Similarly,
Amazon’s recommendation system produces
suggestions for other items a shopper might
be interested in without knowing anything
about the culture and conventions of books
and reading; it simply identifies patterns
of purchasing across customers in order to
determine if Person A likes Book X are they

are also likely to like Book Y given their own
and others’ consumption patterns?

There are a powerful and attractive set of
ideas at work in this empiricist epistemology
that run counter to the deductive approach
that is hegemonic within modern science:
big data can capture a whole of a domain and
provide full resolution; there is no need for a
priori theory, models or hypotheses; through
the application of agnostic data analytics the
data can speak for themselves free of human
bias or framing, and that any patterns and
relationships within big data are inherently
meaningful and truthful; meaning transcends
context or domain-specific knowledge, thus
can be interpreted by anyone who can decode
a statistic or data visualization. These work
together to suggest that a new mode of sci-
ence is being created, one in which the modus
operandi is purely inductive in nature. Whilst
this empiricist epistemology is attractive, it is
based on fallacious thinking with respect to
the four ideas that underpin its formulation.
First, big data are not exhaustive being both
a representation and a sample, shaped by the
technology and platform used, the data ontol-
ogy employed, the regulatory environment,
and are subject to sampling bias (Crawford,
2013; Kitchin, 2013). Second, big data do not
arise from nowhere, free from the ‘the regu-
lating force of philosophy’ (Berry, 2011: 8).
Contra, systems are designed to capture cer-
tain kinds of data and the analytics and algo-
rithms used are based on scientific reasoning
and have been refined through scientific test-
ing. Third, just as data are not generated free
from theory, neither can they simply speak
for themselves free of human bias or fram-
ing. Making sense of data is always cast
through a particular lens that frames how
they are interpreted. Further, patterns found
within a data set are not inherently meaning-
ful and correlations between variables within
a data set can be random in nature and have
little or no casual association. Fourth, whilst
data can be interpreted free of context and
domain-specific expertise, such an epistemo-
logical interpretation is likely to be anemic
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or unhelpful as it lacks embedding in wider
debates and knowledge.

Data-driven Science

In contrast, data-driven science seeks to hold to
the tenets of the scientific method, but is more
open to using a hybrid combination of abduc-
tive, inductive and deductive approaches to
advance the understanding of a phenomenon. It
differs from the traditional, experimental
deductive design in that it seeks to generate
hypotheses and insights ‘born from the data’
rather than ‘born from the theory’ (Kelling
et al., 2009: 613). In other words, it seeks to
incorporate a mode of induction into the
research design, though explanation through
induction is not the intended end-point (as with
empiricist approaches). Instead, it forms a new
mode of hypothesis generation before a deduc-
tive approach is employed. Nor does the pro-
cess of induction arise from nowhere, but is
situated and contextualized within a highly
evolved theoretical domain. As such, the epis-
temological strategy adopted within data-
driven science is to use guide knowledge
discovery techniques to identify potential ques-
tions (hypotheses) worthy of further examina-
tion and testing. The process is guided in the
sense that existing theory is used to direct the
process of knowledge discovery, rather than
simply hoping to identify all relationships
within a dataset and assuming they are mean-
ingful in some way. Any relationships revealed
within the data do not then arise from nowhere,
nor do they simply speak for themselves. The
process of induction — of insights emerging
from the data — is contextually framed. And
those insights are not the end-point of an inves-
tigation, arranged and reasoned into a theory.
Rather, the insights provide the basis for the
formulation of hypotheses and the deductive
testing of their validity. In other words, data-
driven science is a reconfigured version of the
traditional scientific method, providing a new
way in which to build theory. Nonetheless, the
epistemological change is significant.

Rather than empiricism and the end of
theory, it is argued by some that data-driven
science will become the new paradigm
of scientific method in an age of big data
because the epistemology favoured is suited
to extracting additional, valuable insights
that traditional ‘knowledge-driven science’
would fail to generate (Kelling et al., 2009;
Miller, 2010; Loukides, 2010). Knowledge-
driven science, using a straight deductive
approach, has particular utility in understand-
ing and explaining the world under the condi-
tions of scarce data and weak computation.
Continuing to use such an approach, how-
ever, when technological and methodological
advances mean that it is possible to undertake
much richer analysis of data and to identify
and tackle questions in new and exciting
ways, makes little sense. Moreover, the advo-
cates of data-driven science argue that it is
much more suited to exploring, extracting
value and making sense of massive, intercon-
nected data sets; fostering interdisciplinary
research that conjoins domain expertise (as
it is less limited by the starting theoretical
frame); and will lead to more holistic and
extensive models and theories of entire com-
plex systems rather than elements of them
(Kelling et al., 2009).

Computational Social Sciences and
Digital Humanities

Whilst the epistemologies of big data empiri-
cism and data-driven science seems set to
transform the approach to research taken in
the natural, life, physical and engineering sci-
ences, its trajectory in the humanities and
social sciences is less certain. These areas of
scholarship are highly diverse in their philo-
sophical underpinnings, with only some
scholars employing the epistemology
common in the sciences. For scholars in the
social sciences who employ quantitative
approaches big data offers a significant oppor-
tunity to develop more sophisticated, wider-
scale, finer-grained models of human life.
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Moreover, the variety, exhaustivity, resolu-
tion, and relationality of data, plus the grow-
ing power of computation and new data
analytics, address some of the critiques of
such scholarship to date, especially those of
reductionism and universalism, by providing
more sensitive and nuanced analysis that can
take account of context and contingency, and
can be used to refine and extend theoretical
understandings of the social and spatial
world (Lazer et al., 2009; Batty et al., 2012;
Kitchin, 2013). Further, given the extensive-
ness of data (e.g., all social media posts of a
society, all movements within a city) it is
possible to test the veracity of such theory
across a variety of settings and situations.
For post-positivist scholars, big data
offers both opportunities and challenges.
The opportunities are a proliferation, digi-
tization and interlinking of a diverse set of
analogue and unstructured data, much of it
new (e.g., social media) and many of which
have heretofore been difficult to access (e.g.,
millions of books, documents, newspapers,
photographs, art works, material objects,
etc.) from across history that have been ren-
dered into digital form over the past couple of
decades by a range of organizations (Cohen,
2008); and the provision of new tools of data
curation, management and analysis that can
handle massive numbers of data objects.
Consequently, rather than concentrating on a
handful of novels or photographs, or a couple
of artists and their work, it becomes possible
to search and connect across a large num-
ber of related works; rather than focus on a
handful of websites or chat rooms or videos
or online newspapers, it becomes possible
to examine hundreds of thousands of such
media (Manovich, 2011). These opportuni-
ties are most widely being examined through
the emerging field of digital humanities.
Initially, the digital humanities consisted
of the curation and analysis of data that are
born digital and the digitization and archiv-
ing projects that sought to render analogue
texts and material objects into digital forms
that could be organized and searched and

be subjected to basic forms of overarching,
automated or guided analysis such as sum-
mary visualizations of content (Schnapp and
Presner, 2009). Subsequently, its advocates
have been divided into two camps. Those that
believe new digital humanities techniques —
counting, graphing, mapping and distant
reading — will bring methodological rigour
and objectivity to disciplines that hereto-
fore been unsystematic and random in their
focus and approach (Moretti, 2005; Ramsay,
2010). And those that argue the new tech-
niques complement and augment existing
humanities methods and facilitate traditional
forms of interpretation and theory building,
enabling studies of much wider scope and to
answer questions that would all but impos-
sible without computation (Berry, 2011;
Manovich, 2011).

The digital humanities has not been uni-
versally welcomed with detractors con-
tending that using computers as ‘reading
machines’ (Ramsay, 2010) to undertake ‘dis-
tant reading’ (Moretti, 2005) runs counter to
and undermines traditional methods of close
reading. Marche (2012) contends that cul-
tural artefacts, such as literature, cannot be
treated as mere data. A piece of writing is not
simply an order of letters and words, it is con-
textual and conveys meaning and has quali-
ties that are ineffable. Algorithms are very
poor at capturing and deciphering meaning or
context. For many, the digital humanities is
fostering weak, surface analysis, rather than
deep, penetrating insight. It is overly reduc-
tionist and crude in its techniques, sacrific-
ing complexity, specificity, context, depth
and critique for scale, breadth, automation,
descriptive patterns and the impression that
interpretation does not require deep contex-
tual knowledge.

The same kinds of argument can be lev-
elled at computational social science. For
example, a map of the language of tweets in a
city might reveal patterns of geographic con-
centration of different ethnic communities
(Rogers, 2013), but the important questions
are who constitutes such concentrations,
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why do they exist, what were the processes
of formation and reproduction, and what are
their social and economic consequences? It
is one thing to identify patterns; it is another
to explain them. This requires social theory
and deep contextual knowledge. As such,
the pattern is not the end point, but rather a
starting point for additional analysis, which
almost certainly is going to require other data
sets. As with earlier critiques of quantitative
and positivist social sciences, computational
social sciences is taken to task by post-
positivists as being mechanistic, atomizing,
and parochial, reducing diverse individuals
and complex, multidimensional social struc-
tures to mere data points (Wyly, 2014).
There is a potentially fruitful middle
ground to this debate that adopts and extends
the epistemologies employed in critical GIS
and radical statistics. These approaches
employ quantitative techniques, inferential
statistics, modelling and simulation whilst
being mindful and open with respect to
their epistemological shortcomings, draw-
ing on critical social theory to frame how the
research is conducted, how sense is made of
the findings, and the knowledge employed.
Here, there is recognition that there is an
inherent politics pervading the datasets ana-
lysed, the research conducted, and the inter-
pretations made (Haraway, 1991). As such,
it is acknowledged: that the researcher pos-
sesses a certain positionality (with respect
to their knowledge, experience, beliefs,
aspirations, etc.); that the research is situ-
ated (within disciplinary debates, the fund-
ing landscape, wider societal politics, etc.);
the data are reflective of the technique used
to generate them and hold certain character-
istics (relating to sampling and ontological
frames, data cleanliness, completeness, con-
sistency, veracity and fidelity); and the meth-
ods of analysis utilized produce particular
effects with respect to the results produced
and interpretations made. Such an epistemol-
ogy also does not foreclose complementing
situated computational social science with
small data studies that provide additional

and amplifying insights (Crampton et al.,
2012). In other words, it is possible to think
of new epistemologies that do not dismiss or
reject big data analytics, but rather employ
the methodological approach of data-driven
science within a different epistemological
framing that enables social scientists to draw
valuable insights from big data.

THE LIMITS OF SOCIAL MEDIA
BIG DATA

The discussion so far has argued that there is
something qualitatively different about big
data from small data and that it opens up new
epistemological possibilities, some of which
have more value than others. In general
terms, it has been intimated that big data
does represent a revolution in measurement
that will inevitably lead to a revolution in
how academic research is conducted; that big
data studies will replace small data ones.
However, this is unlikely to be the case for a
number of reasons.

Whilst small data may be limited in vol-
ume and velocity, they have a long history of
development across science, state agencies,
non-governmental organizations and busi-
ness, with established methodologies and
modes of analysis, and a record of produc-
ing meaningful answers. Small data studies
can be much more finely tailored to answer
specific research questions and to explore
in detail and in-depth the varied, contextual,
rational and irrational ways in which people
interact and make sense of the world, and
how processes work. Small data can focus
on specific cases and tell individual, nuanced
and contextual stories.

Big data is often being repurposed to try
and answer questions for which it was never
designed. Forexample, geotagged Twitter data
have not been produced to provide answers
with respect to the geographical concentra-
tion of language groups in a city and the pro-
cesses driving such spatial autocorrelation.
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We should perhaps not be surprised then that
it only provides a surface snapshot, albeit an
interesting snapshot, rather than deep pene-
trating insights into the geographies of race,
language, agglomeration and segregation in
particular locales. Moreover, big data might
seek to be exhaustive, but as with all data
they are both a representation and a sample.
What data are captured is shaped by: the
field of view/sampling frame (where data
capture devices are deployed and what their
settings/parameters are; who uses a space
or media, e.g., who belongs to Facebook);
the technology and platform used (differ-
ent surveys, sensors, lens, textual prompts,
layout, etc. all produce variances and biases
in what data are generated); the context in
which data are generated (unfolding events
mean data are always situated with respect to
circumstance); the data ontology employed
(how the data are calibrated and classi-
fied); and the regulatory environment with
respect to privacy, data protection and secu-
rity (Kitchin, 2013, 2014a). Further, big data
generally capture what is easy to ensnare —
data that are openly expressed (what is
typed, swiped, scanned, sensed, etc.; peo-
ple’s actions and behaviours; the move-
ment of things) — as well as data that are the
‘exhaust’, a by-product, of the primary task/
output.

Small data studies then mine gold from
working a narrow seam, whereas big data
studies seek to extract nuggets through open-
pit mining, scooping up and sieving huge
tracts of land. These two approaches of nar-
row versus open mining have consequences
with respect to data quality, fidelity and line-
age. Given the limited sample sizes of small
data, data quality — how clean (error and gap
free), objective (bias free) and consistent
(few discrepancies) the data are; veracity —
the authenticity of the data and the extent to
which they accurately (precision) and faith-
fully (fidelity, reliability) represent what they
are meant to; and lineage — documentation
that establishes provenance and fit for use;
are of paramount importance (Lauriault,

2012). In contrast, it has been argued by
some that big data studies do not need the
same standards of data quality, veracity and
lineage because the exhaustive nature of the
dataset removes sampling biases and more
than compensates for any errors or gaps or
inconsistencies in the data or weakness in
fidelity (Mayer-Schonberger and Cukier,
2013). The argument for such a view is that
‘with less error from sampling we can accept
more measurement error’ (p. 13) and ‘toler-
ate inexactitude’ (p. 16).

Nonetheless, the warning ‘garbage in, gar-
bage out’ still holds. The data can be biased
due to the demographic being sampled (e.g.,
not everybody uses Twitter) or the data might
be gamed or faked through false accounts
or hacking (e.g., there are hundreds of thou-
sands of fake Twitter accounts seeking to
influence trending and direct clickstream
trails) (Bollier, 2010; Crampton et al., 2012).
Moreover, the technology being used and their
working parameters can affect the nature of
the data. For example, which posts on social
media are most read or shared are strongly
affected by ranking algorithms not simply
interest (Baym, 2013). Similarly, APIs struc-
ture what data are extracted, for example, in
Twitter only capturing specific hashtags asso-
ciated with an event rather than all relevant
tweets (Bruns, 2013), with Gonzalez-Bailén
et al. (2012) finding that different methods
of accessing Twitter data — search APIs ver-
sus streaming APIs — produced quite differ-
ent sets of results. As a consequence, there
is no guarantee that two teams of research-
ers attempting to gather the same data at the
same time will end up with identical datasets
(Bruns, 2013). Further, the choice of meta-
data and variables that are being generated
and which ones are being ignored paint a
particular picture (Graham, 2012). With
respect to fidelity there are question marks
as to the extent to which social media posts
really represent peoples’ views and the faith
that should be placed in them. Manovich
(2011: 6) warns that ‘[p]eoples’ posts, tweets,
uploaded photographs, comments, and other
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types of online participation are not transpar-
ent windows into their selves; instead, they
are often carefully curated and systematically
managed’.

There are also issues of access to both
small and big data. Small data produced by
academia, public institutions, non-govern-
mental organizations and private entities
can be restricted in access, limited in use to
defined personnel, or available for a fee or
under license. Increasingly, however, public
institution and academic data are becoming
more open. Big data are, with a few excep-
tions such as satellite imagery and national
security and policing, mainly produced by
the private sector. Access is usually restricted
behind pay walls and proprietary licensing,
limited to ensure competitive advantage
and to leverage income through their sale or
licensing (CIPPIC, 2006). Indeed, it is some-
what of a paradox that only a handful of enti-
ties are drowning in the data deluge (boyd
and Crawford, 2012) and companies such
as mobile phone operators, app developers,
social media providers, financial institutions,
retail chains, and surveillance and security
firms are under no obligation to share freely
the data they collect through their operations.
In some cases, a limited amount of the data
might be made available to researchers or
the public through Application Programming
Interfaces (APIs). For example, Twitter
allows a few companies to access its fire-
hose (stream of data) for a fee for commer-
cial purposes (and have the latitude to dictate
terms with respect to what can be done with
such data), but with a handful of exceptions
researchers are restricted to a ‘gardenhose’
(c. 10 percent of public tweets), a ‘spritzer’
(c. 1 percent of public tweets), or to different
subsets of content (‘white-listed’ accounts),
with private and protected tweets excluded
in all cases (boyd and Crawford, 2012). The
worry is that the insights that privately owned
and commercially sold big data can provide
will be limited to a privileged set of academic
researchers whose findings cannot be repli-
cated or validated (Lazer et al., 2009).

Given the relative strengths and limitations
of big and small data it is fair to say that small
data studies will continue to be an important
element of the research landscape, despite
the benefits that might accrue from using big
data such as social media data. However, it
should be noted that small data studies will
increasingly come under pressure to uti-
lize the new archiving technologies, being
scaled-up within digital data infrastructures
in order that they are preserved for future
generations, become accessible to re-use and
combination with other small and big data,
and more value and insight can be extracted
from them through the application of big data
analytics.

CONCLUSION

There is little doubt that much of the rhetoric
concerning big data is hyped and is booster-
ist, especially that produced by companies
seeking to push new big data products, or
research centres seeking to capture grant
income. At the same time, there is no doubt
that big data are qualitatively different to
traditional small data and it does offer the
potential to change how business is con-
ducted, societies are governed, and academic
research conducted. Big data and new data
analytics do offer the possibility of reframing
the epistemology of science, social science
and humanities (though it will not lead to the
‘end of theory’), and such a reframing is
already actively taking place across disci-
plines. Nonetheless, small data studies will
continue to be valuable because they have a
tried and tested track record of producing
insights by working a narrow seam and due
to the various shortcomings of big data. As
such, one can argue that there is a revolution
underway, and that it will have profound
effects, but that it will not lead to full-scale
regime change. With respect to social media
data then, its analysis will no doubt have a
strong and positive impact on sociological
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and geographical research, providing a very
rich, extensive, longitudinal set of data and
studies, but these are most likely to comple-
mentary to a plethora of other studies.
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Building Interdisciplinary
Social Media Research Teams:
Motivations, Challenges, and
Policy Frameworks

Anabel Quan-Haase and Lori McCay-Peet

Interdisciplinary research (IDR) has become
integral to the evolving field of social media
research. But, what drives interdisciplinary
approaches in social media research? Is it
the methodological challenges of under-
standing multilevel social phenomena that
lead to the formation of teams that integrate
concepts, frameworks, and methodologies
from various disciplines? In the context of
social media research, this chapter describes
what interdisciplinary teams are, motiva-
tions for their development, challenges
faced, and the policies that currently help
and hinder their success. Prior research dem-
onstrates the importance of interdisciplinar-
ity for creativity and innovation as well as
the difficulties associated with achieving
coherence when teams consist of members
with diverse disciplinary backgrounds, who
are located in different institutions or geo-
graphical locations. This leads us to con-
clude that some diversity is necessary, but

too much diversity can get in the way of
achieving successful research outcomes. We
propose ways in which the social media
research community can strengthen the out-
comes of IDR teams and work satisfaction
through community discussions on the com-
position, practices, and outcomes of IDR
teams and the development of social media
IDR toolkits.

INTRODUCTION

Social media are generally defined as ‘web
sites and applications which enable users to
create and share content or to participate in
social networking” (Merriam Webster, n.d.).
Social media research entails the study of
various platforms that host user-generated
content, the data created by users on these
sites—including profiles, updates, posts, and
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comments—and the patterns and networks
that emerge from interactions among users.
As a result of the diversity of research prob-
lems that can be examined, it is an area of
research best tackled by scholars from a
variety of different disciplines (Kane, Alavi,
Labianca, and Borgatti, 2014) who can draw
on diverse methods, theoretical lenses, and
interpretative frameworks (Aragén, Laniado,
Neff, Ruiz de Querol, Kaltenbrunner, Ullod,
Kappler, and Volkovich, 2012).

The literature on IDR teams that focuses
on social media research questions is
sparse (exceptions include, Aragén et al.,
2012; Stieglitz, Dang-Xuan, Bruns, and
Neuberger, 2014). While much academic
writing has addressed what interdisciplinar-
ity means (Huutoniemi, Klein, Bruun, and
Hukkinen, 2010), how it is implemented
(Quan-Haase, Suarez, and Brown, 2014;
Balakrischnan, Kiesler, Cummings, and
Zadeh, 2011), its benefits and challenges
(Siemens, 2009), and the role of policy
(Cummings and Kiesler, 2007), few stud-
ies explicitly focus on teams investigating
social media-related research problems.
Rather, research has examined academics’
use of social media in the context of work
(Gruzd, Staves, and Wilk, 2012; Rasmussen
Neal, 2012), their integration of specific
platforms for research purposes (Holmberg
and Thelwall, 2014; Quan-Haase, Martin,
and McCay-Peet, 2015), and their personal
experiences with reaching other scholars
and the public through their social media
engagement (Ross, Terras, Warwick, and
Welsh, 2011; Clavel, Fox, Leo, Quan-Haase,
Saitta, and LaDale, 2015). We begin this
chapter by defining what interdisciplinary
research teams are in the context of social
media scholarship. We then explore some
of the motivations for the development of
IDR teams and the challenges that accom-
pany this particular type of teamwork. Our
discussion ends with an overview of current
policy initiatives and how these affect the
building of IDR teams.

INTERDISCIPLINARY RESEARCH
TEAMS DEFINED

Since the 1960s, interdisciplinary research
(IDR) has become a very attractive, yet chal-
lenging, research approach (Huutoniemi
et al., 2010): it has the potential to address
research questions and problems, but does
not align with a single academic discipline
(Stember, 1991). IDR is difficult to define,
operationalize, and evaluate and ‘best under-
stood not as one thing but as a variety of
different ways of bridging and confronting
the prevailing disciplinary approaches’
(Huutoniemi et al., 2010: 80). IDR does not
necessarily call for a team approach. Rather,
it may be practiced by a single scholar who
draws on theoretical and/or methodological
approaches from two or more disciplines or
fields to address a research problem or ques-
tion that does not fit within the confines of a
traditional discipline. For example, an inter-
disciplinary doctoral project conducted at the
University of Oslo by Niamh Ni Bhroin
(University of Oslo, 2014) titled ‘Social
Media and Minority Language Users’ draws
on both social sciences and humanities
research methods to examine the meanings
minority language users give to the term
social media. IDR has also been used to refer
to collaborations between researchers and
industry, non-profit, and government part-
ners who come together with the aim of
developing new products or processes. An
example of this kind of collaboration is the
interdisciplinary team of researchers from
the Museum of Anthropology (MOA), the
Musqueam Indian Band, and Simon Fraser
University in Canada, who worked together
to develop an interactive tabletop exhibit
designed to encourage dialogue among visi-
tors to the Museum of Anthropology (MOA)
(Luckow, 2015). Most commonly IDR is
associated with the efforts of a team of
researchers from disparate disciplines, work-
ing toward a shared goal. Conole, Scanlon,
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Mundin, and Farrow, in their discussion of
IDR research in the field of technology
enhanced learning, described interdiscipli-
narity as a way in which ‘researchers from
two or more disciplines bring their approaches
and adapt them to form a solution to a new
problem’ (2010: 6). Our discussion of IDR
shows that numerous approaches exist to
embark on this kind of work, varying in
scope, scale, and mode of integration.

IDR is often used as an umbrella term for
a variety of forms of research that cross dis-
ciplinary boundaries. Each type of research,
however, has its own processes, goals, and
outcomes (Huutoniemi et al., 2010; Stember,
1991). Stember (1991) proposed a research
typology, which ranged from intradiscipli-
nary, or within disciplinary research, to trans-
disciplinary, the most holistic approach to
research, which seeks to unify disparate dis-
ciplinary perspectives into a new discipline.
Between intradisciplinary and transdiscipli-
nary lie a wide range of research approaches.
Cross-disciplinary research occurs when a
researcher views a discipline from an alterna-
tive discipline’s perspective. Multidisciplinary
research requires researchers from multiple
disciplines working independently to provide
multiple perspectives on a research problem,
while interdisciplinary research seeks to inte-
grate multiple disciplines in order to best
solve a single research problem.

We use the term interdisciplinary in its
broadest form, referring to ‘all collabora-
tion across epistemological boundaries’
(Huutoniemi et al., 2010: 83) or ‘a mode of
research that transgresses traditional discipli-
nary boundaries’ (Siedlok and Hibbert, 2014:
197). One definition of IDR that captures this
broad perspective on interdisciplinarity is
provided by the National Science Foundation
(NSF) on its web site:

a mode of research by teams or individuals that
integrates information, data, techniques, tools,
perspectives, concepts, and/or theories from two
or more disciplines or bodies of specialized knowl-
edge to advance fundamental understanding or to
solve problems whose solutions are beyond the

scope of a single discipline or area of research
practice. (National Science Foundation, 2014: n.p.)

The NSF stresses that integration can occur
across disciplines in a wide range of areas,
including the use of tools and techniques,
which is of particular relevance to discus-
sions of IDR in social media scholarship,
as illustrated in our discussion on motiva-
tions for IDR social media teams. The take
away message then is that different groups
interpret the meaning of interdisciplinarity
in different ways, and for some it is simply
working in teams while for others it consists
of a deeper level of integration in terms of
mixing philosophical standpoints such that
the starting point for the research is an inter-
disciplinary theoretical framework (e.g.,
Love and Cooper, 2015).

MOTIVATIONS FOR BUILDING IDR
SOCIAL MEDIA TEAMS

Much effort has gone into the creation of
boundary spanning teams that are large,
diverse, and geographically dispersed as a
means to foster innovation and creativity, and
to solve complex problems (Balakrishnan
et al., 2011; Quan-Haase et al., 2014). This
movement toward interdisciplinarity is also
visible in social media research, which has
attracted a diverse set of scholars from a wide
range of disciplines. Social media IDR
focuses on integrating very specific kinds of
expertise: there is a need to integrate techni-
cal expertise more common in computer sci-
ence and engineering with domain-specific
knowledge about social phenomena existent
in the social sciences and humanities.
Analysis cannot be limited to looking at and
visualizing patterns, rather approaches need
to be developed that give justice to what is
essentially social data and interpret the data
in light of social processes.

Through a systematic review of the
IDR literature, Siedlok and Hibbert (2014)
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identified three main ‘drivers’ of IDR, which
shed light on why social media researchers
may be drawn to this kind of collaborative
endeavour:

1 Complexity. the assumption that complex prob-
lems require complex solutions through IDR
approaches.

2 Motivational factors: the combination of per-
sonal and professional reasons for undertaking
IDR (e.g., intellectual curiosity and career oppor-
tunities).

3 Creative potential: the idea that IDR will lead to
innovative and new approaches and solutions,
that can also benefit ‘native disciplines’.

All three of these factors apply to what moti-
vates social media IDR teams to form and
will be discussed next in more detail.

Complexity

Social media research problems tend to be
complex. As various studies have demon-
strated, there is an ‘emerging need to con-
tinuously collect, monitor, analyze,
summarize, and visualize relevant informa-
tion from social interactions and user-
generated content in various domains’
(Stieglitz et al., 2014: 90). Each of these
activities requires an understanding of the
intricacies of how social media platforms
work and their technical specifications. What
further complicates the study of social media
data is that these data tend to be networked in
nature, making it difficult to determine what
data to collect and where to draw boundaries.
Also, social media data are dynamic and can
be investigated at various levels of analysis
ranging from characteristics of individuals,
to network topological features, to changes
occurring over time.

Previous studies suggest that social media
scholarship is best addressed in IDR teams
because social media research requires the
integration of technical expertise with knowl-
edge of social phenomena. Kane et al. (2014)
have described this unique requirement of

social media scholarship in terms of two
challenges:

1 the technological challenge: understanding
which platforms count as social media, and
where the boundaries need to be drawn between
these sites and

2 the behavioral challenge: investigating what
users of these sites do, why they do this, and
what it actually means.

Hence, a genuine curiosity for providing
answers to research questions that require
a seamless integration of the technological
and behavioural domains drive the build-
ing of IDR teams. While Kane et al. (2014)
originally define the technological challenge
as identifying social media platforms, it is
important to realize that many other tech-
nological challenges are present in a social
media project. These also include such tasks
as scraping data, data preparation for analy-
sis, and data manipulation. Social theory can
drive the formulation of important research
questions and hypotheses, instead of relying
on data fishing (Anderson, 2008). But techni-
cal expertise alone does not provide a good
understanding of social phenomena, only
through the application of pertinent social
theory can scholars make sense of patterns in
data — this is the behavioural challenge.
Teams can be particularly relevant. When
‘off the shelf’ tools are unavailable for
answering a specific research question, it is
then imperative to have team members who
are able to develop a sound approach to
acquire the needed data. One participant in
Balakrishnan et al.’s study on research team
integration, for example, reported that ‘a lot
of the code in my group has been written
with a computer scientist and an astronomer
working side-by, literally, sitting side-by-
side at a single keyboard’ (2011: 523). There
are regular requests for information via the
Association of Internet Researchers list serv
(AIR-L), for example, on how to collect and
analyze specific types of social media data
from particular groups of people. While there
are an increasing number of tools available
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to social media researchers, developing an
interdisciplinary social media team that is
able to tackle the intricacies of the group’s
research problem by creating the right
tools for the job is advantageous. Moreover,
tools such as Topsy (http://topsy.com) provide
researchers with a way to search and analyse
social media data, but having team members
with the knowledge and understanding of the
technological limitations of specific data col-
lection and analysis techniques is critical.
While the technological and behavioral
challenges are key drivers in the building of
IDR teams, a third key factor is the ethical
challenge. Much recent writing has called for
careful consideration of the ethical under-
pinnings in collecting and storing massive
amounts of user—generated content, even if
technically possible. Beninger et al. (2014)
report that not all users of social media sites
are comfortable with (or aware of) their data
being utilized for analysis without their prior
consent. boyd and Crawford (2012) also
draw attention to problems inherent in the
collection of big data without sufficient con-
sideration of the ethical dimensions. While
small-scale studies do not harvest massive
amounts of data, they may equally encoun-
ter ethical concerns with the use of data from
participants without prior consent (Sloan and
Quan-Haase, Chapter 39, this volume). This
may actually be an even greater concern for
small-scale qualitative researchers, where it
is easier to identify single users. As a result
it becomes increasingly important to engage
in critical discourses around how data from
social media are gathered and used in schol-
arly research. To properly assess and take into
account the ethical dimensions of any social
media project, it is important to include team
members who have this kind of expertise.

Motivational Factors

Individual-level motivational factors for
joining social media IDR teams include a

genuine curiosity to discover how a research
problem can be tackled from different per-
spectives. Networking with colleagues in
other disciplines can have many benefits
including the sharing of ideas, consulting
about technical aspects of the problem, dis-
cussing appropriate theoretical approaches,
and disseminating research findings (Quan-
Haase et al., 2014). The premise of conduct-
ing research activities in social media IDR
teams is to fall nothing short of fully inte-
grating research activities, thus it goes
‘beyond post facto reporting back by net-
working across sectors throughout the entire
research process’ (Sprain, Endres, and
Petersen, 2010: 443). This entails engaging
as a team in a wide range of activities includ-
ing research design, data collection, analy-
sis, interpretation, and the write-up and
dissemination of findings. In some social
media IDR teams, this networking is not
limited to scholars but often includes trans-
sectoral ties with stakeholders and policy
makers who are interested in a specific
research problem (Quan-Haase et al., 2014;
Sprain et al., 2010).

Hand-in-hand with personal motivations
for IDR research are the career opportunities
that can include, for example, the establish-
ment of large clusters of interdisciplinary
scholars with the goal of increasing the
exchange of information, collaborative writ-
ing and publishing, as well as the possibilities
for networking with experts across domains.
Becoming a member of large research clus-
ters can be beneficial in applying for grants,
as funding agencies encourage, and often also
require, an IDR component in their call for
proposals (Siedlok and Hibbert, 2014). This
suggests that the move towards IDR teams is
not only an organic development, but is also
a result of pressures from funding organiza-
tions and their views of how innovation, new
insights, and complex research problems are
best tackled. These funding pressures will
be discussed in more detail in the section on
policy to follow.
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Creative Potential

The third driver for IDR is the creative poten-
tial resulting from combining diverse
domains of knowledge and skill sets. Social
media IDR has seen creativity emerge in
three areas. First, innovative approaches have
resulted from combining quantitative and
qualitative scholarship to provide a more
complete picture of social phenomena
(Aragén et al., 2012). Second, a wide range
of tools have been developed geared toward
specific aspects of data management. The
Collaborative ~ Online  Social Media
Observatory (COSMOS) is a prime example
of a software platform ‘that reduces the tech-
nical and methodological barriers to access-
ing and analysing social media and other
forms of open digital data’ (COSMOS, n.d.;
Morgan, Chapter 26, this volume) and is
under development by an IDR team that
crosses disciplines and institutions. But more
importantly, social media IDR has generated
new insights that are qualitatively different
from those generated within a single disci-
pline, through the application of theories,
methodologies, and epistemologies that inte-
grate the strengths of varied disciplinary
approaches.

CHALLENGES

There are numerous motivations for building
IDR teams in the context of social media
research as discussed above. At the same
time, it is important to realize that these pro-
jects also face a number of challenges that
may lead to failure. While successful social
media research gets published and discussed,
little is known about those projects that falter.
A series of workshops organized in 2015 by
Katrin Weller and Luca Rossi entitled #Fail —
the Workshop Series aim to ‘collect cases in
which approaches for social media studies
did not work out as expected’ (#Fail!,

2015: n.p.). This workshop series, described
in more detail at https://failworkshops.word-
press.com, will provide important insights
into the challenges experienced by IDR teams
and social media research teams in general
and help with the development of best prac-
tices for their future implementation.

Next we discuss eight central challenges
that IDR presents in general and in the con-
text of social media research specifically.

1. Technological: The more complex the
problem under investigation, requiring the
collection, for example, of very specific types
of data from a subset of social media data, the
more difficult it may be to overcome some of
the technological challenges associated with
social media data collection. While some
social media research may rely on methods
such as surveys and interviews to collect data
(e.g., Quan-Haase et al., 2015), a significant
portion of social media research relies on data
scraped directly from social media sites; for
example, Twitter network analysis (Kwak,
Lee, Park, and Moon, 2010) or content analy-
sis of tweets (Bogers and Bjorneborn, 2013).
What data can be scraped is dependent on the
technological nature, affordances, and limi-
tations of the social media site (e.g., privacy
settings, data accessibility). For example,
users can generally provide as little or as
much information about themselves as they
wish to create and establish a profile and they
can choose to make some or all of the infor-
mation they do share with a social media site
private. Questions relating to the representa-
tiveness of any data collected from social
media sites have been raised as a result of
the lack of information about users. Though
efforts are underway to automatically iden-
tify characteristics such as age, gender, and
occupation of social media users (Sloan
et al., 2015), social media researchers often
cannot collect the data needed to ensure rep-
resentativeness or even describe the sample
population.

Representativeness is an issue for non-IDR
teams such as computer scientists examining
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an entire social media population (e.g., all
Twitter data within a particular time frame),
as representativeness is in part a function of
technology. Results may be skewed by data
missing due to privacy settings. Holes in the
data are potentially a serious issue for IDR
teams who are tackling complex problems
relating to a subset of the population of a social
media site or a particular social phenomenon.
Bogers and Bjorneborn (2013) note that, at
the time of their research, Twitter limited the
total number of public tweets that could be
accessed using the API to 1%. The unknown
number of missing private messages together
with the 99% of missing public tweets,
however, did not present a significant meth-
odological issue for Bogers and Bjorneborn
(2013). This was because of their specific
interest in the use of the word serendipity in
tweets and the unlikelihood the 1% of tweets
would be biased for or against tweets with
#serendipity in them. But the potential for
bias exists. For example, Abdesslem, Parris
and Henderson (2012) point out the difficulty
of investigating attitudes toward privacy
using data collected from Facebook, as the
data from a portion of Facebook users who
keep their profiles private are missing from
their dataset by default, leading to potentially
significant biases in results.

2. Data collection, management, and
sharing: Related to technological issues are
the challenges of collecting, managing, and
sharing data and the software necessary to
store, build, analyze, and visualize data sets
across multiple departments or institutions
in IDR collaborations. Social media IDR
teams must be aware of the policies and
ethics around the collection and sharing of
social media users’ information that may
differ from institution to institution, and the
laws that may differ from country to coun-
try (Simeone, Guiliano, Kooper, and Bajcsy,
2011). Wilkinson and Thelwall (2011) point
out that there are three main ethical issues
in the social sciences that extend, how-
ever imperfectly, to social media research:
informed consent, privacy, and anonymity

(see Beninger, Chapter 5, this volume). User
expectations in the context of social media
research relating to all three issues vary based
on, for example, the social media site used
for research and the sensitivity of the data
collected and for what purpose (Beninger,
Fry, Jago, Lepps, Nass, and Silvester, 2014).
Through focus groups and in-depth inter-
views with 34 participants, Beninger et al.
(2014) found that some social media users
believe that if posts are published in papers
emanating from the research, informed con-
sent may be necessary. In particular, they
advocate for informed consent when the
post is sensitive in nature, to confirm that
the user’s opinion has not changed and to
allow users to understand the purpose of the
research and its quality. Because of the rela-
tive novelty of social media research, ethics
policies will continue to change as research-
ers push the boundaries and users push back,
making it imperative for social media IDR
researchers to be aware of differences in eth-
ics policies that may exist across institutions
as policies change based on deeper under-
standing of the types of user expectations
Beninger et al. (2014) found.

3. Dissemination/Publication: The pres-
sure to publish in academia is intense. For
large IDR projects with many different
researchers making significant intellectual
and practical contributions, deciding author-
ship on publications requires the development
of team policies regarding acknowledge-
ments and authorship credit (Simeone et al.,
2011). Beyond issues of authorship within
teams, there are multiple challenges relat-
ing to the dissemination of IDR team find-
ings and products that have the potential to
dissuade researchers from IDR, make insti-
tutional recognition for IDR difficult, or pre-
vent IDR projects from reaching outcomes
that could be valuable to the larger research
community. Social media IDR teams need to
be aware of challenges relating to discipline,
quality, transferability, and peer review, to
help mitigate or overcome them. We discuss
each of these challenges next.



BUILDING INTERDISCIPLINARY SOCIAL MEDIA RESEARCH TEAMS 47

a. Disciplinary and institutional differ-
ences: Different disciplines and institutions
may place different values on research prod-
ucts. This is particularly pertinent for social
media IDR teams that may not only be pub-
lishing their findings, but also developing the
research tools that enable data analysis and
subsequent publication. For example, while
scholars in the humanities are increasingly
not only using but developing digital tools
for their research, these activities are not
always identified in tenure and promotion
policies (Siemens, 2013). It may be challeng-
ing for IDR teams to work together in soft-
ware development when members may not
be equally recognized for their work by their
respective departments or institutions.

b. Perception of quality: It is difficult to
assess the quality of IDR outputs when dis-
ciplines have different criteria (Borrego and
Newswander, 2010). As such, some IDR
detractors perceive it as less rigorous and
superficial with more trivial outcomes (see
Siedlok and Hibbert, 2014). Overall in the lit-
erature there is little to no evidence suggest-
ing that IDR is of lesser quality compared to
disciplinary research. It is also important to
consider that IDR is an emerging work struc-
ture that needs time to develop best practices
and as a result needs to be allowed room for
trial and error. Also, relevant markers of qual-
ity (validity and reliability) need to be devel-
oped to ensure they are relevant to evaluating
IDR research outcomes. Publishing IDR
is thus challenging (Aragén et al., 2012);
journals often favour disciplinary research
(Siedlok and Hibbert, 2014) and discipli-
nary journals are generally more highly cited
and prestigious than interdisciplinary ones
(Conole et al., 2010). When IDR is con-
ducted across institutions, where to publish
becomes further complicated by differences
in institution’s perspectives on the best jour-
nals in which to publish (Cummings and
Kiesler, 2007).

c¢. Transferability: One outcome of IDR
teams can be the creation of tools for the col-
lection, analysis, and visualization of social

media data. Despite their innovativeness,
these tools may be widely used beyond the
project, unlike that enjoyed by tools such as
Gephi and Netlytic, because of their speci-
ficity. While some propose the development
of more generic tools that could be used
by researchers and industry (Aragén et al.,
2012), one of the challenges may be the lack
of funding to sustain tool development and
provide support to users that goes beyond the
life of a project (Balakrishnan et al., 2011).

d. Peer review: Traditionally, peer-review
is discipline-specific, but to evaluate IDR,
the peer-review process needs to be both
flexible and expert enough to assess research
that crosses disciplinary boundaries (Conole
et al., 2010; Bammer, 2012). For example, in
practice, due to the nature of IDR, referees
are often not peers and are unfamiliar with
components of the research, leading either
to overly harsh criticisms (Bammer, 2012)
or a lack of criticism. Consideration for the
data collection tools and techniques produced
by IDR teams is also needed. How are these
tools best evaluated? TaPoR (http://www.
tapor.ca/), a portal for research tools for tex-
tual study, has links to over 20 tools for social
media analyses. But what kind of peer-review
system is in place for tools developed for use
by social media IDR teams?

4. Financial: Though funding for interdis-
ciplinary research exists, securing sufficient
funds to manage and support large teams is
a challenge, particularly when multiple insti-
tutions are involved that have different insti-
tutional structures and policies (Cummings
and Kiesler, 2007). IDR projects often need
infrastructure support (e.g., labs) and ‘glue
money’ (Bammer, 2012) that will provide
teams with the necessary funds to meet in
person (see section 5 on ‘language, culture,
and communication’) to overcome further
financial burdens relating to the geographi-
cal distance between IDR team members due
to the cost of travel for face-to-face meetings
(Cummings and Kiesler, 2007).

5. Language, culture, and communica-
tion: Borrego and Newswander (2010) note
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that language is one of the more commonly
cited challenges to interdisciplinary research,
underlining the importance of establishing
common ground, for example, in the form
of terminology within IDR teams during the
team-building process. Though concepts are
often studied across numerous disciplines,
each develops its own vocabulary, making
communication among scholars on interdisci-
plinary teams difficult (Chuk, Hoetzlein, Kim,
and Panko, 2011; Conole et al., 2010). Because
IDR teams are often separated by distance,
the opportunity to establish common ground
through face-to-face communication can be
rare, leading to a reliance on synchronous
and asynchronous communication and col-
laboration technologies (Quan-Haase, 2012).
However, even with technologies that afford
communication, colocation is preferable for
optimal conditions for collaboration and inter-
disciplinary work (Cummings and Kiesler,
2007; Wellman, Dimitrova, Hayat, Mo, and
Smale, 2014). Cummings and Kiesler (2007)
suggest that providing training for researchers
on how to manage interdisciplinary and multi-
university projects may mitigate the problems
associated with the complexity of collabo-
ration. For example, knowledge transfer
activities — such as co-authorship, workshops,
brainstorming, and student exchanges — were
good predictors of short-term outcomes for
multi-university  collaborations  including
knowledge transfer, tools, training, outreach,
collaboration, and opportunities for new lines
of research (Cummings and Kiesler, 2007).
While the use of communication technol-
ogy and, training opportunities for in-person
team interactions can assist in overcoming
language and communication barriers and
challenges, Balakrishnan et al. (2011) found
in their research on team integration that mis-
understandings and conflict may not be all
bad. Instead, they can yield unexpected ideas,
help to view a concept from new perspec-
tives, and question established beliefs. This
finding suggests that initial problems stem-
ming from different disciplinary cultures and
language can benefit the project if teams take

the opportunity to critically examine their
‘preconceived notions of the world” (Eco,
1998: 54) in order to see something from a
new angle.

6. Theory and method: IDR social media
teams bring a variety of theories and meth-
ods to the table, which are not always eas-
ily understood by fellow team members. Any
study drawing on social media data is bur-
dened with a myriad of decisions concerning
how the data will be collected, what parsing,
scraping, and standardization techniques will
be employed, and how the analysis will pro-
ceed. For example, qualitative approaches to
research are often foreign to those research-
ers trained in quantitative methodology and
vice versa. When a sociologist working in
an interdisciplinary social media research
team voiced concern that the team col-
lect data from at least a couple of hundred
social media users, a computer scientist com-
mented, ‘Either we study the whole network
of 10 million users, or it doesn’t make sense
to study it at alll” (Aragén et al., 2012: 1).
This conversation suggests that regardless of
whether scholars come from a humanities,
social science, or computer science back-
ground, they need to make decisions that will
affect the kinds of results they will obtain and
ultimately the insights they can produce.

Stieglitz et al. (2014) also identified vari-
ations in perspectives and objectives as a
major challenge for social media teams. They
contrast the objectives of computer scientists
to develop ‘algorithms and tools for analyz-
ing, mining and predicting changes in the
structures and processes of social networks’
(2014: 91) with those of social scientists who
seek to investigate the effects of social media
adoption and use on social phenomena such
as activism, political participation, and voter
turnout. Another key difference in perspec-
tive is that computer scientists aim to develop
new methods to harvest social media data
effectively, while social science, business,
and humanities researchers see social media
as ‘a sensor network and a laboratory for
natural experimentation, providing valuable
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indicators and helping to test hypotheses
about social interactions as well as their eco-
nomic, political and societal implications’
(Stieglitz et al., 2014: 91). This necessitates
close collaboration to be able to articulate
shared goals and methodologies.

7. Education: Borrego and Newswander
(2010) note that despite the proliferation of
interdisciplinarity, there has been very lit-
tle graduate student training provided to help
ensure scholars and scientists are sufficiently
prepared to successfully implement IDR.
Borrego and Newswander (2010) found that
graduate students in interdisciplinary programs
were not being trained in how to establish
common ground with researchers from other
disciplines, a skill highly transferable to work
in IDR teams. For work in social media IDR
teams, being able to establish common ground
is essential, as team members may either be
more familiar with large-scale quantitative
approaches or with small-scale studies aimed
at modelling or theorizing social phenomena.
Balakrishnan et al. (2011) show that frequently
meeting to examine intermediate results of the
project can help increase awareness of various
disciplines’ cultures and knowledge domains.
For all involved in social media IDR (includ-
ing junior and senior academics and graduate
students) then, it is important to be closely
involved in discussions around intermediate
project results to obtain that understanding and
be able to use it to guide the collaboration. We
discuss graduate education further in the sec-
tion to follow on policy.

8. Leveraging knowledge and skills:
Reflecting on their challenges as an IDR
team conducting social media research,
Arago6n et al. (2012) note, ‘we are constantly
grappling with the challenge of how to lev-
erage the unique array of methodological
approaches and theoretical perspectives that
our team members bring to the table in order
to produce cutting edge research’ (Aragén
et al., 2012: n.p.). For Aragén et al.’s (2012)
team this goes beyond what they refer to as
‘siloed research communities, rarely interact-
ing with one another’ a to develop ‘integrated

approaches, which incorporate methods and
results from both types of research [quantita-
tive and qualitative]’. In this way, the team
leverages different types of expertise from
each team member.

INSTITUTIONAL POLICIES AND
PROCEDURES TO ENCOURAGE
SOCIAL MEDIA IDR

This section discusses existing problems
that may impede the development of good
IDR policy, how policy may be hampering IDR,
and shortfalls of education policy relative to
IDR, which all have direct implications for
social media IDR. Policies designed to
encourage IDR are evident in universities and
national and international research funding
agencies and programs. A good example of
how at the university-level IDR policy is
reflected in funding initiatives can be seen at
the University of Aberdeen’s Principal’s
Interdisciplinary Fund awards grants which
‘support activities which lead to the develop-
ment of high quality research proposals that
are clearly interdisciplinary’ (University of
Aberdeen, 2015: n.p.). On the national level,
one of the objectives of the Social Sciences
and Humanities Research Council of
Canada’s (SSHRC) Insight Grant competi-
tion is to ‘build knowledge and understand-
ing from disciplinary, interdisciplinary and/or
cross-sector perspectives through support for
the best researchers’ (SSHRC, 2016: n.p.).
These university level and national initiatives
are not specifically aimed at social media
IDR, but are supportive of the types of col-
laboration that underlie social media research.
The Digging into Data Challenge, an interna-
tional research funding initiative, is designed
‘to foster interdisciplinary collaboration
among researchers in the humanities, social
sciences, computer sciences, library, archive,
information sciences, and other fields, around
questions of text and data analysis’ (Digging
into Data Challenge, 2014: n.p.). Again,
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international funding initiatives do not
directly target social media IDR, but could
support such projects. There are also national
funding programs in place that promote IDR
by connecting researchers with end users
(e.g., ARC Linkage Projects in Australia;
Mitacs in Canada). The Australian Research
Council’s (ARC) Linkage Projects scheme is
one example and states that it:

...provides funding to Eligible Organizations to
support research and development (R&D) projects
which are collaborative between higher education
researchers and other parts of the national innova-
tion system, which are undertaken to acquire new
knowledge, and which involve risk or innovation.
(Australian Research Council, 2013: n.p.)

One social media IDR project that was
recently funded by ARC is entitled ‘Social
networks, belonging and active citizen-
ship among migrant youth in Australia’
(#LP0989182). The project involved
researchers from two universities as well
as the Australian Red Cross and the Centre
for Multicultural Youth (Deakin University,
2014), and integrated sociology, political
theory, and cultural studies perspectives
(F. Mansouri and Z. Skrbis, personal commu-
nication, February 17, 2015).

Despite what appears to be support for
IDR at many levels and in various countries
through funding earmarked for IDR (or at
least open to it), there is disagreement over
whether there is enough support for IDR
and whether policies designed to foster
IDR are sufficiently informed to truly facili-
tate it in practice (Bammer, 2012; Siedlok
and Hibbert, 2014).

IMPEDIMENTS TO THE DEVELOPMENT
OF GOOD IDR INSTITUTIONAL
POLICY

There exists a range of parameters and activi-
ties that change the dynamics of IDR teams
and require consideration when it comes to

developing meaningful policy. This is evi-
dent, for example, in the scope and scale of
the IDR work.

Scope: The disciplines combined in social
media IDR may be close together (e.g., history
and literature) or farther apart (e.g., linguis-
tics and biology), i.e., the scope of IDR can be
‘narrow’ or ‘broad’ in nature (Klein, 2014).
Social media research often necessitates the
synergizing of diverse sets of technical skills
combined with methodological innovations
and knowledge of social phenomena, thus
lending itself to IDR research broad in scope.
For example, the data collection and analysis
process can be cumbersome and skills that
enable the scraping, cleaning, and manipu-
lating of large sets of data are more in line
with those of computer scientists than social
science or humanities scholars. But the data
alone cannot provide answers, as the analy-
sis and interpretation of data often needs to
be informed by theoretical understandings of
human behavior. An example of broad social
media IDR is the NSF project undertaken by
Ming-Hsiang Tsou (Principal Investigator)
which examines ‘Spatiotemporal model-
ling of human dynamics across social media
and social networks’ (award #1416509) and
comprises a disciplinary mix of geography,
linguistics, computer science, social sci-
ence, and communication (National Science
Foundation, 2014). The question we must ask
is, what policies best support narrow versus
broad social media IDR? Do we need differ-
ent policies to encourage and support diverse
kinds of social media IDR teams?

Scale: The scale of social media IDR may
range considerably in terms of time period,
geography, and expected goals. A local team
may come together for a one-to-two-year
period and with a clear, manageable goal. An
example of a small-scale project is the team
of researchers from MOA, the Musqueam
Indian Band, and Simon Fraser University,
mentioned earlier in this chapter, who pooled
the knowledge and expertise of multiple
stakeholders and disciplines to develop an
interactive tabletop exhibit (Luckow, 2015).
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Alternatively, the scale of a project may be
much larger, involving an international team,
comprising multiple universities and involv-
ing multiple stakeholders, like the previ-
ously mentioned ARC-funded project which
involved two universities and two community
stakeholders with multiple goals (Deakin
University, 2014). Similarly, we should find
ourselves asking, what kinds of funding
policies are needed to support small- versus
large-scale research? At what scale do social
media IDR teams work best?

The combinations of scope and scale of
IDR illustrate the complexity of developing
policies to support social media IDR and
highlight the need for more research on IDR.
Because of a lack of understanding of suc-
cessful IDR research, team composition and
practices, ‘policy to support and encourage
interdisciplinary research currently involves
“muddling through™ (Bammer, 2012: 4).
To remedy this, Bammer (2012) and others
suggest IDR research needs clearer demar-
cations among the different types of IDR,
standardized reporting processes in order to
assess IDR projects and make recommen-
dations for future projects, and the devel-
opment of IDR toolkits to help guide teams
through the research process without having
to continuously reinvent the wheel. Toolkits
specifically designed for social media IDR
would be a valuable resource for teams, mak-
ing them aware of and guiding them through
some of the complexities of social media
research that crosses traditional disciplinary
boundaries.

HOW POLICY HAMPERS IDR

While policy intent may be to encourage
interdisciplinarity and collaboration across
institutions (Cummings and Kiesler, 2007),
policy does not appear to be sufficiently fos-
tering and supporting of the unique funding
needs, research processes, team members
and outcomes of IDR. We briefly discuss

three ways in which policies may currently
be hampering IDR.

1. Surface level interdisciplinarity: Beca-
use IDR is desirable or even required by
some funding agencies and programs, it
can have the effect of encouraging the hasty
development of superficial collaborations
among researchers in order to ‘tick the right
boxes’ (Siedlok and Hibbert, 2014: 203).
This also applies to social media IDR, as col-
laborations between computer scientists and
social scientists could be developed without
a clear understanding of what each disci-
pline would contribute and how the diverse
knowledge domains may work in tandem.
Stember (1991) argues that once funding for
an IDR project has been secured, proposed
IDR research may devolve into purely sepa-
rate disciplinary research strands that are
not fully integrated. As a result of policy,
therefore, complex projects with multiple
PIs from more than one institution are cre-
ated (Balakrishnan et al., 2011) while only
‘surface level’ collaboration may ensue
(Conole et al., 2010: 5). Too much diversity
can have a negative impact on the integration
and outcomes of IDR teams (Balakrishnan
et al., 2011; Cummings and Kiesler, 2007);
likewise, ‘having fewer PIs can help focus
tasks and also make opportunities for cross-
fertilization easier to plan’ (Balakrishnan
etal.,2011: 531). In social media IDR, ensur-
ing clear roles exist among team members
may help ensure a team’s success.

2. Time: The length of time social media
IDR takes is also an important consideration
relative to institutional and funding policies.
Continuous funding can pose a problem for
those projects whose outcomes are in the form
of innovative processes, tools, or products. As
funding agency priorities change the likeli-
hood of securing funding beyond the projects
initial stages decreases (Balakrishnan et al.,
2011). Tool development for the gathering,
analysis, and visualization of social media
data is laborious, challenging, and unpre-
dictable. The time from initiation of the IDR
project to the dissemination of research often
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extends past periods of research funding and
there is often little support within university
departments for research that is both time
consuming and risky (Balakrishnan et al.,
2011), dissuading researchers from conduct-
ing IDR (van Rijnsoever and Hessels, 2011).

3. Recognition: Current measures of aca-
demic success in universities do not favour
social media IDR. Researchers in academic
institutions are evaluated on the strength of
their publication record, which may have
the effect of punishing IDR researchers who
publish in interdisciplinary venues, which
have less impact and prestige than disci-
plinary publications (Conole et al., 2010).
Similarly, graduate students involved in IDR
teams must also keep their end-goal in mind.
Despite the funding that may be available,
the difficulty of publishing in top discipli-
nary journals and thus landing a job in aca-
demia may dissuade them from conducting
IDR research (Balakrishnan et al., 2011).
With regard to technology enhanced learning
(TEL) research, Conole et al. note that while
its success (not unlike social media research)
hinges on interdisciplinarity, the TEL com-
munity must play its part in fostering IDR
practices, ‘and there is a need for changes at
policy level too, to recognize and reward this
type of research’ (2010: 5).

GRADUATE EDUCATION POLICY

As with IDR research in general, there are
also gaps in our understanding of graduate
student participation in social media IDR
teams that is preventing the development of
good policy in higher education. Graduate
students could benefit greatly from appropri-
ate policy frameworks because they are often
an integral part of IDR teams and they stand
to gain valuable, transferable skills for the
workplace including the development of criti-
cal thinking skills, an awareness of and ability
to communicate with researchers from vari-
ous disciplines, an understanding of group

dynamics within a complex project, and the
ability to give and receive feedback (Borrego
and Newswander, 2010). One key challenge
that graduate student training faces is the lack
of experience of supervisors, course leaders,
and personnel in setting up IDR teams and
helping them exchange and integrate exper-
tise across domains. With a lack of experi-
enced instructors, these kinds of skills cannot
be passed on to trainees.

Policy with respect to IDR has the potential
to have a significant impact on student learn-
ing and outcomes through the funding avail-
able to hire students to work on social media
IDR teams. Despite the growing interest in
preparing graduate students for collaboration
in IDR teams, little is known about ‘learn-
ing outcomes, methods, or benchmarks for
assessing interdisciplinary graduate programs
and associated student learning, particularly
in science and engineering’ (Borrego and
Newswander, 2010: 61-62). Bammer noted
there are ‘few helpful answers about how best
to educate future interdisciplinary research-
ers’ (2012: 4) and this also applies to the social
media context. The skills and knowledge to be
gained from involvement in social media IDR
are easily transferrable to industry — skills
such as social media analytics and knowledge
of how and why people engage with social
media. Graduate students could potentially
find jobs outside of academia based on their
involvement, regardless of whether they are
located more on the computer science or
social science side of the spectrum.

Borrego and Newswander (2010) analyzed
interdisciplinary proposals that were funded
by the Integrative Graduate Education and
Research Traineeship (IGERT) program,
which is one of the most well-regarded
funding programs for the NSF’s Division of
Graduate Education (DGE). DGE’s mandate
is to foster cultural change in graduate educa-
tion and to develop collaborative models that
transcend traditional disciplinary boundaries.
Their study’s findings show that a majority of
interdisciplinary projects identified awareness
or some understanding of another discipline
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as their primary learning outcome. Still other
projects viewed a solid grounding in one dis-
cipline as central to interdisciplinary work
because this would allow graduate students
to bring that knowledge to bear on problems
from other disciplines. Only a few of the
funded projects provided more detail in terms
of the learning involved, outlining three core
areas that aligned with past literature (Boix
Mansilla and Dawes Duraisingh, 2007):

1 To appreciate and comprehend methods used in
other disciplines;

2 To understand and value other disciplines as they
relate to their focus discipline, and

3 To critically reflect on methodological limitations
within their own as well as other disciplines.

Relative to the inclusion of graduate students
in IDR teams, it could be expected that stu-
dents would not only obtain a general aware-
ness of studies conducted in other disciplines,
but would more deeply become involved in
critical examinations of their methodologies,
theoretical perspectives and biases. For social
media IDR projects, the integration of tech-
nical skills and knowledge about social phe-
nomena could constitute a central learning
outcome. This kind of critical engagement
with the technical aspects of social media
scholarship would lead to deep learning as
graduate students would need to have a good
grasp of data collection methods, data analy-
sis approaches, and data interpretation in both
quantitative and qualitative traditions. It is
this kind of involvement with the data, their
collection, analysis, visual representation, and
interpretation that characterizes in part the
learning outcomes of graduate students who
participate in IDR teams that tackle research
problems in social media research.

CONCLUSION

What should interdisciplinarity look like in
social media research? Three conclusions
can be drawn with regards to the building of

social media IDR teams. First, little is known
about the composition of IDR social media
teams in terms of their disciplinary orienta-
tion and the technical skills and knowledge
team members contribute. Existing gaps in
our knowledge of social media IDR team-
work prevents the implementation of pro-
grams for graduate students, the development
of appropriate policy, and the implementa-
tion of IDR teams based on best practice. The
social media research community would
make a significant contribution to our under-
standing of IDR by sharing experiences of
their IDR teamwork with the larger commu-
nity. Community discussion could begin with
online discussion groups and workshops and
panels at conferences and extend to publica-
tions with a social media and interdiscipli-
nary focus. The #Fail! (2015) workshop
series addressing how social media research-
ers can learn from each other’s mistakes is a
great example of how this kind of gained
experience can be shared and made available
online. To get the research on IDR to those
teams and administrators in the trenches,
toolkits grounded in case studies could be
developed to provide guidelines. Toolkits
could address, for example, best practices for
integrating team members from the social
sciences and computer sciences, how to build
understanding and trust and foster communi-
cation, and develop learning outcomes for
graduate students that could be adapted
across other disciplines.

Second, we have proposed a framework
for IDR in social media, expanding on Kane
et al.’s (2014) work, which integrates three
core areas:

1 the technological challenge: understanding the
technical intricacies of various platforms in order
to harvest, analyze, interpret, and visualize quan-
titative and qualitative data;

2 the behavioral challenge: investigating what
users of these sites do and why through the
application of appropriate social theory; and

3 the ethical challenge: consideration of the ethical
and epistemological debates around the collec-
tion, analysis, and use of data from users.
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The need for interdisciplinarity in social
media research is most salient when we con-
sider the technological challenges of social
media research, best approached through the
computer sciences, and the behavioural chal-
lenge, best approached through the social sci-
ences (Kane et al., 2014). Scholars engaged
in social media IDR can bring to the table
three core areas of understanding, ranging
from the technical aspects of data collection,
analysis, and visualization, to the theories
underlying social phenomena, to the ethi-
cal aspects of engaging with user-generated
content.

Finally, there are many challenges that
impede IDR including, for example, effec-
tively leveraging the skills and knowledge
of diverse team members and overcoming
language, culture, and communication bar-
riers. In some cases these challenges can be
overcome through creativity, but it is clear
that IDR teams need a broad base of support
(e.g., institutions, funding agencies) for these
teams to succeed.
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Social Media Users' Views on the
Ethics of Social Media Research

Just because it is accessible doesn’t mean using it
is ethical.
(boyd, 2010)

INTRODUCTION

The nature of information captured on differ-
ent social networking sites like Facebook,
Twitter, LinkedIn and Instagram offer rich,
naturally occurring data and present endless
opportunities for research. For many research-
ers, practitioners and social media enthusi-
asts, social networking sites are a treasure
trove of potential for recruitment, communi-
cation, observation and ‘scraping’. But what
about the millions of individuals who use
these sites — what do they think about their
posts, ‘likes’ and statuses being used for
research purposes? In the rush to access this
new, rich source of data, often what is miss-
ing from the conversation are the views of
users. What do they understand about how
their information is used and shared on the
internet? What do users think about their

Kelsey Beninger

information being used by researchers in
online and social media research?

This chapter explores the complex realm
of online and social media research eth-
ics through the lens of media users. After
summarising what the literature says about
the key ethical considerations in online and
social media research, this chapter provides
an overview of an exploratory qualitative
study capturing user views of the ethics of
social media research.

Specifically, the findings are presented in
relation to participants’ views of research
using social media in relation to core ethical
principles of consent, anonymity and avoid-
ing undue harm are discussed. The chapter
concludes with considerations for research-
ers undertaking online and social media
research, including practical suggestions
for acknowledging ethical considerations in
online research to consider where reasonable
and appropriate.
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AN OVERVIEW OF ETHICAL
CONSIDERATIONS IN ONLINE
RESEARCH

There is a wide degree of consensus about
what ethical research involves, at least at the
level of abstract principles (Webster, Lewis
and Brown, 2013). These principles relate to:
obtaining informed consent and maintaining
anonymity and confidentiality.

Obtaining informed consent from partici-
pants requires individuals to understand the
purpose of the research, what taking part will
involve and how the data will be used (GSR,
2006; MRS, 2012, ESRC, 2012). Ensuring
individuals have had this opportunity when
conducting research online is much less
clear-cut compared to traditional research
methods. Questions have been raised about
whether consent is required for all types of
online research, or whether there are excep-
tions. One view expressed by researchers
is that information shared on public social
media platforms without password or mem-
bership restrictions can be used for research
without the need for informed consent (see
e.g., Thelwall, 2010; ESOMAR, 2011). In
this school of thought, informed consent
becomes necessary to obtain when data is col-
lected from private or closed online platforms
or websites. The other perspective amongst
researchers is that effort should always be
made to secure informed consent from indi-
viduals whose information is being used.
The subject remains contentious amongst
social media researchers and views change
depending on the topic, website, and sample
population one is working with. Regardless
of the stance an individual takes on informed
consent, obtaining it from individuals can in
practice be very difficult.

Existing ethical guidelines express that
researchers should ensure no one knows
who has said what in a report (i.e. ano-
nymity) and that participant information
should be securely stored and shared (i.e.
confidentiality) (GSR, 2006; MRS, 2012;

ESRC, 2012). However, in online research
the risks of not upholding confidentially are
greater as a researcher has less control than
an offline research to protect data (British
Psychological Society, 2013). There is a
permanent record of any information that
is posted (Roberts, 2012), and direct quota-
tions from participants can be traced back
to the original source (BPS, 2007) through
search engines like Google. In this case, ano-
nymity cannot be protected. This is related
to the issue of copyright. For example, in
an attempt to anonymise participant data,
researchers may exclude the participant’s
name, however some users may feel that
they should be given credit for their infor-
mation being used (Roberts, 2012; Liu,
2010; Barratt and Lenton, 2010). It is clear
that thinking is not optional when it comes
to applying ethical frameworks to changing
online environments.

Ethical issues are inevitable and abundant
throughout the social research lifecycle, from
research design, to sampling and recruiting,
collecting or generating data, analysing data,
and reporting results. While it is appealing to
think in relation to a rigid set of rules for reg-
ulating what ethical considerations to make
throughout a study would be ideal and useful,
doing research ethically is not about finding a
set of rules to follow, nor is it about complet-
ing a checklist. Rather, researchers need to
work through a set of context-specific deci-
sions on a case-by-case basis and be guided
by core ethical principles.

It has been argued that the existence of an
‘ethical pluralism’ means there is a spectrum of
legitimate choices for a researcher to consider
when researching online (Buchanan, 2011).
Online data can present additional risk: for
example, studies that publish direct text quotes
from a social media website may directly iden-
tify participants. Entering a direct quote from a
platform into a Google search engine can lead
to a specific Web link, such as a link to that
person’s LinkedIn profile, and thus identify the
participant (Moreno et al, 2013).
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An exciting, and daunting, aspect of social
media research is its ability to transcend
boundaries — social, geographical, methodo-
logical. Researchers need to think about the
type of data their research design anticipates
using because data must satisfy the host
country’s legal and ethical requirements;
data must satisfy the policy of institutions’
research ethic committees (REC) and satisfy
the professional standards the research is
associated with (Jenkins, 2014).

Of particular relevance to researchers
beginning studies across Europe is knowing
where the data is to be stored because there
are different data protection laws in European
countries outside the EU (Cannataci, 2014).
The ethical situation is more complex with
any international research, and social media
research is no exception, but the responsi-
bilities you have as a researcher with respect
to ethics are the same.

Ethical concepts are not just regula-
tory hurdles to be jumped through at the
beginning stages of research, but concepts
that ground ethical inquiry (Markham and
Buchanan, 2012). Multiple judgements are
possible, and ambiguity and uncertainty are
part of the process. Research needs to be sup-
ported by an inductive and flexible approach
to ethical thinking; what principles need to be
considered in the context of your study and
how can you think about these to ensure the
actions you decide to take support an ethical
study.

CAPTURING THE ETHICAL VIEWS OF
SOCIAL MEDIA USERS

The existing literature provides a helpful
starting point for thinking about how ethical
principles should be applied to online and
social media research. The literature on
ethics is, however, typically written from the
perspective of the researcher and the views of
research participants and the general public
are all too often missing from the debate. In

2014 researchers at NatCen Social Research!
sought to answer this question by undertak-
ing exploratory qualitative research with
social media users in London (Beninger et al,
2014).

Thirty-four people took part in four focus
groups and depth interviews. Participants
were all users of social media with varying
levels of use. Individuals were characterised
as low, medium and high users depending
on the frequency of their social media use.
Low users did not use social media websites,
or used them once a week or less; medium
users used websites from twice a week up
to once a day; high users used social media
websites at least twice a week. The diversity
of the sample was also monitored in rela-
tion to a number of characteristics including:
age, gender, ethnicity, and use of a variety
of social media platforms for different pur-
poses. Topic guides and vignettes were used
to structure and focus the discussions.

The remainder of this chapter describes the
findings of this research, outlining the views
of these social media users, from how they
engage and interact with information online
and their awareness and understanding of
issues inherent in social media, to their views
on social media research more specifically.
The views we captured were frought with
ethical considerations and reveal lessons that
researchers and practitioners could apply in
their research design, recruitment, collecting
or generating of data, and reporting of results.

THE ONLINE BEHAVIOUR OF
SOCIAL MEDIA USERS

Understanding how users’ view and share
information is necessary for understanding
their views on the ethics of social media
research. Unsurprisingly, users of social
media use a range of social media and other
websites, and use these in different ways,
from creating and sharing content to
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observing content that others share online
(think actively posting to Facebook versus
browsing your friends’ posts). The online
behaviour users described engaging in
included what platforms people used, for
what purpose, how they engaged with con-
tent online, and how often. These behaviours
varied widely and in some cases depended on
one another, with behaviours motivating or
reinforcing others. For example, platform
type depended on intended purpose of use,
which in turn influenced amount of time
spent using the platform. The growing vari-
ety in sites available to access means users
engage with different sites for different
reasons, such as social, leisure and
professional.

Specific sites, such as Facebook, were
reportedly used for more than one pur-
pose, though this did not always correspond
with the intended purpose of the site. This
reveals the many ways individuals adapted
social media platforms for their unique needs
and interests. The ways users engage with
platforms are ever changing as the social
media platforms are evolving to meet the
changing needs of its user base.

Participants engaged with online content
in a number of ways closely related to the
type of platform they used and the purpose
they used it for. These types of engagement
saw users fall into three distinct but overlap-
ping roles: creators, sharers and observers.
These are summarised below.

‘Creators’ post original content on plat-
forms such as discussion forums and Twitter.
This includes text, videos and images.
Participants, for example, talked about using
YouTube to share examples of work in apply-
ing theatrical makeup, and Facebook and
Twitter to promote their band. Within the
‘creator’ group there were individuals who
shared their own content, but did not spend
considerable time engaging with content
posted by other social media users.

‘Sharers’ re-tweet, share or forward con-
tent posted by others. This was done by
‘commenting’ on a blog post, photo or video

uploaded by another user. For example, a
user working in the health and nutrition field
described sharing with Twitter followers’
information on what they should and should
not eat, and warning against drinking and
driving.

‘Observers’ read and view content on
social media and other sites but tend not to
pass on this information, like sharers, or con-
tribute their perspectives through new con-
tent, like creators. For example, they may
read blogs and tweets and view photos and
videos but did not interact with the content
or other users.

The three categories of social media user are
not mutually exclusive. Participants described
different contexts and scenarios where an
individual can take on all of these roles when
using different platforms. Individuals may
also move between groups over time. For
example, as someone becomes more expe-
rienced and familiar with a platform they
may start to post original content and share
content posted by others. One participant
described using Facebook increasingly to
share content after spending time getting used
to the platform design. The reverse is also
true. Individuals may moderate their behav-
iour over time due to concerns about how the
information they share may be used by others.

CONCERNS AND BARRIERS TO BEING
INFORMED ABOUT RISKS INHERENT
IN SOCIAL MEDIA

The range of sources of information partici-
pants described helped them to understand
and be aware of issues inherent in social
media. Participants emphasised two promi-
nent characteristics of social media: a sense
that it is nearly entirely public and the diffi-
culty of permanently deleting information.
These two characteristics related to three key
concerns participants had about using social
media, including their ability to maintain
their privacy online; protecting their
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reputation and identity of themselves, friends
and family; and ensuring safety online.

The fact that information is widely
accessible and public is most commonly
described as a benefit of social media, yet
participants also raised this as a concern.
Users explained how easy it was to find
profiles of people and for companies to use
information online for commercial purposes
like marketing. This made participants feel
a loss of control when information, includ-
ing their personal details, can be so readily
available and out to a use for which it was
not intended. Participants discussed how
other users, such as Facebook friends, could
pass on their information without their
knowledge or even having an account. For
example, someone on Facebook can tag you
in a photo posted without your knowledge
and that can be passed to the friends of the
person who posted, and so on.

The public nature of social media plat-
forms and their content was also problematic
for participants because it raises the issue of
data ownership. Participants’ understanding
of who owns content on social media sites
and who can use it varied. Participants raised
the distinction between legal and moral own-
ership. One view was that the platform owns
all data on the site and so can use your con-
tent as it wants, using it in advertising cam-
paigns or selling it to third parties. Another
view was that people have a moral obligation
to be responsible with content online and that
the author of the content has a moral own-
ership of it. This difference in views of data
ownership, and the lack of understanding
about which interpretation is legally correct,
caused concern amongst participants as they
worried what this means for the information
they have put on social media sites.

A similar distinction was raised by Ginnis,
Evans, Bartlett and Barker (2015); in social
media research ethics there is a distinction
between legal considerations, regulatory con-
siderations and responsibilities to research
subjects. However, the underlying ethical
principles of each perspective are similar.

The second concern expressed by par-
ticipants was the difficulty of permanently
deleting content online. Awareness and
understanding of cookies varied and resulted
in confusion about the personal information
retained by websites and browsers.

The view that content is easily copied and
shared by others online, greatly extending
the content’s shelf-life and reach, prompted
the worry about the ability to delete content.
This is because you cannot know the reach
of your content or be able to trace all the
possible places it appears. For example, one
participant used a pseudonym for a Facebook
account because of his profession in educa-
tion to avoid students and colleagues having
access to his personal life. When he acci-
dently uploaded a profile photo that he felt
was inappropriate he immediately ‘scrubbed
the whole thing, just actually wiped out the
Facebook account.” As he put it, ‘I couldn’t
think of any other way of dealing with that
profile picture because as far as I was con-
cerned, it was gonna always be there some-
where... but I felt confident it was resolved’
(Male, aged 61+, high user).

Other than immediate concerns of the dif-
ficulty to delete content, participants shared
stories they heard about others in which
career prospects were damaged by some-
thing online from their past. More gener-
ally, the view was held that young people in
particular ‘get carried away with themselves
when they are writing [on social media
platforms]’. In this case young people were
perceived to ‘pour their heart out’ and then
‘once it is on there, to try and get rid of it,
it’s too late or it’s too hard’ (Male, aged 61+,
high user).

These concerns are compounded by con-
siderable barriers for users to be informed
about social media — how it can and should
be used, and how this impacts on their identi-
ties and personal information. Users expect
simple and immediate encounters with their
social media platforms and some find it
difficult to stay up-to-date with dense and
frequently evolving terms and conditions.



62 THE SAGE HANDBOOK OF SOCIAL MEDIA RESEARCH METHODS

Most users neither read nor understand these
complex conditions and are also unlikely to
consider themselves as subjects of research,
which makes upholding informed consent
and disclosure a challenge.

Social media regulated by a country’s
laws may differ from the users’ country of
residence and users struggle to negotiate this
variation. While social media is ‘geographi-
cally boundless’ there are influential national
or local considerations.

STRATEGIES FOR MANAGING
ONLINE RISKS

As a result of these concerns and barriers for
users to be informed about social media,
users developed strategies for managing
online risks. These strategies included
restricting content shared and adjusting pri-
vacy settings. This all has an implication on
studies using data from social media plat-
forms. Now more than ever, users of social
media are becoming aware of inherent risks
of sharing their information online. The
added challenge of this to researchers seek-
ing to undertake social media research is the
growing scepticism and apprehension of
users to share their information and to agree
to researchers to undertake research.

We’ve explored the different ways users
engage with content online and the extent to
which they are aware and understand inher-
ent risks associated with the characteristics
of social media. Next we discuss how these
users view research online and using social
media data.

USER VIEWS OF THE VALUE OF
SOCIAL MEDIA RESEARCH

Understanding how users view online and
social media research is useful for under-
standing how online and social media

research can gain public acceptance much
the same as more traditional methods are
accepted. This understanding also has an
added benefit; if we know how to encourage
greater acceptance in this form of research
maybe we can inspire more people to partici-
pate in it.

To capture these views we simulated
scenarios by using vignettes. The topics
explored were difficult to explain to partici-
pants who may not be familiar with social
media or the terminology used. For example,
using software to mass download tweets or
a researcher using self-help online forums
to research sensitive subjects and using that
information to inform a study. Many of the
topics covered also required participants to
think hypothetically so it was decided to use
vignettes to illustrate key points and stimu-
late discussion (see Appendix B in Beninger
et al, 2014).

Users’ feelings about research using social
media fell into three categories: scepticism,
acceptance and ambivalence. Views were
closely related to a participant’s knowledge
and awareness of social media websites and
how their information could be used for
research. Views also varied greatly depend-
ing on the research context. Users’ feelings
were influenced by scenarios where they
or others were actively rather than pas-
sively involved in social media research;
Netnography requires participants to inter-
act with a researcher, whereas the role of the
participant is passive when tweets are mined
alongside millions of others. Let’s look at
these three views in turn.

Scepticism

Scepticism about social media research was
expressed and found to be related to uncer-
tainty about the validity of data compared to
traditional methods and the lack of transpar-
ency of the ‘online world’. Those expressing
scepticism about research using social media
felt unsure and confused about how
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researchers would use social media posts and
why this would be more beneficial than tradi-
tional face-to-face methods. The view that
face-to-face research is superior highlights
the general public’s lack of understanding of
the value of social media research. For users
to participate in social media research they
first need to know what personal information
is held online, what people like researchers
are doing with their data and why this
research might be valuable.

Participants were also concerned about
the lack of transparency associated with the
‘online world’. Lack of transparency was
due to the fact that people can hide their
identity online, have their views overrepre-
sented by sharing their views strongly and
frequently and that anyone can misrepresent
views online by taking them out of context.
Concerns around transparency manifested
themselves in two ways: the legitimacy of
research agency, and transparency of the
research purpose.

Concern was expressed about a research
agency potentially using information in a
way participants had not intended it to be
used or to support a cause they did not agree
with. This was more strongly represented by
participants thinking about the passive use of
their online information (e.g., through data
mining). Participant’s felt that there was a
particular risk of this happening given that
what people post online is often lacking con-
text. The inability of users to confirm ‘who
they’re dealing with’ — whether the research
agency was legitimate — made them hesitant
about participating in online research and
worry about the possible uses of their infor-
mation if they did participate.

This concern over agency legitimacy was
compounded by a lack of knowledge of how
researchers were governed, or what rules or
guidelines they were bound by when work-
ing online. These sceptical users wondered
whether an ‘ethical code of practice’ existed
and, if so, what it included. For example, par-
ticipants were keen to know whether there
were rules about the type and amount of

information researchers could access online.
It was felt that even if an ‘ethical code’ did
exist there were concerns over who had cre-
ated it, and whose interests they had at heart.

Those participants who thought of actively
participating in online research (e.g., through
an online forum or focus group) were less
concerned by the legitimacy of researchers or
how they were governed. This was because
they interact with the researcher rather than
being a passive bystander to the research.

Users also had concerns about the research
purpose and were particularly worried about
not being aware of this before they became
involved/took part. There were concerns that
findings would be used to defend or pro-
mote something that had not been explicitly
explained at the outset or that certainly was
not in their mind when they posted their data.
It is for this reason that some participants
were happy for researchers to use a verbatim
quote however felt that ‘if it actually involves
taking your comments and interpreting it,
then it’s a very different thing’ (Male, 26-35,
high user). It is the interpretation element,
and the possibility for distorting the context
in which something was said, and thus the
meaning intended, that made participants
have reservations.

Participants also discussed the audience of
the research, for example, for commercial or
academic and not-for profit use. The distinc-
tion between the uses of data for commercial
or a social good made by participants deter-
mined whether research was considered of
a ‘good quality’. Research being conducted
by a not-for-profit organisation, rather than
for ‘commercial’ reasons, was preferred for
two reasons. Participants preferred not-for-
profit research uses because this was felt to
be more ‘productive’, more ‘ethical’ and ‘not
exploitative’. Not-for-profit uses of research
were also preferred because participants did
not like to think of their social media posts
being used to generate a profit for others. It
was acknowledged, however, that while it is
not ‘a good thing’ for researchers to ‘make
money’ from social media posts, it is already
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happening and ‘we’re way down the line now,
it is way too far down to stop’ (Male, aged
26-35, medium user). This view held that if
researchers did want to make money from
social media posts and other information then
‘you have a right to be informed’ (Male, aged
26-35, medium user).

Acceptance

An alternative view of research using social
media was acceptance of the method.
Participants holding this view discussed the
value of its methodological approach and
the benefits it may have to society.
Accepting views were also expressed by
those users who ‘self-regulated’ online.
These participants only posted online what
they were happy for others to access, and
therefore accepted that researchers may
take/use their information and were com-
fortable with this.

Firstly, it was recognised that the data col-
lection methods used in online research could
be beneficial when trying to analyse and
understand broad social trends. Participants
felt that using large amounts of data would
mitigate the effect of spurious information or
extreme views and would therefore be useful
for analysis. It was felt that this could make
the research accurate.

Research using social media was also seen
as valuable by participants as it was felt to
avoid bias inherent in having to answer ques-
tions in the presence of others, such as in a
survey. This ties in strongly with the idea
that for some more personal/private subjects,
people are more likely to be open and honest
online. Users believed this made social media
research valuable.

Secondly, participants were also accept-
ing of being included in research using their
social media information if it was for ‘social
benefit’. This was particularly the case if the
research was about something the participant
deemed important, for example, if its find-
ings helped to improve public services or

raise awareness about an important social
issue, such as domestic violence.

Some, but not all, participants who
accepted social media research saw value in
more commercial purposes, such as market
or for-profit. The reason for this related to the
recurring view that once you post publicly
on a social media website, you waive your
right to ownership. One user outlined this
viewpoint about social media by saying, ‘If
you’ve written on it and you know that it’s
open, every single person in the whole world
has that if they want to...and it doesn’t really
matter [who the researcher is]’ (Female,
aged 18-25, high user).

Thirdly, acceptance of social media
research stemmed from participant’s belief
that users should take personal responsibility
for what they post on social media websites.
Due to regulating their own online behav-
iour, these participants did not see any issues
with researchers taking data and using it for
analysis. Participants extended this view to
others and felt that it was the user’s fault if
something was taken that they did not want
published.

It is important to recognise that although
this point indicates acceptance of research
using social media it also sheds light on the
fact that many people severely limit what
they say/post online.

Ambivalence

The final view on social media research can
be described as ambivalent, with users having
no feelings towards research using social
media. This was because participants felt
they could do little to stop it happening.
Participants worried about ‘Big Brother’ cul-
ture and saw the use of social media data
(whether ethically or unethically) as
inevitable.

It was accepted that having your informa-
tion taken was ‘just part and parcel of it
that’s what happens when you put stuff on the
Internet’. The expression of neither concern
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nor acceptance was because users felt, what-
ever their view, it would not be listened to.

In discussing general views on research
using social media, users in this study spon-
taneously raised the underlying issues that
core research ethics principles represent.
These principles include informed consent,
anonymity and undue harm. These ethical
concepts have been applied to what users in
the study said, enabling the research to locate
the findings in the wider context of debates
and research ethics.

USER VIEWS OF THE ETHICS OF
SOCIAL MEDIA RESEARCH

If a research project is to be deemed ethical,
researchers must gain informed consent (in
most instances); anonymity must be ensured
and undue harm to participants avoided
(ESRC, 2012). These are core research ethics
principles that were echoed by the users of
social media in our study. The factors which
make it especially important for researchers
to gain consent or promise anonymity in
research from the perspective of user are
discussed. These included the content of the
post; the social media website being used;
the intention the user had when posting and
the nature of the research.

Informed Consent

Participants expressed a range of views about
the extent to which researchers should seek
informed consent when observing how
people interact in social media or when col-
lecting posts made on social media sites. The
two main views were that consent is unnec-
essary and, on the other hand, that it should
be sought by a researcher. Participants who
did not think consent needed to be gained
believed this because ‘there is no such thing
as privacy online’, and by posting content
you automatically consent to its wider use. In

contrast, users who believed consent should
always be sought said so for two reasons;
common courtesy and the ‘intellectual prop-
erty’ rights of users. These two views are
discussed in more detail below.

The view that no online space is truly pri-
vate was expressed by participants who felt
that gaining informed consent was unneces-
sary. This was because users of social media
can choose what to share online and utilise
privacy settings if they want to restrict a
researcher’s access to their information.

It was thought that by posting informa-
tion online, you automatically surrender your
right to ownership and imply consent for the
material you generate to be used by others.
Users should know that ‘if you put the data
up there, expect it to be trawled through’
(Male, aged 34, medium user) and that ‘any-
body could be logged in, listening, watching,
stealing’ (Male, aged 26-35, medium user).

The reasons given by those supporting the
alternative view; that researchers should seek
consent to use information obtained online,
were varied. Gaining consent to use another’s
words or imagery was seen as part of com-
mon decency. Consent should not solely be
obtained to ensure good ethical practice but
rather because ‘In reality you wouldn’t dream
of doing something or stepping on some-
body’s toes without having to ask permission

first of all anyway, would you?’ (Male, aged

36-49, high user).

There was also a belief that users are the
intellectual property owners of content they
post to social media websites. Not to gain con-
sent ‘would be like hacking’ (Female, aged 45,
medium user) and therefore viewed as an
illegal practice. It was believed researchers
should treat the posts in line with copyright
laws because ‘...They’ve got no right to take
that...because even though it is on a public
site, if your name’s underneath surely you
own what you’ve said?’ (Male, aged 26-35,
low user),

Despite the belief that researchers have a
legal and moral obligation to gain permis-
sion before using online content from social
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media websites, it was not thought to hap-
pen currently, and would not in the future.
Users’ inability to trust researchers to seek
consent was captured in the view that ‘you
couldn’t know who you're dealing with’
online. Participants felt there was no tangi-
ble evidence that researchers could provide
to reassure them. Given these viewpoints, it is
important that researchers do seek informed
consent to allay such suspicions and concerns.

Despite the view that researchers should
ask permission before using content from
social media websites, the impracticalities of
obtaining consent were recognised by partici-
pants. It was acknowledged that a researcher
who had ‘scraped’ a large number of tweets
(by using legal software) would find it hard if
not impossible to contact all the users.

Those participants who wanted consent to
be gained, did not think the logistical burdens
of doing so were a justification for not seek-
ing permission. However, suggestions about
how to contact numerous Twitter users, for
example, were not discussed.

Anonymity

Anonymity for some participants meant not
having their name, or username, used in any
research outputs alongside any content they
posted online. There were two reasons
expressed for why anonymity should be
upheld: to avoid judgement from others and
to prevent reputational risk. To make the situ-
ation more complicated, the terms and condi-
tions of some platforms, like Twitter,
contradict this view of upholding anonymity.
Twitters” terms state that the verbatim tweet
and the username of the person who tweeted
it must appear if a researcher wants to use the
information.

For participants who disagreed with the
need for anonymity, the reason was they felt
it was the responsibility of a social media
user to not post any content that they would
not want to have associated within another
context or alongside other content. It is up to

the user to manage their identity when online.
There was also a view that some responsibil-
ity should fall on social media website own-
ers to educate users about the potential risks
of sharing content online.

The view that ‘it’s absolutely fine for
[researchers] to take anything that you’ve
posted as long as they don’t give your name’
(Female, aged 50-60, high user) illustrates
the importance some users put on protecting
anonymity. Participants expressed concern
about having their name or username pub-
lished by a researcher alongside one of their
posts because it could put them at risk of
judgement or ridicule.

Risks to reputation were another reason
raised by advocates of anonymity. Individuals
with responsibility for potentially vulner-
able or impressionable individuals were
concerned that their professional reputation
could be compromised if they were quoted
next to something they had said that was then
taken out of context. A school teacher and a
health professional were among those who
expressed this view. Similarly, participants
using social media as part of their profes-
sional communications envisaged possible
risks on their careers.

The opposing view, that researchers do
not need to provide anonymity, was also
expressed. The reason was similar as that
given for why gaining consent is unneces-
sary: that it is the responsibility of the user.
One participant explained that you ‘can
always be anonymous if you want to be’
(Male, aged 26-35, medium user). It was
believed, for example, that a user could pro-
tect their identity by using a username unre-
lated to their real name.

It was thought that researchers could also
‘do away with’ anonymity because it was not
their responsibility but that of social media
website owners. Website owners should
make it clearer to their customers how acces-
sible their posts are. The user could then
make an informed decision about what and
where to post. Discussed at this point were
the terms and conditions that social media
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websites present to new users. Our partici-
pants acknowledged that the accessibility
of posts to ‘third parties’, which researchers
were considered to be, is probably explained
in the ‘small print’. However, it was believed
that terms and conditions are too long and that
most people ‘can’t be bothered” to sift through
them. As such, we suggest social media web-
site owners or hosts should take on some of
the responsibility of informing users about
privacy by shortening terms and conditions.

The importance of ‘proper’ referenc-
ing of the author of an online post used by
researchers was also discussed. By referenc-
ing participants meant the type of content
researchers should cite when attributing con-
tent they include in their studies. For exam-
ple, the platform the content was taken from
and the online username of the author of the
content. However, including a ‘handle’ or the
online username in a reference was perceived
to be problematic because it can make a per-
son traceable online. Researchers will need
to find a way to balance the opposing needs
for anonymity and acknowledgment of their
sources. This is tricky because mentioning
that a quote is from Twitter, for example, does
not ensure that the user remains anonymous.
Even if their Twitter handle is not given, typ-
ing the text of a tweet into an online search
engine can lead straight to the user’s profile
(Dawson, 2014).

The potential ethical implications of refer-
encing participants are only part of the chal-
lenge; It is hardly feasible to reference every
user of a million tweets harvested from Twitter
as part of a big data study. Even on a small-
scale study, spot-checking the traceability of
content taken from online platforms is a sub-
stantial task. The human, time and financial
cost make referencing a difficult activity to
undertake for many types of studies.

Avoiding Undue Harm

The third ethical principle relevant to partici-
pants was about ensuring social media

website users are not put at risk in the
research context and that they are not caused
harm that could be avoided. Participants
were wary about how they could be sure of
what researchers were saying, and how dif-
ficult it would be online to decide if they
were even ‘legitimate’ researchers, such as
those working for an ‘accredited firm’ that is
registered by the Market Research Society or
Social Research Association.

Closely related to anonymity as discussed
above, participants felt that being identifiable
in research could lead to unsolicited atten-
tion online and, more seriously, ‘abuse’. This
might be from people they knew, or from
organisations that could ‘exploit’ them. For
others it meant use by the police or courts, for
purposes of prosecution.

FACTORS INFLUENCING USERS’
VIEWS OF ETHICS

Elements of the research context influenced
users’ views and expectations of informed
consent and anonymity. The ethical rationale
for gaining informed consent is that the par-
ticipant understands exactly what their par-
ticipation will entail and how their data will
be used. This also has a practical benefit,
building trust between the researcher and the
participant. Similarly, the principle of ano-
nymity is often sought to protect the identity
of the participant and encourage more open
and honest discussion. In our group discus-
sions, we used real and hypothetical exam-
ples of how researchers could use social
media websites (in the form of vignettes).
The vignettes focused participants thinking
of examples of scenarios wrought with ethi-
cal considerations, allowing the research
team to gain a more nuanced understanding
of the variation in research contexts that
influence users’ views of ethics. Participants
mentioned a range of factors which made it
particularly important for researchers to gain
consent or promise anonymity. These factors,
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listed below, are described in detail in the
remainder of the chapter.

Mode and content of the posts;

Social media website being used;

The expectations the user had when posting;
The nature of the research.

Mode and Content of the Posts

The content of social media posts was an
important consideration for users when dis-
cussing the necessity of anonymity. Format
was viewed in two ways: as written forms
(tweets, or forum posts) and as visual media
(photos, or video). Participants who actively
‘self-regulated” when they were online did
not think researchers needed to gain consent
and this held true whatever the type and con-
tent of the post. Alternatively, other users felt
that the format of post and the content would
dictate whether a researcher should gain
consent.

Written Content

One view was that researchers should ask to
use any written content posted by users to
social media websites. This would especially
be the case if the researcher intended to
include the username with the written content.
A different, less feasible, view was that the
researcher did not need to ask for consent to
use tweets, so long as they were sure the tweet
was an accurate representation of the users’
views. However, it was not mentioned how a
researcher might verify what is or is not an
accurate representation of what a user thinks.

Photos

Users were more concerned about research-
ers accessing and using photos than for writ-
ten content because ‘if you write something,
anybody could’ve written it, whereas with
your picture they know it’s you’ (Female,
aged 18-25, high user). Due to the user — or
their friends and family — being identifiable
from photos, the participants were keen to
claim ownership of images. The interplay

between being identifiable and ownership
meant they were more concerned about their
photos being used in research without con-
sent, compared to written content like a tweet
or a status update.

A different view was that you give up your
right to ownership the minute you post a photo
on a social media website. This is because
most social media websites, like Facebook,
allow you to save another’s photo by right
clicking on the image. Researchers therefore
have as much right as anyone to obtain pho-
tos and do not need to ask for consent.

Additionally, participants queried what
rights users have over a photo which features
them but which had been posted by someone
else — would a third party need their permis-
sion to use it? This remained unresolved in
the discussions.

Sensitivity of Content

Participants also explained that the sensitiv-
ity of the content was important for research-
ers to consider when deciding whether to
seek consent and uphold anonymity. Users
thought that if something posted to a social
media website was particularly sensitive or
personal, then informed consent should be
gained by the researcher.

It is often difficult to determine what is
sensitive; everyone will have a different inter-
pretation of this. ‘Mundane’ or ‘generic’ con-
tent was excluded from this expectation. For
example, tweets about the London Olympic
Games were not considered sensitive.
Another example was attitudes about bottle
versus breastfeeding, which we probed about
when discussing Vignette 2 (See Appendix
B in Beninger et al, 2014). Viewpoints about
this topic were not considered to be sensitive
or personal either.

However, if the topic of a tweet ‘goes down
a little bit deeper’ (Female, aged 50-60,
low user) in that it has a ‘sexual, political
or religious’ focus, then it was felt that the
researcher would need to ask permission to
use it. Irrespective of the sensitivity of a post,
the way in which the post was used mattered
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for users depending on whether they envi-
sioned themselves as active participants
compared to passive participants in online
research. Participants actively involved in an
online study, who have had interactions with
the researcher and an understanding of how
and why findings will be used were more
likely to think that the researcher should not
be barred completely from using the material,
only that they should take the necessary steps
to uphold the ethical principles of research,
such as ensuring the participants’ anonymity.

Type of Platform

The type of social media website was another
factor that influenced whether our partici-
pants thought consent definitely needed to be
gained by a researcher, or could just be
assumed. Social media websites with a fun,
social purpose were viewed differently from
websites with a professional aim.

The difference is based on how personal
the information that is usually posted to the
two sites and links to the section above about
sensitive content. Websites with a social pur-
pose contain much more ‘personal’ content,
whereas content posted to ‘professional’ sites
like LinkedIn is less so. In light of this, partic-
ipants thought that it would be acceptable for
researchers to access the latter without gain-
ing consent because the nature of the infor-
mation on professional sites like LinkedIn is
less sensitive.

User Expectations

Whether a researcher needed to gain consent
to use social media posts was also influenced
by user expectations. If a user intended for
their post to be widely accessible or public
(e.g., on Twitter or LinkedIn where profiles
tend to be open to a very wide potential audi-
ence), then there was a view that a researcher
would not necessarily need to gain consent to
use it. This is because the user, by posting

publicly online, implies that they are surren-
dering ownership. Participants acknowledged
that this view assumed Twitter or LinkedIn
users understood the openness and accessibil-
ity of the platform, which may not be the case.

An alternative view was that users did not
want something published by researchers if
they had not meant it to be public in the first
place or it was posted for a different purpose.
This would include a Facebook status where
the user’s profile was limited to friends and
‘friends-of-friends’. The intention for a post
was felt to be more important than the site
from which a researcher took it.

For researchers, this means that no mat-
ter how open or public a site is considered
to be, the user’s expectation about how
the post should be used is what should
be considered at the recruitment stage.
While checking users’ expectations of how
their information is used is ideal, in prac-
tice this would be difficult. The time and
effort needed to do this is significant and
researchers need to weigh up the pros and
cons of this activity if considering assessing
users’ expectations.

Nature of the Research

The nature of the research in question also
affected participant’s views on research
ethics. Use of social media website posts by
researchers was affected by the affiliation of
the researcher and the purpose of the research.
What these features mean for researchers
needing to gain informed consent and afford
anonymity is subject of the next two
sections.

Researcher Affiliation

The type of organisation or company that the
research was affiliated with, such as charita-
ble or commercial, influenced whether or not
participants viewed research to be of ‘good
quality’. There was no mention of govern-
ment or a comparison between government
and non-government in the discussions.
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Instead, a distinction was made between not-
for-profit and commercial organisations.
Research being conducted by a not-for-profit
organisation or academic institution, rather
than for ‘commercial’ reasons, was preferred
for two reasons.

Participants who preferred not-for-profit
researchers to commercial organisations
did so because the former were felt to be
more ‘productive’, more ‘ethical’ and ‘not
exploitative’. The focus here for participants
was on the perceived social good not-for-
profit or academic organisations can provide
through their research. It was felt there was
more value to this type of research because it
looked to make a difference rather than being
primarily motivated by financial gain.

The second reason not-for-profit research-
ers were preferred is because participants did
not like to think of their social media posts
being used to generate a profit for others.
There was a perception, however, that while it
is not ‘a good thing’ for researchers to ‘make
money’ from social media posts, it is already
happening and ‘we’re way down the line now,
it is way too far down to stop’ (Male, aged
26-49, medium user).

Not all of the participants were concerned
about the affiliation of the researcher. The
reason for this related to the recurring view
that once you post publicly on a social media
website, you waive your right to ownership.
One user outlined this viewpoint about social
media by saying, ‘If you've written on it and
you know that it’s open, every single person in
the whole world has that if they want to...and
it doesn’t really matter [who the researcher
is]’ (Female, aged 18-25, high user).

Other users were unaware of the differ-
ences between not-for-profit and commercial
researchers or did not care about the distinc-
tion. As such, they had little to say about how
researcher affiliation might influence their
desire to agree to informed consent.

Research Purpose
Although concern about the affiliation of the
researcher was not widespread, the concern

about the ‘purpose’ of the research was. The
research purpose had a bearing on whether
participants wanted to be informed about
their social media posts being used in
research. Participants expressed worry about
their posts being used to ‘drive an agenda’
they would not have agreed to if the researcher
had asked them.

Using social media content to ‘drive a
[commercial] agenda’ was seen differently
from research offering a social benefit. By
commercial agenda, participants were pri-
marily referring to the use of social media
information for market research purposes.
Participants felt the use of their content for
financial gain that they did not benefit from
was morally problematic.

For our participants, research for a ‘good
reason’ meant a study that had some social
benefit. For example, research aimed at
providing more knowledge about a particu-
lar social issue such as domestic violence
would be of social benefit particularly
if it were to improve support for victims.
Research for a good purpose could also
include research ‘genuinely used to try
and improve our services’; services in this
instance being public transport or customer
service provision.

In discussions around the vignette about
domestic violence (see Appendix B in
Beninger et al, 2014) the potential benefit
to society of using online content to under-
stand the experience of abuse, was felt to
outweigh the risk to the user who shared that
information.

While there is variation in views, it is
clear from what our participants told us
that researchers well in advance of begin-
ning their work and throughout their study
should explore these principles. Many of the
views of social media users are not captured
in research ethics forms or applications to
conduct research, nor flushed out in emerg-
ing guidance on conducting research online.
Assumptions should not be made about what
is and what is not right because users’ views
vary dramatically.
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CONCLUSION

This chapter explored the views and experi-
ences of a qualitative sample of the general
public to better understand what they think
constitute ‘good’ ethical practice in online
and social media research. It began with a
summary of existing literature on ethical con-
siderations in online and social media research
then introduced how some users engage and
interact with and understand information
online. We then moved from users’ views and
behaviours about social media generally to
explore initial impressions of online and
social media research. Lastly, users views on
the underlying issues that core research ethics
principles — informed consent, anonymity and
undue harm — represent were discussed. The
value of this research lies in its ability to shed
light on a previously underrepresented group
in the field of social media research: the user.

The research presented here muddies the
water, making the application of traditional
ethical principles more challenging and vul-
nerable to the dynamic progress of social
media platforms and functions. The quickly
evolving landscape and the complexities of
online and social media research means it is
more important than ever for online research-
ers to speak loud and proud about what
design and methodology led to their outputs.
Case studies capturing where ethical consid-
erations in online and social media research
could have been improved may support this
body of knowledge and encourage the move
towards developing a toolkit of conceptual
and practical approaches to upholding ethical
practice in research (e.g. Zimmer, 2010). In
order for the field of online and social media
research to retain the good will of partici-
pants and gain credibility from the sceptics
it’s important that researchers are brave and
acknowledge the strengths and limitations of
their research designs and though processes
from which they are drawn.

Ethical considerations in research have
been and will continue to be a balancing act.

We need to balance the concerns of our
participants with our desire to research and
understand social behaviour. Online and
social media research has the potential for
unearthing new understandings and adding
unique insight to existing knowledge about
social phenomenon, but the ethical implica-
tions require on-going scrutiny. As with any
research study, ethical considerations should
become an integral part of research design and
conduct, a crucial component of high quality
research. So rather than being viewed as part
of the set-set up stage of research and per-
ceived as an obstacle to overcome, we should
consider ethics as part of each research deci-
sion made to improve the validity and cred-
ibility of our work. Careful consideration of
how and when to apply guidelines and princi-
ples to the quickly evolving online platforms
will help practitioners and researchers to bet-
ter deliver robust research. For this to happen
in a nascent research field, researchers may
need collaborative and supportive guidance
rather than rigid, inflexible guidelines.

Three key practical suggestions for
improving research practice have been drawn
from this research and researchers may want
to consider the proportionality of these sug-
gestions against the context of their research.

To ethically recruit participants to online
and social media research take steps to appear
legitimate, accommodate different user types
and be transparent in your purpose and aims.
To achieve this consider explicitly stating
the security and privacy terms in recruitment
materials of the platform the research will
involve and explain where you got a partici-
pants contact details (i.e. Searched Facebook
for public profiles). Another option may be to
include a link to your company or institutions
webpage or examples of previous work.

To uphold protection and trust of participants,
improve the representativeness of findings and
understand the privacy risks of the platform
used in a study. An example of how to do this
in practice is to take time to consider the open-
ness of a platform you are using and whether
steps can be taken to gain trust of users (i.e. if a
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closed chatroom consider introducing yourself
and state your research purposes and ask partic-
ipants to opt into your research). You may also
wish to acknowledge the different ways users
engage online — create, share and observe — and
how your data may include a very specific view
or type of user in your outputs.

To protect the identity of participants,
maintain their trust in the value of the
research and contribute to the progression of
the field by being open and honest in report-
ing you can take several steps. You can take
responsible steps to inform the user of your
intention to use their information through
mass tweets, direct tweets, private messaging
or email. As with all rigorous research, you
should acknowledge the limitations of the
representativeness and validity of your find-
ings and explicitly state the platform used (i.e.
Facebook rather than generally saying social
media) when reporting research findings.

NOTE

1 A special thanks to my co-authors of the report
Alexandra Fry, Natalie Jago, Hayley Lepps, Laura
Nass and Hannah Silvester, and to Gareth Morrell
for his invaluable mentoring.
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The Role of Online Reputation
Management, Trolling, and
Personality Traits in the Crafting of
the Virtual Self on Social Media

Shuzhe Yang, Anabel Quan-Haase,
Andrew D. Nevin and Yimin Chen

This chapter investigates how users craft a
virtual self to engage with their networks on
social media. An important consideration in
social media research methodology is the
extent to which users’ accounts, including
their profile and engagement, reflect ele-
ments of the self. To inform and expand
data-driven approaches — both quantitative
and qualitative — we examine three central
aspects of digital engagement that are often
ignored in social media scholarship, but
directly impact data analysis and interpreta-
tion. First, we examine online reputation
management, which describes the tendency
for individuals to curate a desired self-image
through selective presentation of personal
data. Then, we look at shifts in personality
traits and the role of e-personality in influ-
encing online self-presentation and interac-
tion on social media. Finally, we investigate
trolling, which is a deliberate form of mis-
leading, provoking, and making fun of others
online. Using these three themes, we

conclude that social media scholars need to
carefully consider the context in which pro-
files are created and interactions take place
in terms of platform-specific social norms
and domain-specific knowledge. The real
meaning of data is not always readily appar-
ent, and its decoding may require further
theorizing around social behaviour and its
underlying motives.

INTRODUCTION

Much research has investigated how people
craft a virtual self (Kramer and Winter, 2008;
Rui and Stefanone, 2013), how the virtual
self is both different from and an extension of
the offline self (Amichai-Hamburger et al.,
2002; Emanuel et al., 2014), and what strate-
gies and processes underlie reputation man-
agement online (Tennie et al., 2010; Yang,
2016). These research questions have been of
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particular relevance to scholars of social
media because the first step in social media
participation and engagement is the creation
of a profile (boyd and Ellison, 2007; McCay-
Peet and Quan-Haase, 2016). Sundén (2003)
recognized the deliberate nature of online
self-presentation and introduced the notion
of writing oneself into being, which high-
lights the agency involved in creating a vir-
tual self through posting text, uploading
images, and engaging with one’s social net-
work via likes, retweets, and favourites. What
remains less clear is how the virtual self links
to the offline self (Marwick et al., 2010;
Palfrey and Gasser, 2008). For Turkle (1984)
the virtual self is a second self, one that is
more playful and allows for an escape from
everyday life. By contrast, Hogan (2010)
links self-presentation to data curation and
argues that self-presentation is a careful
crafting of the self for the purpose of reputa-
tion management and identity creation
online. Hence, the virtual self is an extension
of the offline self (Palfrey and Gasser, 2008),
which sometimes presents facets of the
offline self, those that are perceived as
accepted and valued within specific digital
sub-cultures. Scholars have consistently
shown that the virtual self on social media
does not fully overlap with the real self, but
neither is it unrelated as Turkle had suggested
(Amichai-Hamburger, 2005; Donath, 1999).

Shakespeare said that: ‘All the world’s a
stage, and all the men and women merely
players’ (As you Like it, Act 2, Scene 7).
Social media is yet another stage for perform-
ativity, but one where play is limited because
our real-world connections to friends and
family tend to serve as a means of data veri-
fication, thus keeping the virtual self close to
the real self (Zhao, Grasmuck and Martin,
2008). Hogan and Quan-Haase (2010) have
stressed this: the integration of the virtual
self with the offline self has become increas-
ingly pronounced as social media becomes
integrated into the rhythms of everyday life.
But, how close is the virtual self to the real
self? Which facet(s) of the real self does the

virtual self represent? Can we trust informa-
tion representing the self on social media via
profile information, likes, images, and social
connections?

The purpose of this chapter is to show
how processes of self-presentation influence
methodological considerations and deci-
sions in the study of social media phenom-
ena both in large-scale quantitative analysis
and in qualitative work. Scholars of social
media need to grapple with questions of
self-presentation because virtual selves are
not always true representations of the self;
they are often performances influenced by
many factors including reputation manage-
ment, social context, platform features, data
curation, motivations, and also social and
community norms. A user profile can either
present a person in a more positive light
through reputation management (Eisenegger
and Imhof, 2008), or can contain purpose-
fully deceitful information for the purposes
of trolling (Buckels et al., 2014; Coleman,
2012). We analyze the prominent literature
in three central areas and discuss the impli-
cations for deciding what methodologies to
use in different contexts, as well as the chal-
lenges existent in these approaches. First, we
explore how users engage in online reputa-
tion management in order to control their
self-presentation, present themselves in a
better light, and enhance trust during interac-
tions with strangers (Eisenegger and Imhof,
2008; Farmer and Glass, 2010). Second, we
examine how personality affects the crafting
of the self in terms of shifts in trait expression
on the Internet compared to offline (Nevin,
2015). Third, we investigate trolling, which
is a deliberate form of misleading, provok-
ing, and making fun of others (Coleman,
2012). Finally, we discuss several approaches
and strategies for handling profile data and
examining interactions on social media with
an eye toward self-idealization, deception,
and trolling. Through this review, we aim
to discuss how discrepancies between the
virtual and offline self arise, how these dif-
ferences can be interpreted, what approaches
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exist for detecting differences, and how these
differences can be taken into account in
data collection, analysis, interpretation, and
visualization.

ONLINE REPUTATION MANAGEMENT

A person’s online reputation is the ‘set of
beliefs, perceptions, and evaluations a com-
munity forms about one of its members’
(Anderson and Shirako, 2008: 320) and
includes any activity on social media for the
purpose of reputation building, maintenance,
and enhancing (Burkhardt, 2008). People
engage in online reputation management,
employing a wide range of strategies to pre-
sent themselves in the best light possible. As
users create complex profiles on social media
platforms the question arises as to how much
of the digital representation is an idealized
version of the self.

Previous studies have identified different
strategies in self-presentation online and offline
(Emanuel et al., 2014). Offline reputation man-
agement occurs more spontaneously and in the
moment, whereas online reputation manage-
ment iS a more conscious, premeditated, and
goal-driven type of engagement, in which
information is edited, filtered, and modified
(Stanculescu, 2011). For example, previous
studies have shown that teens ‘select photos
based on the images’ attractiveness’ (Kapidzic
and Herring, 2015: 971) before uploading
them to social media platforms. Spontaneity in
offline reputation management leads to disclo-
sure of substantially more personal informa-
tion than in online situations (Emanuel et al.,
2014). This suggests that social media profiles
are carefully curated and present a self that is
edited, remixed, and framed.

Personal online reputation management
strategies are platform and context depend-
ent. On professional social media platforms,
such as LinkedIn, individuals share different
kinds of information than on private social
media platforms because of the different

social norms at play as well as different goals
and motivations (e.g., new job opportunities
or making professional connections) under-
lying their use (Mehdizadeh, 2010; Yang,
2015). Platform-specific features also influ-
ence people’s online reputation manage-
ment efforts. Facebook, for example, offers
individual privacy settings, which facilitate
the creation of partial identities and enhance
control over what information is revealed
and to whom (Deuker, 2014). This allows
for different self-presentations to different
social circles (Marwick and boyd, 2011). The
importance of context becomes clear when
we look at the example of inside jokes; in
the offline context, inside jokes are told in
specific social situations or social circles
in which others are expected to understand
the joke. The reputation of the joke teller
increases because (inside) jokes signal social
intelligence (Wierzbicki and Young, 1978).
But such jokes are difficult to identify in
data gathered from social media platforms
because the researcher is often unaware of
the context in which the joke was told. The
intention and effect of the inside joke could
be misinterpreted during data analysis, lead-
ing a researcher to mistakenly infer a nega-
tive reputation for the joke teller and deduct
discrepancies between selves that don’t
actually exist. Therefore, evaluating a social
media profile without taking platform-spe-
cific online reputation management strate-
gies and communicative context into account
can result in a limited or inaccurate view of
who the person is. These considerations are
critical for gaining a nuanced understanding
of an individual’s online self-presentation
(Emanuel et al., 2014).

Evidence showing that personality traits
influence how individuals present themselves
online largely comes from research look-
ing at the impact of anonymity on commu-
nication on the Internet. Introverts are more
likely to use anonymous social media plat-
forms, whereas extraverts prefer real name
social media platforms as an extension of
their offline selves (Amichai-Hamburger
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et al., 2002). Accordingly, analyzing intro-
verts on real name social media platforms
(e.g., Facebook) may lead to an incomplete
view of a person’s real self, as they share less
information on such platforms. Researchers
need to consider and include an introvert’s
activities on anonymous social media plat-
forms (e.g., ello.co) in order to gain more data
about that individual. Understanding the com-
plex interaction between personality traits
and personal goals is imperative for under-
standing what kinds of personal information
is shared on various social media and why.

Another critical factor influencing the
crafting of the virtual self is time, which is
crucial on e-commerce platforms (Klewes
and Wreschniok, 2009). On social media it is
possible to trace back how individuals’ repu-
tation management motives, strategies, and/
or goals evolve over time (Kim and Ahmad,
2013; Leary and Allen, 2011). A good exam-
ple is the type of online reputation system in
place on shopping platforms such as eBay or
Amazon. These platforms store all published
reviews since registration and provide an
overall reputation score over a long period
of time (Resnick et al., 2000). Thereby, the
changes in a person’s reputation on these
platforms can be tracked.

When individuals create their social media
profiles, they sometimes intentionally pro-
vide information that is false, incomplete,
or misleading — such as sexual orientation,
religion, and relationship status — in order
to protect their privacy (boyd and Ellison,
2007; Dwyer et al., 2007; Gross and Acquisti,
2005). The reasons for providing false infor-
mation are often trust concerns (e.g., misuse
by other members of the social media plat-
form). Others also publish false (e.g., social
group affiliation) or fake information (e.g.,
fake photos for accusation of crime) about
a person as a means of defamation or sim-
ply as a joke (Smith and Kidder, 2010). The
inclusion of any inaccurate or false infor-
mation in a study can result in reaching the
wrong conclusions about a person’s real self
(Broadhurst and Kell, 2007).

Taking discrepancies between the offline
and virtual self into account can reveal new
research opportunities and provide new
insights, as discrepancies can uncover gaps
between one’s current and desired online
reputation. For instance, individuals often
craft idealized profiles on professional social
media platforms which differ from their
real selves (van Dijck, 2013). By analyz-
ing the variability across platforms, there is
a chance to identify information individuals
have hidden in order to protect themselves
and information individuals have curated to
enhance their professional reputations. The
detection and measurement of gaps between
various presentations of self is often crucial
and time-consuming because scholars have to
code data manually and cannot rely on soft-
ware. Contextual anomalies can be detected
by comparing a researcher’s interpretation of
an individual’s reputation with the opinions
of others (e.g., through sentiment analysis).
Alternatively, collected data could be scru-
tinized and analyzed in order to identify
sarcasm, irony, inside jokes, and/or cultural
differences. Such analysis can provide insights
into individuals’ personal development over
time, their creation of new identities, how
social circles are organized, how individu-
als manage their online reputation differently
in their social circles/roles, and how culture
influences online reputation management.
By reviewing these activities over time, it is
possible to identify preferred strategies, the
success of those strategies, and shifts in an
individual’s goals. Ultimately, gaps between
the offline and virtual self can be a source for
new research opportunities in personal online
reputation management. For example, an
idealized self-presentation of an employee’s
abilities and skills may result in disappoint-
ment when hired. Hence, researcher could
investigate employer’s expectations based
on the virtual self and compared these to that
employee’s actual performance. The findings
could provide insights into whether the crea-
tion of an idealized self is a worthwhile pro-
fessional strategy.
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Available social media data consisting of
profiles, images, texts, and interactions such
as retweets and likes are the constituents of a
person’s online self. This online self does not
necessarily reflect the entire self, rather, such
information often reflects a carefully curated
and manipulated self to conform to platform-
specific social norms and expectations, one
that showcases a person’s idealized self. The
next section investigates in more detail how
personality traits can affect the crafting of
the self and how personality can be differ-
ently expressed between online and offline
contexts in ways that can reflect tendencies
toward increased deception on the Internet.

E-PERSONALITY AND
SELF-PRESENTATION

Research on personality has stressed that
personality traits are rather stable and con-
sistent across social situations, characterizing
an individual and his/her behaviours, disposi-
tions, attitudes, cognitions, and emotions
(McCrae and Costa, 1994). Even though
personality traits are considered fairly stable
over time, certain contexts can lead to shifts
in personality expression (Allport, 1937;
Kenrick et al., 1990; Mischel, 1973, 1977).
This section suggests that social media is
potentially one such context in which person-
ality expression can change and, accordingly,
influence the presentation of self online,
which is something that should be taken into
consideration by researchers. Personality
traits often influence the presentation style,
disclosure risk, and type of information that
individuals tend to post on social media (Lee
et al., 2014; Marcus et al., 2006; Michikyan
et al., 2014), which can differ from inten-
tional data curation and the meticulous repu-
tation management that was discussed in the
previous section. As such, this creates an
additional layer of complexity when research-
ers are trying to interpret and understand the
data available on social media.

While some scholars argue that anonymity
on the Internet may allow for the emergence
of latent personality traits that are usually
constrained due to the social pressures of
the material world (Amichai—-Hamburger,
2005; Suler, 2004), others have proposed that
there may be a multiplicity of online person-
alities that do not overlap with those in the
offline realm (Turkle, 1984, 1995). The lat-
ter perspective is reflective of a theoretical
framework of context-dependent personality
expression, which suggests that situational
cues and environmental factors can elicit
changes in personality expression in different
social contexts (Allport, 1937; Kenrick et al.,
1990; Mischel, 1973, 1977). Research in this
area has investigated the differences in online
and offline personality — the former being
encapsulated through the term e-personality
(Aboujaoude, 2011). Studies examining
e-personality have found reduced shyness
(Stritzke et al., 2004) and increased psy-
chopathic expression (Nevin, 2015) on the
Internet. Scholars have tested this framework
in the online context by using self-report
data and methodologies that control for per-
sonality trait differences between online and
offline environments (Blumer and Doering,
2012; Nevin, 2015; Stritzke et al., 2004).
One common quantitative technique involves
the use of similar scale measures that distin-
guish between online and offline situations
by adding variations of the clause ‘when on
the Internet’ in order to promote item consist-
ency for contextual comparisons of the scores
(Blumer and Doering, 2012; Nevin, 2015;
Stritzke et al., 2004).

Various types of digital environments can
differently impact the continuity between the
virtual and offline self in terms of personal-
ity expression. When individuals know much
of their judging audience from outside the
Internet — as is often the case on social media
platforms like Facebook where individuals
largely connect with their circle of friends
and family — there is a sense of accountabil-
ity to express traits that align across social
contexts. In these digital spaces there are
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anchored relationships (Zhao et al., 2008)
that exist beyond the online world that serve
to check the information posted on social
media for personality and identity consist-
ency with the offline self. On platforms with
anchored relationships, expressing diver-
gent e-personalities is more noticeable and
incites confusion from peers or reinforces
the impression that the individual is unpre-
dictable, or even erratic and dishonest, across
social contexts. As such, most individuals
tend to exhibit traits from their actual offline
personalities in their social media profiles
(Back et al., 2010). However, adding ele-
ments of anonymity and pseudonymity in
online communities, such as 4chan or Reddit,
may reduce the sense of accountability,
increasing the potential for misrepresentation
or decreasing the desire for sincere and genu-
ine self-disclosure (Bernstein et al., 2011;
Galanxhi and Nah, 2007; Lapidot-Lefler and
Barak, 2012). The difference in the types of
interpersonal interactions and identity cues
that differ between online platforms should
be considered by scholars when interpreting
data about the self on various social media
platforms, with more critical scrutiny given
to anonymous digital environments that lack
internal checks and balances for ensuring
self-congruence.

Digital interaction has been shown in some
cases to influence the expression of person-
ality traits in a positive direction. Stritzke
et al. (2004) have suggested that some peo-
ple can become more outgoing online when
compared to how they typically express
their shy personalities in offline interactions.
They found that after previously dividing
their study participants into shy and non-
shy groups based on their responses to an
offline inventory, both groups scored simi-
larly on measures of rejection sensitivity,
self-disclosure, and initiating relationships
when completing a subsequent inventory
that emphasized online interactions. On the
other hand, social media may also bring
about shifts toward the expression of nega-
tive traits, that is, dark e-personalities that

are ‘less restrained, a little bit on the dark
side, and decidedly sexier’ (Aboujaoude,
2011: 20), which can manifest in antisocial
online behaviours. Nevin (2015) accord-
ingly tested the discrepancy between online
and offline expressions of dark personality —
conceptualized in terms of psychopathy —
using self-report survey data that specifically
controlled for social context. For reference,
psychopathy is a personality profile charac-
terized by traits such as a lack of empathy
or remorse, impulsiveness, manipulativeness,
superficial charm, and a grandiose sense of
self, as well as other antisocial indicators
(Hare, 1991). This exploratory study found
that individuals in the sample (especially
males) expressed higher levels of cyber-
psychopathy compared to offline psychopa-
thy scores, suggesting that some Internet
users slide toward expressions of subclini-
cal psychopathic personality when online
(Nevin, 2015). Cyber-psychopathy was also
associated with increases in the participants’
reported endorsements of deception and troll-
ing practices, which are largely implicated in
online misrepresentation (Nevin, 2015).
Heightened narcissism on the Internet
is another important expression of dark
e-personality that can impact the interpreta-
tion of data from social media. Narcissism,
characterized by self-centeredness and van-
ity, is part of the Dark Triad of personality
(Paulhus and Williams, 2002) and has become
normalized online through self-promotional
behaviours and selfies on social media plat-
forms (Fox and Rooney, 2015). It has been
suggested that such attention-seeking behav-
iours are reflective of a need to ‘gain valida-
tion for inflated self-views’ (Marshall et al.,
2015: 36). As such, researchers need to con-
sider that narcissistic e-personality may serve
to reduce the objectivity of social media
data by presenting misrepresented and ideal-
ized versions of self. Previous studies have
found that narcissism can be observed on
Facebook through high frequencies of status
updates (Carpenter, 2012), as well as when
the subjects of these posts are more focused
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on achievements, including boasts about diet
and exercise (Marshall et al., 2015).
Linguistic methodologies such as text
analyses and sentiment analyses can be used
in text-based environments like social media
to measure how personality traits are linked
to online content (Boochever, 2012; Garcia
and Sikstrom, 2014; Sumner et al., 2012).
These methodologies are important consid-
ering that dark e-personality traits can now
be identified via text analysis and can help
with the interpretation of data by testing
for the likelihood of misrepresentation. For
example, some researchers have found that
online posts that have many negative words,
high levels of profanity, traces of anger, and
unclear grammar can indicate psychopathy
in social media platforms such as Facebook
and Twitter (Boochever, 2012; Garcia and
Sikstrom, 2014; Sumner et al., 2012). There
are several different strategies that can be used
to perform this type of text analysis. Sumner
et al. (2012) have used machine learning
algorithms to identify psychopathic person-
ality traits from written content on social
media by determining cases that have high
or low scores on each trait of interest. They
also statistically measured linguistic vari-
ables such as word length, tense, verb use, as
well as semantic content in terms of emotions
and topical themes to report correlations with
personality variables. Boochever (2012) has
taken a different approach by combining lin-
guistic analyses with self-report personality
measures to determine the linguistic indi-
cators of psychopathy. She relied on a text
analysis program called Linguistic Inquiry
and Word Count (LIWC) (Pennebaker et al.,
2007), which quantifies and categorizes lin-
guistic units in a post in order to report the
percentage of words that fall under each
category. LIWC specifically focuses on ‘lin-
guistic dimensions, psychological constructs,
personal concern categories, and paralinguis-
tic dimensions’ (Hancock et al., 2012: 15).
Using such techniques can allow research-
ers to analyze previous posts or comment
histories to test for dark e-personality traits

(such as psychopathy or narcissism) that may
underlie either deliberate or unintentional
misrepresentation online. This method may
serve as an initial check in order to flag cases
that are high in dark e-personality expression,
which might skew the data that are mined
from social media profiles.

Overall, personality discrepancies between
offline and online environments, as well as
the inclination toward dark e-personality
expression, may compromise the objectivity
of the data on social media. As such, several
approaches were discussed above, and other
approaches in this book (Chapter 21, Rubin,
this volume), can aid scholars in analyz-
ing and interpreting rich and contextualized
social media data. Such methods can sensi-
tize scholars to discrepancies in personality
across platforms and social contexts (Chapter
2 McCay-Peet and Quan-Haase, this vol-
ume). While some techniques show promise
for assessing the likelihood of deception or
misrepresentation, the conclusions drawn
from social media data should always con-
sider the limitations of potentially biased data
resulting from shifts in personality expres-
sion on the Internet.

BIG DATA AND TROLLING

Big Data analytics have been heralded as
revolutionary because they are data driven
(Lohr, 2012). Some researchers and commen-
tators have even gone so far as to proclaim
that Big Data signals ‘the end of theory’ alto-
gether (Anderson, 2008). With big enough
data sets, the argument goes, ‘knowledge
discovery software tools find the patterns and
tell the analyst what-and where—they are’
(Dyche, 2012). Anderson (2008) has
explained how inferences are drawn in this
new paradigm, where °‘[c]orrelation super-
sedes causation, and science can advance
even without coherent models, unified theo-
ries, or really any mechanistic explanation at
all’ (Anderson, 2008); or in other words, if
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only the humans and their often erratic behav-
iour would get out of the way, the data would
be able to speak clearly for itself without the
need to have theory as an interpreter.

There are many researchers, however, who
dismiss this belief that data ‘transcends con-
text or domain-specific knowledge’ (Kitchin,
2014: 4) as ‘Big Data hubris’ (Bruns, 2013;
Lawson et al., 2015; Lazer et al., 2014: 1203).
Indeed, an uncritical trust in the truthfulness
of Big Data can be particularly myopic and
even harmful in the realm of social media
research. ‘On the Internet’, according to an
adage almost as old as the Internet itself, ‘no
one knows you’re a dog’.! Unfortunately,
people tend to lie online (Caspi and Gorsky,
2006), and in some circles, deception may
even be the norm rather than the exception
(Knuttila, 2011). This poses a problem for
Big Data analytics, which tends not to dwell
on questions of truthfulness (Lukoianova and
Rubin, 2014), such as what if the text does
not mean what it says? What if, contrary to
expectations, communicators are not engag-
ing with each other frankly and in good faith?

Anyone who has spent time reading or
writing messages on social media has likely
encountered a troll: a person ‘whose real
intention(s) is/are to cause disruption and/or
to trigger or exacerbate conflict for the pur-
poses of their own amusement’ (Hardaker,
2010: 237). This disruption can take many
forms, including impersonation, pointless
argumentation, off-topic or offensive mes-
sages, harassment, and pranking, and is often
marked by ‘a set of unifying linguistic and
behavioural practices’ (Phillips, 2015: 17) —
i.e., memes. Despite general negativity
towards trolls and their activities, the troll-
ing subculture has largely been responsible
for popularizing many of the Internet’s most
creative and enduring memes (Bernstein
et al., 2011). For this reason, trolling is the
most recognizable and widespread form of
casual deception on the Internet and is likely
to show up in any large social media dataset.

Trolling has traditionally been consid-
ered ‘a game about identity deception’

(Donath, 1999: 45), but it is a game that is
often played with an audience in mind: other
trolls. For example, in response to a user ask-
ing for computer help on a message forum,
a troll might suggest deleting the System32
file, which is essential for Windows to run.?
This action invites two opposite interpreta-
tions: to a naive user, this is a hostile act of
deception which may result in costly dam-
ages. For those who recognize the System32
meme, the initial trolling message can trig-
ger a cascade of sarcastic banter as users
who understand the joke offer encourage-
ment and further misleading advice.>* Among
trolls, this type of transgressive, antagonistic
humour at another’s expense is known as lulz,
a corruption of laugh out loud (Stoehrel and
Lindgren, 2014). For social media research,
recognizing these memetic signals (lulz) is
the key to identifying and accurately inter-
preting trolling behaviour.

One of the core beliefs of many Internet
trolls is the idea that ‘nothing should be taken
seriously’ (Phillips, 2015: 26), which moti-
vates them to mock, criticize, or denigrate
Internet users who express strong opinions
online. As such, trolls are drawn to social
issues such as feminism, racism, and religion
— issues that are often championed loudly by
youthful proponents (Tatarchevskiy, 2011)
across a wide variety of social media plat-
forms. Twitter, for example, is home to many
parody accounts poking fun at public* and reli-
gious figures.’ Tumblr, which is known for its
numerous gender-queer communities (Read,
2012), is often the target of trolls mocking
those communities.® On Facebook, trolling
might take place as a response to perceived
insincere slacktivism, such as in the case of
the Kony 2012 campaign (Collier, 2012).

While it may be tempting to dismiss troll-
ing as random hostility or simply junk data,
proper contextualization can reveal much
about social relationships and norms online.
In many ways, trolling can be interpreted
as an extension of the Internet exception-
alism celebrated by early advocates like
Rheingold (1993) and Barlow (1996). Trolls
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see the Internet as their home turf, and have
even invented their own rules of netiquette.’
Like the early hackers from whom they trace
ancestry, trolls celebrate °‘creative appro-
priation’; in their view, ‘technologies were
made to be played with’ (Phillips, 2015: 131,
emphasis in original). From this perspective,
trolling is more a form of protest than an act of
senseless aggression: ‘trolls work to remind
the masses that have lapped onto the shores
of the Internet that there is still a class of
geeks who, as their name suggests, will cause
Internet grief” (Coleman, 2012: 109-110).
From this perspective, it represents the ‘ten-
sions between dominant and subordinate
groups’ (Hebdige, 1979: 2) played out all
across cyberspace.

Trolling messages are an important aspect
to include in the data analysis. “Trolls operate
as agents of chaos on the Internet’ (Buckels
et al., 2014: 97) and can be crude, funny,
obscene, and even criminal, but trolling is
also the performance of an online, coun-
tercultural response to the encroachment
of offline, mainstream sensibilities on the
Internet (Hogan and Quan-Haase, 2010). At
first glance, trolling may look like little more
than hate speech and online abuse, but deeper
readings reveal it to be ‘a form of action that
seeks to trick the person being trolled into
revealing a hidden reality’ (McDonald, 2015:
973). Through their antics, trolls poke and
prod their targets into exposing the secret
hypocrisies and antipathies that lie behind
the mask of everyday politeness. In doing
so, ‘lulzy activity [transgressive jokes and
pranks] defies boundaries but also re-erects
them’ and can be read as ‘a form of cultural
differentiation’ (Coleman, 2014: 32).

What does trolling mean for social media
analytics? In day-to-day life, people tend to
exhibit a truth-bias; that is, they generally
believe what they hear and read and informa-
tion is taken at face value without much ques-
tioning of dominant discourses, unless they
have reasons to suspect deception (Levine
et al.,, 1999). In computer-mediated com-
munication, physical and non-linguistic cues

which might arouse suspicion or scepticism
are often not present, making this effect even
more pronounced and exploitable (Burgoon
et al., 2010). While there is currently little
data available on the extent and prevalence
of online trolling, surveys have shown that
40 per cent of American adult Internet users
have personally been the target of online
harassment (Drake, 2015) and 73 per cent
have witnessed it happening to other peo-
ple (Duggan, 2014). It seems reasonable to
infer from these statistics that trolls exert a
very noticeable influence upon online com-
munications and interactions and represent
a population of Internet users who are much
more likely than normal to be antagonistic,
ironic, or deceptive. To interpret data from
these sources only superficially is to miss the
hidden layers of meaning that they encode.
Researchers cannot simply assume that what
is said is the same as what is meant; context
and domain-specific knowledge is imperative
in order to tease out the nuances of digital
data on social media.

DATA MINING AND CONTEXTUALIZING
THE VIRTUAL SELF

Most users are amused when they look back
in their timeline or news feed and read over
earlier posts and status updates. Some are
even shocked to realize that they posted a
picture of themselves in a compromising situ-
ation or made a comment that they now feel
does not really reflect who they are. For
example, a Canadian running as a candidate
for parliamentary office experienced the det-
rimental effects of her earlier Twitter posts,
which she had made public as a teenager (17
years of age, CBC, 2015). While we tend to
think of the virtual self as a somewhat stable
representation of a person and his/her true
self, there is no clear link between data,
traces, and footprints as found in social media
and the offline self. Moreover, as individuals —
particularly teenagers — mature, comments,
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posts, and behaviours that may reflect the
frivolous nature of youth, may no longer
reflect who they are as adults. Therefore, it is
important for scholars embarking on a social
media research project to take into account
the following four suggestions.

Topic-dependency: The first step is to
conduct a rigorous and systematic literature
review of the research field of interest (vom
Brocke et al., 2009), as a comprehensive
literature review allows researchers to ben-
efit from past experiences and best practices.
This may be particularly relevant to identify
developmentally-related changes to the self
and changes related to context. For instance,
existing publications provide insights into
differences in online reputation management
strategies on private and professional social
media platforms (Yang, 2015). On profes-
sional social media platforms people are
more likely to create an idealized profile (van
Dijck, 2013) and update their profile informa-
tion more often (Yang, 2015). A researcher
can foresee and anticipate that data collection
and analysis solely based on one social media
platform may include discrepancies and lead
to a distorted interpretation of a person’s vir-
tual self.

Data triangulation: Instead of relying on
data collected from a single social media plat-
form, data triangulation can be used to create
a more comprehensive profile of a person.
For example, sharing economy platforms,
such as Airbnb, are a good source for verifi-
able demographic information on a person.
Social media platforms that do not encour-
age people to use their real names (e.g., ello.
co) are also a good source of data — even if
very different in nature — for learning about
expressions of dark e-personality traits and
trolling behaviours that are less likely to sur-
face on other public sites. On these platforms
people often use nicknames and are at least
partially anonymous to strangers. Anonymity
encourages individuals to express their opin-
ions more freely because they are less likely
to encounter reprisal, such as social isolation
(Reader, 2012). Alternative email addresses

are unique identifiers that can also be used
to link an anonymous profile to an individ-
ual’s real identity. Mobile phone numbers
are even more effective, as a mobile device
usually has a one-to-one relation to its user
(Feldmann, 2005). Although phone numbers
are often not revealed in current platforms,
a profile on a social media platform that is
no longer in use may offer such information.
Some people offered more personal informa-
tion on their first social media platform such
as MySpace.com, Last.fm, or Classmates.
com, as they were not aware of privacy issues
at the time of creation of those profiles.
Information from obsolete profiles could
also provide more unique identifiers such as
nicknames, which could be used to identify
a person on other social media platforms.
Previous studies have demonstrated that an
individual could be uniquely identified by
a set of attributes. For example, Sweeney
(2000) demonstrated that 87 per cent of the
American population can be uniquely iden-
tified based on zip code, date of birth, and
gender. Using these approaches, a researcher
is able to create a comprehensive profile of
a person based on information from several
social media platforms, which contextual-
izes and enriches our understanding of self-
presentation practices. Ethical considerations
with regard to the use of such data are critical
though, as consent from users may be impor-
tant prior to data collection.

Digital traces as starting points: Recent
methodological innovations suggest using
digital traces as a starting point for analy-
sis and either verifying or thickening data
through other sources such as interviews
(Dubois and Ford, 2015). A digital trace
includes all user-related data from social
media platforms such as user-generated
content (e.g., pictures, videos, and tweets)
and metadata like author or timestamp
(Chapter 13 Latzko-Toth et al., this volume).
Quantitative approaches are often used in
trace-based social media research studies.
However, the understanding of such massive
amounts of data can be challenging, as it is
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nearly impossible to put all data into the right
context (boyd and Crawford, 2012; McCay-
Peet and Quan-Haase, 2016). As discussed
in this chapter, the context of information is
essential for data analysis. To address this
issue, a researcher can use data ‘thickening’,
which means to collect a few in-depth data
instead of collecting many data (Chapter 13,
Latzko-Toth et al., this volume). An exam-
ple of data thickening is to combine in-depth
interviews with content analysis. In such
an approach, the researcher can go through
an interviewee’s social media activity log
together with the interviewee and thereby
gain important contextual information about
the activities (e.g., Why was a content shared?
Was the content shared to a specific event?
How was the shared content perceived? Was
there a target audience?). Such a research
strategy can reveal aspects that quantitative
or traditional qualitative approaches cannot.
At the same time, it not only highlights the
‘contrast between what participants reported
and their actual practices as recorded in the
logs (e.g., sharing/liking patterns and social
network composition)’ (Chapter 13, Latzko-
Toth et al., this volume, p XX), but also puts
the virtual self into the appropriate context.

Infer reputation management strategies
and personality traits based on data traces:
Individuals manage their virtual selves on
various platforms differently based on their
goals, social roles, and personality traits.
By collecting social media data such as sta-
tus updates (Marshall, Lefringhausen, and
Ferenczi, 2015) one can make inferences
about a person’s personality traits and then
use the personality traits to better understand
how people express themselves online. In a
study by Amichai-Hamburger et al. (2002),
it was found that the depth of self-disclosure
(e.g., personal preferences, experiences,
or emotions) in status updates on non-
anonymous social media platforms was a
marker for introversion. This can then help to
further contextualize a user’s interaction pat-
terns and self-presentation on various social
media platforms.

CONCLUSION

Social context (anonymity, anchored relation-
ships) and platform type (open vs. close net-
work) influence reputation management,
self-presentation strategies, the expression of
e-personality, including dark e-personality
traits, and the likelihood of trolling. Different
contexts necessitate different data collection
techniques and approaches for making sense
of the data because social norms, values, and
customs will vary (McCay-Peet and Quan-
Haase, 2016). Social context may be cultural,
work, or personal in nature — for example, a
small, close-knit peer group, or a large, dif-
fuse network of international social activists.
Users who engage in platforms geared toward
the development of professional connections,
like LinkedIn or Academia.edu, have differ-
ent biases than anonymous social media plat-
forms such as 4chan. Social media platforms
as a result of their distinct social affordances
elicit different patterns of self-presentation,
sharing of information, and engagement.
Understanding these variations is important
for making methodological decisions.
Scholars tend to disregard digital traces,
footprints, and representations that deviate
from the real self instead of contextualizing
these and establishing counter-narratives
that help explain users’ underlying motiva-
tions for different means of self-presentation.
However, exploiting this information could
provide novel insights into how users of
social media are crafting the self over time
and the underlying social processes. Many
social media methodologies tend to rely on
cross-sectional data, but a person’s behav-
iour over time may also provide important
inferences about stability of the self and
its development. We conclude that treat-
ing data from these sources naively yields
potential interpretation errors and discard-
ing them as outliers might remove important
counter-narratives. Data don’t lie, but people
lie with data, and data can also be misinter-
preted; in the age of Big Data, context and
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domain-specific knowledge may be more
important than ever to make sure that mes-
sages are not lost in social media.

NOTES

1 https://upload.wikimedia.org/wikipedia/en/f/f8/
Internet_dog.jpg

2 http://knowyourmeme.com/memes/delete-
system32

3 http://i0.kym-cdn.com/photos/images/original/
000/077/443/untitled.JPG

4 https://twitter.com/TOMayorFrod

5  https:/twitter.com/Jesus_M_Christ

6 http://knowyourmeme.com/memes/i-sexually-
identify-as-an-attack-helicopter

7 http://knowyourmeme.com/memes/rules-of-the-
internet
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4

Social Science ‘Lite’?
Deriving Demographic Proxies

On the face of it, Twitter provides a social
scientific goldmine of rich, voluminous
data on reactions, attitudes, intentions and
networks — yet the absence of explicit demo-
graphic data prevents researchers from being
able to capitalise on this valuable source for
two key reasons: we do not know who is
represented on Twitter; and we do not know
who is saying what. This chapter looks in
detail at the cutting edge work recently and
currently underway to understand the demo-
graphic characteristics of Twitter users
through signatures identified within tweets
and the metadata associated with Twitter
activity. This chapter critically reviews meth-
ods for extracting or estimating location, age,
gender, language, occupation and class and
discuss techniques for testing the accuracy of
these derived characteristics. We argue that
by augmenting Twitter data with demo-
graphic proxies, we substantially increase the
utility of the data for the wider social science

from Twitter

Luke Sloan

community and enable new avenues of
research to be explored.

INTRODUCTION

At its core, social science is interested in the
differences and inequalities between groups
broadly defined through common demo-
graphic characteristics. Traditional modes of
social research collect data both on the phe-
nomena of interest and the characteristics of
a case be it a respondent on a survey, a
member of a focus group or even an institu-
tion. We take for granted our ability to ask
the relevant questions to ensure that the
researcher collects demographic data on sex,
ethnicity, nationality, socio-economic group,
and religiosity and so on. However, the
recent exponential increase in transactional
and naturally occurring data (i.e. data not
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elicited through social research) has raised
new methodological questions about what
can be known and how we can know it.
Twenty-first century social science must seek
to understand what these new sources of data
mean and how they can be robustly used, but
a perennial criticism of naturally occurring
data from social media sources such as
Twitter is that these important background
variables, which are the bread and butter of
social science research, are generally absent
(Gayo-Avello 2012). Without this informa-
tion we cannot make group comparisons and,
just as importantly, we have no measure of
the representativeness of the data. Yet just
because demographic information is not elic-
ited does not mean that it cannot be estimated
by proxy, and if we can reliably identify the
background characteristics of Twitter users
then we unlock a rich vein of information on
attitudes and reactions which are independ-
ent of researcher interference.

Following from this, there are two ration-
ales for the development of demographic
proxies for Twitter users. The firstis to address
a fundamental question that has yet to be suf-
ficiently answered: who tweets? There are
studies using traditional survey methods (see
IPSOS MediaCT 2014, Duggan and Brenner
2013) that identify who in the survey sample
is using Twitter, but because the Twitter pop-
ulation is unknown we do not know if certain
groups are accurately represented. Certainly
the idea that Twitter provides a voice for the
disenfranchised (Edwards et al. 2013) would
suggest that some subsets of the Twitter
population may well be people who typically
do not respond to surveys. If we know who
tweets (and, importantly, who does not) and
we know where someone is tweeting from,
then we can start to unravel the relationship
between virtual activity on Twitter and real-
world events such as elections, crime, and
commuter travel patterns to name but a few.
There are private sector companies that claim
to be able to derive demographic character-
istics of Twitter users, but this information is
market sensitive and the methodologies are

often neither public nor transparent. In con-
trast, all of the approaches discussed in this
chapter are open for replication with clear,
rigorous and replicable processes that can thus
be scrutinised and improved upon by others.

The second reason has already been hinted
at above — that understanding how group
membership impacts upon an individual is
one of the key areas of concerns for social
scientists. As society moves even further into
the virtual sphere we want to know if real-
world demographic differences manifest in
the virtual world and, if they do, is the effect
the same? For example, does gender impact
upon behaviour on Twitter? Do male and
female users interact in the same type of
online networks? Are inequalities in class,
age, language and gender propagated online
or is Twitter an emancipatory platform that
levels the playing field? Certainly some stud-
ies have demonstrated that the use of social
networking sites in general differ based on
gender, education and age (Haight, Quan-
Haase and Corbett 2014).

These are big questions that are shaping
what social science looks like in the virtual
world and before they can be answered, it is
necessary to reconceptualise demographic
characteristics in relation to Twitter and
then explore how they can be extracted, esti-
mated, measured and evaluated. This chap-
ter outlines the cutting-edge research in this
area around geography and location, age,
gender, language, occupation and class. We
review previous work to identify some of the
features and characteristics of other social
media platforms and discuss how the idi-
osyncrasies of Twitter demand adaptations
or completely new approaches for deriving
demographic information. Importantly, this
chapter is careful not to overstate the accu-
racy of methods for deriving demographic
characteristics and the critical observations
that arise will hopefully encourage others to
takes these ideas one step further. The issue
of accuracy is addressed again towards the
end in the context of future work that will
evaluate the reliability and validity of some
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of the techniques for generating derived
demographic characteristics.

GEOGRAPHY AND LOCATION

Geography is possibly the most useful demo-
graphic characteristic that can be extracted
from Twitter, but it is also the most conceptu-
ally complex (see Chapter 18, Bushel and
Pennington, this volume for a detailed dis-
cussion on analytics of geospatial social
media data). There are four signatures of
geography that can be ascertained — geoco-
ding, explicit profile reference, explicit tweet
reference, proximal reference — and all have
different meanings. They form a ‘hierarchy
of utility’ from the specific (geocoding) to
the general (proximal) that can be considered
analogous to the hierarchy of data types in
quantitative research where interval is the
most useful and the most informative, fol-
lowed by ordinal and finally nominal.

IOn Twitter, geography precision matters —
and there is nothing more precise than know-
ing the latitude and longitude coordinates of
where a user was when they posted a tweet.
This data is so granular that it is possible to
place a tweeter outside of a particular shop in
the high street at the time of tweeting. Tweets
that contain this data are geocoded and users
may choose to have this enabled or disabled on
their account. Because the default mode is dis-
abled, the reality is that many users do not gen-
erate geocoded tweets — only around 0.85% of
Twitter traffic contains this information (Sloan
et al. 2013). Figure 7.1 plots geocoded tweets
captured during July 2012 through the 1%
Twitter API and we can clearly see clusters of
tweets in areas of high population density — a
useful reminder that even a small proportion of
tweets is a large number of data points in abso-
lute terms. Note that the data points apparently
in the middle of the sea are likely to be people
tweeting from boats or planes.

Geocoded data is particularly useful
because it provides a common geographic

key that links Twitter data to other social
and administrative datasets. Point long/lat
data can be used to locate a user within exist-
ing geographies from output areas (OAs)
and statistical wards used in Census outputs
(CAS Wards) to parliamentary constituen-
cies and policing neighbourhoods. This
allows us to understand the context of the
area in which a tweet was made and chal-
lenges the notion that social media platforms
such as Twitter are ‘data-light’ (Gayo-Avello
2012). This data linkage adds value to both
traditional sources of social data and social
media as one augments the other (Edwards
et al. 2013) allowing us to ask new questions
such as: Do people use fearful language on
Twitter when walking through a high crime
area? How much support is there on Twitter
for a political party within a particular con-
stituency? Does the language profile of an
area on Twitter reflect Census data on main
language?

Published examples of the value added
through augmentation include Gerber’s
(2014) investigation of the association
between 25 crime types in a major US city
using kernel density estimate (KDE) and
statistical topic modelling tailored for use
on Twitter and Malleson and Andresen’s
(2014) use of Twitter traffic volume to under-
stand crime risk. This cutting edge research
embraces Twitter data as another lens
through which to study and investigate social
phenomena. Indeed, the author of this chap-
ter was part of a project looking at the asso-
ciation between reported crime in London,
contextual area data from the 2011 Census
and mentions of crime and disorder terms on
Twitter (Williams, Burnap and Sloan 2016).
The geographical granularity required to
investigate these associations can only be
achieved with geocoded data.

That is not to say that such data is with-
out its problems (beyond the small propor-
tion of total Twitter traffic that it consists of).
Graham et al. hypothesise that ‘the division
between geocoding and non-geocoding users
is almost certainly biased by factors such as



SOCIAL SCIENCE ‘LITE'? DERIVING DEMOGRAPHIC PROXIES FROM TWITTER

Thoe. o s
FLt ’1!? » p ¢’ -
o - ?‘U ::. \-... ."3
nateg, B ol TP es
-

P,
& o e gt

93

Buy

-
s

e

/

£7 B g @
e e v
- - : :
-

Figure 7.1 The geographic distribution of geocoded tweets in the UK and Ireland from a

sample of 13 million
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social-economic status, location, education’
(2014: 570), thus questioning whether this
rich but small subset of data is representative
of the wider Twitter population. Recent work
has demonstrated that there are small (but

significant) differences in enabling geoservices
and using geocoding based on age, gender and
class and there are even bigger discrepancies
when looking at language of tweet and lan-
guage of interface (Sloan and Morgan 2015).



94 THE SAGE HANDBOOK OF SOCIAL MEDIA RESEARCH METHODS

Stepping down a rung of the hierarchy of
utility, when geocoded data isn’t available
then we can turn to location information that
can be garnered from user profiles. It is not
unusual for tweeters to complete the location
field of their profile description and with a lit-
tle data-cleaning and common sense it is pos-
sible to automate the extraction of this data in
a useable format. Using Yahoo! PlaceFinder
(2012), Sloan et al. 2013 demonstrated on a
subsample of data that it is possible to use
profile data to identify the country of 52%
of users, the state for 43% (understood to
be England, Scotland, Wales and Northern
Ireland in the UK and prefectures in Japan),
the county for 36% and the city for 40%.
Yahoo! PlaceFinder will identify the lowest
geographical reference it can (such as a city)
and then place it within a hierarchy such as:
Cardiff, Wales, UK. Surprisingly the study
found postcode level data for 10% of users,
which would be enough to locate tweeters
within the granular geographies usually used
only with geocoded data.

There is, however, a catch. What is a user
telling us when they write a location in their
profile description? Is it where they live?
Where they’re born? Where they used to live?
Where they work? The problem is that regard-
less of how many hierarchical geographical
levels we can identify we don’t know what
this location means to the user or how they
relate to it. Conceptually, identifying with a
particular location is a very different thing
to being in a location when a tweet is sent.
Geocoded data always tells the truth and
requires no manual update — it will always
exactly identify your location, but someone
who lives in Cardiff might regularly com-
mute to Bristol or even London. They may
even be tweeting from abroad whilst their
profile places them in Manchester. Even if
the researcher is to make the (very generous)
assumption that the city in a user profile is
where the user is, it is not a very useful geo-
graphical unit to work from. It may be possi-
ble to place tweeters within local authorities
but that assumes that people understand

and accurately realise where the boundaries
between two areas is located. Arguably the
information might be of more use in smaller
cities than larger ones (e.g. Truro vs London),
so in areas of low population density where
administrative geographical units are larger
(such as parliamentary constituencies) there
may be more value to this data. The final
point to make has already been hinted at but is
worth highlighting — the location might be a
lie. There may be an element of purposeful or
even unintentional deception as UK geogra-
phy can be complex (see Yang, Quan-Haase,
Nevin & Chen, Chapter 6, this volume for a
discussion around deception). For example,
Salford is within Greater Manchester but it is
not part of the City of Manchester.

Alternative geographical references can
be found in tweets themselves. Explicit men-
tions of places can be easy to identify such
as major landmarks, sporting events or con-
cert venues. Other contexts in which clear
geographical references might manifest in a
tweet include everything from ‘My train just
passed through Reading Station’ to ‘Really
wish I was at home in Edinburgh right now’.
To make any sense of this data it is neces-
sary to take into account the context of the
geographical reference and it requires com-
plex and deeper analysis (Sloan et al. 2013).
Despite the difficulties, Cheng et al. (2010)
built a probabilistic model to estimate the
city in which a user lives and managed to do
so through mining for geographical refer-
ences in the archives of Twitter users. Their
approach placed 51% of Twitter users within
a 100-mile radius of their actual location.
Considering the complexity of the task and
the high amount of noise in the data this is an
impressive achievement.

The final category of geographical data is
not really explicitly spatial but might nev-
ertheless be of use as the interface between
natural language processing and geo-spatial
analysis develops. Proximal references mani-
fest in tweets in the format of ‘just down
the road” or ‘a few streets away’ and they
are only of use if the reference point can



SOCIAL SCIENCE ‘LITE'? DERIVING DEMOGRAPHIC PROXIES FROM TWITTER 95

be deduced (i.e. which street are you refer-
ring to?). It is also important to distinguish
between whether the user is positioning
themselves through a proximal term such
as ‘I’'m just round the corner from the sta-
tion” or an event which they are comment-
ing on such as ‘That burglary was just down
the street from me’. Additional challenges
to identifying geography in tweets include
generating lexicons for slang and developing
our understanding of how individuals recog-
nise geographical boundaries.

AGE

The ability to extract age data from social
media sources is very much dependent on the
platform of interest. Schwartz et al. (2013)
have demonstrated the link between word
usage and age on Facebook profiles. Rather
than specifying an a priori list of words that
is theoretically associated with particular age
groups, they advocate for an open vocabulary
approach in which the terms that differentiate
age groups are not pre-defined. For a plat-
form such as Facebook for which the age is
known, it is possible to collate and analyse
posts that users have made, measure word
frequencies and produce lists of words that
are typically associated with particular age
groups. In the blogosphere, Argamon et al.
(2006) identified latent language concepts
through factor analysis that explained the co-
occurrence of certain words, resulting in the
identification of latent factors such as
‘poetic’. The frequency of latent factor occur-
rence can then be related to age groups (and,
as discussed later, gender).

Whilst both of these approaches would
then allow a predictive model to be speci-
fied based on either vocabulary on Facebook
or latent language concepts in blogs, nei-
ther method is suitable for identifying age
on Twitter for three reasons. The first is that
Twitter metadata does not contain any explicit
information on age, so building predictive

models that associate particular content
and/orbehaviours withanage groupisfruitless—
the dependent variable is missing. Secondly,
whilst vocabulary lists or latent language
concepts might work well on Facebook posts
(potentially in excess of 5,000 characters) and
blogs (as long as you like), they are unlikely to
be portable to a 140 character micro-blogging
platform. Finally, the prevalence of retweets
on Twitter means that substantial amounts
of content are not authored by the user, thus
the content of many tweets is not an accurate
reflection of an individual’s vocabulary.

With all this in mind, it is necessary to
think more creatively about how age can be
identified on Twitter. In particular, it is neces-
sary to consider what parts of a Twitter profile
might contain useful information on age that
is genuine original data generated by the user.
Sloan et al. (2015) offer a solution through
the interrogation of the profile description
field, which can be accessed via the Twitter
API. The premise is a simple one: some-
times people write their age in their Twitter
profiles, thus the question is not whether the
data exists but how it can be identified and
extracted. Using pattern matching, it is pos-
sible to identify signatures of age such as: a
two digit integer followed by ‘years’, ‘yrs’,
‘years old’ or ‘yrs old’; a two digit integer
preceded by ‘age’, ‘aged’, ‘I'm’ or ‘I am’; a
four digit integer preceded by ‘born’ or ‘born
in’ (with year or birthday an actual age can
be calculated). It is also necessary to account
for false positives such as ‘I’ve worked at X
for 24 years’, ‘I’ve spent 16 years as an X’ or
‘I have a 4 year old daughter’. To avoid mak-
ing type one errors, an addition set of rules
is used to exclude cases where: a two digit
integer is preceded by ‘for’ or ‘spent’; where
‘years’ is followed by ‘as’, ‘working’ or ‘in’;
where any of the positive identification rules
are followed by ‘son’ or ‘daughter’. A more
detailed discussion of the challenges can be
found in the original paper and it is worth
noting that this analysis is limited to English
language tweets which account for around
40.35% of Twitter content (Sloan et al. 2013).
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Applying these apparently simple rules
and checking via expert human validation,
Sloan et al. (2015) identified age data in the
description field of 1,470 users in a database
of 32,032 cases (0.37%). Figure 7.2 shows
the results of this process and compares
the distribution of age according to Twitter
against Census 2011 data on the age profile
of the UK population. The fact that young
people are much more populous on social
media has been indicated by previous studies
(see Duggan and Brenner 2013), but all esti-
mates of age on Twitter have so far relied on
surveys which ask whether respondents use
the platform, meaning that estimates are a
function of sampling and other limitations of
survey methods. This is the first example of
age estimates on Twitter which relies solely
on explicit user generated references to age.

That is not to say that the method is error
free. Although there is no a priori case why,
for example, older users wouldn’t wish to
give their age online, it is not inconceivable
that professing age is of more importance
to younger users, Or more common practice
for particular age groups, social networks or
users from particular countries, subcultures
or backgrounds. Yet it is interesting to note
that even if this provides an underestimate
of older users on Twitter, the 1.1% between
51 and 60 years would account for around
165,000 users in the UK and 2,981,000 users
worldwide (Sloan et al. 2015) if scaled up to
a conservative estimate of the entire Twitter
population of 271,000,000 monthly active
users (Twitter 2014).

Further work in this area is likely to pro-
gress along the same lines as Swartz et al.
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(2013) and Argamon et al. (2006) as the pro-
cess defined above offers us a baseline meas-
ure of age, and when the dependent variable
is know we can build predictive models of age
based on other independent factors. It would
be possible to look at vocabulary usage by
age on Twitter if retweets were filtered out. It
may also be interesting to look at hashtag and
emoticon use as a predictor of age groups.
Before this work can begin in earnest, the
number of known user ages needs to increase
to accommodate robust and defensible statis-
tical models and this will only happen over
time as either new users come online and
supply signature age data that can be auto-
matically identified or if a new and expanded
set of rules is devised (and proven to work)
which can classify more cases.

GENDER

To identify the gender of Twitter users we
can follow a similar logic to identifying age.
We know that some users include their first
name within their Twitter handle and this
information can be extracted through pattern
matching and used to place them into one of
four categories: male; female; unisex; or
unclassifiable. Mislove et al. (2011) first
demonstrated this using a database of 3,034
male and 3,643 female names from the US
Social Security Administration (USSA) data-
base. The limitation of this approach is that it
captures the 1,000 most popular names given
to girls and boys each year in the US and,
despite the ethnic diversity of the US popula-
tion, Anglicised names dominate the list as
other groups are within the minority (Sloan
et al. 2013). The alternative approach advo-
cated by Sloan et al. (2013) is to use the
40,000 Namen (40N) database (Michael
2007). 40N contains over 44,000 names from
54 countries around the world, whether they
are male (17,740 names), female (16,921
names) or unisex (9,907) and it can recognise
abbreviations and classify the gender of

shortened names (e.g. knowing that ‘Matt’
may be short for ‘Matthew’ which is a male
name).

Before the 40N database can be utilised
it is necessary to embark upon a thorough
and rigorous process of data cleaning and
preparation. Whilst identifying a first name
from a username may be a simple task for the
human eye (that most outstanding example of
a pattern recogniser), it is not so simple for
a machine that is reliant on following rules
and procedures. The automation of such pro-
cesses is the only viable way to mass-process
big data and much time and care needs to be
invested in specifying the rules and param-
eters of pattern matching. For gender on
Twitter, cross-referencing every username
with the 40N database is a computation-
ally demanding task in terms of processing
which can be aided and simplified by remov-
ing problematic characters. It is also possible
to increase successful identification through
character replacement (e.g. replacing °_’
with a space) and making use of other signa-
tures such as capitalisation (see Sloan et al.
2013 for a detailed discussion of rules and
processes).

Using 40N, Sloan et al. (2013) demon-
strate that around 48% of first names derived
from Twitter usernames in a sample of over
13 million could be identified as male, female
or unisex leaving 52% unclassified. The high
number of unclassified cases may be seen
as reassuring as it indicates a willingness to
accept a reduction in classification rather than
allowing type 1 errors. It is always preferable
to treat uncertain cases with scepticism and
to maintain a high level of certainty for posi-
tive classifications. However, there is still a
degree of uncertainty as to whether the correct
allocation has been made which is not related
to the accuracy of 40N or the data preparation
process, rather it arises from the potential for
individuals to embark upon identity play in
the virtual world (Yang, et al., Chapter 6, this
volume). There is some evidence that females
in particular may choose to mask their gender
whilst interacting online (Jaffe et al. 1999),
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although this study was conducted before the
advent of Twitter. Certainly more recent stud-
ies (such as Huffajer and Calvert 2005) sug-
gest that virtual representations tend to reflect
reality. Perhaps the most compelling evidence
in support for the accuracy of this method for
assigning gender to Twitter users is the close
parity with Census 2011 data. When applying
the 40N database to a subset of the 13 million
tweets that could positively be identified as
originating from the UK, the male to female
split was 48.8% and 51.2% respectively —
close to the proportion of males (49.1%) and
females (50.9%) as recorded in the UK popu-
lation by the 2011 Census. If one gender were
to disproportionately engage in identity play
(i.e. choose a first name associated with a dif-
ferent gender) then we would not expect the
Census and Twitter results to be so closely
aligned, thus it is reasonable to tentatively
observe that gender swapping on Twitter is
either proportionally practiced by both male
and female users (although it seems unlikely
for such parity to occur between individuals
making this decision in both genders) or that
it is very unusual. Consider that the sheer
number of users on Twitter means that ‘very
unusual’ can still mean many people at the
same time as being a tiny proportion of the
population of interest.

As with age, once the dependent variable
is identified with a reasonable degree of cer-
tainty it is possible to start building predic-
tive models that build upon the work of other
scholars. Schwartz et al. (2013) and Argamon
et al. (2006) also looked at the influence of
gender on language, whilst an even earlier
study had already identified how people use
gender-preferential patterns of language in
emails which trained individuals can use to
identify the gender of the content producer
(Thomson and Murachver 2001). Once fea-
tures that are relevant to classifying gender
have been identified it is possible to use
machine-learning techniques to automate the
process of identification (Cheng et al. 2011).
As discussed above, the idiosyncrasies of the
Twitter platform (e.g. retweets and character

limits) mean that existing methods of gender
detection need to be heavily adapted before
being applied, but there is no reason in prin-
ciple why similar approaches couldn’t be
successful.

LANGUAGE

Language has a complex relationship with
group membership as it can be tied up with
notions of nationality and people often speak
multiple languages. The complexity of the
multi-faceted nature of language is amelio-
rated in the social sciences often by asking
respondents to specify their main language
(this is the approach that the Census 2011
used, with an additional question on Welsh
language for Wales-domiciled respondents).
It is important to note that this does not dif-
ferentiate between spoken and written lan-
guage, neither does it account for the
possibility of people consuming and produc-
ing content in different languages.

Why does this matter for Twitter?
Essentially there are two simple ways to
derive language information — the language
of the user interface and the language of
the tweet. More complex methods involve
increasing the amount of data available for
language identification through taking into
account: the language of users who are men-
tioned, language of hyperlinks, language of
tags and the language of an original post in
a conversation (Carter et al. 2013 use such
a variety of sources and build a model using
these factors as priors). This section will
concentrate on profile and tweet language as
these are the most accessible.

The language of the Twitter interface is
a reasonably stable measure and tends to
be specified when a user sets up an account
for the first time. It may be reasonable to
assume that this is an indicator of language
preference and that a user would choose the
interface language in which they are most
proficient (Sloan et al. 2013). However, this
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is not fixed and it is not inconceivable that
users switch between language interfaces. If
a researcher has multiple records for an indi-
vidual user that have been collected over time,
and collecting on the 1% API (see Burnap
et al. 2013a) over a year makes this a statisti-
cal likelihood, then what is one to make of
a change in user interface language? Which
language is the primary language in which a
user is categorised? Does it even make sense
to specity a primary language and should we
build in capacity for multilingualism?

The second method of categorising lan-
guage is through analysis of tweet content
and is more resource intensive, requiring
substantial computational processing power
to conduct in real-time. Using the Language
Detection Library for Java (LDLJ 2012) each
tweet can be analysed and allocated to one of
53 recognisable languages based on the pres-
ence of particular letter patterns. Using this
approach, Sloan etal. (2013) found that around
40% of all Twitter content is produced in the
English language, not withstanding some
important observations around the efficacy
of language detection algorithms on only 140
characters (Graham et al. 2014). Note that we
are referring to the proportion of Twitter con-
tent in a given language, not the proportion of
users who are English speakers. Although the
profile language of a user can change there is
only ever one user record, whilst a user can
produce as many tweets as they like which
may well be in different languages. Indeed,
in a sample of 113 million tweets Sloan et al.
(2013) found that around 33% (37,649,491)
were in a language different to that of the user
interface. How should a researcher categorise
a multilingual user? For some users, does it
even make conceptual sense to talk about a
single language? Certainly great care should
be taken to discuss the methodological deci-
sions made for language identification in a
clear and transparent manner (see Graham
et al. 2014 for a well nuanced discussion on
the efficacy of a range of tools).

Language detection of tweets is a com-
putationally demanding process, but the

investment pays off when applying other
tools for analysis that are also resource hun-
gry. Sentiment analysis, for example, is a use-
ful technique for identifying the emotional
content of a tweet (Dodds and Danforth
2010, Thelwall et al. 2010) but it is generally
limited to the English language and is pro-
cess intensive. Efficiency can thus be gained
by identifying the tweet language and only
passing on English content for analysis of
sentiment, whereas using profile language
as a proxy for tweet language would result
in too many misclassifications and force the
sentiment tool to process irrelevant data.

OCCUPATION AND CLASS

Social class is one of the cornerstones of
social scientific analysis and comparisons
between class groups are used to investigate
differences in a wide range of areas including
educational attainment, social mobility and
life expectancy. From the perspective of
Twitter use, it is important to estimate the
class of individuals both to illuminate which
class groups are disproportionately under or
over represented and to enable researchers to
map traditional sociological concepts onto
the virtual world (for a Canadian example
see Haight, Quan-Haase and Corbett 2014).
Do real-world inequalities manifest in the
virtual? Are individuals from the higher class
groups better networked online? Alternatively
does Twitter provide a mechanism for users
from the lower class groups typically associ-
ated with having lower social capital to con-
nect and network? Is it a voice for groups that
are normally excluded from public debate?
The work conducted so far on social class
for Twitter users is very much focused on
British notions of classification, although the
fact that it links occupations to the standard
socio-economic groups (NS-SEC) means
that international comparisons can be made
(Erikson and Goldthorpe 1992). Certainly
the method for extracting and inferring class
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from occupations is transferable and could be
applied in other national contexts.

The key to the problem is in identifying
the occupation of a Twitter user in much the
same manner in which age can be identified.
Sloan et al. (2015) outline a process for
pattern matching occupational labels in
Twitter profiles with SOC2010 codes — a
list of occupational titles provided by the
UK Office for National Statistics that gives
every occupation a four digit number (in
this case) which can then be located within
an NS-SEC group using a look-up table. In
principle this process appears simple but in
reality it is fraught with difficulties and dan-
gers. First, it is not unusual for a tweeter to
list multiple occupations in their profile and
it is often not clear which one should take
precedent. Second, there is a certain class of
terms that can be both occupations and hob-
bies such as ‘painter’, ‘photographer’ and
‘gardener’. The third, problem that an occu-
pation such as ‘gardener’ could also mean a
‘landscape gardener’, which would result in
a different NS-SEC categorisation. Fourth, is
the issue of false positives which arise due
to changes in vocabulary over time and the
historic nature of the SOC2010 list of occu-
pations (‘page’ is an occupation but normally
refers to a ‘web page’ when used in a pro-
file description). There is also the perennial
problem of deception on behalf of the user
based on social desirability when creating a
virtual identity (see Turkle 1995, Markham
1998 and Williams 2006), although there is
some evidence that identity play is somewhat
short-lived where prolonged interactions are
taking place (Bechar-Israeli 1995) and that
the public (and professional) nature of social
media inherently reduces the tendency for
identity play (Leonardi et al. 2014).

This final problem of deception must always
be remembered and reflected upon when devel-
oping any demographic proxy, but Sloan et al.
(2015) propose mechanisms for ameliorating
the other issues including: choosing the first
pattern-matched SOC2010 reference on the
basis that it is the most important occupation

to the user; the need to reflect on the presence
of ‘creative’ occupations as potential hobbies
(and to expect an over-inflation of these roles
which will in turn over-estimate the member-
ship for certain NS-SEC groups); choosing by
default the longest occupational term so that
occupations such as ‘landscape gardener’ are
not classified as just ‘gardener’; and the need
for bespoke rules associated with particular
terms that are common and known to generate
false positives. This latter point is likely where
occupation and class detection can incremen-
tally improve over time with the addition of
bespoke rules. A very good example is that a
‘Doctor Who fan’ is not necessarily a ‘doctor’.
Human validation also plays an important role
in this process to check that the automated
classification algorithm is accurate. For this
study a three-way expert cross-validation was
conducted, with three of the authors looking
at that same subset of identified occupations
and a calculation of inter-rater agreement via
Krippendorff’s Alpha. Sloan et al. (2015)
demonstrate that occupational data could be
identified in 8.1% of the sample of 32,032
cases although three-way expert agreement
was only attained on 57.8% of these cases
(which still amounts to a projected verified
occupational for 18,638 UK Twitter users).
Figure 7.3 provides a summary of the find-
ings, comparing the proportions of Twitter
users from each class group according to
three-way agreement, the subset of data
selected for expert coding, the whole data-
set of 32,032 cases and the 2011 Census.
Interpretation should be tempered by the
substantial error rate identified by the human
validation, although the error between three-
way agreement and automated detection is
notably lower for NS-SEC 1 and 3 which is
an artefact of the unambiguous job titles in
these groups (e.g. ‘doctor’ and ‘solicitor’ for
group 1, ‘teacher’ and ‘nurse’ for group 3).
Perhaps the most interesting observation
is the disproportionate number of tweeters
in group 2 compared to Census 2011 data.
NS-SEC 2 includes job titles such as ‘artist’,
‘singer’, ‘coach’ and ‘dancer’ which can all
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be conflated with hobbies rather than occupa-
tions and this might explain the high number.
An alternative explanation is that people with
these occupations are genuinely over-repre-
sented on Twitter, perhaps because the crea-
tive arts and personal services (‘coach’) use
Twitter to advertise their businesses and/or
products (Sloan et al. 2015). There is current
research into methods for validating class
and other demographic proxies which may
tell us which of these explanations is correct
and these are discussed below.

Of course, occupation is only one method
for identifying class groups. Recent work
by Savage et al. (2013) advocate alternative
measures focused around economic, social
and cultural capital. Certainly there has been
work on social capital in Facebook networks
(Valenzuela et al. 2009) and understanding
whose opinions carry the most weight for
the purposes of understanding information
propagation in Twitter networks is of great
interest to social science.

VALIDATION OF DEMOGRAPHIC
PROXIES - FUTURE WORK

Much of the discussion above has been quali-
fied by the fact that the true demographic
characteristics of Twitter users are not known
and that we are reliant on using signatures to
develop proxies (apart from geocoding), but
there are methods through which accuracy can
be tested. One way forward is to ask for
Twitter handles on major social surveys so
that the demographic characteristics of users
are known, this ‘gold-standard’ data can then
be cross-referenced with what we have
inferred from Twitter behaviour and metadata.
Such a project was undertaken as part of the
NatCen Social Research British Social
Attitudes Survey 2015 and will enable us to
verify the accuracy of demographic proxies by
providing a baseline of accurate information.
Other methods are less rigorous as they intro-
duce human error and do not exclude decep-
tion, but they can still be used to triangulate
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demographic proxies with other methods.
Crowdsourcing proxy validation through human
intelligence tasks (HITs) using CrowdFlower,
Amazon Mechanical Turk or an expert panel
(Ackland 2013, Burnap et al. 2013b) allows a
researcher to present the demographic proxy
they have identified and ask other people if
they agree. An example would be to present
someone with a profile description, the occu-
pation you have derived from it and then ask
if this looks correct to the respondent. Multiple
respondents can be shown the same records to
increase reliability and measure certainty, fol-
lowing a similar logic to the expert validation
used by Sloan et al. (2015) for testing an occu-
pation detection algorithm.

Perhaps the most obvious way of testing
accuracy is to ask Twitter users themselves
what their gender/occupation/age etc. is, but
unless this process could be automated then it is
likely unpractical. It could also encourage iden-
tity play as users may react negatively to the
revelation that so much can be inferred from the
apparently innocuous metadata they provide.

A final method for validating proxies relies
on the assumption that demographic differ-
ences do make a difference to online behav-
iour. Taking gender as an example, if an
algorithm is accurately identifying male and
female tweeters we may logically conclude
that we would be able to observe differences
between the two groups. The counter-factual
of this is that, if the algorithm isn’t discrimi-
nating between two real groups (and that cat-
egorisation is at least partly random), then the
lack of group homogeneity would result in no
differences manifesting in the Twittersphere.
Burnapetal. (2012) demonstrate differences in
sentiment during the London 2012 Olympics
after classifying gender — suggesting that the
detection algorithm is valid.

CONCLUSION

The augmentation of Twitter data with demo-
graphic proxies can enable social scientists to

investigate new areas of research. Geography
can be used to link social media data with
other sources (such as crime rates and Census
data) and the identification of other demo-
graphic characteristics enables us to study
how (or if) group differences manifest online.
However, whilst Twitter is not as ‘data-light’
as some researchers have argued, that does
not mean that establishing demographic
characteristic is a simple and clear-cut matter.
There is still much testing and verification to
be done to check both that the information
gathered from metadata is accurate (i.e.
people are telling the truth) and it is essential
that automated processes are continually
monitored, checked and improved. There are
also important conceptual issues to address
around what we mean by language (the dif-
ference between interface and tweets) and
what some of the less granular geographical
references in profiles and tweets are telling
us. Having said that, these are just the first
steps and there are ways in which techniques
can be tested which in turn will lead to
improvements in categorisation. There is also
evidence that differences can be observed in
sentiment and online behaviour based on
gender, indicating a reasonable level of valid-
ity in the measure. As the accuracy of demo-
graphic proxies increases, so does the value
of Twitter for social scientific analysis.
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Think Before You Collect:
Setting Up a Data Collection
Approach for Social Media Studies

Philipp Mayr and Katrin Weller!

This chapter discusses important challenges
of designing the data collection setup for
social media studies. It outlines how it is
necessary to carefully think about which data
to collect and to use, and to recognize the
effects that a specific data collection approach
may have on the types of analyses that can be
carried out and the results that can be
expected in a study. We will highlight impor-
tant questions one should ask before setting
up a data collection framework and relate
them to the different options for accessing
social media data. The chapter will mainly be
illustrated with examples from studying
Twitter and Facebook. A case study studying
political communication around the 2013
elections in Germany should serve as a prac-
tical application scenario. In this case study
several social media datasets were con-
structed based on different collection
approaches, using data from Facebook and
Twitter.

INTRODUCTION

Social media research so far is not a defined
discipline. Researchers across various disci-
plines are interested in social media plat-
forms and their users. Researchers with
different background may focus on different
research questions — and they may have their
own definitions about what counts as social
media research (and even about what counts
as social media). To some degree this is an
advantage at the current stage of studying
social media, as it leaves much room for
exploring approaches to address novel
research questions which helps in making it
an exciting topic for researchers in several
fields (Kinder-Kurlanda & Weller, 2014).
But this diversity also brings along a lack of
standardization of approaches and thus often
a lack of comparability at the current state of
social media research. The present chapter
will focus on the challenges that arise in
designing the setup for the collection of
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social media data. In this context, we do not
look at approaches that mainly use surveys,
interviews or experiments for studying social
media users and their behavior in social
media environments — examples of such
approaches would be Marwick and boyd
(2011) who interviewed Twitter users to
learn about their behavior, or Junco et al.
(2011) who created an experimental setting
for studying Twitter use in academic learn-
ing. In contrast to this, we focus on research
that is based on datasets directly collected
from social media platforms.

In general, data collected from social
media could be textual content or multimedia
content, user profile pages or network data,
or tracked activities such as likes, shares,
upvotes (see Chapter 2 in this volume for
an overview on data). It could be data from
blogs or from platforms like Facebook,
Twitter, YouTube, reddit, Wikipedia, and
many more. For some platforms, data can
be obtained via an application programming
interface (API) or via third party tools that
readily provide access using the API; some-
times data has to be crawled from the website
and sometimes it can be purchased through
official resellers (e.g. GNIP? and Datasift?).
Other researchers have come up with their
own solutions to obtain social media data
in a less structured format: Some research-
ers manually copy-and-paste selected text
passages from social media platforms into
excel sheets or other databases in order to
create a corpus that matches their research
purpose. And yet others are interested in the
look of profile pages and images and may, for
example, take screenshots to archive them as
their specific data collection approach. In
some cases, already existing datasets may be
reused in secondary studies, although this is
still rather rare — also because data sharing
may be prohibited or restricted by a social
media platform’s terms of services (Weller
& Kinder-Kurlanda, 2015). Often, the chosen
approach for data collection is also influenced
by external factors, such as the technical lim-
itations of a social media platform or of the

data collection tool (Borra & Rieder, 2014).
It might just not be possible to get the ‘ideal’
dataset due to legal or technical restrictions
and researchers do not have a choice but to
work with a substitute. This does not neces-
sarily have to be a problem and may still lead
to relevant results. But researchers have to be
very clear about potential limitations of their
collection approach and should outline the
consequences this may have for the obtained
results (e.g. in terms of representativeness
of their data). Knowing the boundaries of
what is possible in terms of data collection is
important, but it is critical not to stop think-
ing about its implications and to reflect on
the potential biases that may arise out of it.
For example, many researchers use hashtags
as a convenient way to collect datasets from
Twitter and this may also in some cases be the
only feasible way to collect data, for example,
for an acute event. However, this may sys-
tematically exclude specific user types from
the dataset, for example, users less familiar
with hashtag conversation or users who use a
different set of hashtags or hashtags in differ-
ent languages — or complete strains of follow-
up conversations as users may no longer use
the hashtag within replies to original tweets.
Lorentzen and Nolin (2015) remind us in
more detail of the limitations arising from
hashtag based data collection approaches.
Even when operating within some narrow
limits of availability there are still choices
to make: it is necessary to carefully think
about which data to collect and to use; and
it is important to recognize the effects that
a data collection approach may have on the
types of analyses that can be carried out and
the results that can be expected in a study.
This includes selecting the most appropriate
social media channels, selecting the time-
frame for data collection, constantly checking
upon newly created user accounts or relevant
hashtags, thinking about keywords that relate
to different language communities, monitor-
ing and documenting server outages or other
technical problems. This chapter should help
raise awareness of challenges around study
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design and data collection. For this purpose,
we will highlight the most important ques-
tions one should ask before setting up a data
collection framework and relate them to the
different options for accessing social media
data. Throughout the chapter, a specific case
study will be used in order to illustrate the
process of study design. The case study comes
from the area of political communication in
social media environments. Political com-
munication is a frequent topic in social media
research and studies that use data from Twitter
for studying elections are particularly popular
(Jungherr, 2016; Weller, 2014). Most of them
analyze communication structures or user
networks during specific cases of (national)
elections (e.g. Elmer, 2013; Larsson & Moe,
2012; Towner, 2013), some also aim at pre-
dicting election outcomes (e.g. Soler et al.,
2012; Tumasjan et al., 2011) — which in turn
has led to some critical reflections on study
design and methods (e.g. Jungherr et al., 2012;
Metaxas et al., 2011) and general skepticism
towards election predictions based on social
media data. However, there is a potential of
using social media data to monitor how people
discuss political topics prior to elections and
in general, how politicians interact with one
another and with the public or how traditional
media and social media focus on similar or
different topics during elections. Research in
this field includes studying politicians’ inter-
action networks (e.g. Lietz et al., 2014), com-
parisons of different countries (e.g. Larsson
and Moe, 2014) or close analysis of the social
media campaigns of single presidential candi-
dates (e.g. Christensen, 2013).

Even a very specific topic such as politi-
cal communication during an election period
can be studied in a variety of ways. Weller
(2014) shows how studies on Twitter and
elections vary in terms of research questions,
collection period, size of the collected data
set and tools for data collection. Dataset sizes
can range from just single selected tweets to
billions of them, from less than ten single
users to networks of 200,000 user accounts
(Weller, 2014).

A Practical Example: Social Media
and Elections

We will now take a closer look at the chal-
lenges for collecting data in such cases of
studying political communication through
social media. We use a case study which was
conducted at GESIS - Leibniz Institute for
the Social Sciences (in cooperation with the
Copenhagen Business School) and focused
on political communication around the fed-
eral election that was held in September 2013
in Germany (see Kaczmirek et al., 2014 for a
more detailed description of the case study).
In this case study several social media data-
sets were constructed using data from
Facebook and Twitter (a subset of the Twitter
dataset has also been archived for reuse, see
Kaczmirek and Mayr, 2015).

The project goal was to examine vari-
ous aspects of communication structures in
online media and to investigate how such
data can add new insights in comparison to
existing data from surveys and (traditional)
media analyses (Kaczmirek et al., 2014).
The project was tied to the broader frame-
work of the German Longitudinal Election
Study (GLES*), a long term research project
that examines the German federal elections
in 2009, 2013, and 2017 with the aim of
tracking the German electoral process over
an extended period of time (Schmitt-Beck
et al., 2010). Data used in the GLES project
includes surveys, media content analyses,
and interviews with election candidates. The
overall aim was to supplement the GLES can-
didate study — which is based on interviews —
with new information about the candidates
retrieved from social media sources. Another
idea was to complement the traditional media
corpus analysis of GLES (were different
traditional mass media channels are ana-
lyzed) with an analysis of important topics
as discussed in social media. As we will see
below, we decided to do this based on data
from Twitter and Facebook. We will use this
exemplary case to illustrate some more gen-
eral strategies for social media studies.
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STRATEGIES FOR DATA COLLECTION

The first steps in setting up a social media
study will usually be to formulate a research
question and to then decide upon the most
suitable data that will allow answering this
question. It has been criticized that a lot of
‘big data’ studies are data driven, i.e. starting
with a given dataset rather than with a
research question or theory — and critical
reflections are emerging on how such data-
driven approaches affect knowledge produc-
tion (e.g. Schroeder, 2014).

Starting with a given dataset and building
the research questions around it, can make
a lot of sense in some cases. This explora-
tory design may be useful for mapping out
the properties of a specific social media plat-
form and is thus applied in cases where one
first needs to understand the overall usage
scenario or the user behavior within a spe-
cific platform (as done by e.g. Cha et al,,
2007 for YouTube; Weninger et al., 2013
and Singer et al., 2014 for Reddit). But in
most cases, it is indeed recommended to
start with the specific research question and
then to think about the ideal dataset that
would be needed to answer it. In the next
steps, one may have to lower the expecta-
tions: the ideal dataset may not be possible
due to, for example, technical, legal, or ethi-
cal limitations. For example, the ideal data-
set for some research question might be all
tweets ever sent on Twitter from locations
in Germany. Unfortunately, it is not possi-
ble to collect tweet searches retrospectively
via the public Twitter APIs%, and even if one
can afford buying such a large dataset from
the official Twitter data reseller GNIP there
still is the fact that only very few tweets are
geo-coded, so that it is not easily feasible to
identify tweets sent from Germany. In such
cases, one has to find a way to approach
the best possible dataset and acknowledge
some drawbacks and limitations. Over time,
the research community is learning which
kind of data can be crawled from specific

social media platforms, and which not, and
is exchanging best practices and lessons
learned (though it has to be kept in mind that
as social media platforms and their APIs may
change, all this expertise has to constantly
evolve, too). Still, it is important to always
envision the ideal dataset and then reduce it
to the best one given the current limitations.
If researchers simply work with the same
kind of data which has been used before and
proved to be easily accessible, there is a risk
that they miss opportunities for creating bet-
ter data collection approaches. For example,
working with a Twitter dataset collected for
a specific hashtag has become common prac-
tice, so that some researchers might forget to
think about whether different synonymous
keywords would have been more appropri-
ate entry points for data collection.

Thinking about the ideal dataset should
of course also include asking whether social
media will really provide the best possible
data source — or whether other data (e.g.
experiments, survey data, content from tra-
ditional mass media) would be more appro-
priate. In the following we will introduce a
set of questions that are critical to any data
collection approach in social media research.
The initial question should be:

1. Which social media platforms would be the
most relevant for my research question?
(Single platform vs. multi-platform approach)

When this is decided, the next step will be to
prepare data collection from the selected
platform(s), while asking the following
questions:

2. What are my main criteria for selecting data from

this platform? (Basic approaches for collecting

data from social media)

How much data do | need? (Big vs. small data)

4. What is (unproportionally) excluded if | collect
data this way? (Collection bias)

w

We will now take a closer look at these ques-
tions and the possible strategies for data col-
lection related to them.
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Single Platform and
Multi-platform Studies

Many current social media studies focus on a
single social media platform, with Twitter
and Facebook being most prominent (Weller,
2015). For research that aims at gaining a
deep understanding of a specific platform,
this single platform approach is self-evident
and appropriate: in order to, for example,
fully understand how Twitter users make use
of retweets (e.g. boyd et al., 2010) or hashtags
it is most crucial to collect data from Twitter.
But even in these cases, a comparison with
other platforms would be desirable in order
to prove whether the observed phenomena
are unique to Twitter or in line with results
from other contexts. Quan-Haase and Young
(2010) demonstrate the value of comparisons
across platforms in social media research.
While some research focuses on under-
standing a specific platform, other stud-
ies look into selected phenomena such as
political activism (e.g. Faris, 2013; Thorson
et al., 2013), disaster response (e.g. Bruns &
Burgess, 2014; Vieweg et al., 2010), schol-
arly communication (Haustein et al., 2014)
or journalism (e.g. Papacharissi, 2009).
Often these cases are narrowed down to how
a specific platform was used in a specific
situation, like Twitter during the London
Riots, Facebook during the presidential elec-
tion, Flickr for interacting with street art, and
YouTube for e-learning. All these examples
would promise interesting insights. But in
the long run, we also need more approaches
that consider the role of different platforms
within the broader landscape of traditional
and new media formats, i.e. how different
social media platforms are either interrelated
or complement each other — as illustrated by
Quan-Haase and Young who also argue for
different needs being met by different plat-
forms (Quan-Haase & Young, 2010). A lot
of topics may not be discussed in isolation
on just one platform. URLs may be included
to explicitly link between different plat-
forms: tweets may include links to Facebook,

Facebook posts may reference YouTube vid-
eos, Wikipedia articles may reference blog
posts etc. Memes (Zappavigna, 2012) may
spread from one social media platform to the
other. For many topics, the full picture will
only become visible by including data from
more than one social media platform. On
the other hand, social media users may pur-
posefully choose one platform over the other
for different needs (Quan-Haase & Young,
2010). This means that different platforms
may be used for different kinds of commu-
nication, and that some platforms may be
more suitable for studying specific topics
than others.

In our use case (studying online commu-
nication during the German federal elec-
tion 2013) we also had to think about which
social media platforms we wanted to study.
We started by considering the social media
platforms which are the most popular in
Germany. As we wanted to collect data about
election candidates, we focused on the plat-
forms that were most broadly used by this
group of people: Facebook and Twitter. For
the purpose of collecting data about poli-
ticians’ communication patterns we thus
planned to include both of these platforms.
Because of its greater ability to connect dif-
ferent forms of publics (Schmidt, 2014) and
because of the feasibility to discuss topics
spontaneously based on hashtags, Twitter
was selected as a suitable platform to look
for discussions around the electoral cam-
paigns (which might be compared to con-
tents of mass media coverage). After this was
decided, we had to move on to clarify the
exact setup for data collection.

Basic Approaches to Collect Data
from Social Media

There are a number of ways that data can be
composed and collected. First of all, for
every study one has to decide upon the time-
frame for collecting data. The selected time-
frame may heavily influence the results, as,
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for example, demonstrated by Jungherr et al.
(2012) for the case of election prediction,
where different data collection periods lead
to different predictions about election out-
comes. Time is a fundamental dimension that
needs to be considered in all data collection
approaches, for example, should data be col-
lected for single hours or maybe for months
or even years? The timeframe then needs to
be considered in combination with the basic
strategies that can underlie data collection
setups. The most common criteria for data
collection are:

Based on user accounts. Given the case that we know
a complete group of users, it might be desirable to
collect data for all persons or instances in that group.
This could be all soccer clubs within a country (Bruns
et al., 2014), all Dow 30 companies, or — as in our
example — all candidates running for a specific elec-
tion. It is extremely helpful if a list of all individu-
als belonging to a group exists already, as this is the
closest you can get to a full sample in social media
research. If you can identify, for example, all members
of parliament who are on Twitter, you have the ideal
starting point for comparing them. However, identify-
ing all members of a group is not always trivial, and
in some cases — as we will see below — the outlines
of the group may be fuzzy and decisions will have to
be made about who to include or not. In many cases,
it will not be possible to identify everyone belong-
ing to a specific group, for example all people in a
country who are eligible to vote. Cases in which we
can assemble a full sample will thus most likely refer
to some sort of elite users, rather than broad groups
of people.

In our case study, it was possible to identify
more than 2,000 candidates running for the
German elections and to check if they had a
Twitter or Facebook profile (more details
below).

Based on topics and keywords. A very frequent
approach is to collect social media content based
on topics, for example, for a specific event (like elec-
tions or sports events) or a general topics that are
being discussed by a group of people (like same sex
marriage). Especially on Twitter, topical discussions
are often labeled with specific hashtags, but other

platforms also enable the users to apply content-
descriptive metadata like tags or keywords. These
may be used as a criterion for searching and collect-
ing social media data. In other cases, the full texts
of social media contents (tweets, Facebook posts,
blog posts, comments etc.) can be used for collect-
ing all cases that include a specific word. However,
in many cases it is difficult to achieve ‘completeness’
in data collection when using text-based collection
approaches. People may use different vocabulary to
refer to the same topic, or the topic may not clearly
be mentioned in very short posts at all. For example,
on Twitter, some people may use one or more desig-
nated hashtags when commenting on a current event
(e.g. #WorldCup2014 for the FIFAWorld Cup in 2014),
others may use different hashtags (e.g. #Brazil2014,
or also for example hashtags in different languages),
or some may mention the event without using any
hashtag and some may comment on the event even
without saying its name.

When setting up a data collection approach
based on keywords or other full text searches,
it is important to document the choice of
search terms and to consider potential alter-
natives. In some cases, it may be possible to
collect entire threads of discussions even if
only one single comment included a word
that matched a query, which can lead to a
more complete data collection approach.

In our case study, data was collected by
utilizing a series of keywords (in addition to
the collection approach based on users). We
will describe this in more detail below.

Based on metadata. In some cases, data is collected
based on some other structural criteria, which we
call metadata in this context. This should reflect any-
thing that is neither based on a person’s or account's
name nor on any content features based on seman-
tics (keywords, hashtags). Examples for metadata
that can be used for data collection include, but are
not limited to, geo-locations (e.g. all status updates
published in a specific country), timeframes (e.g. all
status updates posted on a Sunday), language (e.g.
all status updates in languages other than English),
or format (e.g. only retweets, only status updates that
include a URL or an image, all YouTube vides lon-
ger than 3 hours). Their availability depends on the
selected social media platform and their data access
policies.
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Random sample. Finally, it may be possible and use-
ful to collect a random sample of data from social
media platforms. This is particularly useful for studies
that want to investigate general characteristics of a
social media platform (and not focus on a specific
topic or user group). Some APIs may directly offer
access to a random set of contents.

When collecting data based on one of the
previous approaches, the resulting dataset
may also be too large for some types of
analysis (e.g. based on software limitations)
or for some data infrastructures and may
thus require some post-collection
sampling.

Big Data or Small Data?

Big data has become a buzzword in different
contexts and is also often used to refer to
social media studies. Indeed, with the grow-
ing number of social media users, the rate at
which content is being shared also increases.
There are several examples of studies that
have collected data from large numbers of
social media users, for example, Kwak et al.
(2010) and their network of more than
40 million Twitter users. And yet there is no
shared definition about what counts as ‘big’
in a social media research context (see
Schroeder, 2014 for an approach). People
may probably quite easily agree that a given
dataset of, for example, 10 user profile pages
constitutes an example for ‘small’ data, but
if these are heavy users of a certain platform
who accumulate millions of status updates
the perspective may change (see Chapter 13
on thick data, this volume). It is certainly
more common to refer to the number of units
for analysis (user accounts, nodes in a net-
work, content units such as tweets or
Facebook posts, actions such as likes or
views) than to the size of the storage needed
for handling the data (e.g. in gigabyte or
terabyte). Still, questions of data storage and
processing infrastructure have to be care-
fully considered when dealing with social
media data.

There now are a couple of critical reflec-
tions on big data research and its drawbacks,
focusing, for example, on representativeness,
ethical issues and the role of APIs as black
boxes. boyd and Crawford (2012) collected
‘six provocations’ for big data researchers
to remind them of research ethics as well as
the potential lack of objectivity. Ethical chal-
lenges of working with user data without
explicit consent and with limited possibili-
ties for anonymization are being discussed
for specific case studies, for example, by
Zimmer (2010). Bruns (2013) adds argu-
ments about the lack of documentation of
collection methods resulting in lack of repli-
cability of many studies. Tinati et al. (2014)
discuss the changing nature of social media
platforms and the effects this has on data col-
lection and analysis. Lazer et al. (2014) dem-
onstrate how other changes, namely in user
behavior, can also lead to problems with big
data analyses. All this has practical implica-
tions for the data collection setup. And as
little general guidelines exist, it is upon the
individual researcher to figure out for him/
herself how much data will be needed for
answering a specific research question.

In addition to big data and small data, sev-
eral other phrases have been used to refer to
social media data and to highlight the specific
qualities instead of the quantity, for example,
‘compromised data’ (Langlois et al., 2015).
In many cases, the essential question is not
about the actual size of a dataset — in the end
it comes back to how the dataset has been
composed, or what criteria were applied in
order to collect it.

Dealing with Collection Biases

Many approaches to data collection induce a
specific bias to the dataset (see Chapter 39
for a more detailed discussion of biases).
Ruths and Pfeffer (2014) also discuss a vari-
ety of sources for bias in social media
research, and Bruns and Stieglitz (2014) do
so for the case of Twitter in particular.
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Some common sources for biases are:

Biased social media populations. In many cases lit-
tle is known about the exact population of a social
media platform, for example, in terms of gender, age,
location, or other factors such as political orientation,
education etc. In most cases we can assume that
social media platforms are not representative of a
general population (e.g. of a specific country). Unless
the relation is known, it is rarely possible to make
statements beyond the platform users. Also, different
social media platforms address different user popula-
tions and may not easily be compared.

Access restrictions. Most platform providers some-
how restrict the access to their users’ data. Often
these restrictions are not completely transparent. For
example, Morstatter et al. (2013) question whether
the data provided through the Twitter API are repre-
sentative of Twitter in total.

Sampling biases. The different approaches to data
collection described above may also induce certain
biases. For example, collecting tweets based on
geo-codes only includes tweets by users who have
deliberately chosen to share their geo-location, a
sub-group which may not be representative of all
Twitter users.

CASE STUDY FOR DATA COLLECTION®

In the following we will outline a case study
which has been undertaken in 2013. More
details of this study can be found in the
working paper Kaczmirek et al. (2014).

We have briefly provided single examples
drawn from the case study in the previous
sections. Now we will give a more com-
prehensive account about how the working
group approached data collection to illus-
trate some of the practical challenges we
encountered — especially highlighting those
challenges occurring before the actual data
collection would begin.

The goal of Kaczmirek et al. (2014) was to
collect social media communication which is
closely related to the last German Bundestag
elections on September 22nd, 2013. The
corpus should enable the team to study both

the election candidates and their behavior in
social media environments (in contrast to
other media channels) and different topics that
were debated by social media users during the
pre-election period.

To this end we constructed different data sets
which we refer to as the “Facebook corpus of
candidates” (a corpus which shows how politi-
cians communicate and represent on Facebook),
the “Twitter corpus of candidates” (a corpus
which shows how politicians communicate and
represent on Twitter), the “Twitter corpus of
media agents” (a corpus which shows how media
agents and journalists communicate and repre-
sent on Twitter), the “Twitter hashtag corpus
of basic political topics”, the “Twitter hashtag
corpus of media topics”, and the “Twitter
hashtag corpus of the Snowden affair”. The first
corpus includes data collected from the
Facebook walls of candidates for the German
Bundestag. For the other corpora we collected
Twitter data. The last corpora contain tweets
identified by a list of hashtags which was con-
structed following a topical approach
(Kaczmirek et al., 2014, p. 9).

This topical approach was intended to com-
pare different media channels for example,
with the study of political topics in classical
media in GLES.

Technically, we collected tweets sent from account
names of our lists (see below), tweets in which
those names were mentioned (i.e., which included
the @-prefix) and tweets which matched our
hashtag lists (i.e., which included the #-prefix)
(Kaczmirek et al., 2014, p. 9).

First Preparations for Data
Collection: Setting Up a List
of Candidates for the German
Bundestag

For the goal of studying social media com-
munication by election candidates,
Kaczmirek et al. (2014) had to start by set-
ting up the list of relevant persons and their
social media accounts. This means that in
this case, it was suitable to work with a
person-based approach for data collection.
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Principally, it would have been possible to
use this approach for all candidates running
for the 2013 election. However, some addi-
tional manual effort was needed to set up the
list of candidates, as by the time the data col-
lection from Twitter had to begin in real time
the official lists of candidates had not been
published yet.

Although an official list of Bundestag candidates is
published by the Bundeswahlleiter (federal return-
ing officer) six weeks before the elections, we
decided to investigate the candidate names our-
selves. We did this in order to be able to start data
collection of social media data simultaneously to
the start of the GLES media content analysis in
June 2013 and in order to collect data sufficiently
in advance before the election would take place
(Kaczmirek et al., 2014, p. 9)

(this means that in this case the decision
about how long the data collection period
should be was based on the desire to be able
to match the data with another available data-
set in a given collection period).

The working group thus wanted to con-
struct a list of names of the relevant candi-
dates which could be used as the starting point
for the search of the social media accounts
for both candidate corpora. ‘Relevance
was defined as the reasonable likelihood
of becoming a member of the Bundestag.
We refer to this list as the list of candidates
although the complete number of overall can-
didates was higher. The data was collected in
a two-stage process.

In the first stage, the names of the
Bundestag candidates and details of their
candidature (list or direct candidature; con-
stituency) were searched on the webpages of
the party state associations (six parties x 16
state associations). If the candidates were not
announced online, the names were requested
via email or telephone call at their press and
campaign offices. Since the direct candidates
are elected separately in every constituency
and since the party congresses, where the list
candidates are elected take place at different
times, our list of candidate names was con-
tinuously extended.

In the second stage, the Facebook and
Twitter accounts of the candidates were
identified based on the list of candidates. In
addition to the internal Facebook and Twitter
search function, the list of social media
accounts of current members of parliament
on the website pluragraph.de was useful.
Furthermore, several of the politicians’ or
parties’ websites linked to their social media
accounts.

We applied the following criteria to verify
that the accounts were related to the target
person: (1) Is a reference to the party, for
example, a party logo visible? Are Facebook
friends and Twitter followers members of
this party? (2) Do the candidate’s personal or
party website link to the profile? (3) Can the
candidate be recognized via image or constit-
uency (for direct candidates)? Where avail-
able, the verified badge in Twitter was used
to select the correct account of a candidate in
cases of multiple available accounts.

If the candidate had an account which
he or she used for private purposes in addi-
tion to his professional account’, only the
professional account was included in our
list. During our search for the accounts, this
problem occurred primarily with Facebook
accounts. Since a list of candidates of the
2009 Bundestag election was already avail-
able from the 2009 GLES candidate study,
we also searched Facebook accounts for
these candidates’ (Kaczmirek et al., 2014,
p. 9-10).

In the end the working group identified a
list of persons who would run for the election
(n=2,346). On Facebook the working group
was able to collect information from 1,408
Facebook walls. On Twitter the working
group followed a set of 1,009 candidates (and
added 76 other agents, for example, journal-
ists, for our additional research goals).

Kaczmirek et al. (2014) have used an
approach based on a list of user accounts as
described of one of the possible options for
data collection outline above. So far the work-
ing group has seen that even for a defined
group of persons realizing this approach may
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require considerable effort and has to be done
manually. The main challenge is in identify-
ing the actual accounts and verifying that
they are correct and official. Sharing archived
lists of identified user accounts (as done by
Kaczmirek & Mayr, 2015 and recently for
another case by Stier, 2016) thus is of value
for other researchers who might be interested
in the same set of accounts and reduces man-
ual effort.

In a next step, we describe which other
approaches in addition to the list of can-
didates was used for data collection in our
context.

Defining Different Entities as Lists:
e.g. Gatekeepers, Information
Hubs and Hashtags

Since Twitter is a fast medium which takes up
and redistributes new information quickly, it is
likely that conventional media also use Twitter as
a data source. We assume that conventional
media select information from Twitter and refine
and redistribute the topics over the more con-
ventional media (Kaczmirek et al., 2014, p. 10).

The ‘Twitter corpus of media agents’ was
intended to reflect this. “We refer to the
individuals who would follow such an
information gathering approach as “gate-
keepers” and searched for them among
journalists and editors.

In a first step, we identified journal-
ists and editors working in internal politi-
cal divisions of national daily newspapers
and magazines and searched their Twitter
accounts. The leading principle in selecting
the media sources was whether they were
included in the print media content analysis
of GLES. The result of this first step is a list
of all Twitter gatekeepers of conventional
media.

In a second step, we retrieved all accounts
that the gatekeepers followed. The assump-
tion behind this approach is that the gate-
keepers themselves track what we call
“information authorities”. The information

authorities push topics into Twitter and it is
likely that they play a central role in shaping
the agenda on Twitter. In order to be counted
in the list of information authorities we intro-
duced the criterion that at least 25 percent of
the gatekeepers have to follow the account.
The list is extended by accounts which are
followed by at least 25 percent of the journal-
ists or 25 percent of the editors.

These data may prove useful to supple-
ment research related to both the social
media content analysis (...). Furthermore,
the communication, bonds and agenda-
setting among gatekeepers and information
authorities themselves can be the target of
research. The gatekeepers and information
authorities constitute the source (...) for the
Twitter corpus of media agents.” (Kaczmirek
etal., 2014, p. 10).

In defining (...) the Twitter hashtag corpora,
we took an alternative approach which was
not restricted to communication around spe-
cific Bundestag candidates or journalists. To
gain information about the political communi-
cation of the population on Twitter, we used
thematic hashtags. Here, we defined three
procedures which serve to generate three lists
of relevant hashtags. (Kaczmirek et al., 2014,
p. 11).

The working group divided the hashtag
corpora into ‘basic political topics and key-
words’, ‘media content’ and a case study
‘NSA/Snowden’.

The list ‘basic political topics and
keywords’ ‘is comprised of the common
hashtags (abbreviations) of parties in the
Bundestag (...) or of parties which are known
to communicate substantially via social
media (e.g. the party ‘Piraten’). The list is
complemented with the names of the party
top candidates as hashtags (e.g. #merkel).
A collection of hashtags for the parliamen-
tary elections in general (e.g. #wahl2013
[#election2013]) completes the list. These
hashtags comprise different conjunctions and
abbreviations of election, Bundestag, and the
year 2013’ (Kaczmirek et al., 2014, p. 11 and
appendix).
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The list ‘media content’ ‘is based on the
coding scheme of the media content analysis
of GLES (GLES, 2009). Wherever reason-
able, one or more hashtags were generated
for each code in the coding scheme (e.g. the
coding scheme used “Landtagswahl” and
the corresponding examples for the hashtags
included #landtagswahl, #landtagswahl2013,
#landtagswahl13, #ltw). The main chal-
lenge in setting up this list was that not all
issues could be transformed into meaningful
hashtags because topics would become too
broad and produce more noise in the data
than valuable content. This list is therefore
subject to a higher selectivity and less objec-
tive than the first list” (Kaczmirek et al.,
2014, p. 11).

The Lack of Flexibility in
the Fixed List Approach

With the election the party AfD (Alternative for
Germany) made an important leap forward. In the
initial concept we had not foreseen these events.
Therefore, communication about and from AfD
candidates is not initially included’ (Kaczmirek et
al.,, 2014, p. 12) in the candidate corpus from
Twitter ‘but 15 AfD candidates were added on the
27th of November 2013 to the Twitter data gath-
ering procedure. While it is possible to collect
tweets from these accounts back to the start of
our data collection efforts, this is not possible for
@-messages to these users or tweets including their
names as a hashtag. Unfortunately, we are unable
to add the Twitter communication for the other
corpora because monitoring could only be imple-
mented in real-time making it impossible to capture
past events. (Kaczmirek et al., 2014, p. 12). The only
option to include the missing data would be to buy
them from official resellers.

Because Facebook posts are more persistent
we were able to include data of the candidates of
the party AfD. The Facebook walls of AfD candi-
dates (...) were re-fetched and are part of the
corpus definition. (Kaczmirek et al., 2014, p. 12).

Reusing Lists to Automatically
Crawl Data

Collecting Data from Facebook
For the first candidate corpus, ‘the Facebook
data were collected and analyzed using the
purpose-built software application Social
Data Analytics Tool’ (SODATOS®, see
Figure 8.1 below, Hussain & Vatrapu, 2014).
“This tool allows examining public interac-
tions on the Facebook walls of Bundestag
candidates by extracting several conceptual
core types of information: Breadth of engage-
ment (on how many Facebook walls do indi-
viduals participate); depth of engagement
(how frequently do individuals participate);
specific analytical issues such as modes of
address (measured use of first person, second
person, and third person pronouns); the
expression of emotion (positive, negative,
and neutral sentiment); the use of resources
such as webpages and YouTube videos; ver-
bosity; and extent of participation. In the case
of modes of address and expression of emo-
tion, one can also examine how they evolve
over time.” (Kaczmirek et al., 2014, p. 13).
‘To fetch the relevant social graph and
social text data from the Facebook walls, we
used SODATO. SODATO uses and relies on
Facebook’s open source APl named Graph
API. SODATO is a combination of web as
well as Windows based console applications
that run in batches to fetch social data and
prepare social data for analysis. The web
part of the tool is developed using HTML,
JavaScript, Microsoft ASPNET and C#.
Console applications are developed using C#.
Microsoft SQL Server is used for data storage
and data pre-processing for social graph ana-
Iytics and social text analytics.” (Kaczmirek
et al., 2014, p. 14). Figure 8.1 illustrates the
technical architecture of SODATO.

Collecting Data from Twitter

‘In the following we describe the techni-
cal aspects of creating the Twitter corpora.
The Twitter monitoring builds upon previ-
ous work by Thamm & Bleier (2013).
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Source: Hussain & Vatrapu, 2014.

As outlined above Twitter data is used to
build different corpora. (...) Applying the list
of candidate names which have an active
professional Twitter account in the 2013
elections we used the Twitter streaming API°
to receive messages directly from these can-
didates as well as the retweets of and replies
to their messages. (...) For that purpose we
developed a software component called
TweetObserver that is instantly reading the
stream from Twitter resulting from our query
in a stable manner’ (Kaczmirek et al., 2014,
p-17) (see Figure 8.2).

‘The software needs to register as a Twitter
application in order to continuously receive
update events for the requested items from the
Twitter service. For each account the search
query includes the account ID and the name, so
that the application is geared towards receiving
tweets from a certain account as well as any
mentioning of its name. The software was
implemented in Java and relied on the Twitter

<::

SocialMedia i
API
—

Schematic of the technical architecture of SODATO

library twitter4j'°. The software is connected to
a MongoDB in which we store the data in JSON
format. In the following we describe the data
structure of the tweets in the Twitterdata set.’
(Kaczmirek et al., 2014, p. 17).

As it is unclear if the TweetObserver soft-
ware is always able to receive all tweets from
the requested accounts the working group
introduced a simple quality proofing mecha-
nism. To assess the completeness another
component called ObserverTester was intro-
duced that controls the TO by automatically
creating tweets at defined intervals matching
its search criteria. Since all generated tweets
need to be stored by the first program, the
completeness is estimated as the difference
between the created and the stored tweets (see
Figure 8.2). TO;..., are instances of the pro-
gram that observes different twitter accounts.

In table 1 the data structure of the tweets in
the Twitter data set is explained. The collected
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Figure 8.2 Schematic of the technical architecture of a Twitter TweetObserver

tweets are in JSON format and contain at least
the attributes presented in Table 8.1.

CONCLUSION

A lot of the decisions that need to be made
when setting up the data collection for a social
media study rely on the considerations of the
individual researcher and his/her team. So far,
there are often no or very few guidelines that
can help in this process. Social media research
is still on its way towards establishing meth-
odological standards or best practices.

In the exemplary case study we have seen
that before the automatic crawling and col-
lecting of social media data can begin, a lot of
underlying research is necessary. Before data
can be collected, different preparations may
be necessary, such as strategic decisions about

the period of data collection and the search
criteria for collecting data. We have shown
how this can be approached this for different
types of datasets, a data collection approach
based on lists of user accounts or based on
topics and corresponding hashtags. The dif-
ferent types of collected data sets allow for
dealing with different research questions.

Due to restrictions in the Twitter API it is
not possible to collect some types of data ret-
rospectively. In the presented case study this
meant, that in one case it was not possible
to fully react to some unforeseen event (the
unexpected growth of a new political party
in Germany, which was not anticipated when
setting up the data collection approach).
Other projects will have to face different
challenges based on technical restrictions.

A dimension we have only touched upon
very briefly in this chapter, but which also
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Table 8.1 Selected attributes of tweets available in JSON format (adapted from Kaczmirek

et al., 2014)
Attribute Description Example
_id tweet ID 446226137539444736
userid numeric user ID 630340041
screenName alpha numeric user ID Ikaczmirek
createdAt date of tweet 2014-03-19711:08:00Z
tweettext text of this tweet @gesis_org is offering #CSES data, providing
electoral data from around the world:
https://t.co/phtZgGcljs
hashtags internal collection of hashtags with the following
attributes:
e start o index of the start-character (the position o 23
in the tweet text as a number, the first
letter equals index zero)
e end ¢ index of the end-character (the position in e 28
the string as a number)
o text o the tag itself ® cses
mentions internal collection of user mentions with the
following attributes:
e start o index of the start-character (the position e 0
in the string as a number)
e end ¢ index of the end-character (the position in e 10
the string as a number)
e id o user ID of the mentioned user e 145554242
e screenName e screen name of the mentioned user e gesis_org
(account name)
* name e name of the mentioned user ® GESIS

plays a huge role in practice, are the legal and
ethical challenges for working with social
media datasets (both are increasingly being
discussed in the research community). In this
presented case, legal restrictions and ethical
considerations mainly played their most cru-
cial role after data collection, namely when it
came to approaches for sharing the collected
datasets. We wanted to make as much as pos-
sible of our datasets available for reuse.

In the end, the following data was shared
(see the dataset published as Kaczmirek &
Mayr, 2015): (1) A list of all candidates
that were considered in the project, their
key attributes and if available the identifica-
tion of their Twitter and Facebook accounts.
(2) A list of Tweet-IDs which can be used
to retrieve the original tweets of the candi-
dates which they posted between June and

December 2013. It includes the Tweet-ID and
an ID identifying the candidate. According to
the Twitter terms of services'! it was not pos-
sible to publish the full Twitter data (tweets
plus metadata in its original format). During
discussions at the GESIS data archive it was
furthermore decided that the Twitter data
may contain potentially sensitive informa-
tion such as political opinion and maybe
even information on voting behavior. It was
decided to limit the shared dataset to data
from actual election candidates, and for pri-
vacy reasons tweets from the general Twitter
population are currently excluded.

Even publishing a small subset of a col-
lected social media dataset still is an achieve-
ment; in most cases social media datasets are
currently not being shared at all. Together
with a white paper about the underlying
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data collection approach (Kaczmirek et al.,
2014) a shared dataset constitutes a first step
towards more detailed documentation for
social media research projects. Both, docu-
mentation and data archiving, certainly need
to be extended for social media research in
general in the future, in order to make deci-
sions behind data collection understandable
and data collection approaches reproducible.
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NOTES

1 Authors have been listed alphabetically. Katrin
Weller has provided the general discussion on
data collection approaches (sections ‘Intro-
duction’ and ‘Strategies for data collection’).
Philipp Mayr has contributed the particular
case study (section ‘Case study for data collec-
tion’). The section ‘Case study for data collec-
tion’ is a slightly extended version of sections
in the working paper (see Kaczmirek et al.
2014).

2 GNIP: https://gnip.com/ (retrieved October 10,
2015)

3 Datasift: http://datasift.com/ (retrieved October
10, 2015)

4 http://www.gesis.org/en/elections-home/gles/

5 APl is short for Application Programming Inter-
face. For Twitter's APIs see Twitter’s website on
technical information (Twitter, no date a and b)
and Gaffney & Puschmann (2014).

6 The section ‘Case study for data collection’ is a
slightly extended version of sections in a previ-
ous working paper (see Kaczmirek et al., 2014).
In this section we will quote major parts directly
from the working paper.

7 We could only identify accounts that were pub-
licly available. We did not search for accounts
for which the account holder had decided to
make it a ‘private’ account in the sense that it is
not shared with the public.

8 http://cssl.cbs.dk/software/sodato/

9 https://dev.twitter.com/streaming/overview

10 http://twitterdj.org
11 https://twitter.com/tos
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Overview — The Social
Media Data Processing Pipeline

David M. Brown, Adriana Soto-Corominas,

Juan Luis Suéarez and Javier de

This chapter provides a broad introduction to
the modelling, cleaning, and transformation
techniques that must be applied to social media
data before it can be imported into storage and
analysis software. While each of the above
topics in itself encompasses a wide range of
issues, they are also inextricably related in that
each relies in some way upon the others. In
order to discuss these processes as a group, we
employ the term data processing to describe
the preparatory phase between data collection
and data analysis. The sections that follow
demonstrate how data processing can be
broken down into a pipeline of three phases:

e In the first phase, modelling, the data is manu-
ally evaluated for structure and meaning by
identifying entities, their attributes, and how they
are related. This information is then mapped to a
data model, a schematic that will determine the
requirements for cleaning and transformation.
Also, the data model is often translated to a data-
base schema in order to prepare for data import
into a database management system.

la Rosa

e In the next phase, cleaning, the data is analyzed
for possible sources of inconsistencies that could
interfere with analysis. Inconsistent entries are
then either removed, or resolved using one of
a variety of statistical techniques. Furthermore,
improperly formatted fields can be managed
during the cleaning phase.

e Finally, in the transformation stage, the data is
read from a data source using either program-
matic techniques, or software designed for data
manipulation. It is then parsed in order to extract
and structure the information required by the
data model. Finally, the data is output in a format
that is compatible with the import system of the
chosen storage or analysis software.

Each of these phases will be presented as a
separate section that provides an overview of
relevant concepts, as well as examples that
put them into practice using state of the art
tools and techniques. Due to the typically
linked nature of social media data — think
Twitter, Facebook, LinkedIn — this chapter
focuses on preparing data for social network
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style analysis, which seeks to understand
social structure and behavior by modelling
reality as a collection of nodes (things) con-
nected to one another through their interac-
tions, or relationships (McCulloh, Armstrong,
and Johnson, 2013). In the context of social
media, network analysis seeks to understand
how individuals interact within loosely con-
nected information networks through the
exchange of digital artifacts, such as
Facebook posts and tweets on Twitter (Rainie
and Wellman, 2012). All of the provided
examples are based on Twitter, and were
tested using a subset of the Paris Attacks
Twitter Dataset, which consists of approxi-
mately 40,000 tweets formatted as JSON
records collected by the CulturePlex
Laboratory in a twenty-four hour period fol-
lowing the terrorist attacks in Paris, France
on November 13, 2015. The subset was
selected to include only geolocated tweets,
which contain latitude/longitude information
that identifies the geographic origin of the
tweet (Sloan and Morgan, 2015).

SOCIAL MEDIA DATA MODELLING -
FROM DOMAIN TO DATABASE

Data modelling is a broad topic that encom-
passes a variety of techniques and concepts.
Generally speaking, data modelling attempts
to recognize and define the structure and
meaning contained within data in order to
create a model, which is often represented as
a schematic diagram. In essence, a data
model is a calculated abstraction of a real
world domain that is specifically designed to
meet certain storage and analysis needs
(Elmasri and Navathe, 2010; Robinson,
Webber, and Eifrem, 2015). It guides the rest
of the data processing procedures in that it
determines the structure of the required
output, and is typically mapped to a database
system, thus defining how data will be stored
and accessed. Traditionally, data is modelled
at three levels:

e The conceptual model, sometimes referred to as
a whiteboard model, describes the semantics of
the data set. It provides a conceptual map that
highlights the main entity types present in the
data and how they are related to one another.
This model will also be referred to as a domain
model, because its goal is to represent the
sphere of activity or knowledge associated with
the data.

e The logical model is based on the conceptual
model, but is created in anticipation of mapping
the model to a database system. This model
takes into account concepts such as access
paths in order to increase efficiency in data stor-
age, retrieval, and analysis; however, the logical
model is generally considered to be independent
of any particular technology.

e The physical model determines how data will
physically be stored on a computer relative to
the specifics of the database system being used.
This model takes into account internal storage
structures, such as data types, storage space
requirements, indexing, etc.

While each of these levels is important for a
complete discussion of data modelling, both
logical and physical modelling can become
very complex topics, especially when the
modelling process targets relational data-
bases. In light of this complexity, this chapter
focuses primarily on the property graph
model utilized by graph databases, which are
designed and optimized to work with highly
connected data. Furthermore, property graph
style modelling provides a great introduction
to data modelling because the physical and
logical models are often very similar to the
conceptual model. This allows the user to
model complex problems in a very ‘human’
way, eschewing complex procedures such as
de-/normalization. To demonstrate this, the
following subsections introduce conceptual
modelling, and illustrate how a simple model
of the ‘“Twitterverse’ can easily be mapped to
a graph database management system using
the property graph model.

The Conceptual Model
The conceptual data model describes a data
set by identifying and mapping the main
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concepts of the domain associated with the
data. These concepts are often referred to as
entities, which represent general categories,
or types of data present within the domain of
the data set. In turn, entities are typically
associated with one another through one or
more types of relationships, which represent
interactions or associations between entities.
Furthermore, entities and relationships can
have attributes, which describe the character-
istics of entity and relationship classes. The
concept model is usually expressed as a
simple chart resembling a flow chart, or con-
cept map that highlights possible entities,
their attributes, and how they are related. The
conceptual model is typically the first step in
data modelling and database implementation,
and is crucial for high-level communication
of both architectural specifications and ana-
lytical procedures.

In order to create a conceptual model,
we first identify the entities present within
the data set. An entity can be defined as a
reference to ‘a thing in the real world with
an independent existence’ (Elmasri and
Navathe, 2010: 203). This thing could be
something tangible, like a building, person,
or automobile, or something intangible, like
a song, a scientific theory, or political party.
A good general rule when looking for entities
is that they are typically things named with
nouns. Using the example of Twitter, both
users and tweets could be identified as exam-
ples of entities within the data set. Each of
these entities would then be assigned attrib-
utes: users have attributes such as username
and location, tweets have time and text, etc.
After identifying the relevant entities within
the data set, the task becomes determining
how they are associated to one another by
relationships.

Relationships are generally not things,
but instead represent the type of associations
found between entities. We can define a rela-
tionship type as a ‘set of associations — or a
relationship set — among entities’ (Elmasri
and Navathe, 2010: 209). These associa-
tions define the semantics of the data model

in that they illustrate the logical connection
between entity types. As opposed to enti-
ties, relationships are usually identified using
verbs. Again looking at Twitter, an example
of a possible relationship would be fweets, as
in user tweets tweet. In this example, tweets
specifies a possible relationship between user
and tweet entities, but it is important to rec-
ognize that there can be more than one type
of relationship between two entity types. For
example, a user could also favorite a tweet,
thus creating a new possible relationship:
user favorites tweet.

Example: Modelling Activities

in Twitter

To further illustrate the idea and practice of
conceptual modelling, this example creates a
conceptual model using the Paris Attacks
Twitter dataset mentioned above. The pro-
cess of conceptual modelling often begins
with a simple description of the domain to
provide a contextual framework through
which data can be interpreted. The following
is a high-level description of the Twitter
domain that provides a starting point for the
conceptual modelling process.

e In the Twitter, users can follow, or be followed
by, other users.

e Tweet activity is driven by users. Users are
responsible for creating Tweets, the fundamental
unit of information exchange. Users have a vari-
ety of associated personal data, including their
username and other optional information, such
as language or geolocation.

e Tweets contain the text produced by users. They
have a variety of metadata associated with their
production, including location and time stamp.
Furthermore, they contain semantic information
that is relative to other tweets and users, such as
hashtags, user references, and retweets.

While the above description is admittedly a
simplified version of the activites associated
with Twitter, ignoring details like attached
images and videos, favorites, and personal
messages, it is sufficient for our purpose in
that it provides the basis for understanding
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the domain. From the above description we
can determine that the activity in Twitter is
driven by two primary entities: the tweet and
the user. Furthermore, each of these entities
will have certain characteristics of interest,
including tweet’s text, date, and location, as
well as the screen name associated with the
user that created it.

To begin the modelling process, we map
these two entities and their attributes to a
simple model drawn with the Dia drawing
program (Dia, 1998) (Figure 9.1).

Next, we must determine how they relate
to one another. In many ways, this can often
be the most challenging part of data model-
ling, as relationships are not always obvious.
Fortunately, Twitter generally has very con-
crete and well defined relationships based
on user interactions. A quick review of the
above summary reveals the following possi-
ble relationships:

o Users follow users. Each user has a list of associ-
ated users who they follow.

o Users tweet tweets. Each tweet can be directly
associated with the user who created it.

o Tweet references user. Optionally, a tweet can
contain a direct reference to another user.

o Tweet responds to tweet. Optionally, a tweet can
be a response to another tweet.

o Tweet retweets tweet. Optionally, a tweet can
encapsulate a previous tweet, making it a
retweet.

Adding these relationships to our data model,
we begin to see a more complete image of
the Twitter domain that encompasses a wide
variety of the semantic possibilities repre-
sented (Figure 9.2).

However, before continuing it is important
to compare the domain model to the actual
dataset at hand to determine if there are any
missing elements, or perhaps spurious infor-
mation not included in the data set.

Looking through the fields of a JSON
formatted tweet provided by the Twitter
Application Programming Interface (API) —
a service that allows users to collect up to
one percent of total tweet traffic in real time
based on filtering parameter — more on APIs
in Janetzkos’ chapter (this volume) — we see
that a wide variety of metadata about the
tweet is provided, including:

e Unique ids for both tweets and users

® Geolocation information for tweets when avail-
able

e Timestamps for each tweet

o Alist of entities associated with each tweet

Looking more closely at the entity lists, we
see that Twitter’s data model considers
hashtags to be entities, not just part of the
tweet’s text. This raises the question of
whether or not our model should represent
hashtags as a unique entity type. While the
answer to this question depends entirely on

Tweet

User

+Id

+Text
+Created At
+Country
+City
+Coordinates

+Id
+Screen Name

Figure 9.1

Basic Twitter entities and their attributes



OVERVIEW - THE SOCIAL MEDIA DATA PROCESSING PIPELINE 129

Hashtag
contains r
replies_to _D +1
— $ +Text
Tweet
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+Country
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retweets FERERCReES +Screen Name

Figure 9.2 A simple conceptual model of the Twitterverse

analytic goals, it is easy to see how model-
ling hashtags as entities could be useful.
Hashtags serve as an easy way to group
tweets by thematic content without having to
perform complex natural language process-
ing (NLP) techniques such as topic model-
ling. Furthermore, they are user defined topic
keywords, and therefore benefit from human
judgment that is able to detect thematic
nuances often overlooked by computers. In
the case that they are not needed during
analysis, hashtag entities and their relation-
ships can simply be ignored.

Furthermore, we notice that there is no
data that relates to one user following, or
being followed by, another. As it turns out,
Twitter’s streaming API (Twitter Streaming
APIs, 2010) only produces metadata relat-
ing specifically to tweets. In order to receive
information about users, including follower
information, one must issue specific queries
to Twitter’s REST API.

Therefore, the above conceptual model
must be modified to reflect the semantics
of the data at hand (Figure 9.3). While the
original Twitter domain model that includes
user follows user relationships is an accurate

representation of activities on Twitter, it does
not reflect the characteristics of the data-
set. Furthermore, while hashtags were not
considered in the original domain model,
their presence in the data set prompted their
inclusion in the data model. These sort of
modifications are quite common, and this
demonstrates the importance of perform-
ing multiple iterations during the modelling
process.

The Property Graph Model

After the domain and dataset have been ana-
lyzed and modelled, the resulting conceptual
model must be adapted to fit a database
system. This is typically accomplished
through an iterative process that incorporates
both the logical and physical models. In this
case, we will use the property graph model to
create a design suitable for a graph database
such as Neo4j (Neo4j, 2007) or Titan:db
(Titan Distributed Graph Database, 2015).
While a property graph model combines ele-
ments from both the logical and physical
model, at its core it is very similar to a con-
ceptual model in that it uses only three primi-
tives that can be easily mapped to the three
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Figure 9.3 The final conceptual model of the Twitterverse

primitives used by a conceptual model
(Robinson, Webber, and Eifrem, 2015):

e Properties are elements used to describe other
elements. They consist of a key-value pair in
which the key is a string, and the value can con-
tain complex data types. Properties correspond to
the conceptual model’s attributes.

e Nodes (vertices) are elements that contain prop-
erties. Nodes typically have a type, often referred
to as a label, which refers to a set of nodes that
share predetermined properties. Nodes corre-
spond to the conceptual model’s entities.

e Relationships represent associations between
nodes; they define the structure of the graph.
Relationships often have a type, or label, that
determines the semantics of a possible relation-
ship between two node types. In a property
graph, all relationships are directed in that
they have a start node and an end node, which
further specifies the semantics of the relation-
ship between two nodes. Relationships can also
contain properties. They correspond to the con-
ceptual model’s relationships.

In many cases, the conceptual model and
property graph are identical in everything
except the language used to describe them;
however, the requirements of the graph

database system in which the data will be
stored must be taken into account. While
schemaless databases like Neo4j do not
require any sort of model definition prior to
use, some graph database management sys-
tems, such as Titan:db, encourage the defini-
tion of a property graph style data model
(schema) that includes the specification of
the datatype of each property. Indeed, most
database systems that implement the prop-
erty graph model have some level of optional
model definition designed to improve the
performance or usability of the database. To
illustrate this, the following section demon-
strates flexible property graph style schema
definition and data modelling with the
SylvaDB (cite) graph database management
system.

Example: Mapping Our Case-study
of Twitter to a Property Graph
with SylvaDB

To illustrate the process of mapping a concep-
tual model to a property graph, this section
provides an example that utilizes SylvaDB’s
flexible schema creation tool to create a prop-
erty graph model. SylvaDB is open source
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software that is free to use, and provides a wide
variety of options for building queries, running
network statistics, and visualizing the data-
base. SylvaDB is unique in the sense that it
provides a browser-based graphical user inter-
face (GUI) that allows users to model, analyze,
and visualize data stored in a graph data-
base without writing code. While other database
management systems such as Linkurious
(Linkurious, 2013) provide GUIs for analysis
and visualization, and Titan:db provides a spe-
cialized domain specific programming lan-
guage for creating data models, no other
commonly available system provides all of
these capabilities in one software package.

To begin, simply go to www.sylvadb.com
and create a free account. From the dash-
board, click on the ‘New Graph’ button and
give your graph a name. We will use the
name ‘“Twitterverse’. You will be redirected
back to the dashboard, but you should now
see your graph listed on the left hand side of
the screen in the ‘Graphs’ column. Click on
your newly created graph, and you will see
a notification telling you that your schema
is empty. To remedy this, we will create a
new schema based on our property graph

model of the Twitterverse. Click on the
‘Schema’ button in the upper right hand cor-
ner of the screen. This will take you to the
schema builder interface, where you have
two options ‘Import Schema’ or ‘New Type’.
In SylvaDB, node’s label corresponds to a
type, and clicking on the ‘New Type’ button
will redirect you to a type creation form. As
you can see, SylvaDB provides you with sev-
eral default fields. Under the ‘Type’ heading
there are ‘Name’ and ‘Description’ fields,
and under the ‘Properties’ heading, there are
‘Key’ and ‘Description’ fields. Starting with
the ‘Tweet’ entity, we can enter the name of
the type ‘Tweet’, and a short description. The
description is optional, but it can help other
users better understand your schema. In this
case we will simply enter ‘A user’s tweet as
provided by the Twitter API’.

After type creation, we must create the
properties associated with this type. One of
the most important attributes associated with
a tweet is the date and time when it was pub-
lished. Therefore, we will add the ‘date’ as
the first property. To do this we simply type
‘date’ under the heading ‘Key’ in the proper-
ties list (Figure 9.4).

SsLVA - O em
Twitterverse » Schema » Type Graph | | Datav | Schema | Reports | | Queries | | Collaborators | | Tools v | | Q
Type Properties
Name: Key: Data Remove
Tweet Date Date v i
. O Use as label:
Description: Description:
A user's tweet as provided by the Twitter API
4
Key: Description: Remove
, @
| save Type | Remove or Cancel. B Use as label:

+ Add Property or Advanced Mode.

About Us | Privacy Policy | Terms of Service
com W @SylvaDB & Cul ¥
©2016 SyvaDB. All rights reserved.

Figure 9.4 SylvaDB's type creation form
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We have the option of entering a descrip-
tion for this property, but as date seems self-
explanatory, we will leave this field blank. If
we were to continue without doing anything
else, the database would expect to receive a
string, or a group of characters, in the date
field. However, in order to leverage more
advanced functionality for writing queries
and performing analysis — date comparisons,
advanced filtering, time series visualizations —
we can instead choose to store the date in a
specialized date format. To do so, we simply
click on the link that says ‘Advanced Mode’,
which expands the form field to provide a
dropdown select menu that includes a wide
variety of data types. Then, we simply select
‘date’, and SylvaDB will expect that all input
for this field will be properly formatted as a
date, and store it accordingly. We can con-
tinue this process, adding the other properties
included in the original data model. When

-SyLLA
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we have finished adding all of the attributes,
we can simply click on the ‘Save Type’ but-
ton and the entity type will be added to the
schema. In case we made an error or forgot a
property, we can always go back to the type
form and edit the information, even after there
is already data in the database.

After all of the entities described in the
data model have been entered as types in
the SylvaDB schema builder, you should see
something similar to Figure 9.5.

This means the schema is almost complete;
however, it is still missing one crucial step.
To finish the model, the user must define the
allowed relationships between the different
entities. Similar to defining a type, a relation-
ship is defined by filling out a form. To access
this form, a user can click the ‘New Allowed
Relationship’ button on the schema page,
or the ‘new incoming’ or ‘outgoing allowed
relationship’ links that appear under the types.

Take a tour [ﬂ] [dbrownbemJ [Dashbonrd ] l Sign out ]

Twitterverse » Schema

Hashtag

o Text
New incoming or outgoing allowed relationship

Diagram

Tweet
o City
o Coordinates
o Country
o Date [Date]
old
o Time [Time]
New incoming or outgoing allowed relationship

User

ald
o Screen Name
New incoming or outgoing allowed relationship

[ New Type “ New allowed Relationship ]

About Us | Privacy Policy | Terms of Service
info@sylvadb.com ¥ @SylvaDB & CulturePlex/Sylva
© 2016 SylvaDB. All rights reserved.

Text

city

Graph | | Datav | Schema | Reports | | Queries | | Collaborators | | Tools v LSJ

Hashtag S 0

User
1d

Screen Name

Coordinates

Country

Date

Top 1

Figure 9.5 SylvaDB's property graph schema creation interface
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Figure 9.6 The Twitterverse conceptual model mapped to a property graph schema with

SylvaDB

We then simply select the source node type
using the drop down menu under the field
‘Source’, define the label of the relationship
in the ‘Name’ field, and select the ‘Target’
node type. For example, we can select the
source type “Tweet’, enter ‘retweets’ in the
‘Name’ field, and again select ‘Tweet’ as
the ‘Target’ field. Properties can be added to
relationships in the same manner that they are
added to nodes, using the simple form fields
to define keys and data types. This process
can be repeated for all of the possible rela-
tionships defined in the conceptual model.
After all relationships have been entered, we
will see something similar to Figure 9.6. Now
SylvaDB is ready to receive the Tweet data,
which can be imported in a variety of for-
mats including CSV and GEXF (a version of
XML designed specifically for graph data),
or entered manually.

CLEANING DATA - STANDARDIZING
API DATA

After data has been modelled, but before it is
parsed and formatted for use with analysis
and storage software, it must be cleaned.
Cleaning requires that data be inspected to
determine if there are any inconsistencies, or
errors that will be problematic later during
analysis. There are many possible sources of
errors in data, which can occur at the instance
level, meaning that just one data entry is cor-
rupt, or at the system/schema level, which
can affect an entire data set (Rahm and Do,
2000). Typically, cleaning focuses more on
instance level errors, as schema redesign or
system modification are only possible
through post collection data transformations.
Due to the fact social media data is usually
aggregated and stored in validated database
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fields, it is less prone to instance-level errors
than hand-curated data; however, this is not
always the case, as it is common to analyze
fields that contain user generated text, which
is prone to instance level errors such as
typos, inconsistent spelling, etc. While spell-
ing and vocabulary issues can often be attrib-
uted to dialectal variation or cultural factors,
and in that sense do not qualify as dirty data,
they can be problematic during analysis.
Therefore, it is the task of the researcher to
consider the implications of this type of vari-
ation as it relates to their specific research
goals. Furthermore, instance level errors can
appear as anomalies in otherwise clean data-
sets when certain aspects of schema valida-
tion or record creation fail, resulting in
random, improperly formatted data.
Regardless of the source of error, cleaning is
fundamentally an ad hoc process that varies
based on the source and quality of the data.
Despite this, there are certain issues that
appear repeatedly when dealing with data.
The following sections outline some of these
common problems and their solutions.

Missing Data

Missing data is one of the most common
problems encountered when cleaning data.
Missing data can occur at the instance level,
or due to lack of (or overly permissive) vali-
dation within the social media application
database schema. There are a wide variety of
approaches to dealing with missing data that
all depend on the type of data and the
researcher’s goals. In many cases, data with
missing fields is simply deleted or ignored,
which is particularly effective with very large
datasets that contain few entries with missing
data. However, this technique can introduce
bias and affect the representativeness of the
sample, particularly if the discarded cases
differ systematically from the rest of the data
(Schafer, 1999). To avoid this, many statisti-
cians use a process called imputation, which
uses a variety of techniques to replace the
missing data. Imputation techniques often
employ advanced statistical procedures or

machine learning to replace missing values
and account for the imputation during analy-
sis. While these techniques go beyond the
scope of this chapter, there is a wide variety
of literature discussing imputation, as well as
other approaches to handle missing data
(Allison, 2001; Rubin, 2004; Schafer and
Graham, 2002).

Data Entry Errors

Simple content generation (data entry) errors
such as typos and inconsistent spelling are a
common problem in all types of data. This
sort of problem occurs almost exclusively at
the instance level due to individual user error.
Data entry errors can be very difficult to
identify, particularly in large datasets that are
impossible to inspect manually. They are
often discovered during the analysis phase,
and require the researcher to backtrack and
perform another iteration of processing to
reconcile the error. The most common
approach to dealing with this sort of error is
to use a process called fuzzy string matching
(Chaudhuri, Ganjam, Ganti, and Motwani,
2003). This technique involves calculating a
distance between two strings that indicates
the similarity of two entries. When multiple
entries are very similar, the researcher can
either manually inspect the entries to deter-
mine if they indeed refer to the same instance,
or determine a maximum difference that is
acceptable to programmatically resolve simi-
lar entries.

Duplicate Data

Duplicate records can occur in all kinds of
datasets. While they are most common at the
instance level in hand curated datasets, they
can also appear in social media data —
particularly data that has already undergone
parsing or transformation. For example,
when parsing tweet data, you may find that
the ids of retweeted tweets appear hundreds
or even thousands of times. While this case
can be dealt with during parsing, other cases
are not so straightforward. Duplicates can be
difficult to diagnose, as many duplicate
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entries are not recognized due to typos or
missing data. Therefore, the first step in
resolving duplicates often relates to the above
technique of cleaning up data entry errors.
After typos and spelling errors have been
resolved, previously unrecognized duplicates
are often visible within the dataset. However,
missing data and other errors can continue to
be problematic. After initial field cleaning,
there are a variety of procedures used to
compare the similarity of attributes across
data entries to identify possible duplicates.
Then, based on a minimum similarity meas-
ures determined by the researcher, highly
similar entries can be merged. Many dupli-
cate-removal techniques, also known as
deduplication techniques, are also based
upon advanced statistical procedures, fuzzy
string matching, and machine learning
(Gemmell, Rubinstein, and Chandra, 2011).

Inconsistent Units/Formats
Inconsistent use of units can also occur, espe-
cially in when combining data from a variety
of sources. It is oftentimes quite difficult to
identify this problem, as numeric values with-
out specified units do not provide many clues.
Resolving this sort of issue is highly depend-
ent on the nature of the data, and common
approaches are not easily delineated. For
example, a wide sample of climate data from
different countries may contain temperature
information in both Fahrenheit and Celsius.
In this case, the researcher could take into
account the geographic location where the
data was produced compared to the unit being
used or the range of possible temperatures.
This sort of error can also relate to formats, as
sometimes applications store metadata such
as datetimes — as specific data type that allows
date and time to be precisely represented —
using a format that is not compatible with
other software. Schema level formatting
problems are often addressed during the
transformation stage; however, here we view
it as part of the cleaning process because
improperly formatted data are often the source
of errors during data import and analysis.

These problems, whether created through
data entry errors, or due to lack of constraints
in the system responsible for aggregating
the data, represent a small subset of possible
sources of dirty data. In the end, it is the task
of the researcher to determine what types
of dirty data can affect their analysis based
on their own goals and needs, and apply the
appropriate solutions for the data at hand.
Therefore, moving forward in this chapter
the scope of this discussion will be narrowed
to address social media data, and even further
to address possible problems with generic
Twitter data.

Social Media Data — Is it Dirty?

Social media data is often quite clean because
it is typically produced, aggregated, and
stored in high quality infrastructure based on
well designed models. Indeed, social media
sites like Facebook and Twitter enjoy state-
of-the-art infrastructure, which translates to
high standards of data quality. These stand-
ards are reflected in the data produced by
their APIs, which tends to be perfectly for-
matted and complete; however, even com-
plete and consistent API data can suffer from
the above problems. For example, Twitter
does not require geolocation data, and there-
fore it is common that only a small portion of
API records contain coordinate data (Sloan
and Morgan, 2015) . Although in this case
non-geolocated tweets are allowed by
Twitter’s data model, and are therefore not
technically dirty data, during a geographic
analysis of tweets they could be considered
as such. Furthermore, sometimes social
media APIs produce ‘dud’ records: improp-
erly formatted, partial, or otherwise impos-
sible to parse; it is common to discover tweet
records that do not contain text or user infor-
mation, which can cause errors to be thrown
in the parsing process. Finally, user gener-
ated text is often the most important aspect of
social media data and is used for a variety of
analytic tasks, many of which employ natural
language processing techniques (Bifet and
Frank, 2010; Kireyev, Palen and Anderson,
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2009; Ronen, et al., 2014). Sometimes, in
order to perform these tasks, text fields must
be cleaned before they can be processed
effectively. To demonstrate this, the follow-
ing example employs the Twitter Paris
Attacks dataset to illustrate user generated
text cleaning in order to comply with later
analysis requirements.

Example: Producing a Clean

Tweet Field for Natural Language
Processing

To illustrate field level cleaning of social
media data, this example cleans the text con-
tained within the Paris Attack tweets in order
to produce a new field, clean text, that facili-
tates the application of natural language
processing tasks commonly used with Twitter
data such as language identification, topic
modelling, and sentiment analysis. To better
understand this process, as well as why it is
necessary, consider the text field of the fol-
lowing tweet:

RT @MailOnline: ‘General Curfew’
ordered by French government for first time
since WWII https://t.co/rk8MxzH7RT #Paris

As a human, it is relatively simple to deci-
pher the components of this tweet:

e The RT flag identifies that this is a retweet.

e The @ symbol shows the original user that
posted this tweet. Alternatively, this indicates a
reference to another user as a recipient of the
tweet's message.

e The # indicates a hashtag, which may or may not
be part of a phrase. In this case, the word Paris is
not included in the phrase.

e Finally, there is a link to another website, repre-
sented as a url.

After recognizing these components included
with the text of the tweet, one can easily see
that this tweet is written in English and that
its message refers to the current situation in
Paris. However, asking a computer to iden-
tify this is not as straightforward. Words
beginning with characters such as # @ are
not necessarily recognized as English, and
URLs seem to just be strings of arbitrary

characters. Furthermore, usernames are not
necessarily real words, nor are they necessar-
ily written in the same language as the rest of
the tweet. Therefore, this sort of extra con-
tent in the text field can confound an algo-
rithm designed to work with natural language.
In order to make it easier for the computer to
process tweet text, we can remove these
sources of confusion to facilitate more accu-
rate computer based text processing:

e The RT flag can be removed because it does not
affect the content of the tweet. Instead, it indi-
cates the endorsement of the content of a Tweet
and the implied interaction between twitter users
and content.

e The @ symbol, as well as the username can also
be removed due to the fact that they are typically
not directly related to the content of the tweet.
They are, in some cases, used conversationally as
proper nouns, and therefore may be included in
a clean text field depending on the goals of the
researcher.

e Dealing with hashtags can be a little trickier in
the sense that they can be part of a phrase, or
can be added to the tweet arbitrarily to indicate
the content of the tweet. Due to the fact that
they are generally real words and are often rel-
evant to the content of the tweet, we will simply
remove the #, while retaining the actual word
used for the hashtag.

o Finally, urls will be removed as they are not natu-
ral language as such, and in that sense are not
relevant to the language or sentiment associated
with the tweet.

The produced clean text field will be consid-
erably more readable for a computer. While
this process can never be perfect when per-
formed at a massive level, it will result in
much better results than processing the raw
tweet.

There are a variety of open source and
commodity software packages that can be
used to perform the above changes, includ-
ing the commonly used Microsoft Office
Excel and Libre Office Calculate, as well
more specialized tools such as OpenRefine
(OpenRefine, 2011). In this example, we will
use the OpenRefine, which provides a wide


https://t.co/rk8MxzH7RT

OVERVIEW - THE SOCIAL MEDIA DATA PROCESSING PIPELINE

range of functionality for cleaning and trans-
forming large datasets. After downloading
and starting OpenRefine as specified by the
documentation for your operating system, we
can create a new project simply by selecting
the file containing the tweet data. OpenRefine
will then request that we configure parsing
options, and we can simply select the field
that we are interested in working with: ‘text’.
OpenRefine then converts the field into what
looks like a spreadsheet column, and we can
continue by clicking ‘Create Project’ in the
upper right hand portion of the browser. We
can then create a custom text facet — the con-
struct used by OpenRefine to perform opera-
tions on columns of text — for the column
by clicking ‘Text” > ‘Facet’ > ‘Custom Text
Facet’ (Figure 9.7).

OpenRefine allows the user to write cus-
tom facets using a proprietary scripting lan-
guage, General Refine Expression Language
(GREL), Jython, or Clojure. In this example,
we will use GREL, but any of these languages
would work equally well. To clean this field,
we will use a series of replace methods,
which allow the user to search for substrings
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using regular expressions and replace them as
needed. For more information about regular
expressions, please refer to the OpenRefine
documentation. To remove the unwanted ele-
ments from the tweets, we can use a series of
four chained replace methods:

1 The first method, replace("#", ""), searches the
the string for the “#" character. In the case that
it finds this character, it is replaced with *“", an
empty string, thereby removing it.

2 The second method, replace(/RT\s/, ""), looks for
the characters "RT", followed by a mandatory
space (designated by the symbol “\s”). In the
case that it finds this sequence of characters, they
are replaced by *“ "', an empty string.

3 The third method, replace(/http\S*/, " "), looks for
the sequence “http”, followed by any non-space
character, designated by “\S”. Furthermore, the
non-space characters can be repeated, desig-
nated by the “*". This specifies that any string
beginning with “http” followed by any charac-
ters up until a space should be replaced with ****,
an empty string.

4 Finally, using a similar regular expression to
the one used in step 3, the fourth replace
looks for any string starting with “@", again
followed by any sequence of non-space
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characters. If found, this string is replaced with
an empty string.

Chaining together the four replace methods
with the appropriate regular expressions
results in the following expression:

value.replace("#", "").replace(/RT\s/, "").replace(/
http\S*/, " ").replace(/@\s*/, "")

The unwanted characters have been removed
from the tweet text and can be exported in
one of many formats and used however
necessary.

DATA TRANSFORMATION

After the dataset is modelled and cleaned, it
is ready for the final stage of data processing:
transformation. While the term data transfor-
mation can encompass a wide range of pro-
cedures, in the context of this chapter it refers
to receiving input data and formatting it in a
way that complies with a data model and can
be imported into storage and analysis soft-
ware. Essentially, the process consists of
taking an input, often stored as formatted
plain text, parsing the input by extracting the
relevant information, and outputting the
information in a specified format by writing
to files or a database management system.
There is a wide variety of software that can
be used for this kind of task, ranging from
browser based tools like OpenRefine to
Python libraries such as Numpy (2006) and
Pandas (2008) that feature powerful
abstractions — arrays, matrices, hashmaps —
for manipulating data.

The Transformation Pipeline:
Techniques and Considerations
There are many approaches to creating this
kind of processing pipeline that depend on
the computing power available for process-
ing, size of the dataset, and the required
output; however, the transformation pipeline
can be broken down into the three phases

mentioned above: reading input data, parsing
and transformation, and writing to an output.
While each of these steps require ad hoc pro-
cedures, again there are general concerns that
are relevant for all data sets. Here we broadly
outline these concerns as well as potential
approaches to a variety of situations.

Reading the Data: Sources and
Approaches

To begin the processing pipeline, one must
first consider the source and initial format of
the dataset. Broadly, there are three
possibilities:

e The data has not yet been acquired and it will
be read directly from an API. This means that
the data is still being stored by the social media
application in which it was created. Typically,
this kind of data is accessed programmatically
and either written to an intermediate format like
text files, or read dynamically from the API and
processed ‘on the fly". This means that it will not
be stored in any intermediate format and will be
parsed, transformed, and written to output as it
is produced by the API.

e The data has already been harvested from the
APl and is stored in flat text files. Most com-
monly, this data will be stored in JSON or CSV
format, which can be read, parsed, and output
using a wide variety of software, including all
major programming languages.

e The data has already been harvested from the
API, but was loaded into a database manage-
ment system. Similar to data coming directly
from a social media application API, relevant
data will need to be read from the database and
either processed on the fly, or stored in an inter-
mediate format such as a flat text file.

Depending on the source of the data, the first
step in the transformation pipeline will be
accomplished in one of a variety of fashions.
The following sections address possible solu-
tions for reading input data; however, it is
important to recognize that there is generally
not one right way to accomplish this task.
Instead, there are numerous valid approaches
to this procedure that depend on the prefer-
ence of the researcher.
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Reading Data from an API

Typically, data is harvested from an API
using one of many programmatic techniques.
Each API will feature a specific architecture
and protocol that provide a means to access
the data it contains. Most commonly, social
media site APIs use REST, an architectural
style that typically uses the HTTP protocol
(Massé, 2011). This is convenient because it
provides a standard way to access data;
although each social media site will have a
unique way of providing the application data,
the means for accessing is similar to other
sites that use REST. This makes it easy for
users to access data without having to learn
specialized protocols, or use overly special-
ized tools.

REST resources are typically accessed
using programmatic techniques. Popular
programming languages like Python or Java
provide a wide variety of built-in or third
party software designed to facilitate the use
of HTTP for accessing services like REST
APIs. Generally, a researcher will write a
small program specifically tailored to the tar-
get API that has been designed to harvest the
data of interest. This program will then either
pass the data to another program to finish the
processing pipeline, or write the data to an
intermediate format like flat text files. Even
though writing data to an intermediate format
adds an extra step to the processing pipeline,
it is common to separate data collection from
data processing. Furthermore, performing
collection separately minimizes the moving
parts involved with the pipeline; if there is a
problem during the parsing or output phase, it
will not affect data collection, thereby simpli-
fying the process by compartmentalizing it.

Reading Data from Text Files

Reading data from text files is often consid-
erably simpler than reading from an API. In
many cases, it is as easy as choosing an
application that is able to read the text file

format. For example, there are a wide variety
of desktop/browser applications that read
files stored in CSV format, like Microsoft
Excel, SPSS statistical software, and
OpenRefine. However, depending on the
operation that will be performed upon the
data, these programs can be limited due to
their lack of flexibility — they only provide
specific hard coded procedures. Some soft-
ware, such as OpenRefine, provide a balance
in that they have a point and click user inter-
face, but they also support limited scripting
operations that allow the user to implement
custom functionality.

In the case that the researcher needs com-
plete flexibility (or they are comfortable with
computer programming), flat text files can
also be read programmatically using a wide
variety of freely available programming lan-
guages. In this case, files are read and refer-
enced by variables. Then the researcher can
implement any procedure, or manipulation of
the data without being limited by out-of-the-
box functionality. The examples presented
later in this chapter demonstrate this using
the Python programming language to read
and manipulate flat files.

Reading Data from a Database

In many ways, reading data from a database
is similar to reading data from a web API:
usually programmatic techniques are
employed and relevant data is often trans-
ferred to flat files as an intermediate step
before parsing and transforming the data.
However, unlike a REST API, databases do
not necessarily have similar architectural
styles or protocols for data access. For exam-
ple, some databases provide REST endpoints
similar to an internet application API, others
use websockets for duplex style communica-
tion between the database server and client
program, and many use specialized TCP
based protocols. Despite this inconsistency,
most major programming languages have
third party libraries that can be used to access



140 THE SAGE HANDBOOK OF SOCIAL MEDIA RESEARCH METHODS

popular databases without delving into the
specifics of the database communication pro-
tocol. In this case, the researcher must choose
an appropriate library from their favorite
programming language, familiarize them-
selves with the library, and write a normally
small program to access the desired data.

Beside this type of client-server commu-
nication, many databases provide a com-
mand line interface (CLI) that allows the user
to manipulate and retrieve data. Typically,
a database will employ a domain specific
language (DSL), or small programming
language that has been custom designed to
perform only the operations possible with a
particular database. Fortunately, many data-
bases share a DSL that allows a user famil-
iar with the DSL to use a variety of database
software. For example, structured query lan-
guage (SQL) is a DSL used by most relational
databases such as MySQL, PostgreSQL, and
Oracle RDBMS (Date and Darwen, 1997).

Finally, some database management sys-
tems provide a graphical interface that allows
users to access data without doing any pro-
gramming. While this scenario is less com-
mon, it is important in that it provides a way
for researchers without the time or means to
learn computer programing access to power-
ful data manipulation techniques. SylvaDB,
seen in a previous example, is a good rep-
resentative of this kind of system. Other
examples of GUI based database manage-
ment systems include commonly known
tools such as Microsoft Access and MySQL
workbench.

Practical Considerations: Size

of Data Set vs. Computational
Resources

Regardless of where the input data is stored,
before determining how data will be parsed it
is important to consider the size of the data-
set and how this will affect the parsing pro-
cess. Fundamentally, there are two scenarios:
1) the dataset is small and can fit in a com-
puter’s memory (RAM); 2) the dataset is too
large and cannot be loaded into memory in

its entirety. Of course, whether a dataset is
considered to be large depends directly on
the computational resources available for
processing. Therefore, it is important to
understand both the size of the dataset and
the amount of RAM available for processing,
as well as how much extra RAM will be
required for running any necessary software,
or performing transformations in memory.
The latter is especially important, as it is
tempting to think that 4 gigabytes of data can
be processed with 4 gigabytes of RAM. In
reality, this is not the case, because many
operations require copying data, at least tem-
porarily, hence requiring more memory. That
said, in the case that the data is too big to
load into memory there are still many options
that allow the researcher to handle big data-
sets with relatively limited computational
resources.

Approaching this problem programmati-
cally, it is common for data to be parsed
on the fly. Most programming languages
allow files to be opened without loading
their entire contents into memory. Then, the
file can be read line by line, only loading a
minimal chunk of data into memory, which
is parsed and written to some sort of output.
Furthermore, there are data processing tools,
such as OpenRefine, that use internal pro-
grammatic constructs to be memory efficient.
This allows the user to perform complex
operations on large data sets with a relatively
small amount of RAM without writing code.
However, while on the fly programmatic
parsing can be performed on enormous data-
sets and is only limited by hard disk space
and time, most browser based or GUI style
software has either fixed or practical limits.
For example, OpenRefine has no fixed lim-
its, but begins to suffer performance losses
on CSV files containing more than 100,000
rows of data, both due to the time complexity
of the algorithms it employs and RAM limi-
tation of typical computers. Therefore, larger
datasets are typically dealt with program-
matically using a scripting language such as
Python.
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Parsing

Regardless of the size of the dataset, social
media data generally requires some degree of
parsing and transformation before it can be
stored and analyzed. Parsing involves divid-
ing the data into manageable or semantically
cohesive chunks, extracting relevant infor-
mation, and outputting it in a specific format.
In general, parsing techniques are tightly
coupled to the format and semantics of the
data. Due to the extremely ad hoc nature of
parsing, it is more effective to present an
example of the parsing process instead of
simply describing it. The following section
provides a concrete example of how data is
parsed using the Paris Attacks Dataset and
the Python programming language.

Example: Parsing a List of Tweets
with Python

Parsing a list of tweets is a process that can
be accomplished using any major program-
ming language (R, Java, Perl, etc.). This
example employs one of the most versatile
and widespread open source programming
languages: Python. To begin, we identify that
the input data is stored as a list of JSON seri-
alized tweets in flat text files. Furthermore,
we assume that the computer used has plenty
of RAM to store the contents of the dataset in
memory; however, in this example we do not
load the whole dataset. Instead, we parse the
tweets on the fly, storing relevant information
in data structures that will later be written to
files using the TSV format. TSV, like CSV, is
similar to an Excel spreadsheet in that it
stores data in tabular format with rows and
columns. However, instead of using commas
like a CSV, it separates entries within a row
using the tab character, which is more space
efficient and tends to import more smoothly
into certain data management systems. The
target output of this process is four TSV files:

1 The first file will be a list of users and related
metadata. This list can be thought of as a list of
user nodes that will be mapped to a property
graph model and stored in a graph database.

2 The second file will be a list of tweets and related
metadata. This list represents tweet nodes that
comprise the second node type of the property
graph model, which will also be stored in a graph
database.

3 The third file will be a list of hashtags. This is the
third node type in the property graph model, repre-
senting the final node type in the graph database.

4 The fourth file will be an edge list containing
edges of four types: user tweets tweet, tweet
retweets tweet, tweet replies to tweet, and tweet
contains hashtag. This list represents the relation-
ships included in the property graph model, and
will be used to structure the information stored
in the graph database.

Using Python, we can create these four files
using the built in csv module. Furthermore,
we will load the json module, which will be
used later to parse the JSON formatted tweets.

import csv

import json

tweetfile = open(”tweets.tsv”, “wb")
tweet_writer = csv.writer(tweetfile, delimiter="\t")
userfile = open(“users.tsv”, “wb")

user_writer = csv.writer(userfile, delimiter="\t")
hashtagfile = open(”hashtag.tsv”, “wb")

hashtag_writer = csv.writer(hashtagfile,
delimiter="\t")

edgefile = open(“edges.tsv”, “wb")
edge_writer = csv.writer(edgefile, delimiter="\t")

Using the csv module writer object, we can
write data to csv files. To begin this process,
we can create headers for each file. These
headers specify the contents of each column
in the TSV files that have been created.

tweet_header = ["tid", "lang", "text", "created_
at", "country", "city", "coordinates"]

tweet_writer.writerow(tweet_header)
user_header = ["uid", "screen_name"]
user_writer.writerow(user_header)
hashtag_header = ["hid", "text"]
hashtag_writer.writerow(hashtag_header)
edge_header = ["source_id", "target_id", "type"]
edge_writer.writerow(edge_header)
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These headers can serve as a guide during
the parsing process, as they determine what
data needs to be extracted from the tweet.
Notice that the edge header also includes the
column header ‘type’, which will allow us
to distinguish between different relationship
types. After inspecting the contents of a tweet
record, we also notice that there are possibly
two tweets contained within each record: if
the tweet is a retweet, it also includes the
metadata of the original tweet. In order to
avoid code duplication, we will write a sim-
ple function that extracts data from the origi-
nal tweet record that can also be used on the
embedded retweet record.

def parse_tweet(tweet):

tweet = json.loads(tweet)

tid = tweet["id"]

lang = tweet["lang"]

text = tweet["text"]

created_at = tweet["created_at"]
place = tweet.get("place", {})
country = place.get("country", "")
city = place.get("full_name", "")

coordinates = place.get("bounding_box", {}).
get("coordinates", "")

user_mentions = tweet.get("entities", {}).
get("user_mentions", [])

hashtags = tweet.get("entities", {}).
get("hashtags", [])

uid = tweet["user"]["id"]

screen_name = tweet[" user"]["screen_name"]
replies_to = tweet["in_reply_to_status_id"]
retweeted_status = tweet.get("retweeted_
Status”, " ||)

return (

tid, lang, text, created_at, place, country, city,
coordinates, user_mentions,

hashtags, uid, screen_name, replies_to,
retweeted_status)

We will then open the tweet file, iterate over
all of the tweets in the file, call this function
on each tweet, and store the results as a row
in a Python dictionary containing all of the
tweet data. If the tweet was a retweet, we will
store the retweet data in the same dictionary.

User and hashtag data are stored in separate
dictionaries, as they will be written to a differ-
ent output file. Finally, any edges (user tweets,
user mentions, in reply to, retweets, contains)
will be written directly to the edge file.

tweet_dict = {

user_dict = {}

hashtag_dict = {}

hashtag_id = 0

with open(" paris_tweets.json", "rb") as f:

for tweet in f:

results = parse_tweet(tweet)

# basic tweet data

tid = results[0]

if tid not in tweet_dict:

row = [results[1], results[2], results[3], results[4],
results[5], results[6], results[7]]

tweet_dict[tid] = row

user_id = results[10]

if user_id not in user_dict:

user_dict[user_id] = rt_results[11]
edge_writer.writerow([user_id, tid, "TWEETS"])
# user mention data

user_mentions = results[8]

for user_mention in user_mentions:

uid = user_mention["id"]

screen_name = user_mention["screen_name"]
if uid not in user_dict:

user_dict[uid] = screen_name
edge_writer.writerow([tid, uid, "MENTIONS"])
# hashtag data

for hashtag in results[9]:

hashtag = hashtag["text"].lower()

if hashtag not in hashtag_dict:

hid = "h{}" .format(hashtag_id)
hashtag_dict[hashtag] = hid
edgewriter.writerow([tid, hid, "CONTAINS"])
hashtag_id += 1

# replies to data

replies_to = results[12]

if replies_to:

edge_writer.writerow([tid, replies_to, "REPLIES_TO"])
if replies_to not in tweet_dict:
tweet_dict[replies_to] = ["", ", """, ", ", ", "]
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# retweet data

if results[-1]:

rt_results = parse_tweet(results[-1])
rt_tid = rt_results[0]

if rt_tid not in tweet_dict:

rt_row = [rt_results[1], rt_results[2], rt_results[3],
rt_results[4],

rt_results[5], rt_results[6], rt_results[7]]
tweet_dict[rt_tid] = rt_row

user_id = rt_results[10]

if user_id not in user_dict:
user_dict[user_id] = rt_results[11]

edge_writer.writerow([results[0], rt_tid,
"RETWEETS"])

edge_writer.writerow([user_id, rt_tid, "TWEETS"])

Finally, we write the contents of the tweet,
user, and hashtag dictionaries to TSV files,
and then close the original input files.

for k, v in tweet_dict.items():
row = [k] + v
tweet_writer.writerow(row)
for k, v in user_dict.items():
user_writer.writerow([k, v])
for k, v in hashtag_dict.items():
hashtag_writer.writerow([v, k])
tweetfile.close()
userfile.close()
hashtagfile.close()
edgefile.close()

Now the list of tweets has been parsed into
three separate TSV files that will be easy to
load into most graph database systems and
analysis software. To quickly demonstrate
this, the next example loads the produced
files into the Neo4j graph database using the
Neo4j bulk loader CLI (Neo4j-import,
2015).

Bulk Loading TSV Files into Neo4j

Provided that data has already been format-
ted as a series of node lists and edge lists, we
can use the Neo4j bulk import tool. However,
there are certain changes that must be made
to the TSV files produced in the previous

example in order to prepare the data for
import. Thankfully, only the headers need to
be changed; can be done using the Python
Pandas package. We will read the files one by
one and reassign certain column header
names so they comply with Neo4j’s specifi-
cations. Specifically, all nodes require a
unique id column denoted by the: ID postfix
as well as a column for label, denoted as:
LABEL. Edges require a column with:
START _ID, which is the source of the rela-
tionship,: END_ID, which is the target of the
relationship, as well as: TYPE.

import pandas as pd
tweets = pd.read_csv("tweets.tsv", sep="\t")

tweets.columns = ["tid:ID", "lang", "“text",
"created_at", "country", "city", "coordinates"]

tweets[":LABEL"] = "tweet"

tweets.to_csv(" neodj_tweets.tsv", sep="\t")
users = pd.read_csv("users.tsv", sep="\t")
users.columns = ["uid:ID", "screen_name"]
users[":LABEL"] = "user"
tweets.to_csv("neodj_users.csv", sep="\t")
hashtags = pd.read_csv("hashtags.tsv", sep="\t")
hashtags.columns = ["hid:ID", "text"]
hashtags[":LABEL"] = "hashtag"
hashtags.to_csv("neo4j_hashtags.tsv", sep="\t")
edges = pd.read_csv("edges.csv", sep="\t")
edges.columns =[":START_ID", ":END_ID", ":TYPE"]
edges.to_csv("neodj_edges", sep="\t")

After preparing the data set, one must install
and unpack Neo4j, navigate to the root direc-
tory (something like neo4j-community-
2.3.1/), and use the command line import
tool to load the data. With the command line
tool, we have to specify the destination direc-
tory where the data will be stored (by default/
data/graph.db), each node list that will be
imported, the edge list that will be imported,
and the delimiter used for the files.

/bin/neodj-import —into/neodj-community-2.3.1/
data/graph.db —nodes neo4j_users.tsv —nodes
neo4j_tweets.tsv —nodes neo4j_hashtags.tsv —
relationships neo4j_edges.tsv —multiline-
fields=true —delimiter TAB
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This command can be broken down as
follows:

e The main command, "./bin/neodj-import", runs
the import executable included in the Neodj
database distribution.

e The —into argument specifies the destination
directory for the processed output. This is where
the data is stored and accessed by Neod4j.
With Neodj's default configuration, this directory
should be "data/graph.db".

e The —nodes arguments are used to specify the
names of the files that contain the data that will
be imported to create nodes.

e The —relationships arguments are used to specify
the names of the files that contain the data that
will be imported to created relationships.

e The —-multiline-field argument determines whether
or not the input fields can contain newline charac-
ters (“\n"). Since tweet text can contain newlines,
if this argument is not specified as true, the import
will throw errors.

e Finally, the —delimiter argument specifies the
character used to separate the entries in the
input files. This argument value defaults to a
comma, but because we are using TSV files, we
indicate that this value should be a tab “\t".

After running this command and waiting for
the data to be imported, we can start the
Neo4j server, and begin writing queries using
Neo4j’s expressive graph query language:
Cypher (Cypher Query Language, 2012).

CONCLUSION

As we have seen, processing social media
data requires a wide variety of techniques
and a broad range of skills. Fortunately, there
are a wide range of tools, both programmatic
and GUI based, that are specifically designed
to work with this kind of data. As social
media becomes even more prevalent, the
number of individuals seeking to leverage the
wealth of data provided by users will surely
grow. As more and more researchers — in
both academia and industry — dedicate them-
selves to studying this data and producing

actionable information, the range and quality
of techniques and tooling will increase.
While no individual can be expected to
master all of the software dedicated to this
sort of data processing, this chapter demon-
strates that despite the typically one-off
nature of data processing, there are certain
commonalities that span the range of possi-
ble data sets. Regardless of how big or small
a dataset may be, whether it be rife with
errors, or sparkling clean, to achieve satisfac-
tory results all data must be modelled,
assessed for cleanliness and field formatting,
and parsed into a format that is compatible
with target storage and analysis software. We
hope that after reading this chapter you will
feel more comfortable taking charge of your
data to produce the best results possible.
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The Role of APIs in Data Sampling
from Social Media

Social media means different things to differ-
ent people. For hundreds of millions, social
media have become essential channels of
communication. For a growing number of
scientists from many academic disciplines,
but also for many more applied researchers,
social media have turned into a significant
source of data. Parts of this data can be
sourced in large volumes via the Web APIs
(application programming interfaces) and
web scraping — though the latter is often
sued. While classical methodological discus-
sions on the quality of data from social media
are in full swing, the conceptual basics of
data collection by way of APIs are usually
not addressed. The same is true for various
limitations of APIs like, for example, rate
limits and privacy issues. Still, both the con-
ceptual side and the limits of APIs are essen-
tial to collect and appropriately use and
interpret social data. This chapter introduces
into APIs for collecting data from social
media. It looks into more general concepts of

Dietmar Janetzko

APIs like authentication and authorization
via OAuth (Open Authorization), discusses
limitations of APIs and presents examples
how the APIs of Twitter and Facebook are
deployed via R the statistical programming
language R (see Chapter 28 of Simon
Hegelich) to collect social data.

DATA ACCESS VIA APPLICATION
PROGRAMMING INTERFACES (APIS)

Since the beginnings of the social sciences in
the 19th century, the toolbox of methods
used to study social phenomena has grown
extensively. Alongside more traditional
methods, like observation or interview, social
scientists use increasingly computer-based
methods, for example, online questionnaires.
APIs are recent newcomers, about to find
their way into the toolbox of social science
methods. Their unique potential is to pave
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the way for studying psychological, social,
economic and political phenomena via social
networks. How do APIs achieve this?

Until recently, the concept of an API was
relatively unknown outside the world of
programming. The widespread use of social
media and the possibility to source social
data via APIs have contributed to their grow-
ing recognition. APIs are often described as
‘glue’ that sticks together different computer
systems. Unlike glue, however, APIs are
highly dynamic. They make different com-
puter systems on the WWW and elsewhere
interoperable. For example, if a company
that generates weather reports wants to pro-
ject its reports onto maps, it might consider
deploying a commercial API of Google
maps. If the company manages to secure an
agreement with Alphabet Inc. (previously
known as Google Inc.), then the API provider
(Alphabet Inc.) will grant access to its API.
In this case, the map generation functions can
be controlled by the company that has been
allowed to do so.

APIs are also essential in the corporate
strategy of online firms. Without APIs, data
monetization and the growing business
with data would hardly be possible. Seen
from the viewpoint of accessibility, there
are basically two types of APIs: restricted
and public APIs. APIs employed in com-
mercial or security settings are called
restricted simply because API access is
granted only under special conditions. A
number of firms offer in addition or exclu-
sively freely accessible public APIs. Public
APIs provided by social media firms are
increasingly used by researchers to collect
data for scientific studies. Deployment of
public APIs and the use of data sourced
is strictly regulated by policies of the API
provider. They should be considered and
followed by everybody who collects and
uses social data.

This chapter looks into the use of APIs for
data collection from social media. The typical
use case of this deployment is a scientist who
wants to collect data from social media like

Facebook or Twitter. The technical and meth-
odological issues around the API deployment
for social data sampling are addressed in the
four parts of this chapter. Firstly, the chapter
explains the major concepts behind APIs. This
involves an introduction into the technical
language of APIs via a glossary of concepts.
Understanding the concepts of this glossary
is necessary to make sense of descriptions of
API usage and of course to actually use APIs.
The reader will notice that despite the differ-
ences on the surface between APIs of various
social media there is a common core which
will be carved out in this part. Collecting
social data via APIs is only possible if the
data collection programs are authorized to do
so. By implication, this means that to under-
stand social data collection via APIs social
scientists need to be aware of access control
on the web. This is the reason why the second
part of this chapter presents and discusses
concepts of access control like authentica-
tion and authorization and gives an outline
of OAuth (Open Authentication), which is a
widely used family of standards in this area.
The third and fourth part of this chapter look
into the open APIs of Facebook and Twitter,
respectively. The freely accessible parts of
their API ecosystems are described, for each
of them a commented R example is pro-
vided, and they are evaluated against criteria
that matter in data collection, for example,
representativeness.

API Glossary

Getting to grips with APIs can be challenging.
Some of the terms that describe how APIs
work are technically demanding. Often, dif-
ferent expressions are used to refer to the
same concept, and sloppy use of API-related
concepts is not uncommon. An additional
hurdle to understanding APIs is the large
number of fully or partially outdated docu-
mentations and discussions that exist on the
web. Next is a glossary of terms on API
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deployment set up to address these termino-
logical hurdles. Concepts introduced here will
be used to address the APIs of Facebook and
Twitter in the remaining parts of this chapter.

API protocol. Also known as web service
protocols or API types, API protocols are
collections of rules that determine the tech-
nical communication between the API con-
sumer (client) and the API provider. SOAP
(Simple Object Access Protocol) and REST
(Representational State Transfer) are two
major API protocols. While SOAP is more
complex and in use for quite a while, REST
is a more simple API protocol that works
well together with HTTP and that is organ-
ized around resources, for example, data.
Most social media APIs (‘social APIs’) and
Internet applications in general make use of
REST. This is the reason why the focus in
this chapter is on RESTful APIs.

API Endpoints or Methods. Endpoints
are paths that refer to RESTful resources or
methods used to fine-tune an API request.
Usually, one social media API offers several
endpoints. For instance, Facebook’s graph
API provides specific endpoints for specific
data types, for example, an endpoint for pho-
tos, a different endpoint for comments etc.

Endpoints follow the syntax of the API
protocol used, e.g., REST endpoints. If
different APIs (e.g., Twitter’s streaming and
REST API) are provided, then each of them
typically facilitate different endpoints or meth-
ods. Technical changes or changes of policy
usually affect APIs. Often in these cases new
endpoints are provided, while others are not
technically supported any more, or they have
changed from open to restricted. Note that
it is not uncommon that the terms ‘API’ and
‘endpoint’ are used interchangeably.

Resource of Request URL. RESTful APIs
leverage HTTP techniques. This becomes evi-
dent in a call of a request URL. Typically, this
URL cannot be launched from an unauthen-
ticated or unauthorized client, for example, a
normal browser. But embedded into an app
or program and successfully authenticated, it
provides access to the resource requested. The

specific resource URL of a social media API
depends mainly on its name, its version num-
ber and the HTTP request method (e.g., GET,
POST). Other parameters and corresponding
values may be transmitted by adding them to
the base URL in the query string or by trans-
mitting them in the body of the request. If GET
is used to initiate the resource request, the syn-
tax of the resource URL of a social media API
can often be described as a concatenation of
the following components: an API URL path,
an optional user-identifier (required, e.g., for
Facebook and LinkedIn), an endpoint specifi-
cation, which may include a format specifica-
tion, and an optional query string. This can be
more compactly described as follows

<Resource URL>:: = <API URL path> [user-identifier]
<Endpoint>[query-string]

An instance of this scheme is the request
URL that invokes Twitter’s streaming API
with sample endpoint/statuses/sample.json

https://stream.twitter.com/1.1/statuses/sample.
json

Keys or Tokens. Keys or tokens used in connec-
tion with an API are long strings of numbers and
letters leveraged to gain access to protected
resources, for example data. They need to be
protected carefully to avoid any misuse. In con-
trast to full access credentials (name, password)
tokens facilitate only limited access. Often, there
is a security-motivated back and forth of differ-
ent keys in order to obtain the access token and
access key (collectively called access token).
These are the credentials that enable the client to
access the protected resource.

API Access Language and API Kits. To
access and control a social media API a program-
ming language like, for example, Java, Python or
R, a command line program like, for example,
Curl or both is required. An API kit is a suite of
software development tools for certain program-
ming languages and platforms, for example,
Android or iOS, which supports API deployment.

API Response Format. The API proto-
col determines the format of the request and
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the response. While SOAP deploys mainly
XML (Extensible Markup Language), REST
supports both JSON-formatted informa-
tion (JavaScript Object Notation) and XML.
Typically, social media APIs use JSON as a
relatively simple export format. This is why
data collected through a social media API has
to be parsed to translate it from JSON to plain
text.

Rate Limiting. API providers usually set
limits to the use of public APIs. A general
rule to reduce the risk of running into rate
limits is that multiple API requests should
not be launched in a small time window but
be spread out in time. Access levels and asso-
ciated rate limits of Twitter’s streaming end-
point are presented in Table 10.1.

App. APIs are usually accessed from the
web, mobile or desktop applications (apps).
Together with a server and a user, an app
forms a triangle, which is the typical setting
of API usage. A necessary first step for any
API deployment is the registration and crea-
tion of an app. On their developer sites, all
major social media companies offer guidance
on how this is accomplished. Upon registra-
tion, two keys, the consumer key and secret
also known as API or app client key and
secret, are created and issued. These keys
are client credentials. They identify the app
and are used in the deployment of the APIL.
In contrast to other keys they usually do not
expire.

API Explorer or Console. An API
explorer is a system that can be used to
study an API. It makes all options transpar-
ent an API offers, and it supports launching
a dry-run of an API. While an API explorer
checks the correctness of the syntax of the
resource URL it does not execute it. A major
supplier of API explorer software is Apigee
Corp., the software of which is deployed, for
example, by Facebook and Twitter for their
API consoles.

Access control in APIs. Authentication
and authorization are two forms of access
control between entities, for example, com-
puters or smartphones, in computer or mobile

networks. Authentication means that entity
A ‘proves’ to entity B that it is in fact A.
Authorization proceeds by entity A giving
consent to entity B to access on her behalf
resource C. Often deployed in combination,
authentication and authorization are lever-
aged to control who is entitled to access what
kind of protected resources like, for example,
social data, photos or addresses, and at which
rate (amount or volume). The following sec-
tion will address the topic of access control
in more detail.

ACCESS CONTROL IN SOCIAL MEDIA

Facilitating data access to authorized persons
or systems and blocking it otherwise is
imperative on the Web and elsewhere. There
are several basic methods available to control
access to web pages and resources on the
WWVW, i.e., in HTTP services. Next to basic
authentication via name and password, the
open protocol framework OAuth (Open
Authorization) is currently the most popular
of these methods.

Though the focus in this chapter is on
social media data it should be mentioned
that OAuth is not only deployed by Twitter,
Facebook, LinkedIn and other social media.
OAuth is the de facto standard for authori-
zation and authentication in connection with
3rd party use of resources on the WWW, it
is widely used in mobile applications and
to orchestrate data access via APIs. The
Facebook ‘like’ button, social login mecha-
nisms offered by Google+, Facebook or
Twitter to log into a third-party web site or
login with PayPal are examples of the almost
ubiquitous deployment of OAuth. Knowing
the basics of how authentication via OAuth
works is essential for understanding data
sampling in social media.

OAuth exists in different versions. Before
OAuth became the de facto standard for
access control on the Internet, various pro-
prietary solutions like, for example, Google’s
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AuthSub were explored. The very first ver-
sion of OAuth, OAuth 1.0 (2007), has largely
been given up in favour of its successor speci-
fications OAuth 1.0a (RFC 5849, 2010)! or
OAuth 2.0 (RFC 6749, 2012). Most social
media and many other companies and ser-
vices make use of OAuth 2.0. However, dif-
ferent social media companies may harness
different versions of OAuth. For instance,
Twitter leverages mainly OAuth 1.0a, but for
some use cases OAuth 2.0 is also taken, while
Facebook deploys exclusively OAuth 2.0. All
authentication methods mentioned are to be
understood as frameworks rather than sin-
gle mechanisms. For instance, within OAuth
there are multiple forms of authentication,
and further OAuth may or may not work in
connection with other authentication meth-
ods, for example, OpenID. In what follows, a
basic outline of the major authentication and
authorization schemes used in social media is
given (see Figure 10.1).

Basic Authentication (RFC 2617)

Basic client-server authentication also
known as Basic Auth or password authenti-
cation is the most popular HTTP/HTTPS
access control method (see Figure 10.2).
Organized around the roles of client and

Major access control schemes in social media

server, basic authentication is suitable for
many situations that involve simple access
control, for example, when a user wants to
log into her email or social media account.
Gaining access to Web resources via this
dyadic authentication method requires provi-
sion of full-access credentials, i.e., name and
password. This raises a number of security
issues. For instance, with every login to the
server, the client application needs to trans-
mit full-access credentials. This is a security
risk unless name and password are encrypted
or HTTPS is used (LeBlanc, 2011). This is
the reason, why basic authentication has
rarely been used or its deployment has been
stopped when third party systems (apps) are
involved.

OAuth 1.0a (RFC 5849)

It has been mentioned earlier that in many
situations the use of full-access credentials is
risky. This is particularly true if the dyadic
setting of basic authentication is extended to a
triadic or even more complex setting that
involves authentication/authorization across
different systems. A triadic setting is one of
the characteristics of distributed web services,
and it applies to data collection from social
media as well. OAuth has been designed to
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Figure 10.2 Basic HTTP authentication (RFC 2617)

orchestrate technical communication in dis-
tributed scenarios like these. Here, it offers
two essential features that facilitate authenti-
cation and authorization: Firstly, OAuth makes
use of limited-access credentials (access
tokens) instead of full access credentials
(name/password). Secondly, limited-access
credentials allow the resource owner to author-
ize an app to access her account, which in
OAuth lingo is called delegated access. The flow
of OAuth 1.0a individuates three roles:
resource owner, client and server. In this tri-
adic setting, the resource owner is a person
(user), system or corporation or any other
‘entity capable of granting access to a pro-
tected resource’ (IETF, 2012). Though this
definition is gleaned from the specification of
OAuth 2.0 it also applies to OAuth 1.0. The
client is an application (app), also called con-
sumer, which when authorized by the resource
owner, interacts with the server. The server is
an HTTP server of a service provider that
hosts the protected resources (e.g., data,
photos, contact addresses) of the resource
owner which the client intends to access. The
classical example that illustrates this setting is
a web user (resource owner) who grants an
app of a printing service (client) access to her
private photos stored at a photo sharing ser-
vice (server). In order for this and similar
examples to work, the resource owner must
authorize a client system to access the server
which implies that the client authenticates to

the server. If basic authentication was used in
this example, the resource owner would have
to reveal her full-access credentials (anti-pat-
tern). OAuth offers a more secure
alternative.

Figure 10.3 presents the abstract protocol
flow of OAuth 1.0a. It illustrates a negotia-
tion process (handshake) that starts with the
client’s submission of API key and secret. If
successful, it ends with the server sending
an access token and secret to the client. The
latter two keys are instrumental in access-
ing protected resources, for example, social
media data.

When setting up an API via a Web site of
a social media company the back and forth
illustrated in Figure 10.3 is reduced to a
few mouse clicks and form-filling steps.
OAuth 1.0a makes use of a digital signa-
ture and suggests three optional algorithms
to generate it (HMAC-SHA1, RSA- SHAL,
PLAINTEXT). In this way, each client
request is signed so that the server can ver-
ify its authenticity to prevent unauthorized
access.

So far, the full scheme of OAuth 1.a has
been described as illustrated in Figure 10.3.
In Twitter, this version of OAuth is the most
common type of authentication, and it is
called 3-legged OAuth or application-user
authentication. In 3-legged OAuth, the user’s
consent to a third party request is required.
Using a normal web browser, many users
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have probably come across this version of
app authorization. It proceeds by redirect-
ing the user to Twitter where she authorizes
the app with a mouse click (website redirect
authorization). Alternatively or in addition,
authorization may also proceed by tak-
ing the user to a site where a PIN number
is displayed which is to be integrated into
the API set up process (PIN-based authori-
zation). An example of 3-legged authen-
tication is the deployment of the Twitter’s
streaming API. The full triadic scheme of 3-
legged authentication can be reduced again to
a dyadic one also known as 2-legged authen-
tication. This would then involve just client
(app) and server quite similar to the basic
authentication scheme. 2-legged authenti-
cation requires only a consumer key and a
consumer secret which is then equivalent to
username and password.?

OAuth 2.0 (RFC 6749,6750,6819)

OAuth 2.0 is the most recent version of the
OAuth framework. Like OAuth 1.0a, OAuth 2.0

has been designed for a delegated access
scenario. However, both versions of OAuth
differ in the technical way delegated access is
accomplished. A comprehensive comparison
of both specifications is beyond the scope of
this chapter. But to carve out the basics of
OAuth 2.0 (see Figure 10.4) some common-
alities and differences between both specifi-
cations will be briefly mentioned.

The roles considered (resource owner, cli-
ent, server) don’t differ much between OAuth
1.0a and OAuth 2.0. Similar to its predecessor,
OAuth 2.0 distinguishes between resource
owner and client. With regard to the server,
however, a distinction is made between an
authorization server and a resource Server.
OAuth 1.0a is often considered to be overly
complex when it comes to implementing it.
This was the main motivation for develop-
ing a successor version. OAuth 2.0 simplifies
many aspects of the authorization flow rang-
ing from an elimination of the request token
to the removal of a signature as security relies
on HTTPs. However, OAuth 2.0 has been
sharply criticized mainly because of security
risks (Hammer, 2012).
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ACCESSING FACEBOOK DATA VIA
PUBLIC APIS

The organization of Facebook data can be
described as a network composed of nodes,
edges and fields. Nodes are basically ‘things’
such as a user, a photo or a page. Edges are
the connections between nodes like, for
example, a photo on a page or comments on
a photo. Fields are information about those
nodes, such as the birthday of a user or the
name of a page (Facebook, Inc, 2015).
Facebook refers to this network as social
graph.* The graph API is the public API of
Facebook® that enables an app to read from
and to write to the social graph. In contrast to
the complex API landscape of Twitter, but in
line with other social media, for example,
LinkedIn, API-based data sampling from
Facebook proceeds from just one API — the
graph API. There is a close correspondence
between the social graph and the graph API
in that for each node of the social graph there
is an endpoint available that facilitates in
principle to read from and to write to it. In
reality, however, any read—write access to the
social graph is conditional to privacy settings
and rate limits.

Next is a brief introduction of the graph
API along the lines of some of the catego-
ries introduced in the preceding sections
and with regard to its deployment in data
collection. The gr