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1
Introduction to the Handbook of 
Social Media Research Methods: 

Goals, Challenges and Innovations

A n a b e l  Q u a n - H a a s e  a n d  L u k e  S l o a n

This introductory chapter provides an over-
view of the most pressing methodological 
issues and challenges social media scholars 
need to address. Social media is pervasive in 
people’s daily lives and provides new plat-
forms for socialization, public debate, and 
information exchange which in turn gener-
ates data that is potentially of great interest to 
social scientists. This has created a growing 
need for the development of methodologi-
cally sound, transparent and replicable tech-
niques to capture, collate and analyze these 
new forms of data. This chapter starts with  
an introduction to The SAGE Handbook of 
Social Media Research Methods by present-
ing its goals, key features and merits. It then 
provides a succinct definition of social media 
and presents an overview of key characteris-
tics of social media data frequently discussed 
in the literature. These characteristics present 
new challenges to scholars, as they necessi-
tate novel approaches to data collection, 
analysis and interpretation. We highlight the 

issues that derive from the data (using the  
6 Vs) and direct readers to the chapters in this 
edition which provide solutions. The chapter 
concludes that the academic community has 
risen to the challenge of developing method-
ologically innovative approaches, techniques 
and tools that are specifically tailored to 
address the uniqueness of social media 
research – the challenge now is to dissemi-
nate this information to the wider social sci-
ence community. It is our sincere hope that 
this edition contributes to this ambitious 
goal.

Introduction

It is indeed thrilling to write the introduction 
to this comprehensive, timely, and cutting-
edge Handbook. Since we started working on 
this Handbook, several exciting developments 
have occurred in the field of social media 
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scholarship. Firstly, a new journal Social 
Media + Society was launched in April 2015 
dedicated solely to the publication of original 
work in the field. This is in addition to numer-
ous other journals that have social media as a 
key focus of scholarship such as Big Data 
and Society, Social Media and Society, 
Information, Communication & Society, New 
Media and Society and the Journal of 
Computer-Mediated Communication. 
Secondly, the relevance of social media in 
everyday life continues to grow and this rele-
vance is further increased by the move by citi-
zens toward adopting mobile devices (e.g., 
smartphones, phablets, and tablets) that pro-
vide flexible, on-the-go capabilities to access 
information from social media apps, as well 
as to contribute text, images, commentary and 
opinion. Finally, new data collection, data 
analysis and data visualization tools as well 
as web and mobile applications continue to be 
developed and existing ones are constantly 
updated and refined. These represent a new 
toolkit for scholars to embark on social media 
projects that allow for the integration of mul-
tiple data sources on a large scale. Hence, The 
SAGE Handbook of Social Media Research 
Methods represents an important step towards 
sharing the novel methodologies, tools and 
techniques specifically geared toward taking 
full advantage of the unique characteristics of 
social media data.

The amount, scale and scope of social 
media data have created a need for methodo-
logical innovations that are uniquely suited 
to examine social media data. This is not 
only restricted to big data analysis of a quan-
titative vein, which has perhaps received the 
most media and scholarly attention, but also 
to new approaches in qualitative methodol-
ogy (Salmons, Chapter 12, this volume), 
from small stories in narrative analysis 
(Georgakopoulou, Chapter 17, this volume), 
to close reading (Stewart, Chapter 16, this 
volume), to thick data description (Latzko-
Toth, Bonneau and Millete, Chapter 13, this 
volume), to methodologies that examine 

non-verbal data such as images, represen-
tations and sound (Rasmussen Pennington, 
Chapter  15, this volume). Furthermore, the 
linking of data at different scales is a major 
challenge in social media data requiring 
approaches that are qualitatively different 
from existing methods, often combining 
image, text and interactions across time and 
contexts. Perhaps we can assert that we are 
observing what Kuhn (1970) described as 
‘anomalies’ which lead toward new para-
digms in science, after all, as we will discuss 
in more detail below, social media scholar-
ship does require novel approaches and new 
ways of looking at social phenomena. As 
a result it also requires scholars to develop 
new skills in order to harvest, analyze and 
most importantly, interpret research findings 
and place them in context.

The SAGE Handbook of Social Media 
Research Methods is the first book to cover 
not only the entire research process in social 
media scholarship from question formula-
tion to data analysis to the interpretation of 
research findings, but also to include des-
ignated chapters on how data collection, 
analysis, presentation and interpretation 
takes place on specific social media platforms 
such as Twitter (Murthy, Chapter  33, this 
volume), Facebook (Vitak, Chapter  37, 
this volume), Weibo (Hu, Qiao and Fu, 
Chapter 35, this volume), VKontakte (Gruzd  
and O’Bright, Chapter 38, this volume) and 
Instagram (Laestadius, Chapter 38, this 
volume). It provides a step-by-step guide to 
overcoming the challenges inherent in the 
nature of research projects that deal with 
‘big and broad data’ and the need to add con-
text to this data to help with result interpre-
tation. To help those interested in acquiring 
the skills needed to complete a social media 
project, the chapters provide examples and 
case studies of a wide range of approaches 
to illustrate how to implement these with 
real data. The chapters are detailed and 
allow scholars who are unfamiliar with spe-
cific approaches or techniques to quickly 
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grasp the strengths, limitations and key con-
siderations. The aim of the Handbook is for 
scholars to have a reference volume that will 
allow them to apply and tailor the various 
methodologies to their own research ques-
tions. The Handbook will be the single most 
comprehensive resource for any scholar 
or graduate student embarking on a social 
media project.

Four key highlights of the Handbook 
include:

1	 Exploring the foundations for social media 
research including the development of inter-
disciplinary teams (McCay-Peet & Quan-Haase, 
Chapter 2, this volume), ethical considerations 
(Beninger, Chapter 5, this volume) and the wider 
impact of ‘big data’ on the social sciences 
(Kitchin, Chapter 3, this volume).

2	 Demonstrating how both established and new 
qualitative and quantitative methods can be 
applied to social media data (Hand, Chapter 14, 
this volume).

3	 Navigating what tools are available to help 
researchers with social media data collection, 
analysis, and representation (e.g., visual, sound, 
video and textual) and how they can be used 
(Rasmussen Pennington, Chapter 15, this volume; 
Vitak, Chapter 37, this volume; Zeller, Chapter 23, 
this volume).

4	 Evaluating the characteristics and applications 
of different social media platforms for academic 
research purposes (Gruzd and O’Bright, Chapter 
38, this volume; Laestadius, Chapter 34, this 
volume; Vitak, Chapter 37, this volume; Hu, Qiao 
& Fu, Chapter 35, this volume).

This introductory chapter seeks to place the 
volume in the wider context of the big data 
revolution through further defining what 
social media is and what it means to develop 
a ‘social media methodology’. We then move 
on to explore what makes social media 
research so different to traditional social sci-
entific endeavour in terms of the generic non-
platform specific characteristics of the data. 
Having identified the difficulties and frustra-
tions of using social media data, we conclude 
with how the contributions in this book have 

established an accessible foundation for 
social scientific enquiry in this area.

Social Media for Social 
Research?

While some scholars have studied social phe-
nomena on social media as a separate sphere 
from ‘real life’, we argue that these applica-
tions need to be viewed as integrated into and 
as an integral part of society at large. It is 
myopic to think that social media data emerge 
in a vacuum. Interactions and engagement on 
social media are often directly linked, or even 
result from, events taking place outside of it.  
Moreover, they are produced within a specific 
historical, social, political, and economic con-
text. Thus, social media scholarship needs to 
take this context into account in any study of 
social media. This perspective is critical as it 
directly influences a study’s research design 
and interpretation of findings. Often additional 
information, in the form of maps, historical 
events, newspaper articles, demographic infor-
mation or political upheavals, need to be 
included to provide additional context that can 
aid in the interpretation of research findings.

Following the interest in the role social 
media played in the 2011 London Riots, the 
2012 Barak Obama presidential campaign, 
the 2014 Ukraine political crises, the recent 
announcement in the UK of a multimillion 
pound government-funded data science insti-
tute, and the increasing disenfranchisement 
of social science data at the expense of pri-
vately owned transactional datasets (Savage 
and Burrows 2007, Hong and Nadler 2012), 
the social science community has become 
increasingly interested in non-traditional 
approaches to research design and data col-
lection. The massive and unprecedented gen-
eration of ‘big and broad data’ necessitates 
the development of novel and innovative 
approaches to make sense of the social world 
through social media data, which in itself is 
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often de-contextualized and ‘data light’ with 
regards to the demographic staples of social 
scientific analysis (Sloan et  al. 2013, 2015; 
Sloan, Chapter 7, this volume). Social media 
data also presents challenges with data prepa-
ration not seen to this scale in past data sets. 
The identification and handling of outliers is 
not new to scholars. In purely quantitative 
approaches, outliers are often eliminated as 
they introduce undesired ‘noise’ and can bias 
analytical findings, for example, in multi-
variate regression analysis. Qualitative data 
has handled outliers very differently, focus-
ing on anomalies in data sets and integrating  
them in the interpretation of findings (Bradley, 
1993). Social media data confronts several 
new types of noise and it remains unclear 
as yet as to how to integrate them into the 
analysis and interpretation of findings (Yang, 
Chen, Nevin and Quan-Haase, Chapter 6). 
For instance, misinformation can either be 
deceitful or accidental, depending on the 
individual’s motivation (Rubin, Chapter 21, 
this volume). Either way, scholars need to be 
aware of these extraneous factors and handle 
data analysis and interpretation accordingly. 
This Handbook provides an overview of the 
cutting-edge developments in this field that 
establish how to tackle these problems and 
overcome unique challenges, thus enabling 
more researchers to study the digital world 
through developments in methodology at the 
nexus of the social and computer sciences 
and digital humanities.

Defining Social Media

The global proliferation of social media is 
unprecedented both in growth of take-up and 
content production.1 Duggan, M. (2015) 
shows that in 2015, as much as 72%  
of American online adults used Facebook, 
31% Pinterest, 28% Instagram, 25% 
LinkedIn, and 23% Twitter. Most young 
people are constantly updating their Facebook 
status, retweeting messages and uploading 

pictures to Instagram. Zephoria reports that 
as of June 2015, Facebook had 1.49 billion 
monthly active users: every 60 seconds these 
users provide 293,000 status updates, post 
510 comments, and upload 136,000 photos 
(Zephoria, 2015). The amount of data gener-
ated and stored every minute is unprece-
dented. In short, social media usage has 
become a daily practice for many. For schol-
ars, this revolution in communication pro-
vides both opportunities and challenges. The 
sheer amount of digitized user-generated 
content is a potentially rich source of infor-
mation about the social world including 
interactions, attitudes, opinions and virtual 
reactions to real-world events. Yet the com-
putational and analytical challenges are 
significant – how to process the vast amount 
of data, how to filter noise, how to democra-
tize access to social media data for the wider 
social science community, how to understand 
online behaviour, and how to apply tradi-
tional social scientific concepts of sampling 
and inference, and coding and interpretation 
to understand the relationship between online 
communities and the wider population.

One key challenge is providing a defini-
tion for what social media is. Chapter 2,  
co-authored by McCay-Peet and Quan-
Haase (this volume), provides a review of 
how scholars have approached this con
ceptual challenge and discusses what key 
elements are constant across various defini-
tions. Creighton et al. (2013) get at the heart 
of the problem by stating that social media is 
closely linked to digital technology in gen-
eral, making it difficult to articulate where 
the boundaries lie between various applica-
tions, tools and sites. This results from the 
heavy emphasis on social features in many 
applications, be it mobile, Internet-based or 
other platforms. Moreover, most web sites 
provide capabilities to seamlessly interact 
with social media further blurring the bound-
aries. It is also increasingly difficult to dis-
tinguish social media from digital technology 
in general (Creighton et al. 2013) because of 
the social elements that are now embedded in 

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   4 08/12/16   3:52 PM



Introduction to the Handbook of Social Media Research Methods 5

everything from smartphone applications to 
wearable technologies.

What distinguishes social media from tra-
ditional media such as print and radio and 
from other new media such as web sites and 
podcasts? Hogan and Quan-Haase (2010) 
suggest that a definition of social media needs 
to specifically focus on what is unique about 
the applications and tools that are included 
and Bruns (2015) points out that the unique-
ness of social media is its focus on connect-
ing: ‘All media are social, but only a particular 
subset of all media are fundamentally defined 
by their sociality, and thus distinguished (for 
example) from the mainstream media of print, 
radio, and television’ (2015: 1). For the pur-
pose of The SAGE Handbook of Social Media 
Research Methods we propose to include 
applications that have the following three 
characteristics:

1	 Have the capability to support user-generated 
content in forms such as images, text, videos 
and statuses (such as geolocation check ins) 
(Blackshaw 2006, Gruzd et al. 2012, Kaplan and 
Haenlein 2010, Xiang and Gretzel 2010).

2	 Provide a means for users to connect with one 
another (through follows or likes on Twitter, 
friendship connections on Facebook, or check-
ing in with Foursquare) (Correa, Hinsley, and de 
Zúñiga 2010).

3	 Support various means for members to engage 
with one another in the form of collaboration, 
community building, participation, sharing, link-
ing and other means (Bruns 2015, Otieno and 
Matoke 2014).

Once these three elements come together, a 
medium can be described as falling under the 
rubric of social media.

The Methodological Challenges 
We Must Respond To

Using social media data for social scientific 
analysis requires a reorientation of how we 
think about data and its relationship with the 

social world. The data exists and proliferates 
whether it is observed or not, it is not created 
solely for the purpose of research – in this 
sense its role in academic work could be 
labelled as incidental, yet that cannot detract 
from its importance in recording and shed-
ding light on a whole range of social phe-
nomena including attitudes, intentions, 
identity, networks, opinions, locations and 
representations. Of course, the incidental 
nature of the data is not entirely new to the 
social sciences (observational studies and 
ethnography as examples), but social media 
data inherently creates specific challenges 
that we must tackle head on. The challenges 
are not discipline-specific and can most 
poetically be presented as the 6 Vs: volume, 
variety, velocity, veracity, virtue and value 
(Williams et al. 2016).

Volume refers to the sheer amount of data 
being produced on social media platforms. 
BIS (2013) estimates that around 90% of 
the world’s data was created in two years 
prior to 2013 and Twitter reports the creation 
of 500 million tweets a day (Twitter, 2015) 
with around 15 million Twitter users in the 
UK alone (Rose, 2014). Collecting and stor-
ing this data raises significant challenges 
(Mayr  and Weller, Chapter 8, this volume; 
Voss, Lvov and Thomson, Chapter 11, this 
volume) and sorting the useful data from the 
noise can take time and skill.

Variety is related to the multimodal nature 
of the data including text (Angus, Chapter 31, 
this volume; Georgakopoulou, Chapter 17, 
this volume; Thelwall, Chapter  32, this 
volume), images (Hand, Chapter 14, this vol-
ume; Laestadius, Chapter 34, this volume), 
videos, geospatial check ins (Buchel & 
Rasmussen Pennington, Chapter 18, this 
volume; Williams and Chorley, Chapter 36, 
this volume; Reips and Garaizar, Chapter 
27, this volume) and audio. Also relevant is 
the ability of social media platforms to often 
facilitate multiple data types. This means that 
the ‘big data’ problem is not an issue solely 
for quantitative studies and the chapters in 
this edition demonstrate the huge potential 
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for analysis of many data types using social 
media including mixed methods studies 
(Hochman, Chapter 22, this volume).

Velocity refers to both the speed at which 
social media data is generated and how 
quickly users respond to real world events. 
The speed of data generation poses some 
very particular problems for data collection 
that need computational solutions rather 
than manual recording, such as the use of 
Application Program Interfaces (APIs) 
(Brown, et al., Chapter 9, this volume; 
Hegelich, Chapter 28, this volume). This 
is a particular problem for the social sci-
ence community because of the paucity of 
computing and coding knowledge amongst 
researchers and in response we have cov-
ered the topic in this book from several 
angles. The speed of response to events 
creates a different set of problems around 
researchers reacting quickly enough to 
commence data collection when an event 
occurs and understanding the role of  
fine-grained temporality with ‘locomotive’ 
data (Jamieson and Boase, Chapter 24,  
this volume).

Veracity is primarily concerned with the 
accuracy, reliability and quality of the data. 
Social media data are often lacking impor-
tant information that we would normally 
collect as standard in social research, most 
notably the demographic characteristics of 
the respondent and/or content producer. 
The development of demographic proxies 
(Sloan, Chapter 7, this volume) is key to 
understanding who is represented on social 
media, thus enabling further conversations 
around sampling and populations. Concerns 
around how (and if) social media data 
reflects real world events can be addressed 
through data linkage and augmentation 
with existing curated and administrative 
data sources (Zeller, Chapter  23, this vol-
ume), although we must still deal with the 
question of how the self is presented and 
to what extent the online identity of a user 
is crafted (Yang, Quan-Haase, Nevin and 
Chen, Chapter 6, this volume).

Virtue means ethics. Current ethical guide-
lines for social research are not fit for pur-
pose when applied to social media data and 
much work has been done internationally to 
coordinate a response from the social science 
community on what such an ethical frame-
work may look like (the ‘New Social Media, 
New Social Science’ #NSMNSS schol-
arly network has been particularly active in  
this area and practical guidelines are start-
ing to emerge (see Townsend and Wallace  
2016) which provide pragmatic advice to 
researchers). To complicate matters further, 
general ethical principles such as participant 
anonymity are at odds with the legal terms 
and conditions of data use for some plat-
forms. Twitter will not allow tweets to be 
presented without usernames). This, in turn, 
has implications for protecting participants 
from harm when presenting data that may be 
incendiary (such as tweets containing hate 
speech). A starting point for the development 
of an ethical framework for social media is 
to understand how participants feel about 
their data being used for research (Beninger, 
Chapter 5, this volume).

Value is an assessment of how social 
media data increases our understanding of 
the social world by opening hitherto unavail-
able avenues of research and/or augmenting 
existing work through access to new data 
(McCay-Peet and Quan-Haase, Chapter 2, 
this volume). Certainly there are questions to 
be asked about how new ‘big data’ really is 
and what role theory can play within the data 
deluge (Kitchin, Chapter 3, this volume), but 
perhaps an unexpected outcome of the chal-
lenge this data has thrown at us has been 
an increase in interdisciplinary work across 
the social and computing sciences as well 
as the humanities from which all sides have 
benefitted (Quan-Haase and McCay-Peet, 
Chapter 4, this volume).

In response to these challenges a range of 
tools have been identified or developed that 
account for the complex characteristics of 
social media data. Popular and free analytical 
packages such as ‘R’ enable users to collect 
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Twitter data (Janetzko, Chapter 10, this vol-
ume) and analyze it in a variety of ways, whilst 
other tools provide more bespoke functionality 
in the areas of Natural Language Processing 
(NLP) and language analysis (Bontecheva, 
Chapter 29, this volume; Rubin, Chapter 21, 
this volume; Thelwall, Chapter 32, this vol-
ume) and social network analysis (Ghajar-
Khosravi and Chignell, Chapter 19, this 
volume; Gruzd, Mai and Kampen, Chapter 
30, this volume). Importantly, the develop-
ment of graphical interface platforms, such as 
COSMOS, have democratized access by low-
ering the level of technical knowledge required 
to ascertain, process, filter and explore social 
media data (Morgan, Chapter 26, this volume).

Conclusion

The introductory chapter highlights and dis-
cusses many of the challenges encountered in 
studies of social media ranging from practical 
decisions that influence the research design 
(i.e., timeline of data collection, what hashtags 
to follow and what tools to use to collect data) 
to more philosophical questions around the 
ethical treatment of human subjects. These 
challenges also emerge from the complexity 
of social media data and we discussed the 
6 Vs as a means of summarizing the key char-
acteristics (volume, variety, velocity, veracity, 
virtue and value) that any social media project 
needs to come to terms with and the tools that 
facilitate working with this data. The contri-
butions to this Handbook demonstrate that the 
academic community has responded with 
gusto to these challenges with over 40 experts 
from around the world from a plethora of 
disciplines and a variety of methodological 
viewpoints coming together in one place for 
the first time. The Handbook covers not only 
the entire research process for social media 
research, from question formulation to the 
interpretation of research findings, but it also 
presents numerous examples and case studies 
of various approaches to showcase how to 

implement various techniques with real data. 
The chapters provide methodological detail 
and allow scholars who are unfamiliar with 
the domain to quickly grasp the strengths, 
limitations and key considerations of this type 
of data with the aim of:

•• Encouraging skill development: An easy to follow, 
step-by-step approach encourages scholars to 
immerse themselves in new techniques and 
thereby widen their methodological toolkit.

•• Showcasing tool use: Many of the chapters rely 
on tools developed specifically for either the col-
lection, analysis or visualization of social media 
data. Both pros and cons of various tools are 
discussed and the possibilities for analysis pre-
sented via case studies and examples.

•• Covering of the entire research process: Scholars 
are encouraged to think about the entire research 
process from study design to interpretations of 
data. This provides a uniquely holistic perspective 
of social media research.

•• Promoting ethical considerations: The chapters 
highlight how the person, the self, cannot be 
separated from the data trace in particular types 
of studies. This necessitates novel approaches to 
research ethics and the treatment of both big 
data and small data.

•• Demonstrating data harvesting and cleaning prac-
tices and techniques: Social media data has par-
ticular characteristics and these need to be taken 
into account when harvesting data either for large 
quantitative analysis or analysis at a small scale. 
Also misinformation, deception and trolling prac-
tices can influence data interpretation and need 
to be considered seriously as part of the data set.

•• Highlighting multi-method and multi-data 
approaches: The use of multiple methods of data 
collection, analysis, visualization and interpreta-
tion are critical for developing distinct under-
standings of social media practice and social 
phenomena. Triangulating data and also analyz-
ing social media data in conjunction with other 
data sources can provide a fuller picture of social 
phenomena.

To tackle the challenges of social media 
research we must embrace an interdiscipli-
nary approach (Quan-Haase and McCay-
Peet, Chapter 4, this volume), drawing on 
methodological traditions from across and 
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outside of the social sciences, computer sci-
ences and humanities. It is our sincere hope 
that this edition widens the pool of research-
ers who feel confident and competent when 
working with social media data and that the 
methodological discussions spread and grow 
because, as Bob Dylan almost said, these 
methods they are a changin’.

Note

 1 	 As McCay-Peet and Quan-Haase (Chapter 2, this 
volume) report between 2009 and 2014 there 
are almost twice as many references in Scholar’s 
Portal (http://www.scholarsportal.info) in peer-
reviewed articles to the term ‘social media’ in 
comparison to ‘social networking sites (SNSs)’. In 
recent years, usage of both terms has increased 
exponentially, the trend suggests that social 
media is more ‘social media’ than ‘social net-
working site (SNS)’.
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2
What is Social Media and What 

Questions Can Social Media 
Research Help Us Answer?

L o r i  M c C a y - P e e t  a n d  A n a b e l  Q u a n - H a a s e

This chapter critically engages with the plu-
rality of meanings given to the term social 
media, ranging from mainstream blogging 
platforms to niche communication tools. A 
brief historical overview is first presented of 
how the term has evolved, showing that in 
academia it has only gained widespread pop-
ularity since the mid-2000s. The chapter then 
discusses various categorization frameworks 
available in the literature to examine what 
applications and platforms are commonly 
considered a part of the social media spec-
trum. The chapter ends with a discussion of 
what kinds of research questions social media 
scholarship can help answer. We show how 
social media raises novel methodological and 
ethical issues linked to its use as a tool for 
research to aid in data collection, the dissemi-
nation of online surveys, and the recruitment 
of participants. Further, we identify two types 
of research questions central to social media 
scholarship: a) those relating to social media 
use itself, and b) those that inform our under-
standing of social phenomena. Finally, we 

propose a framework of social media engage-
ment to explore key domains of analysis and 
to show the significance of each for providing 
a holistic understanding of social media adop-
tion, use, and social implications.

Introduction

In the past ten years, social media has 
become an integral part of everyday life with 
large economic, political, and societal impli-
cations. While the influence of traditional 
media dwindles, social media platforms 
‘have been taken up around the globe at an 
unprecedented speed, revealing the extraor-
dinary nature of the social media phenome-
non. For this reason alone, it is imperative to 
analyze the phenomenon of social media’ 
(boyd, 2015: 2). Because the term social 
media has multiple meanings, its definition 
has become highly contested and it is not 
always clear what tools, platforms, and social 
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phenomena count as social media, though its 
integration into the daily lives of many is 
indisputable. A 2015 report from the Pew 
Research Center shows 70 per cent of 
Facebook users logged into the site at least 
once a day, and as many as 45 per cent 
logged into the site numerous times through-
out the day (Duggan, Ellison, Lampe, 
Lehnhart, and Madden, 2015). The same 
report shows that 52 per cent of online adults 
adopted two or more social media sites. 
Because of its proliferation in society as 
well as its unique technological affordances, 
social media provides new avenues for 
researchers across multiple disciplines, 
including health sciences, sociology, and 
political science, to collect rich, vast, and 
networked data, recruit diverse groups of 
participants and perform complex analyses. 
Despite the plurality of voices on these sites, 
scholarly work has consistently shown that 
social media only provides a narrow view of 
our social world, as not all social groups are 
equally represented (Haight, Quan-Haase, 
and Corbett, 2014). Moreover, there con-
tinue to be segments of the population and 
parts of the world that are absent from the 
internet altogether (Girish, Williams, and 
Yates, 2014). Hence, it is important to  
realize that social media adoption, usage, 
and its social implications are dynamic 
social processes that occur within existing 
patterns of inequality: some social groups 
are simply being left out of the social media 
conversation.

Often social media scholarship is associ-
ated with big data because of the 3Vs – vol-
ume, velocity, and variety – that may be 
culled from sites such as Twitter, Instagram, 
and Facebook (Kitchin, 2014). Data derived 
from user-generated content, such as posts, 
‘likes’, and connections signalled through 
‘friends’ and ‘follows’, have become central 
to many areas of study, including politics 
(Rainie et al., 2012), healthcare (Reavley and 
Pilkington, 2014), and business (Gopaldas, 
2014). The analysis of such massive amounts 
of data is unprecedented and brings with it 

many challenges, including ethical con-
siderations, hardware constraints, and the 
development of software for data collection 
and analysis. However, social media scholar-
ship is not limited to big-scale analysis and 
examination can take place at a small scale 
through qualitative approaches, despite being 
characterized by large volume. Scholars have 
also called for the integration of big data 
analysis and small-scale approaches in mixed 
methods designs (Quan-Haase, Martin, and 
McCay-Peet, 2015; Murthy and Bowman, 
2014; Zeller, Chapter 23, this volume).

In this chapter, we first examine how prior 
research has defined and conceptualized 
social media. We then propose a definition 
of social media and briefly discuss how vari-
ous types of social media, such as social net-
working sites (SNSs), microblogs, and social 
news sites, fit within the concept. We then 
turn to the research relating to social media, 
focusing on questions about social media as 
well as research that uses social media data 
to answer social science research questions. 
As Jürgens wrote, ‘In recent years, social 
media have matured in terms of design and 
in terms of adoption rates – to become a plat-
form for rich expression and exchange for a 
highly diverse user base, attracting intense 
scholarly interest’ (2012: 186). In light of this 
recent surge, we further explore what types of 
questions social media research can answer 
and the advantages and challenges of social 
media scholarship.

What is Social Media?

Despite the proliferation of research on social 
media in recent years, there are relatively few 
formal definitions. The lack of definitions is 
potentially due to the difficulty in defining 
the term, as it is relatively nascent and 
still  evolving (Ellison and boyd, 2013). 
Papacharissi goes so far as to argue that a 
definition of social media can only be 
dynamic and context specific.
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Our understanding of social media is temporally, 
spatially, and technologically sensitive – informed 
but not restricted by the definitions, practices, 
and materialities of a single time period or locale. 
How we have defined social media in societies 
has changed, and will continue to change. 
(2015: 1)

The term social media is also conceptually 
related to other terms including SNSs and 
online social networks (OSNs). Several sites 
were launched around 2003 and included 
rapidly growing sites such as MySpace, 
Friendster, and Facebook (boyd and Ellison, 
2007). As a result, the terms SNS and OSN 
saw a rapid growth in usage across journals, 
monographs, and media releases in various 
domains, including computer science, com-
munication, and sociology. A search of 
Scholar’s Portal1 reveals there were almost 
twice as many references in peer-reviewed 
papers using the term ‘social networking site 
(SNS)’ versus ‘social media’ between 2003 
and 2008, though usage of both terms 
increased exponentially in the years to 
follow. However, between 2009 and 2014 
the trend reversed with more than twice as 
many papers including the term ‘social 
media’ than ‘social networking site (SNS)’. 
Two reasons may explain this shift. First, 
social media is a broader term that includes, 
for example, blogging, which is not specifi-
cally geared toward building social connec-
tions, but rather toward the broadcasting of 
information. Second, the term social media 
is associated with platforms such as Twitter, 
Instagram, Pinterest, and Snapchat, while 
the term SNS is specifically associated with 
the use of sites such as Facebook, MySpace, 
and hi5. The academic literature continues 
to make use of both terms, but SNSs and 
OSNs are considered to be types of 
social media.

Often scholarship tends to focus on spe-
cific proprietary platforms, that is, it exam-
ines platforms such as Twitter, Facebook, 
or Pinterest. But what brings social media 
scholarship together are the many common-
alities shared across platforms (e.g., features 

for sharing and evaluating content, means for 
connecting with a social network, search and 
save functions), making it relevant to discuss 
social media both in general as well as at the 
platform level. In particular, identifying how 
users engage with features that are similar 
across platforms seems relevant for devel-
oping theories that have applicability across 
platforms.

Part of the difficulty in defining the term 
is figuring out what makes social media dis-
tinguishable from other media (Hogan and 
Quan-Haase, 2010). Bruns directly compares 
social media with traditional media to high-
light what is unique: ‘All media are social, 
but only a particular subset of all media are 
fundamentally defined by their sociality, and 
thus distinguished, for example, from the 
mainstream media of print, radio, and televi-
sion’ (2015: 1, emphasis added). Certainly 
social media tends to support sociality, but 
different platforms emphasize the social to 
different extents. For example, Kwak et  al. 
(2010) found that Twitter was used primar-
ily as an information network, rather than a 
social network. At the same time it is also 
increasingly difficult to distinguish social 
media from digital technology in general 
(Creighton et al., 2013) because of the social 
elements that are now embedded in every-
thing from smartphone applications to wear-
able technologies. Despite a lack of formal 
definitions, those that do exist generally agree 
on its key elements. Based on an analysis 
of a selection of definitions available in the 
academic literature, we identified three main 
themes: (a) what activities social media ena-
bles, (b) how it enables these activities, and 
(c) the content it contains. Table 2.1 provides 
an overview of key definitions and analyses 
of each of these themes.

Based on our analysis of a selection 
of definitions from the literature (see 
Table  2.1), we conclude that there exists 
relative consensus as to the meaning of 
social media. While some definitions stop 
short of specifying the type of content 
available, those that do specify content all 
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agree that it is user- or consumer-generated 
(Gruzd et al., 2012; Kaplan and Haenlein, 
2010; Xiang and Gretzel, 2010). All defi-
nitions in Table 2.1 indicate what social 
media does; namely, it allows individuals, 
communities, and organizations to interact 

with one another by providing a service 
that enables them to communicate and col-
laborate and to create, modify, and share 
content. The definitions in Table 2.1 also 
concur that interactions occur through 
computer-mediated, web-based services. 

Table 2.1 S election of social media definitions from the research literature organised by 
themes

Definitions of social media Themes

What social media 
enables

How social media  
does it

Content of social 
media

Social media ‘provides a mechanism for the 
audience to connect, communicate, and 
interact with each other and their mutual 
friends through instant messaging or social 
networking sites’ (Correa, Hinsley, and de 
Zúñiga, 2010: 247–248)

Mechanism for 
connecting,  
com­
municating, 
and interacting 
with others

Instant messaging sites; 
social networking 
sites

‘Any website or web-based service that  
includes web 2.0 characteristics and 
contains some aspect of user generated 
content.’ Web 2.0 ‘was used to describe  
an emerging way of using the internet,  
with more participatory and collaborative 
surfing of the web as well as the creation 
and modification of online content by 
internet surfers’ (Gruzd et al., 2012: 2341)

Enables the cre­
ation and 
modification of 
online content

Websites or web-based 
services

User-generated 
content

‘Social Media is a group of Internet-based 
applications that build on the ideological 
and technological foundations of Web 2.0, 
and that allow the creation and exchange 
of User Generated Content’ (Kaplan and 
Haenlein, 2010: 61)

Allows for the 
creation and 
exchange of 
content

Group of internet-
based applications 
that build on the 
ideological and 
technological foun­
dations of Web 2.0

User-generated 
content

‘Social media is a form of computer-mediated 
communication’ (McIntyre, 2014: 6)

Communication Computer-mediated

‘Social media, derived from the social software 
movement, are a collection of Internet 
websites, services, and practices that 
support collaboration, community building, 
participation, and sharing’ (Otieno and 
Matoke, 2014: 962)

Support collabo­
ration, 
community 
building, 
participation, 
and sharing

Internet websites, 
services, and  
practices

‘“Social Media” can be generally understood 
as Internet-based applications that carry 
consumer-generated content which 
encompasses “media impressions created by 
consumers, typically informed by relevant 
experience, and archived or shared online 
for easy access by other impressionable 
consumers” (Blackshaw, 2006)’ (Xiang and 
Gretzel, 2010: 180)

Carry content Internet-based appli­
cations that carry 
content, archived 
or shared online for 
easy access by other 
consumers

Consumer-
generated 
content; media 
impressions 
created by 
consumers 
informed 
by relevant 
experience
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Thus, it can be stated based on the defini-
tions listed in Table 2.1 that:

Social media are web-based services that allow 
individuals, communities, and organizations to col-
laborate, connect, interact, and build community 
by enabling them to create, co-create, modifies, 
share, and engage with user-generated content 
that is easily accessible.

The proposed definition of social media is 
broad and has the potential to include numer-
ous technologies with social elements at their 
core. Gruzd et  al. argue that social media 
‘includes a wide variety of technologies from 
video/teleconferencing tools such as Skype 
and online media repositories such as Flickr, 
to microblogging tools like Twitter and social 
networking sites like Facebook and 
Academia.edu’ (2012: 2341). Though much 
of the social media research literature makes 
no attempt at a formal definition, a definition 
is often implied by the websites or applica-
tions selected for investigation.

Frequently Facebook and Twitter are the 
platforms examined in social media research, 
though other platforms such as Pinterest, 
YouTube, Yelp, Weibo, and LinkedIn are sim-
ilarly explored under the umbrella of social 
media (see the recent issues of the new journal 
Social Media + Society at http://sms.sagepub.
com). There are two reasons why scholars 
have tended to give preference to Facebook 
and Twitter over other sites. First, Facebook is 
by far the most widely adopted SNS in North 
America and was one of the first to gather a 
large and loyal user base. Pew data from 2014 
show that 71 per cent of Americans have 
adopted Facebook, while only 28 per cent use 
Pinterest and Instagram (Duggan et al., 2015). 
Second, while Twitter is not as widely used 
as Facebook among the general population, it 
has had a transformative effect on how infor-
mation and news diffuse throughout society. 
The mainstream media, including daily news-
papers, broadcasting channels, and weekly 
magazines, often make reference to Twitter 
activity in news stories; as a result, Twitter has 
become an important part of public discourse, 

despite not being widely adopted by the gen-
eral population; indeed in 2014 only 23 per 
cent of Americans used it (Duggan et  al., 
2015). We feel the time is ripe for more in-
depth analysis and greater attention to sites 
like Vine, Instagram, and Snapchat, which 
emphasize non-text forms of media. For 
example, current innovations under develop-
ment provide much-needed tools to not only 
study images and their surrounding discourse, 
but also the interlink of image, text, and con-
tent producer (see e.g., Martin, Chapter 14, 
this volume; Rasmussen Pennington, Chapter 
15, this volume; Warfield et al., 2015).

There have been several attempts to cat-
egorize social media and identify what tech-
nologies can be considered social media. 
Arora (2012), for example, developed a 
metaphor-based typology to help identify 
boundaries among social media spaces; she 
organized them into five cultural dimensions:

1	 utilitarian-driven,
2	 aesthetic-driven,
3	 context-driven,
4	 play-driven, and
5	 value-driven.

More common are categorizations of social 
media by technology type for the purposes of 
marketing or research. Grahl (2013), for 
example, identified six types of social media 
applications:

1	 social networking,
2	 bookmarking,
3	 social news,
4	 media sharing,
5	 microblogging, and
6	 blogs and forums.

Grahl’s (2013) typology serves as a means to 
explain to clients and users how each type may 
be leveraged for specific marketing purposes 
and goals. To examine the use of social media 
in the research work flow of scholars, Nicholas 
and Rowlands (2011) surveyed over 2,000 
researchers. Based on their analysis, they iden-
tified similar types of social media as Grahl 
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(2013), though did not explicitly identify 
social news as a specific type of social media, 
and identified three additional types of social 
media relevant to scholars and professionals:

1	 collaborative authoring,
2	 conferencing, and
3	 scheduling and meeting tools.

Based on previous literature, Table 2.2 out-
lines ten main types of social media (Grahl, 

2013; Nicholas and Rowlands, 2011) and 
includes examples and definitions of each.

This typology (Table 2.2) will help authors 
indicate what type of social media and plat-
form they are examining and thereby help 
other scholars more quickly search for rel-
evant literature as well as to identify com-
monalities and differences across types of 
social media. Through such approaches we 
will be able to build a more systematic body 
of knowledge.

Table 2.2 T ypes of social media

Type of social media Examples Definitions

Social networking 
sites

Facebook, LinkedIn ‘Web-based services that allow individuals to (1) construct a public or 
semi-public profile within a bounded system, (2) articulate a list of 
other users with whom they share a connection, and (3) view and 
traverse their list of connections and those made by others within 
the system’ (boyd and Ellison, 2007: 211)

Bookmarking Delicious, 
StumbleUpon

‘Provide a mix of both direct (intentional) navigational advice as well 
as indirect (inferred) advice based on collective public behavior. By 
definition – these social bookmarking systems provide “social filtering” 
on resources from the web and intranet. The act of bookmarking 
indicates to others that one is interested in a given resource. At the 
same time, tags provide semantic information about the way the 
resource can be viewed’ (Millen, Yang, Whittaker, and Feinberg, 2007: 22)

Microblogging Twitter, Tumblr ‘Services that focus on short updates that are pushed out to anyone 
subscribed to receive the updates’ (Grahl, 2013: n.p.)

Blogs and forums LiveJournal, 
Wordpress

‘Online forums allow members to hold conversations by posting 
messages. Blog comments are similar except they are attached to 
blogs and usually the discussion centers around the topic of the blog 
post’ (Grahl, 2013: n.p.)

Media sharing YouTube, Flickr, 
Pinterest

‘Services that allow you to upload and share various media such as 
pictures and video. Most services have additional social features 
such as profiles, commenting, etc.’ (Grahl, 2013: n.p.)

Social news Digg, Reddit ‘Services that allow people to post various news items or links to 
outside articles and then allows it’s users to “vote” on the items. The 
voting is the core social aspect as the items that get the most votes 
are displayed the most prominently. The community decides which 
news items get seen by more people’ (Grahl, 2013: n.p.)

Collaborative 
authoring

Wikipedia, Google 
Docs

Web-based services that enable users to create content and allow 
anyone with access to modify, edit, or review that content 
(Archambault et al., 2013)

Web conferencing Skype, GoToMeeting, 
Zoho Meeting

‘Web conferencing may be used as an umbrella term for various types of 
online collaborative services including web seminars (“webinars”), 
webcasts, and peer-level web meetings’ (Web conferencing, n.d.)

Geo-location 
based sites

Foursquare, Yik-Yak, 
Tinder

Services that allow its users to connect and exchange messages based 
on their location

Scheduling and 
meeting

Doodle, Google 
Calendar, 
Microsoft 
Outlook

Web-based services that enable group-based event decisions (Reinecke 
et al., 2013)
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What questions can social 
media research answer?

What makes the study of social media rele-
vant to many disciplines is the availability of 
vast amounts of varied data. Social media 
produces what has been referred to as big 
data and is characterized by high velocity, 
large volume, diverse variety, exhaustivity in 
scope, fine-grained resolution, relational in 
nature, and flexibility in its approach 
(Kitchin, 2014). This creates new challenges 
for scholars, while also presenting great 
opportunity – this has given rise to several 
questions.

First, social media research has prompted 
questions that force researchers to look 
inward to grapple with its inherent challenges.

1	 Methodological questions: Novel methodo­
logical questions emerge from the collection, 
analysis, and visualization of social media data. 
Some of these questions are platform-specific 
while others are applicable to all kinds of social 
media. To some extent social media allows easy 
and convenient access to large quantities of data, 
on the other hand, it can be costly or even impos­
sible to obtain a specific data set. Melissa Terras 
(2012) for instance lamented on a blog post 
entitled ‘What Price a Hashtag? The cost of #digi­
talhumanities’, how it would cost her around 
US$25,000 to purchase from Gnip the historical 
set containing the hashtag #digitalhumanities. In 
other words, data is readily available if scholars 
can pay the price.

2	 Ethical questions: Data collection, aggregation, 
and reporting of social media data has raised 
numerous ethical questions relating to issues 
such as personal privacy, accuracy, and account­
ability with which researchers and practition­
ers are only beginning to grapple. While social 
media data is often publicly available, there are 
still many ethical considerations that should 
give researchers reason to pause. Consent is 
often at the center of debates, as not all users 
of social media sites are comfortable with (or 
aware of) the use of their data for analysis 
(Beninger et al., 2014). Ethical considerations do 
not exclusively apply to scraping big data, but are 
also of relevance in small-scale studies relying  

on few cases. As Quan-Haase and McCay-Peet 
argue this ‘may actually be an even greater 
concern for small-scale qualitative research­
ers, where it is easier to identify single users’ 
(Chapter 4, this volume: 44). Hence, scholars 
need to address a wide range of research ques­
tions around data stewardship and what ethical 
guidelines need to be set up to both help scholars 
gain new insights, while protecting the right of 
users to data privacy. These kinds of discussions 
become increasingly relevant with new legisla­
tion being introduced in various countries. For 
example, the European Union has passed a new 
law that allows individuals to better control per­
sonal data on the web, which has been discussed 
under the right to be forgotten. Unfolding legal 
challenges open up new research questions for 
scholars relating to the biases of the data col­
lected for analysis as well as the legality of stor­
ing data that users may want deleted.

3	 Questions of scale: Scale is one of the greatest 
challenges to be overcome by social media schol­
ars. Social media data allow for the examination 
of a different phenomenon or issue from differ­
ent angles. A study can rely on either large data 
sets that aggregate terabytes of information or, 
through small-scale studies, examine the local 
behaviour of a few users. While both approaches 
are relevant and valid, they provide qualitatively 
different insights into a single phenomenon. 
So, how do we integrate findings from such 
disparate means of gaining knowledge? New 
theoretical and methodological assumptions are 
needed to link and integrate distinct data sets 
and findings.

Second, social media data provide opportuni-
ties for scholars to address new types of 
questions and shed light on existing research 
problems from a different angle.

1	 Questions relating to social media use itself: 
Social media scholarship can provide answers 
to new questions that arise from individuals’, 
organizations’, and governments’ interaction and 
engagement on these information and social 
spaces. Social media activity is the focus of 
research in this case (e.g., how people discuss 
issues relating to personal health on Facebook, 
topological features of Twitter networks, and 
social media usage patterns). For example, social 
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media research is important from the perspec­
tive of workplaces, schools, and universities. 
These organizations and institutions need to 
understand social media in order to develop 
appropriate policies to support or, in some cases, 
control its use. Citation counts are a traditional 
measure of research impact which informs the 
academic reward system, however universities 
need to understand whether and how social 
media can be used as a new way to meas­
ure research impact (Holmberg and Thelwall, 
2014). Institutions of higher education are also 
exploring how social media spaces for students 
may be integrated into college and university 
experiences to improve student outcomes (e.g., 
DeAndrea, Ellison, Larose, Steinfield, and Fiore, 
2012). Research is also needed to help inform 
public school policy, to address, for example, 
social media use by American teachers whose 
First Amendment rights may be threatened by 
limits placed on what they can and cannot do on 
social media (Papandrea, 2012).

2	 Questions that inform our understanding 
of social phenomena: A second stream of 
social media research is the use of social media 
as a tool or method for academic research, 
for examining research questions and under­
standing complex problems otherwise exam­
ined through other, more traditional, methods 
(Otieno and Matoke, 2014). This second type of 
social media research significantly broadens the 
base of scholars doing ‘social media research’, 
by bringing in scholars from disciplines that 
do not explicitly study social media, but whose 
research could benefit from the characteris­
tics of social media that make it conducive 
to the study of a variety of phenomena: its 
potential as a recruitment platform, its reach 
into a particular demographic, and the behav­
iours, attitudes, and perceptions that are readily 
observable and extractable via social media. 
Social phenomena such as involvement in social 
movements, giving, and political participation 
and consuming can be examined through an 
analysis of social media data. Yuan et al. (2014), 
for example, note the value of recruitment via 
social media when barriers such as stigma 
and mistrust exist. Yuan et  al. recruited 1,221 
HIV-positive participants for their survey via 
Facebook, Twitter, and other internet resources 
and concluded it was a ‘feasible and efficient 
tool’ (2014; n.p.).

Early scholarly work from 2003 to 2008 
investigating social media tended to examine 
a single platform, its affordances, uses, and 
social implications. For instance, Gross and 
Acquisti (2005) looked at how users were 
engaging on Facebook, what information 
they shared on the platform, and the implica-
tions for their privacy. Thus, a large body of 
scholarship has addressed specific questions 
surrounding the development of various plat-
forms, how users engage on these platforms, 
and the social implications of their engage-
ment. Despite the quick proliferation of 
research addressing questions linked to social 
media, three issues were often insufficiently 
taken into account.

1	 Social media use as toolkit: Much work 
tended to look at specific platforms and their 
affordances as if these were utilized in isolation, 
rather than examining how individuals employed 
various platforms in tandem. Quan-Haase and 
Young (2010) suggested that scholars think of 
social media use as a kind of toolkit, where 
different platforms fulfilled different uses and 
gratifications. This would help explain why users 
often adopt multiple social media platforms. 
Pew, for instance, shows that multi-platform use 
is becoming fairly common with 52 per cent of 
online American adults adopting two or more 
social media sites, which represents a significant 
increase from 2013 data, where 42 per cent of 
internet users adopted more than one platform 
(Duggan et  al., 2015). Further, Quan-Haase and 
Young argued that more work needed to be done 
on comparing platforms, as this would add to 
our understanding of why individuals prefer one 
social media site over another, and why and how 
they integrate different platforms on the basis of 
the gratifications they fulfill.

2	 Online-offline gap: Examining social media 
often gives the impression that it is a universe 
unto itself that exists in isolation from other 
spheres of life. This kind of perspective is myopic, 
however, and disregards how social media and 
the phenomena that emerge within it are closely 
interlinked to other spheres of life. Perhaps 
most importantly, social media usage is closely 
interwoven with everyday life’s rhythms and 
patterns. In a study of digital humanities scholars 
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(Quan-Haase, Martin and McCay-Peet, 2015), 
the scholars integrated their use of Twitter into 
their work practices, tweeting and interacting 
with content in between meetings and during 
downtime. Moreover, the social contexts in which 
interactions and behaviours are occurring need 
to be taken into account, as these help explain 
topological features of networks of interaction 
and connection. Without taking cultural, politi­
cal, and historical contexts into account, impor­
tant aspects of social media use and its social 
implications may be missed. The framework 
discussed below will specifically elaborate on this 
link between social contexts and social media 
engagement. This link also became evident in the 
analysis of social media usage during the Arab 
Spring, where social media played a critical role. 
Despite the importance of social media during 
the Arab Spring of Tunisia and Egypt, many ana­
lysts showed that social media was utilized as a 
means to organize and mobilize citizens, spread 
news, and engage with the political landscape, 
in tandem with and in addition to informal, face-
to-face networks on the ground. Rather than  
the digital sphere being separate from the offline 
sphere, the two work in relation to one another 
(Wellman et al., 2001). Hence social media needs 
to be studied as an expansion of daily life, a 
means to amplify social phenomena, and a cata­
lyst for social phenomena in order to understand 
the larger ramifications of social media in society 
and points of intersection.

3	 Discipline orientation: Early social media 
research drew from a variety of approaches and 
tended to be less grounded in any one disci­
pline. This has changed, though. Scholars within 
specific disciplines have come on board and are 
now utilizing social media data to answer issue-
specific questions, which are often closely linked 
to their disciplines of origins. This is an important 
development in three ways. First, it frames ques­
tions within a set of theoretical approaches and 
discourses. Second, this is allowing for methods 
around social media to develop and fit with the 
unique requirements of a set of questions. Finally, 
it also suggests that social media research is 
becoming mainstream and its data more accept­
able as a viable means of gaining insight into 
phenomena.

To further expand on the types of questions 
that social media can answer, we adapt 

McCay-Peet and Quan-Haase’s (2016) 
framework of social media engagement to 
explore key domains of analysis. The authors 
identified six elements of social media 
engagement, which may be examined 
through any number of disciplinary, theoreti-
cal, and methodological perspectives and 
traditions: (1) presentation of self, (2) action 
and participation, (3) uses and gratifications, 
(4) positive experiences, (5) usage and activ-
ity counts, and (6) social context. We have 
augmented this model and added a seventh 
element – (7) platform characteristics (see 
Figure 2.1). Platform characteristics are criti-
cal for understanding how users create, share, 
interact with, and mobilize content as well as 
for understanding how community is created 
and maintained in different platforms. For 
example, Twitter allows individuals to follow 
a person, institution or account, without 
reciprocation. That is, Twitter supports one-
way flows of information. By contrast, 
Facebook only allows linkages between users 
when both parties agree to the connection: 
two users are equally connected to one 
another. This difference in how features work 
across platforms has important implications 
for the flow of information, the formation of 
gatekeepers, and the topology of networks. 
Hence, understanding how features relate to 
social phenomena provides further insight 
into the affordances of these platforms for 
social behaviour. Each of the seven elements 
are briefly described below and we illustrate 
how they can be studied in relation to one 
another. 

1	 Presentation of self, reputation management, 
and privacy: Identity is crafted through the devel­
opment of a personal profile or virtual self over 
time on social media. An example of a research 
question designed to address the presentation 
of self aspect of social media is: ‘Are university 
student Facebook users more concerned about 
social privacy or institutional privacy?’ (Young 
and Quan-Haase, 2013: 483).

2	 Action and participation: Social media ena­
bles users to perform a variety of activities 
such as viewing, posting, or sharing content, 
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collaboration, and discussion. Veletsianos, for 
example, posed the following research question 
which aims to understand the nature of scholarly 
participation in social media: ‘What kinds of 
activities do scholars engage with on the Twitter 
network?’ (2012: 339).

3	 Uses and gratifications: Social media users 
have different motivations for adoption and use 
including, for example, the exchange of informa­
tion and the social benefits derived from its use. 
To understand why people use social recom­
mendations (e.g., ‘likes’), Kim asks, for example, 
‘What are online user motives for using social 
recommendation systems?’ (2014: 186).

4	 Positive and negative experiences: Aspects of 
social media that compel people to use it such 
as positive emotions, serendipity, and flow. One 
research question that reflects this visceral ele­
ment of social media engagement is related 
to deep involvement and flow: ‘What are the 
factors affecting users to be deeply involved in 
social media?’ (Chan and Ma, 2014: 17). Equally, 
negative experiences such as spam, fraud, and 
cyberbullying may lower user engagement with 
social media and these experiences have led to a 
wealth of research questions as well.

5	 Usage and activity counts: Usage and activity 
counts refer to the data associated with users’ 
actions and participation within a particular 
social media site, which may be presented in real-
time in raw or aggregate form to users. Research 
in this area may examine, for example, the impact 
of the counts provided by social media sites such 
as Twitter and Facebook on users. Westerman, 
Spence, and Van Der Heide asked, ‘How does the 

ratio of followers to follows impact perceived 
credibility?’ (2012: 201).

6	 Social context: Social context refers to the social, 
political, economic, work, and personal phenom­
ena or characteristics that underlie a users’ social 
networks within social media sites, including 
the size and nature of these local and global 
networks (e.g., a small, close-knit peer group; a 
large, diffuse network of social activists). Social 
media research may, for example, attempt to 
understand the implications of social context 
to the use of social media by asking, ‘Does 
(national) culture determine how we sched­
ule events online?’ (Reinecke et  al., 2013: 45). 
Other social media research is interested in who 
is using social media to help understand the 
social context, asking questions such as, ‘Are 
Twitter users a representative sample of society?’ 
(Mislove et  al., 2011: 554). Furthermore, social 
movements provide a unique context from which 
to examine social media and how it serves as a 
tool for engagement, mobilization, and coordina­
tion (Castells, 2014; Poell, 2013).

7	 Platform characteristics: Factors relating to fea­
tures of specific platforms may influence engage­
ment – for example, features that enable users 
to share information or communicate directly 
with one another. Smock et al. (2011) developed 
a number of research questions in their study 
on the uses and gratifications of Facebook, 
specifically relating to feature use. One of these 
research questions was, ‘Are the motivations that 
predict general Facebook use different from the 
motivations that predict use of specific Facebook 
features?’ (Smock et al., 2011: 2324).

Figure 2.1 A  model of social media engagement in context (adapted from McCay-Peet and 
Quan-Haase, 2016, p. 201)
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Responses to the research questions out-
lined above inform our understanding of the 
reach of social media, how and why people 
engage with social media and to what effect, 
as well as our understanding of society. For 
example, Reinecke et al. (2013) examined the 
use of Doodle, a web-based scheduling tool, 
to understand cultural differences in time-
perception and group decisionmaking. They 
found through an analysis of 1.5 million 
Doodle date and time polls from 211 coun-
tries that the process of scheduling is shaped 
by cultural norms and values. Studies such as 
these have the potential to not only expand 
our understanding of social media use, but 
more broadly our understanding of collectiv-
ist and individualistic societies.

In terms of the disciplines that have exam-
ined social media-related questions, we can 
identify marketing, communications, poli-
tics, computer science and human–computer 
interaction specifically, economics, health, 
business, and education. There are, however, 
many more. Often interdisciplinary research 
teams come together to tackle complex ques-
tions around social phenomena as they take 
place on social media (see Quan-Haase and 
McCay-Peet, Chapter 4, this volume).

Conclusion

This chapter presents and contrasts various 
definitions of social media. Based on an 
analysis of these definitions, we found some 
consensus among scholars. Drawing on key 
elements of existing definitions, we propose 
a broad definition:

Social media are web-based services that allow 
individuals, communities, and organizations to col-
laborate, connect, interact, and build a community 
by enabling them to create, co-create, modify, 
share, and engage with user-generated content 
that is easily accessible.

Given the growing pervasiveness and impact 
of social media on a broad range of social 

phenomena including politics, presentation 
of self, social interaction, social movements, 
and scholarship itself, it has become both a 
fruitful area of research as well as a promis-
ing tool for data collection. If current efforts 
are any indication, there will be a growth in 
the development of new social media research 
methods and their assessment which will help 
integrate social media research methods and 
knowledge into existing frameworks (Bruns, 
2015). There has already been a proliferation 
in social media research with niche journals 
emerging that either cover social media phe-
nomena themselves or the methodological 
challenges associated with social media 
research, such as the journals Social Media + 
Society, Social Media and Society, and Big 
Data and Society. However, we would also 
argue that given the growth of social media 
scholarship more critical research is needed 
to understand the biases inherent in using 
social media methodologies and to develop 
best practices concerning social media 
research, with the aim of both supporting 
researchers and protecting social media users. 
Of particular importance is the need to deter-
mine best practices around ethical considera-
tions. For instance, can scholars make use of 
social media data without the consent of 
authors of user-generated content? If they 
make use of the data, should this be done 
only in aggregate form? What repercussions, 
for example, imprisonment, stigma, ridicule, 
and harm to reputation can participants suffer 
from scholars making tweets and blog text 
searchable, even if anonymized? There is 
much work to be done not only around the 
social phenomena under investigation on 
social media platforms, but also concerning 
how scholars are procuring, storing, inter-
preting, and making use of social media data.
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Note

 1 	 Scholar’s Portal is a digital repository, which pro-
vides access to the electronic resources of 21 
university libraries in Ontario, Canada, including 
more than ‘40 million scholarly articles drawn 
from journals covering every academic discipline’ 
(Ontario Council of University Libraries, n.p.).
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3
Big Data – Hype or Revolution?

R o b  K i t c h i n

Introduction

The etymology of ‘big data’ can be traced to 
the mid-1990s, first used to refer to the han-
dling and analysis of massive datasets 
(Diebold, 2012). Laney (2001) refined the 
definition to refer to data characterized by 
the now standard 3Vs, with big data being:

•• huge in volume, consisting of terrabytes or peta-
bytes of data;

•• high in velocity, being created in or near real-time;
•• diverse in variety in type, being structured and 

unstructured in nature.

More recently, these characteristics have 
been refined further to include:

•• exhaustive in scope, striving to capture entire 
populations or systems (n=all);

•• fine-grained in resolution, aiming to be as 
detailed as possible, and uniquely indexical in 
identification;

•• relational in nature, containing common fields 
that enable the conjoining of different data sets;

•• flexible, holding the traits of extensionality 
(can add new fields easily) and scalability (can 
expand in size rapidly) (boyd and Crawford, 
2012; Dodge and Kitchin, 2005; Marz and 
Warren, 2012; Mayer-Schonberger and Cukier, 
2013).

Data holding all or most of these qualities 
have existed in a number of domains, such 
as remote sensing, weather forecasting, and 
financial markets, for some time. By the turn 
of the new millennium they were starting to 
become more common given the develop-
ment and convergence of new technological 
developments such as ubiquitous computing, 
widespread internetworking, Web 2.0. and the 
creation of social media, No-SQL database 
designs and cloud storage solutions, and data 
analytics designed to cope with data abun-
dance (Kitchin, 2014a). From 2008 onward 
the term started to gain traction, quickly rising 
up a hype cycle aided by a strong boosterist 
discourse that contended big data was set to 
revolutionize how business is conducted and 
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governance enacted. Not long after, the term 
drifted into common academic use accom-
panied by an argument that big data would 
transform how research would be conducted.

This chapter examines the latter contention 
and the extent to which big data and its asso-
ciated data analytics represent a genuine rev-
olution with respect to how we make sense of 
the world or whether it has been over-hyped 
and is merely a new inclusion amongst a 
suite of options in the academy’s research 
armoury. The chapter starts by detailing how 
big data differs from traditional datasets used 
by social scientists. It then examines the argu-
ment that it is leading to the creation of new 
research paradigms across disciplines, what 
have been termed data-driven science, com-
putational social science and digital humani-
ties. In particular, it focuses on the extent to 
which social media data, in combination with 
other big social data, offers the possibility for 
a different kind of social science.

Big data and new data  
analytics

There is some scepticism within the literature 
as to the extent to which big data is anything 
new. Critics, usually focusing on the charac-
teristic of volume, suggest that we have long 
possessed very large datasets that have been 
challenging to process and analyze. In part 
this is a reaction to the term ‘big’ which tends 
to emphasize the volume aspect of the 3Vs. 
However, it is the total sum of the characteris-
tics noted above, especially the qualities of 
velocity and exhaustivity (see Kitchin and 
McArdle, 2016, for an examination of the 
ontological characteristics of 26 datasets 
drawn from seven domains: mobile communi-
cation; websites; social media/crowdsouring; 
sensors; cameras/lasers; transaction process 
generated data; and administrative), that make 
the nature of big data differ from traditional 
data, or what might be termed ‘small data’ 
(see Table 3.1). The distinction is apparent if 

one compares a national census with a social 
media site such as Facebook.

While a national census has a large vol-
ume and attempts to be exhaustive (it seeks 
to sample all people resident in a country), 
it has very weak velocity (carried out once 
every ten years in most countries), weak 
variety (restricted to generally 30–40 highly 
structured questions), and no flexibility or 
scalability (once the census is initiated there 
is no opportunity to alter the questions or for-
mat). Moreover, while the raw data has high 
resolution and indexicality (individuals and 
households) it is released to researchers in an 
aggregated form. Other small data datasets 
are typically produced using a tightly con-
trolled method using sampling techniques 
that limit their scope (non-exhaustive), tem-
porality and size in order to produce high 
quality, representative data and make the 
process manageable and less costly. In con-
trast, Facebook has over a billion registered 
users globally and in 2014 was processing 
10  billion messages (and associated com-
ments and links), 4.5 billion ‘Like’ actions, 
and 350 million photo uploads per day (Marr, 
2014). All that content and associated meta-
data is linked indexically to all individual 
users and through friending and tagging they 
are interlinked between users. Moreover, 
Facebook is a dynamic environment with the 
company constantly tweaking its platform 
and experimenting with different versions of 
its algorithms.

Table 3.1 C omparing small and big data

Characteristic Small data Big data

Volume Limited to large Very large

Exhaustivity Samples Entire populations

Resolution and 
indexicality

Coarse & weak to 
tight & strong

Tight & strong

Relationality Weak to strong Strong

Velocity Slow, freeze-framed Fast

Variety Limited to wide Wide
Flexible and 

scalable
Low to middling High

Source: Kitchin (2014a: 28)
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While the census is producing voluminous 
‘small data’, Facebook is producing data that 
are qualitatively different in nature. In fact, 
Facebook is producing a data deluge – a con-
stantly flowing torrent of rich, highly inform-
ative information about people, their lives, 
and what is happening in different societies 
in places around the world. The same is true 
of Twitter, Whatsapp, Snapchat, Foursquare 
and other social media platforms. When we 
compare Facebook to the data produced in 
most social science studies through surveys, 
political polls, interviews, or focus groups – 
where the number of respondents might be in 
the order of 10s or 100s and rarely exceeds 
1000, the data are generated at a single point 
in time (usually over a couple of weeks or 
months), and are limited in variety – the 
difference becomes more stark. As detailed 
below, however, it should be noted that 
while the data produced within Facebook or 
Twitter is exhaustive, the data made available 
to researchers external to those companies 
might be sampled (though the sample gener-
ally consists of tens of thousands of records).

This kind of qualitative difference in the 
nature of data is happening across domains – 
health, education, work, consumption, 
finance, policing, public administration, sci-
ence, etc. – in which new socio-technical 
systems are producing data through algorith-
micallycontrolled and automated cameras, 
sensors, scanners, digital devices such as 
smart phones, clickstreams, and networked 
interactions such as online transactions (e.g., 
shopping) and communication (e.g., social 
media) (Kitchin, 2014a). For example, if we 
consider the developing areas of urban infor-
matics a wealth of urban big data are being 
generated, much of it at the level of the indi-
vidual: digital CCTV footage with facial/
clothes recognition, automatic number plate 
recognition, sensor networks that track mobile 
phone unique signatures, and travel passes 
such as the London Oyster card (Kitchin, 
2016). Other kinds of real-time data include 
the locations of buses and trains, how many 
bikes/spaces are in bike stands, road speeds 

on different segments, the number of spaces 
in car parks, general CCTV footage, air traf-
fic, air quality, pollution readings, water 
levels, sound levels, current weather – all 
of which are increasingly becoming open in 
nature and underpin a diverse apps economy 
(e.g., see the Dublin Dashboard – http://www.
dublindashboard.ie). To this we can add geo-
referenced social media data (such as Twitter 
or Foursquare), crowdsourced data such 
OpenStreetMap, and live citizen city report-
ing (e.g., 311 services in the US and websites 
such as fixyourstreet.ie), and citizen science 
data such as personal weather stations.

These data are systematic and continuous in 
operation and coverage, verifiable and replica-
ble, timely and traceable over time, and rela-
tively easy to visualize and to compare across 
locales through graphs/maps (though they 
are not straightforward to plug into model-
ling, profiling and simulations). They offer the 
potential to shift from ‘data-scarce to data-rich 
analysis, static snapshots to dynamic unfold-
ings, coarse aggregations to high resolution, 
and relatively simple hypotheses and mod-
els to more complex, sophisticated theories’ 
(Kitchin, 2013: 263). How we come to know 
and understand cities, and how we can govern 
and operate their various systems, then is being 
transformed through access to big data streams 
(Batty, 2013; Townsend, 2013; Kitchin, 2014b; 
Kitchin et al., 2015). These big data also raise 
a whole series of ethical questions with respect 
to their use in dataveillance (surveillance 
through data records), social sorting (differ-
ential treatment to services), anticipatory gov-
ernance (predictive profiling), control creep 
(data generated for one purpose being used 
for another) and the extent to which their sys-
tems make the city hackable, brittle and buggy 
(Townsend, 2013; Kitchin, 2014b, 2016).

Importantly, the development of the data 
deluge has been accompanied by the creation 
of new analytical methods suited to trying to 
extract insights from massive datasets using 
machine learning techniques, wherein the 
power of computational algorithms are used to 
process and analyze data. Again, there has been 
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much hype concerning these new data analytics  
for three reasons. First, until recently, data 
analysis techniques were designed to extract 
insights from scarce, static, clean and poorly 
relational datasets, that were scientifically 
sampled and adhere to strict assumptions (such 
as independence, stationarity, and normality), 
whereas new data analytics can cope with a 
deluge of variable quality data (Miller, 2010). 
Second, whereas data was traditionally gener-
ated with a specific question in mind, new data 
analytics can repurpose data, detect and mine 
patterns, and identify potential questions that 
the data might answer (Kelling et  al., 2009; 
Prensky, 2009). In other words, the hypoth-
eses can be generated from the data. Third, an 
ensemble approach can be adopted in which, 
rather than selecting a single approach to ana-
lyze a phenomena, hundreds of different algo-
rithms can be applied to a dataset to determine 
the best explanatory model (Franks, 2012; 
Siegel, 2013). These new analytical tech-
niques have been in development since the 
start of computing but have become a signifi-
cant area of recent research investment in order 
to increase the big data toolkit in four main 
areas: data mining and pattern recognition; 
data visualization and visual analytics; statis-
tical analysis; and prediction, simulation, and 
optimization (National Science Foundation, 
2012; Kitchin, 2014a). For many, big data and 
new data analytics will inevitably challenge 
dominant paradigms across the academy, ush-
ering in new epistemologies in all disciplines 
and it is to this issue the chapter now turns.

A data revolution?

In Thomas Kuhn’s (1962) well-known expla-
nation as to how science periodically trans-
forms from one dominant paradigm (an 
accepted way of interrogating the world and 
synthesizing knowledge) to another, an estab-
lished body of knowledge is challenged and 
destabilized by a new set of ideas, eventually 
reaching a tipping point wherein the latter 

replaces the former. An example would be the 
shift from creationism to evolution, or 
Newtonian laws of physics to Einstein’s theo-
ries of relativity. In Kuhn’s account, a paradigm 
shift occurs because the dominant mode of sci-
ence cannot account for particular phenomena 
or answer key questions. In contrast, Jim Gray 
(Hey et al., 2009) proposed that the transitions 
between paradigms can also be founded on 
advances in data production and the develop-
ment of new analytical methods. Underpinning 
this view is the observation that ‘[r]evolutions 
in science have often been preceded by revolu-
tions in measurement’ (Sinan Aral, cited in 
Cukier, 2010). Gray thus proposed that science 
was entering a fourth paradigm (exploratory 
science) based on the growing availability of 
big data and new analytics (his first paradigm 
was ‘experimental science’ that operated pre-
Renaissance, the second was ‘theoretical sci-
ence’ operating pre-computers, and the third 
was ‘computational science’ operating pre-big 
data) (Hey et al., 2009).

The idea of academic paradigms has been 
subject to much critique, not least because 
within some disciplines there is little evi-
dence of paradigms operating (notably some 
social sciences) and the idea tends to produce 
overly linear stories about how disciplines 
evolve, smoothing over the messy, contested 
and plural ways in which they unfold in prac-
tice. Nevertheless, the idea has utility here for 
considering whether the creation of big data 
has initiated a revolution in how academic 
research is being conducted. In particular, 
I explore three developments: (a) the notion 
that big data gives rise to the end of theory 
enabling a new form empiricism in which 
data can speak for themselves; (b) the creation 
of data-driven rather than knowledge-driven 
science; and (c) the formation of the digital 
humanities and computational social sciences.

The End of Theory?

For Chris Anderson (2008), big data, new 
data analytics and ensemble approaches 

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   30 08/12/16   3:52 PM



Big Data – Hype or Revolution? 31

signalled a new era of knowledge production 
characterized by ‘the end of theory’. He 
argued that ‘the data deluge makes the scien-
tific method obsolete’, with the patterns and 
relationships contained within big data inher-
ently producing meaningful and insightful 
knowledge about phenomena. He continued:

There is now a better way. Petabytes allow us to 
say: ‘Correlation is enough.’ … We can analyze 
the data without hypotheses about what it might 
show. We can throw the numbers into the biggest 
computing clusters the world has ever seen and 
let statistical algorithms find patterns where sci-
ence cannot. … Correlation supersedes causation, 
and science can advance even without coherent 
models, unified theories, or really any mechanistic 
explanation at all. There’s no reason to cling to our 
old ways.

Similarly, Prensky (2009) contends: ‘scien-
tists no longer have to make educated guesses, 
construct hypotheses and models, and test 
them with data-based experiments and exam-
ples. Instead, they can mine the complete set 
of data for patterns that reveal effects, pro-
ducing scientific conclusions without further 
experimentation.’ Dyche (2012) thus states 
that ‘mining big data reveals relationships 
and patterns that we didn’t even know to look 
for’. Dyche’s example is a retail chain which 
analyzed 12 years’ worth of purchase trans-
actions for possible unnoticed relationships 
between products. Discovering correlations 
between certain items in shoppers’ baskets 
led to new product placements and a 16 per-
cent increase in revenue in the first month’s 
trial. There was no hypothesis that Product 
A was often bought with Product H that was 
then tested. The data were simply queried to 
discover what relationships existed that might 
have previously been unnoticed. Similarly, 
Amazon’s recommendation system produces 
suggestions for other items a shopper might 
be interested in without knowing anything 
about the culture and conventions of books 
and reading; it simply identifies patterns 
of purchasing across customers in order to 
determine if Person A likes Book X are they 

are also likely to like Book Y given their own 
and others’ consumption patterns?

There are a powerful and attractive set of 
ideas at work in this empiricist epistemology 
that run counter to the deductive approach 
that is hegemonic within modern science: 
big data can capture a whole of a domain and 
provide full resolution; there is no need for a 
priori theory, models or hypotheses; through 
the application of agnostic data analytics the 
data can speak for themselves free of human 
bias or framing, and that any patterns and 
relationships within big data are inherently 
meaningful and truthful; meaning transcends 
context or domain-specific knowledge, thus 
can be interpreted by anyone who can decode 
a statistic or data visualization. These work 
together to suggest that a new mode of sci-
ence is being created, one in which the modus 
operandi is purely inductive in nature. Whilst 
this empiricist epistemology is attractive, it is 
based on fallacious thinking with respect to 
the four ideas that underpin its formulation. 
First, big data are not exhaustive being both 
a representation and a sample, shaped by the 
technology and platform used, the data ontol-
ogy employed, the regulatory environment, 
and are subject to sampling bias (Crawford, 
2013; Kitchin, 2013). Second, big data do not 
arise from nowhere, free from the ‘the regu-
lating force of philosophy’ (Berry, 2011: 8). 
Contra, systems are designed to capture cer-
tain kinds of data and the analytics and algo-
rithms used are based on scientific reasoning 
and have been refined through scientific test-
ing. Third, just as data are not generated free 
from theory, neither can they simply speak 
for themselves free of human bias or fram-
ing. Making sense of data is always cast 
through a particular lens that frames how 
they are interpreted. Further, patterns found 
within a data set are not inherently meaning-
ful and correlations between variables within 
a data set can be random in nature and have  
little or no casual association. Fourth, whilst 
data can be interpreted free of context and 
domain-specific expertise, such an epistemo-
logical interpretation is likely to be anemic 
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or unhelpful as it lacks embedding in wider 
debates and knowledge.

Data-driven Science

In contrast, data-driven science seeks to hold to 
the tenets of the scientific method, but is more 
open to using a hybrid combination of abduc-
tive, inductive and deductive approaches to 
advance the understanding of a phenomenon. It 
differs from the traditional, experimental 
deductive design in that it seeks to generate 
hypotheses and insights ‘born from the data’ 
rather than ‘born from the theory’ (Kelling 
et al., 2009: 613). In other words, it seeks to 
incorporate a mode of induction into the 
research design, though explanation through 
induction is not the intended end-point (as with 
empiricist approaches). Instead, it forms a new 
mode of hypothesis generation before a deduc-
tive approach is employed. Nor does the pro-
cess of induction arise from nowhere, but is 
situated and contextualized within a highly 
evolved theoretical domain. As such, the epis-
temological strategy adopted within data-
driven science is to use guide knowledge 
discovery techniques to identify potential ques-
tions (hypotheses) worthy of further examina-
tion and testing. The process is guided in the 
sense that existing theory is used to direct the 
process of knowledge discovery, rather than 
simply hoping to identify all relationships 
within a dataset and assuming they are mean-
ingful in some way. Any relationships revealed 
within the data do not then arise from nowhere, 
nor do they simply speak for themselves. The 
process of induction – of insights emerging 
from the data – is contextually framed. And 
those insights are not the end-point of an inves-
tigation, arranged and reasoned into a theory. 
Rather, the insights provide the basis for the 
formulation of hypotheses and the deductive 
testing of their validity. In other words, data-
driven science is a reconfigured version of the 
traditional scientific method, providing a new 
way in which to build theory. Nonetheless, the 
epistemological change is significant.

Rather than empiricism and the end of 
theory, it is argued by some that data-driven 
science will become the new paradigm 
of scientific method in an age of big data 
because the epistemology favoured is suited 
to extracting additional, valuable insights 
that traditional ‘knowledge-driven science’ 
would fail to generate (Kelling et al., 2009; 
Miller, 2010; Loukides, 2010). Knowledge-
driven science, using a straight deductive 
approach, has particular utility in understand-
ing and explaining the world under the condi-
tions of scarce data and weak computation. 
Continuing to use such an approach, how-
ever, when technological and methodological 
advances mean that it is possible to undertake 
much richer analysis of data and to identify 
and tackle questions in new and exciting 
ways, makes little sense. Moreover, the advo-
cates of data-driven science argue that it is 
much more suited to exploring, extracting 
value and making sense of massive, intercon-
nected data sets; fostering interdisciplinary 
research that conjoins domain expertise (as 
it is less limited by the starting theoretical 
frame); and will lead to more holistic and 
extensive models and theories of entire com-
plex systems rather than elements of them 
(Kelling et al., 2009).

Computational Social Sciences and 
Digital Humanities

Whilst the epistemologies of big data empiri-
cism and data-driven science seems set to 
transform the approach to research taken in 
the natural, life, physical and engineering sci-
ences, its trajectory in the humanities and 
social sciences is less certain. These areas of 
scholarship are highly diverse in their philo-
sophical underpinnings, with only some 
scholars employing the epistemology 
common in the sciences. For scholars in the 
social sciences who employ quantitative 
approaches big data offers a significant oppor-
tunity to develop more sophisticated, wider-
scale, finer-grained models of human life. 
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Moreover, the variety, exhaustivity, resolu-
tion, and relationality of data, plus the grow-
ing power of computation and new data 
analytics, address some of the critiques of 
such scholarship to date, especially those of 
reductionism and universalism, by providing 
more sensitive and nuanced analysis that can 
take account of context and contingency, and 
can be used to refine and extend theoretical 
understandings of the social and spatial 
world (Lazer et al., 2009; Batty et al., 2012; 
Kitchin, 2013). Further, given the extensive-
ness of data (e.g., all social media posts of a 
society, all movements within a city) it is 
possible to test the veracity of such theory 
across a variety of settings and situations.

For post-positivist scholars, big data 
offers both opportunities and challenges. 
The opportunities are a proliferation, digi-
tization and interlinking of a diverse set of 
analogue and unstructured data, much of it 
new (e.g., social media) and many of which 
have heretofore been difficult to access (e.g., 
millions of books, documents, newspapers, 
photographs, art works, material objects, 
etc.) from across history that have been ren-
dered into digital form over the past couple of 
decades by a range of organizations (Cohen, 
2008); and the provision of new tools of data 
curation, management and analysis that can 
handle massive numbers of data objects. 
Consequently, rather than concentrating on a 
handful of novels or photographs, or a couple 
of artists and their work, it becomes possible 
to search and connect across a large num-
ber of related works; rather than focus on a 
handful of websites or chat rooms or videos 
or online newspapers, it becomes possible 
to examine hundreds of thousands of such 
media (Manovich, 2011). These opportuni-
ties are most widely being examined through 
the emerging field of digital humanities.

Initially, the digital humanities consisted 
of the curation and analysis of data that are 
born digital and the digitization and archiv-
ing projects that sought to render analogue 
texts and material objects into digital forms 
that could be organized and searched and 

be subjected to basic forms of overarching, 
automated or guided analysis such as sum-
mary visualizations of content (Schnapp and 
Presner, 2009). Subsequently, its advocates 
have been divided into two camps. Those that 
believe new digital humanities techniques – 
counting, graphing, mapping and distant 
reading – will bring methodological rigour 
and objectivity to disciplines that hereto-
fore been unsystematic and random in their 
focus and approach (Moretti, 2005; Ramsay, 
2010). And those that argue the new tech-
niques complement and augment existing 
humanities methods and facilitate traditional 
forms of interpretation and theory building, 
enabling studies of much wider scope and to 
answer questions that would all but impos-
sible without computation (Berry, 2011; 
Manovich, 2011).

The digital humanities has not been uni-
versally welcomed with detractors con-
tending that using computers as ‘reading 
machines’ (Ramsay, 2010) to undertake ‘dis-
tant reading’ (Moretti, 2005) runs counter to 
and undermines traditional methods of close 
reading. Marche (2012) contends that cul-
tural artefacts, such as literature, cannot be 
treated as mere data. A piece of writing is not 
simply an order of letters and words, it is con-
textual and conveys meaning and has quali-
ties that are ineffable. Algorithms are very 
poor at capturing and deciphering meaning or 
context. For many, the digital humanities is 
fostering weak, surface analysis, rather than 
deep, penetrating insight. It is overly reduc-
tionist and crude in its techniques, sacrific-
ing complexity, specificity, context, depth 
and critique for scale, breadth, automation, 
descriptive patterns and the impression that 
interpretation does not require deep contex-
tual knowledge.

The same kinds of argument can be lev-
elled at computational social science. For 
example, a map of the language of tweets in a 
city might reveal patterns of geographic con-
centration of different ethnic communities 
(Rogers, 2013), but the important questions 
are who constitutes such concentrations, 
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why do they exist, what were the processes 
of formation and reproduction, and what are 
their social and economic consequences? It 
is one thing to identify patterns; it is another 
to explain them. This requires social theory 
and deep contextual knowledge. As such, 
the pattern is not the end point, but rather a 
starting point for additional analysis, which 
almost certainly is going to require other data 
sets. As with earlier critiques of quantitative 
and positivist social sciences, computational 
social sciences is taken to task by post-
positivists as being mechanistic, atomizing, 
and parochial, reducing diverse individuals 
and complex, multidimensional social struc-
tures to mere data points (Wyly, 2014).

There is a potentially fruitful middle 
ground to this debate that adopts and extends 
the epistemologies employed in critical GIS 
and radical statistics. These approaches 
employ quantitative techniques, inferential 
statistics, modelling and simulation whilst 
being mindful and open with respect to 
their epistemological shortcomings, draw-
ing on critical social theory to frame how the 
research is conducted, how sense is made of 
the findings, and the knowledge employed. 
Here, there is recognition that there is an 
inherent politics pervading the datasets ana-
lysed, the research conducted, and the inter-
pretations made (Haraway, 1991). As such, 
it is acknowledged: that the researcher pos-
sesses a certain positionality (with respect 
to their knowledge, experience, beliefs, 
aspirations, etc.); that the research is situ-
ated (within disciplinary debates, the fund-
ing landscape, wider societal politics, etc.); 
the data are reflective of the technique used 
to generate them and hold certain character-
istics (relating to sampling and ontological 
frames, data cleanliness, completeness, con-
sistency, veracity and fidelity); and the meth-
ods of analysis utilized produce particular 
effects with respect to the results produced 
and interpretations made. Such an epistemol-
ogy also does not foreclose complementing 
situated computational social science with 
small data studies that provide additional 

and amplifying insights (Crampton et  al., 
2012). In other words, it is possible to think 
of new epistemologies that do not dismiss or 
reject big data analytics, but rather employ 
the methodological approach of data-driven 
science within a different epistemological 
framing that enables social scientists to draw 
valuable insights from big data.

The limits of social media 
big data

The discussion so far has argued that there is 
something qualitatively different about big 
data from small data and that it opens up new 
epistemological possibilities, some of which 
have more value than others. In general 
terms, it has been intimated that big data 
does represent a revolution in measurement 
that will inevitably lead to a revolution in 
how academic research is conducted; that big 
data studies will replace small data ones. 
However, this is unlikely to be the case for a 
number of reasons.

Whilst small data may be limited in vol-
ume and velocity, they have a long history of 
development across science, state agencies, 
non-governmental organizations and busi-
ness, with established methodologies and 
modes of analysis, and a record of produc-
ing meaningful answers. Small data studies 
can be much more finely tailored to answer 
specific research questions and to explore 
in detail and in-depth the varied, contextual, 
rational and irrational ways in which people 
interact and make sense of the world, and 
how processes work. Small data can focus 
on specific cases and tell individual, nuanced 
and contextual stories.

Big data is often being repurposed to try 
and answer questions for which it was never 
designed. For example, geotagged Twitter data 
have not been produced to provide answers 
with respect to the geographical concentra-
tion of language groups in a city and the pro-
cesses driving such spatial autocorrelation.  
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We should perhaps not be surprised then that 
it only provides a surface snapshot, albeit an 
interesting snapshot, rather than deep pene-
trating insights into the geographies of race, 
language, agglomeration and segregation in 
particular locales. Moreover, big data might 
seek to be exhaustive, but as with all data 
they are both a representation and a sample. 
What data are captured is shaped by: the 
field of view/sampling frame (where data 
capture devices are deployed and what their 
settings/parameters are; who uses a space 
or media, e.g., who belongs to Facebook); 
the technology and platform used (differ-
ent surveys, sensors, lens, textual prompts, 
layout, etc. all produce variances and biases 
in what data are generated); the context in 
which data are generated (unfolding events 
mean data are always situated with respect to 
circumstance); the data ontology employed 
(how the data are calibrated and classi-
fied); and the regulatory environment with 
respect to privacy, data protection and secu-
rity (Kitchin, 2013, 2014a). Further, big data 
generally capture what is easy to ensnare –  
data that are openly expressed (what is 
typed, swiped, scanned, sensed, etc.; peo-
ple’s actions and behaviours; the move-
ment of things) – as well as data that are the 
‘exhaust’, a by-product, of the primary task/
output.

Small data studies then mine gold from 
working a narrow seam, whereas big data 
studies seek to extract nuggets through open-
pit mining, scooping up and sieving huge 
tracts of land. These two approaches of nar-
row versus open mining have consequences 
with respect to data quality, fidelity and line-
age. Given the limited sample sizes of small 
data, data quality – how clean (error and gap 
free), objective (bias free) and consistent 
(few discrepancies) the data are; veracity – 
the authenticity of the data and the extent to 
which they accurately (precision) and faith-
fully (fidelity, reliability) represent what they 
are meant to; and lineage – documentation 
that establishes provenance and fit for use; 
are of paramount importance (Lauriault, 

2012). In contrast, it has been argued by 
some that big data studies do not need the 
same standards of data quality, veracity and 
lineage because the exhaustive nature of the 
dataset removes sampling biases and more 
than compensates for any errors or gaps or 
inconsistencies in the data or weakness in 
fidelity (Mayer-Schonberger and Cukier, 
2013). The argument for such a view is that 
‘with less error from sampling we can accept 
more measurement error’ (p. 13) and ‘toler-
ate inexactitude’ (p. 16).

Nonetheless, the warning ‘garbage in, gar-
bage out’ still holds. The data can be biased 
due to the demographic being sampled (e.g., 
not everybody uses Twitter) or the data might 
be gamed or faked through false accounts 
or hacking (e.g., there are hundreds of thou-
sands of fake Twitter accounts seeking to 
influence trending and direct clickstream 
trails) (Bollier, 2010; Crampton et al., 2012). 
Moreover, the technology being used and their 
working parameters can affect the nature of 
the data. For example, which posts on social 
media are most read or shared are strongly 
affected by ranking algorithms not simply 
interest (Baym, 2013). Similarly, APIs struc-
ture what data are extracted, for example, in 
Twitter only capturing specific hashtags asso-
ciated with an event rather than all relevant 
tweets (Bruns, 2013), with González-Bailón 
et  al. (2012) finding that different methods 
of accessing Twitter data – search APIs ver-
sus streaming APIs – produced quite differ-
ent sets of results. As a consequence, there 
is no guarantee that two teams of research-
ers attempting to gather the same data at the 
same time will end up with identical datasets 
(Bruns, 2013). Further, the choice of meta-
data and variables that are being generated 
and which ones are being ignored paint a 
particular picture (Graham, 2012). With 
respect to fidelity there are question marks 
as to the extent to which social media posts 
really represent peoples’ views and the faith 
that should be placed in them. Manovich 
(2011: 6) warns that ‘[p]eoples’ posts, tweets, 
uploaded photographs, comments, and other 
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types of online participation are not transpar-
ent windows into their selves; instead, they 
are often carefully curated and systematically 
managed’.

There are also issues of access to both 
small and big data. Small data produced by 
academia, public institutions, non-govern-
mental organizations and private entities 
can be restricted in access, limited in use to 
defined personnel, or available for a fee or 
under license. Increasingly, however, public 
institution and academic data are becoming 
more open. Big data are, with a few excep-
tions such as satellite imagery and national 
security and policing, mainly produced by 
the private sector. Access is usually restricted 
behind pay walls and proprietary licensing, 
limited to ensure competitive advantage 
and to leverage income through their sale or 
licensing (CIPPIC, 2006). Indeed, it is some-
what of a paradox that only a handful of enti-
ties are drowning in the data deluge (boyd 
and Crawford, 2012) and companies such 
as mobile phone operators, app developers, 
social media providers, financial institutions, 
retail chains, and surveillance and security 
firms are under no obligation to share freely 
the data they collect through their operations. 
In some cases, a limited amount of the data 
might be made available to researchers or 
the public through Application Programming 
Interfaces (APIs). For example, Twitter 
allows a few companies to access its fire-
hose (stream of data) for a fee for commer-
cial purposes (and have the latitude to dictate 
terms with respect to what can be done with 
such data), but with a handful of exceptions 
researchers are restricted to a ‘gardenhose’ 
(c. 10 percent of public tweets), a ‘spritzer’ 
(c. 1 percent of public tweets), or to different 
subsets of content (‘white-listed’ accounts), 
with private and protected tweets excluded 
in all cases (boyd and Crawford, 2012). The 
worry is that the insights that privately owned 
and commercially sold big data can provide 
will be limited to a privileged set of academic 
researchers whose findings cannot be repli-
cated or validated (Lazer et al., 2009).

Given the relative strengths and limitations 
of big and small data it is fair to say that small 
data studies will continue to be an important 
element of the research landscape, despite 
the benefits that might accrue from using big 
data such as social media data. However, it 
should be noted that small data studies will 
increasingly come under pressure to uti-
lize the new archiving technologies, being 
scaled-up within digital data infrastructures 
in order that they are preserved for future 
generations, become accessible to re-use and 
combination with other small and big data, 
and more value and insight can be extracted 
from them through the application of big data 
analytics.

Conclusion

There is little doubt that much of the rhetoric 
concerning big data is hyped and is booster-
ist, especially that produced by companies 
seeking to push new big data products, or 
research centres seeking to capture grant 
income. At the same time, there is no doubt 
that big data are qualitatively different to 
traditional small data and it does offer the 
potential to change how business is con-
ducted, societies are governed, and academic 
research conducted. Big data and new data 
analytics do offer the possibility of reframing 
the epistemology of science, social science 
and humanities (though it will not lead to the 
‘end of theory’), and such a reframing is 
already actively taking place across disci-
plines. Nonetheless, small data studies will 
continue to be valuable because they have a 
tried and tested track record of producing 
insights by working a narrow seam and due 
to the various shortcomings of big data. As 
such, one can argue that there is a revolution 
underway, and that it will have profound 
effects, but that it will not lead to full-scale 
regime change. With respect to social media 
data then, its analysis will no doubt have a 
strong and positive impact on sociological 
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and geographical research, providing a very 
rich, extensive, longitudinal set of data and 
studies, but these are most likely to comple-
mentary to a plethora of other studies.
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4
Building Interdisciplinary 

Social Media Research Teams: 
Motivations, Challenges, and 

Policy Frameworks

A n a b e l  Q u a n - H a a s e  a n d  L o r i  M c C a y - P e e t

Interdisciplinary research (IDR) has become 
integral to the evolving field of social media 
research. But, what drives interdisciplinary 
approaches in social media research? Is it 
the methodological challenges of under-
standing multilevel social phenomena that 
lead to the formation of teams that integrate 
concepts, frameworks, and methodologies 
from various disciplines? In the context of 
social media research, this chapter describes 
what interdisciplinary teams are, motiva-
tions for their development, challenges 
faced, and the policies that currently help 
and hinder their success. Prior research dem-
onstrates the importance of interdisciplinar-
ity for creativity and innovation as well as 
the difficulties associated with achieving 
coherence when teams consist of members 
with diverse disciplinary backgrounds, who 
are located in different institutions or geo-
graphical locations. This leads us to con-
clude that some diversity is necessary, but 

too much diversity can get in the way of 
achieving successful research outcomes. We 
propose ways in which the social media 
research community can strengthen the out-
comes of IDR teams and work satisfaction 
through community discussions on the com-
position, practices, and outcomes of IDR 
teams and the development of social media 
IDR toolkits.

Introduction

Social media are generally defined as ‘web 
sites and applications which enable users to 
create and share content or to participate in 
social networking’ (Merriam Webster, n.d.). 
Social media research entails the study of 
various platforms that host user-generated 
content, the data created by users on these 
sites–including profiles, updates, posts, and 
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comments–and the patterns and networks 
that emerge from interactions among users. 
As a result of the diversity of research prob-
lems that can be examined, it is an area of 
research best tackled by scholars from a 
variety of different disciplines (Kane, Alavi, 
Labianca, and Borgatti, 2014) who can draw 
on diverse methods, theoretical lenses, and 
interpretative frameworks (Aragón, Laniado, 
Neff, Ruiz de Querol, Kaltenbrunner, Ullod, 
Kappler, and Volkovich, 2012).

The literature on IDR teams that focuses 
on social media research questions is 
sparse (exceptions include, Aragón et  al., 
2012; Stieglitz, Dang-Xuan, Bruns, and 
Neuberger, 2014). While much academic 
writing has addressed what interdisciplinar-
ity means (Huutoniemi, Klein, Bruun, and 
Hukkinen, 2010), how it is implemented 
(Quan-Haase, Suarez, and Brown, 2014; 
Balakrischnan, Kiesler, Cummings, and 
Zadeh, 2011), its benefits and challenges 
(Siemens, 2009), and the role of policy 
(Cummings and Kiesler, 2007), few stud-
ies explicitly focus on teams investigating 
social media-related research problems. 
Rather, research has examined academics’ 
use of social media in the context of work 
(Gruzd, Staves, and Wilk, 2012; Rasmussen 
Neal, 2012), their integration of specific 
platforms for research purposes (Holmberg 
and Thelwall, 2014; Quan-Haase, Martin, 
and McCay-Peet, 2015), and their personal 
experiences with reaching other scholars 
and the public through their social media 
engagement (Ross, Terras, Warwick, and 
Welsh, 2011; Clavel, Fox, Leo, Quan-Haase, 
Saitta, and LaDale, 2015). We begin this 
chapter by defining what interdisciplinary 
research teams are in the context of social 
media scholarship. We then explore some 
of the motivations for the development of 
IDR teams and the challenges that accom-
pany this particular type of teamwork. Our 
discussion ends with an overview of current 
policy initiatives and how these affect the 
building of IDR teams.

Interdisciplinary research 
teams defined

Since the 1960s, interdisciplinary research 
(IDR) has become a very attractive, yet chal-
lenging, research approach (Huutoniemi 
et  al., 2010): it has the potential to address 
research questions and problems, but does 
not align with a single academic discipline 
(Stember, 1991). IDR is difficult to define, 
operationalize, and evaluate and ‘best under-
stood not as one thing but as a variety of 
different ways of bridging and confronting 
the prevailing disciplinary approaches’ 
(Huutoniemi et al., 2010: 80). IDR does not 
necessarily call for a team approach. Rather, 
it may be practiced by a single scholar who 
draws on theoretical and/or methodological 
approaches from two or more disciplines or 
fields to address a research problem or ques-
tion that does not fit within the confines of a 
traditional discipline. For example, an inter-
disciplinary doctoral project conducted at the 
University of Oslo by Niamh Ní Bhroin 
(University of Oslo, 2014) titled ‘Social 
Media and Minority Language Users’ draws 
on both social sciences and humanities 
research methods to examine the meanings 
minority language users give to the term 
social media. IDR has also been used to refer 
to collaborations between researchers and 
industry, non-profit, and government part-
ners who come together with the aim of 
developing new products or processes. An 
example of this kind of collaboration is the 
interdisciplinary team of researchers from 
the Museum of Anthropology (MOA), the 
Musqueam Indian Band, and Simon Fraser 
University in Canada, who worked together 
to develop an interactive tabletop exhibit 
designed to encourage dialogue among visi-
tors to the Museum of Anthropology (MOA) 
(Luckow, 2015). Most commonly IDR is 
associated with the efforts of a team of 
researchers from disparate disciplines, work-
ing toward a shared goal. Conole, Scanlon, 
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Mundin, and Farrow, in their discussion of 
IDR research in the field of technology 
enhanced learning, described interdiscipli-
narity as a way in which ‘researchers from 
two or more disciplines bring their approaches 
and adapt them to form a solution to a new 
problem’ (2010: 6). Our discussion of IDR 
shows that numerous approaches exist to 
embark on this kind of work, varying in 
scope, scale, and mode of integration.

IDR is often used as an umbrella term for 
a variety of forms of research that cross dis-
ciplinary boundaries. Each type of research, 
however, has its own processes, goals, and 
outcomes (Huutoniemi et al., 2010; Stember, 
1991). Stember (1991) proposed a research 
typology, which ranged from intradiscipli-
nary, or within disciplinary research, to trans-
disciplinary, the most holistic approach to 
research, which seeks to unify disparate dis-
ciplinary perspectives into a new discipline. 
Between intradisciplinary and transdiscipli-
nary lie a wide range of research approaches. 
Cross-disciplinary research occurs when a 
researcher views a discipline from an alterna-
tive discipline’s perspective. Multidisciplinary 
research requires researchers from multiple 
disciplines working independently to provide 
multiple perspectives on a research problem, 
while interdisciplinary research seeks to inte-
grate multiple disciplines in order to best 
solve a single research problem.

We use the term interdisciplinary in its 
broadest form, referring to ‘all collabora-
tion across epistemological boundaries’ 
(Huutoniemi et al., 2010: 83) or ‘a mode of 
research that transgresses traditional discipli-
nary boundaries’ (Siedlok and Hibbert, 2014: 
197). One definition of IDR that captures this 
broad perspective on interdisciplinarity is 
provided by the National Science Foundation 
(NSF) on its web site:

a mode of research by teams or individuals that 
integrates information, data, techniques, tools, 
perspectives, concepts, and/or theories from two 
or more disciplines or bodies of specialized knowl-
edge to advance fundamental understanding or to 
solve problems whose solutions are beyond the 

scope of a single discipline or area of research 
practice. (National Science Foundation, 2014: n.p.)

The NSF stresses that integration can occur 
across disciplines in a wide range of areas, 
including the use of tools and techniques, 
which is of particular relevance to discus-
sions of IDR in social media scholarship, 
as illustrated in our discussion on motiva-
tions for IDR social media teams. The take 
away message then is that different groups 
interpret the meaning of interdisciplinarity 
in different ways, and for some it is simply 
working in teams while for others it consists 
of a deeper level of integration in terms of 
mixing philosophical standpoints such that 
the starting point for the research is an inter-
disciplinary theoretical framework (e.g., 
Love and Cooper, 2015).

Motivations for building IDR 
social media teams

Much effort has gone into the creation of 
boundary spanning teams that are large, 
diverse, and geographically dispersed as a 
means to foster innovation and creativity, and 
to solve complex problems (Balakrishnan 
et  al., 2011; Quan-Haase et  al., 2014). This 
movement toward interdisciplinarity is also 
visible in social media research, which has 
attracted a diverse set of scholars from a wide 
range of disciplines. Social media IDR 
focuses on integrating very specific kinds of 
expertise: there is a need to integrate techni-
cal expertise more common in computer sci-
ence and engineering with domain-specific 
knowledge about social phenomena existent 
in the social sciences and humanities. 
Analysis cannot be limited to looking at and 
visualizing patterns, rather approaches need 
to be developed that give justice to what is 
essentially social data and interpret the data 
in light of social processes.

Through a systematic review of the 
IDR literature, Siedlok and Hibbert (2014) 
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identified three main ‘drivers’ of IDR, which 
shed light on why social media researchers 
may be drawn to this kind of collaborative 
endeavour:

1	 Complexity: the assumption that complex prob-
lems require complex solutions through IDR 
approaches.

2	 Motivational factors: the combination of per-
sonal and professional reasons for undertaking 
IDR (e.g., intellectual curiosity and career oppor-
tunities).

3	 Creative potential: the idea that IDR will lead to 
innovative and new approaches and solutions, 
that can also benefit ‘native disciplines’.

All three of these factors apply to what moti-
vates social media IDR teams to form and 
will be discussed next in more detail.

Complexity

Social media research problems tend to be 
complex. As various studies have demon-
strated, there is an ‘emerging need to con-
tinuously collect, monitor, analyze, 
summarize, and visualize relevant informa-
tion from social interactions and user-
generated content in various domains’ 
(Stieglitz et  al., 2014: 90). Each of these 
activities requires an understanding of the 
intricacies of how social media platforms 
work and their technical specifications. What 
further complicates the study of social media 
data is that these data tend to be networked in 
nature, making it difficult to determine what 
data to collect and where to draw boundaries. 
Also, social media data are dynamic and can 
be investigated at various levels of analysis 
ranging from characteristics of individuals, 
to network topological features, to changes 
occurring over time.

Previous studies suggest that social media 
scholarship is best addressed in IDR teams 
because social media research requires the 
integration of technical expertise with knowl-
edge of social phenomena. Kane et al. (2014) 
have described this unique requirement of 

social media scholarship in terms of two 
challenges:

1	 the technological challenge: understanding 
which platforms count as social media, and 
where the boundaries need to be drawn between 
these sites and

2	 the behavioral challenge: investigating what 
users of these sites do, why they do this, and 
what it actually means.

Hence, a genuine curiosity for providing 
answers to research questions that require 
a seamless integration of the technological 
and behavioural domains drive the build-
ing of IDR teams. While Kane et al. (2014) 
originally define the technological challenge 
as identifying social media platforms, it is 
important to realize that many other tech-
nological challenges are present in a social 
media project. These also include such tasks 
as scraping data, data preparation for analy-
sis, and data manipulation. Social theory can 
drive the formulation of important research 
questions and hypotheses, instead of relying 
on data fishing (Anderson, 2008). But techni-
cal expertise alone does not provide a good 
understanding of social phenomena, only 
through the application of pertinent social 
theory can scholars make sense of patterns in 
data – this is the behavioural challenge.

Teams can be particularly relevant. When 
‘off the shelf’ tools are unavailable for 
answering a specific research question, it is 
then imperative to have team members who 
are able to develop a sound approach to 
acquire the needed data. One participant in 
Balakrishnan et al.’s study on research team 
integration, for example, reported that ‘a lot 
of the code in my group has been written 
with a computer scientist and an astronomer 
working side-by, literally, sitting side-by-
side at a single keyboard’ (2011: 523). There 
are regular requests for information via the 
Association of Internet Researchers list serv 
(AIR-L), for example, on how to collect and 
analyze specific types of social media data 
from particular groups of people. While there 
are an increasing number of tools available 
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to social media researchers, developing an  
interdisciplinary social media team that is 
able to tackle the intricacies of the group’s 
research problem by creating the right 
tools for the job is advantageous. Moreover, 
tools such as Topsy (http://topsy.com) provide 
researchers with a way to search and analyse 
social media data, but having team members 
with the knowledge and understanding of the 
technological limitations of specific data col-
lection and analysis techniques is critical.

While the technological and behavioral 
challenges are key drivers in the building of 
IDR teams, a third key factor is the ethical 
challenge. Much recent writing has called for 
careful consideration of the ethical under-
pinnings in collecting and storing massive 
amounts of user-generated content, even if 
technically possible. Beninger et  al. (2014) 
report that not all users of social media sites 
are comfortable with (or aware of) their data 
being utilized for analysis without their prior 
consent. boyd and Crawford (2012) also 
draw attention to problems inherent in the 
collection of big data without sufficient con-
sideration of the ethical dimensions. While 
small-scale studies do not harvest massive 
amounts of data, they may equally encoun-
ter ethical concerns with the use of data from 
participants without prior consent (Sloan and 
Quan-Haase, Chapter 39, this volume). This 
may actually be an even greater concern for 
small-scale qualitative researchers, where it 
is easier to identify single users. As a result 
it becomes increasingly important to engage 
in critical discourses around how data from 
social media are gathered and used in schol-
arly research. To properly assess and take into 
account the ethical dimensions of any social 
media project, it is important to include team 
members who have this kind of expertise.

Motivational Factors

Individual-level motivational factors for 
joining social media IDR teams include a 

genuine curiosity to discover how a research 
problem can be tackled from different per-
spectives. Networking with colleagues in 
other disciplines can have many benefits 
including the sharing of ideas, consulting 
about technical aspects of the problem, dis-
cussing appropriate theoretical approaches, 
and disseminating research findings (Quan-
Haase et al., 2014). The premise of conduct-
ing research activities in social media IDR 
teams is to fall nothing short of fully inte-
grating research activities, thus it goes 
‘beyond post facto reporting back by net-
working across sectors throughout the entire 
research process’ (Sprain, Endres, and 
Petersen, 2010: 443). This entails engaging 
as a team in a wide range of activities includ-
ing research design, data collection, analy-
sis, interpretation, and the write-up and 
dissemination of findings. In some social 
media IDR teams, this networking is not 
limited to scholars but often includes trans-
sectoral ties with stakeholders and policy 
makers who are interested in a specific 
research problem (Quan-Haase et al., 2014; 
Sprain et al., 2010).

Hand-in-hand with personal motivations 
for IDR research are the career opportunities 
that can include, for example, the establish-
ment of large clusters of interdisciplinary 
scholars with the goal of increasing the 
exchange of information, collaborative writ-
ing and publishing, as well as the possibilities 
for networking with experts across domains. 
Becoming a member of large research clus-
ters can be beneficial in applying for grants, 
as funding agencies encourage, and often also 
require, an IDR component in their call for 
proposals (Siedlok and Hibbert, 2014). This 
suggests that the move towards IDR teams is 
not only an organic development, but is also 
a result of pressures from funding organiza-
tions and their views of how innovation, new 
insights, and complex research problems are 
best tackled. These funding pressures will 
be discussed in more detail in the section on 
policy to follow.
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Creative Potential

The third driver for IDR is the creative poten-
tial resulting from combining diverse 
domains of knowledge and skill sets. Social 
media IDR has seen creativity emerge in 
three areas. First, innovative approaches have 
resulted from combining quantitative and 
qualitative scholarship to provide a more 
complete picture of social phenomena 
(Aragón et al., 2012). Second, a wide range 
of tools have been developed geared toward 
specific aspects of data management. The 
Collaborative Online Social Media 
Observatory (COSMOS) is a prime example 
of a software platform ‘that reduces the tech-
nical and methodological barriers to access-
ing and analysing social media and other 
forms of open digital data’ (COSMOS, n.d.; 
Morgan, Chapter 26, this volume) and is 
under development by an IDR team that 
crosses disciplines and institutions. But more 
importantly, social media IDR has generated 
new insights that are qualitatively different 
from those generated within a single disci-
pline, through the application of theories, 
methodologies, and epistemologies that inte-
grate the strengths of varied disciplinary 
approaches.

Challenges

There are numerous motivations for building 
IDR teams in the context of social media 
research as discussed above. At the same 
time, it is important to realize that these pro-
jects also face a number of challenges that 
may lead to failure. While successful social 
media research gets published and discussed, 
little is known about those projects that falter. 
A series of workshops organized in 2015 by 
Katrin Weller and Luca Rossi entitled #Fail – 
the Workshop Series aim to ‘collect cases in 
which approaches for social media studies 
did not work out as expected’ (#Fail!, 

2015: n.p.). This workshop series, described 
in more detail at https://failworkshops.word-
press.com, will provide important insights 
into the challenges experienced by IDR teams 
and social media research teams in general 
and help with the development of best prac-
tices for their future implementation.

Next we discuss eight central challenges 
that IDR presents in general and in the con-
text of social media research specifically.

1. Technological: The more complex the 
problem under investigation, requiring the 
collection, for example, of very specific types 
of data from a subset of social media data, the 
more difficult it may be to overcome some of 
the technological challenges associated with 
social media data collection. While some 
social media research may rely on methods 
such as surveys and interviews to collect data 
(e.g., Quan-Haase et al., 2015), a significant 
portion of social media research relies on data 
scraped directly from social media sites; for 
example, Twitter network analysis (Kwak, 
Lee, Park, and Moon, 2010) or content analy-
sis of tweets (Bogers and Björneborn, 2013). 
What data can be scraped is dependent on the 
technological nature, affordances, and limi-
tations of the social media site (e.g., privacy 
settings, data accessibility). For example, 
users can generally provide as little or as 
much information about themselves as they 
wish to create and establish a profile and they 
can choose to make some or all of the infor-
mation they do share with a social media site 
private. Questions relating to the representa-
tiveness of any data collected from social 
media sites have been raised as a result of 
the lack of information about users. Though 
efforts are underway to automatically iden-
tify characteristics such as age, gender, and 
occupation of social media users (Sloan 
et al., 2015), social media researchers often 
cannot collect the data needed to ensure rep-
resentativeness or even describe the sample 
population.

Representativeness is an issue for non-IDR 
teams such as computer scientists examining 
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an entire social media population (e.g., all 
Twitter data within a particular time frame), 
as representativeness is in part a function of 
technology. Results may be skewed by data 
missing due to privacy settings. Holes in the 
data are potentially a serious issue for IDR 
teams who are tackling complex problems 
relating to a subset of the population of a social 
media site or a particular social phenomenon. 
Bogers and Björneborn (2013) note that, at 
the time of their research, Twitter limited the 
total number of public tweets that could be 
accessed using the API to 1%. The unknown 
number of missing private messages together 
with the 99% of missing public tweets, 
however, did not present a significant meth-
odological issue for Bogers and Björneborn 
(2013). This was because of their specific 
interest in the use of the word serendipity in 
tweets and the unlikelihood the 1% of tweets 
would be biased for or against tweets with 
#serendipity in them. But the potential for 
bias exists. For example, Abdesslem, Parris 
and Henderson (2012) point out the difficulty 
of investigating attitudes toward privacy 
using data collected from Facebook, as the 
data from a portion of Facebook users who 
keep their profiles private are missing from 
their dataset by default, leading to potentially 
significant biases in results.

2. Data collection, management, and 
sharing: Related to technological issues are 
the challenges of collecting, managing, and 
sharing data and the software necessary to 
store, build, analyze, and visualize data sets 
across multiple departments or institutions 
in IDR collaborations. Social media IDR 
teams must be aware of the policies and 
ethics around the collection and sharing of 
social media users’ information that may 
differ from institution to institution, and the 
laws that may differ from country to coun-
try (Simeone, Guiliano, Kooper, and Bajcsy, 
2011). Wilkinson and Thelwall (2011) point 
out that there are three main ethical issues 
in the social sciences that extend, how-
ever imperfectly, to social media research: 
informed consent, privacy, and anonymity 

(see Beninger, Chapter 5, this volume). User 
expectations in the context of social media 
research relating to all three issues vary based 
on, for example, the social media site used 
for research and the sensitivity of the data 
collected and for what purpose (Beninger, 
Fry, Jago, Lepps, Nass, and Silvester, 2014). 
Through focus groups and in-depth inter-
views with 34 participants, Beninger et  al. 
(2014) found that some social media users 
believe that if posts are published in papers 
emanating from the research, informed con-
sent may be necessary. In particular, they 
advocate for informed consent when the 
post is sensitive in nature, to confirm that 
the user’s opinion has not changed and to 
allow users to understand the purpose of the 
research and its quality. Because of the rela-
tive novelty of social media research, ethics 
policies will continue to change as research-
ers push the boundaries and users push back, 
making it imperative for social media IDR 
researchers to be aware of differences in eth-
ics policies that may exist across institutions 
as policies change based on deeper under-
standing of the types of user expectations 
Beninger et al. (2014) found.

3. Dissemination/Publication: The pres-
sure to publish in academia is intense. For 
large IDR projects with many different 
researchers making significant intellectual 
and practical contributions, deciding author-
ship on publications requires the development 
of team policies regarding acknowledge-
ments and authorship credit (Simeone et al., 
2011). Beyond issues of authorship within 
teams, there are multiple challenges relat-
ing to the dissemination of IDR team find-
ings and products that have the potential to 
dissuade researchers from IDR, make insti-
tutional recognition for IDR difficult, or pre-
vent IDR projects from reaching outcomes 
that could be valuable to the larger research 
community. Social media IDR teams need to 
be aware of challenges relating to discipline, 
quality, transferability, and peer review, to 
help mitigate or overcome them. We discuss 
each of these challenges next.
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a. Disciplinary and institutional differ-
ences: Different disciplines and institutions 
may place different values on research prod-
ucts. This is particularly pertinent for social 
media IDR teams that may not only be pub-
lishing their findings, but also developing the 
research tools that enable data analysis and 
subsequent publication. For example, while 
scholars in the humanities are increasingly 
not only using but developing digital tools 
for their research, these activities are not 
always identified in tenure and promotion 
policies (Siemens, 2013). It may be challeng-
ing for IDR teams to work together in soft-
ware development when members may not 
be equally recognized for their work by their 
respective departments or institutions.

b. Perception of quality: It is difficult to 
assess the quality of IDR outputs when dis-
ciplines have different criteria (Borrego and 
Newswander, 2010). As such, some IDR 
detractors perceive it as less rigorous and 
superficial with more trivial outcomes (see 
Siedlok and Hibbert, 2014). Overall in the lit-
erature there is little to no evidence suggest-
ing that IDR is of lesser quality compared to 
disciplinary research. It is also important to 
consider that IDR is an emerging work struc-
ture that needs time to develop best practices 
and as a result needs to be allowed room for 
trial and error. Also, relevant markers of qual-
ity (validity and reliability) need to be devel-
oped to ensure they are relevant to evaluating 
IDR research outcomes. Publishing IDR 
is thus challenging (Aragón et  al., 2012); 
journals often favour disciplinary research 
(Siedlok and Hibbert, 2014) and discipli-
nary journals are generally more highly cited 
and prestigious than interdisciplinary ones 
(Conole et  al., 2010). When IDR is con-
ducted across institutions, where to publish 
becomes further complicated by differences 
in institution’s perspectives on the best jour-
nals in which to publish (Cummings and 
Kiesler, 2007).

c. Transferability: One outcome of IDR 
teams can be the creation of tools for the col-
lection, analysis, and visualization of social 

media data. Despite their innovativeness, 
these tools may be widely used beyond the 
project, unlike that enjoyed by tools such as 
Gephi and Netlytic, because of their speci-
ficity. While some propose the development 
of more generic tools that could be used 
by researchers and industry (Aragón et  al., 
2012), one of the challenges may be the lack 
of funding to sustain tool development and 
provide support to users that goes beyond the 
life of a project (Balakrishnan et al., 2011).

d. Peer review: Traditionally, peer-review 
is discipline-specific, but to evaluate IDR, 
the peer-review process needs to be both 
flexible and expert enough to assess research 
that crosses disciplinary boundaries (Conole 
et al., 2010; Bammer, 2012). For example, in 
practice, due to the nature of IDR, referees 
are often not peers and are unfamiliar with 
components of the research, leading either 
to overly harsh criticisms (Bammer, 2012) 
or a lack of criticism. Consideration for the 
data collection tools and techniques produced 
by IDR teams is also needed. How are these 
tools best evaluated? TaPoR (http://www.
tapor.ca/), a portal for research tools for tex-
tual study, has links to over 20 tools for social 
media analyses. But what kind of peer-review 
system is in place for tools developed for use 
by social media IDR teams?

4. Financial: Though funding for interdis-
ciplinary research exists, securing sufficient 
funds to manage and support large teams is 
a challenge, particularly when multiple insti-
tutions are involved that have different insti-
tutional structures and policies (Cummings 
and Kiesler, 2007). IDR projects often need 
infrastructure support (e.g., labs) and ‘glue 
money’ (Bammer, 2012) that will provide 
teams with the necessary funds to meet in 
person (see section 5 on ‘language, culture, 
and communication’) to overcome further 
financial burdens relating to the geographi-
cal distance between IDR team members due 
to the cost of travel for face-to-face meetings 
(Cummings and Kiesler, 2007).

5. Language, culture, and communica-
tion: Borrego and Newswander (2010) note 
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that language is one of the more commonly 
cited challenges to interdisciplinary research, 
underlining the importance of establishing 
common ground, for example, in the form 
of terminology within IDR teams during the 
team-building process. Though concepts are 
often studied across numerous disciplines, 
each develops its own vocabulary, making 
communication among scholars on interdisci-
plinary teams difficult (Chuk, Hoetzlein, Kim, 
and Panko, 2011; Conole et al., 2010). Because 
IDR teams are often separated by distance, 
the opportunity to establish common ground 
through face-to-face communication can be 
rare, leading to a reliance on synchronous 
and asynchronous communication and col-
laboration technologies (Quan-Haase, 2012). 
However, even with technologies that afford 
communication, colocation is preferable for 
optimal conditions for collaboration and inter-
disciplinary work (Cummings and Kiesler, 
2007; Wellman, Dimitrova, Hayat, Mo, and 
Smale, 2014). Cummings and Kiesler (2007) 
suggest that providing training for researchers 
on how to manage interdisciplinary and multi-
university projects may mitigate the problems 
associated with the complexity of collabo-
ration. For example, knowledge transfer 
activities – such as co-authorship, workshops, 
brainstorming, and student exchanges – were 
good predictors of short-term outcomes for 
multi-university collaborations including 
knowledge transfer, tools, training, outreach, 
collaboration, and opportunities for new lines 
of research (Cummings and Kiesler, 2007).

While the use of communication technol-
ogy and, training opportunities for in-person 
team interactions can assist in overcoming 
language and communication barriers and 
challenges, Balakrishnan et al. (2011) found 
in their research on team integration that mis-
understandings and conflict may not be all 
bad. Instead, they can yield unexpected ideas, 
help to view a concept from new perspec-
tives, and question established beliefs. This 
finding suggests that initial problems stem-
ming from different disciplinary cultures and 
language can benefit the project if teams take 

the opportunity to critically examine their 
‘preconceived notions of the world’ (Eco, 
1998: 54) in order to see something from a 
new angle.

6. Theory and method: IDR social media 
teams bring a variety of theories and meth-
ods to the table, which are not always eas-
ily understood by fellow team members. Any 
study drawing on social media data is bur-
dened with a myriad of decisions concerning 
how the data will be collected, what parsing, 
scraping, and standardization techniques will 
be employed, and how the analysis will pro-
ceed. For example, qualitative approaches to 
research are often foreign to those research-
ers trained in quantitative methodology and 
vice versa. When a sociologist working in 
an interdisciplinary social media research 
team voiced concern that the team col-
lect data from at least a couple of hundred 
social media users, a computer scientist com-
mented, ‘Either we study the whole network 
of 10 million users, or it doesn’t make sense 
to study it at all!’ (Aragón et  al., 2012: 1). 
This conversation suggests that regardless of 
whether scholars come from a humanities, 
social science, or computer science back-
ground, they need to make decisions that will 
affect the kinds of results they will obtain and 
ultimately the insights they can produce.

Stieglitz et al. (2014) also identified vari-
ations in perspectives and objectives as a 
major challenge for social media teams. They 
contrast the objectives of computer scientists 
to develop ‘algorithms and tools for analyz-
ing, mining and predicting changes in the 
structures and processes of social networks’ 
(2014: 91) with those of social scientists who 
seek to investigate the effects of social media 
adoption and use on social phenomena such 
as activism, political participation, and voter 
turnout. Another key difference in perspec-
tive is that computer scientists aim to develop 
new methods to harvest social media data 
effectively, while social science, business, 
and humanities researchers see social media 
as ‘a sensor network and a laboratory for 
natural experimentation, providing valuable 
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indicators and helping to test hypotheses 
about social interactions as well as their eco-
nomic, political and societal implications’ 
(Stieglitz et al., 2014: 91). This necessitates 
close collaboration to be able to articulate 
shared goals and methodologies.

7. Education: Borrego and Newswander 
(2010) note that despite the proliferation of 
interdisciplinarity, there has been very lit-
tle graduate student training provided to help 
ensure scholars and scientists are sufficiently 
prepared to successfully implement IDR. 
Borrego and Newswander (2010) found that 
graduate students in interdisciplinary programs 
were not being trained in how to establish 
common ground with researchers from other 
disciplines, a skill highly transferable to work 
in IDR teams. For work in social media IDR 
teams, being able to establish common ground 
is essential, as team members may either be 
more familiar with large-scale quantitative 
approaches or with small-scale studies aimed 
at modelling or theorizing social phenomena. 
Balakrishnan et al. (2011) show that frequently 
meeting to examine intermediate results of the 
project can help increase awareness of various 
disciplines’ cultures and knowledge domains. 
For all involved in social media IDR (includ-
ing junior and senior academics and graduate 
students) then, it is important to be closely 
involved in discussions around intermediate 
project results to obtain that understanding and 
be able to use it to guide the collaboration. We 
discuss graduate education further in the sec-
tion to follow on policy.

8. Leveraging knowledge and skills: 
Reflecting on their challenges as an IDR 
team conducting social media research, 
Aragón et al. (2012) note, ‘we are constantly 
grappling with the challenge of how to lev-
erage the unique array of methodological 
approaches and theoretical perspectives that 
our team members bring to the table in order 
to produce cutting edge research’ (Aragón 
et al., 2012: n.p.). For Aragón et al.’s (2012) 
team this goes beyond what they refer to as 
‘siloed research communities, rarely interact-
ing with one another’ a to develop ‘integrated 

approaches, which incorporate methods and 
results from both types of research [quantita-
tive and qualitative]’. In this way, the team 
leverages different types of expertise from 
each team member.

Institutional policies and 
procedures to encourage 
Social Media IDR

This section discusses existing problems  
that may impede the development of good 
IDR policy, how policy may be hampering IDR, 
and shortfalls of education policy relative to 
IDR, which all have direct implications for 
social media IDR. Policies designed to 
encourage IDR are evident in universities and 
national and international research funding 
agencies and programs. A good example of 
how at the university-level IDR policy is 
reflected in funding initiatives can be seen at 
the University of Aberdeen’s Principal’s 
Interdisciplinary Fund awards grants which 
‘support activities which lead to the develop-
ment of high quality research proposals that 
are clearly interdisciplinary’ (University of 
Aberdeen, 2015: n.p.). On the national level, 
one of the objectives of the Social Sciences 
and Humanities Research Council of 
Canada’s (SSHRC) Insight Grant competi-
tion is to ‘build knowledge and understand-
ing from disciplinary, interdisciplinary and/or 
cross-sector perspectives through support for 
the best researchers’ (SSHRC, 2016: n.p.). 
These university level and national initiatives 
are not specifically aimed at social media 
IDR, but are supportive of the types of col-
laboration that underlie social media research. 
The Digging into Data Challenge, an interna-
tional research funding initiative, is designed 
‘to foster interdisciplinary collaboration 
among researchers in the humanities, social 
sciences, computer sciences, library, archive, 
information sciences, and other fields, around 
questions of text and data analysis’ (Digging 
into Data Challenge, 2014: n.p.). Again, 
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international funding initiatives do not 
directly target social media IDR, but could 
support such projects. There are also national 
funding programs in place that promote IDR 
by connecting researchers with end users 
(e.g., ARC Linkage Projects in Australia; 
Mitacs in Canada). The Australian Research 
Council’s (ARC) Linkage Projects scheme is 
one example and states that it:

…provides funding to Eligible Organizations to 
support research and development (R&D) projects 
which are collaborative between higher education 
researchers and other parts of the national innova-
tion system, which are undertaken to acquire new 
knowledge, and which involve risk or innovation. 
(Australian Research Council, 2013: n.p.)

One social media IDR project that was 
recently funded by ARC is entitled ‘Social 
networks, belonging and active citizen-
ship among migrant youth in Australia’ 
(#LP0989182). The project involved 
researchers from two universities as well 
as the Australian Red Cross and the Centre 
for Multicultural Youth (Deakin University, 
2014), and integrated sociology, political 
theory, and cultural studies perspectives 
(F. Mansouri and Z. Skrbis, personal commu-
nication, February 17, 2015).

Despite what appears to be support for 
IDR at many levels and in various countries 
through funding earmarked for IDR (or at 
least open to it), there is disagreement over 
whether there is enough support for IDR 
and whether policies designed to foster  
IDR are sufficiently informed to truly facili-
tate it in practice (Bammer, 2012; Siedlok 
and Hibbert, 2014).

Impediments to the development 
of good IDR institutional 
policy

There exists a range of parameters and activi-
ties that change the dynamics of IDR teams 
and require consideration when it comes to 

developing meaningful policy. This is evi-
dent, for example, in the scope and scale of 
the IDR work.

Scope: The disciplines combined in social 
media IDR may be close together (e.g., history 
and literature) or farther apart (e.g., linguis-
tics and biology), i.e., the scope of IDR can be 
‘narrow’ or ‘broad’ in nature (Klein, 2014). 
Social media research often necessitates the 
synergizing of diverse sets of technical skills 
combined with methodological innovations 
and knowledge of social phenomena, thus 
lending itself to IDR research broad in scope. 
For example, the data collection and analysis 
process can be cumbersome and skills that 
enable the scraping, cleaning, and manipu-
lating of large sets of data are more in line 
with those of computer scientists than social 
science or humanities scholars. But the data 
alone cannot provide answers, as the analy-
sis and interpretation of data often needs to 
be informed by theoretical understandings of 
human behavior. An example of broad social 
media IDR is the NSF project undertaken by 
Ming-Hsiang Tsou (Principal Investigator) 
which examines ‘Spatiotemporal model-
ling of human dynamics across social media 
and social networks’ (award #1416509) and 
comprises a disciplinary mix of geography, 
linguistics, computer science, social sci-
ence, and communication (National Science 
Foundation, 2014). The question we must ask 
is, what policies best support narrow versus 
broad social media IDR? Do we need differ-
ent policies to encourage and support diverse 
kinds of social media IDR teams?

Scale: The scale of social media IDR may 
range considerably in terms of time period, 
geography, and expected goals. A local team 
may come together for a one-to-two-year 
period and with a clear, manageable goal. An 
example of a small-scale project is the team 
of researchers from MOA, the Musqueam 
Indian Band, and Simon Fraser University, 
mentioned earlier in this chapter, who pooled 
the knowledge and expertise of multiple 
stakeholders and disciplines to develop an 
interactive tabletop exhibit (Luckow, 2015). 
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Alternatively, the scale of a project may be 
much larger, involving an international team, 
comprising multiple universities and involv-
ing multiple stakeholders, like the previ-
ously mentioned ARC-funded project which 
involved two universities and two community 
stakeholders with multiple goals (Deakin 
University, 2014). Similarly, we should find 
ourselves asking, what kinds of funding 
policies are needed to support small- versus 
large-scale research? At what scale do social 
media IDR teams work best?

The combinations of scope and scale of 
IDR illustrate the complexity of developing 
policies to support social media IDR and 
highlight the need for more research on IDR. 
Because of a lack of understanding of suc-
cessful IDR research, team composition and 
practices, ‘policy to support and encourage 
interdisciplinary research currently involves 
“muddling through”’ (Bammer, 2012: 4). 
To remedy this, Bammer (2012) and others 
suggest IDR research needs clearer demar-
cations among the different types of IDR, 
standardized reporting processes in order to 
assess IDR projects and make recommen-
dations for future projects, and the devel-
opment of IDR toolkits to help guide teams 
through the research process without having 
to continuously reinvent the wheel. Toolkits 
specifically designed for social media IDR 
would be a valuable resource for teams, mak-
ing them aware of and guiding them through 
some of the complexities of social media 
research that crosses traditional disciplinary 
boundaries.

How policy hampers IDR

While policy intent may be to encourage 
interdisciplinarity and collaboration across 
institutions (Cummings and Kiesler, 2007), 
policy does not appear to be sufficiently fos-
tering and supporting of the unique funding 
needs, research processes, team members 
and outcomes of IDR. We briefly discuss 

three ways in which policies may currently 
be hampering IDR.

1. Surface level interdisciplinarity: Beca
use IDR is desirable or even required by 
some funding agencies and programs, it 
can have the effect of encouraging the hasty 
development of superficial collaborations 
among researchers in order to ‘tick the right 
boxes’ (Siedlok and Hibbert, 2014: 203). 
This also applies to social media IDR, as col-
laborations between computer scientists and 
social scientists could be developed without 
a clear understanding of what each disci-
pline would contribute and how the diverse 
knowledge domains may work in tandem. 
Stember (1991) argues that once funding for 
an IDR project has been secured, proposed 
IDR research may devolve into purely sepa-
rate disciplinary research strands that are 
not fully integrated. As a result of policy, 
therefore, complex projects with multiple 
PIs from more than one institution are cre-
ated (Balakrishnan et  al., 2011) while only 
‘surface level’ collaboration may ensue 
(Conole et al., 2010: 5). Too much diversity 
can have a negative impact on the integration 
and outcomes of IDR teams (Balakrishnan 
et  al., 2011; Cummings and Kiesler, 2007); 
likewise, ‘having fewer PIs can help focus 
tasks and also make opportunities for cross- 
fertilization easier to plan’ (Balakrishnan 
et al., 2011: 531). In social media IDR, ensur-
ing clear roles exist among team members 
may help ensure a team’s success.

2. Time: The length of time social media 
IDR takes is also an important consideration 
relative to institutional and funding policies. 
Continuous funding can pose a problem for 
those projects whose outcomes are in the form 
of innovative processes, tools, or products. As 
funding agency priorities change the likeli-
hood of securing funding beyond the projects 
initial stages decreases (Balakrishnan et  al., 
2011). Tool development for the gathering, 
analysis, and visualization of social media 
data is laborious, challenging, and unpre-
dictable. The time from initiation of the IDR 
project to the dissemination of research often 
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extends past periods of research funding and 
there is often little support within university 
departments for research that is both time 
consuming and risky (Balakrishnan et  al., 
2011), dissuading researchers from conduct-
ing IDR (van Rijnsoever and Hessels, 2011).

3. Recognition: Current measures of aca-
demic success in universities do not favour 
social media IDR. Researchers in academic 
institutions are evaluated on the strength of 
their publication record, which may have 
the effect of punishing IDR researchers who 
publish in interdisciplinary venues, which 
have less impact and prestige than disci-
plinary publications (Conole et  al., 2010). 
Similarly, graduate students involved in IDR 
teams must also keep their end-goal in mind. 
Despite the funding that may be available, 
the difficulty of publishing in top discipli-
nary journals and thus landing a job in aca-
demia may dissuade them from conducting 
IDR research (Balakrishnan et  al., 2011). 
With regard to technology enhanced learning 
(TEL) research, Conole et al. note that while 
its success (not unlike social media research) 
hinges on interdisciplinarity, the TEL com-
munity must play its part in fostering IDR 
practices, ‘and there is a need for changes at 
policy level too, to recognize and reward this 
type of research’ (2010: 5).

Graduate education policy

As with IDR research in general, there are 
also gaps in our understanding of graduate 
student participation in social media IDR 
teams that is preventing the development of 
good policy in higher education. Graduate 
students could benefit greatly from appropri-
ate policy frameworks because they are often 
an integral part of IDR teams and they stand 
to gain valuable, transferable skills for the 
workplace including the development of criti-
cal thinking skills, an awareness of and ability 
to communicate with researchers from vari-
ous disciplines, an understanding of group 

dynamics within a complex project, and the 
ability to give and receive feedback (Borrego 
and Newswander, 2010). One key challenge 
that graduate student training faces is the lack 
of experience of supervisors, course leaders, 
and personnel in setting up IDR teams and 
helping them exchange and integrate exper-
tise across domains. With a lack of experi-
enced instructors, these kinds of skills cannot 
be passed on to trainees.

Policy with respect to IDR has the potential 
to have a significant impact on student learn-
ing and outcomes through the funding avail-
able to hire students to work on social media 
IDR teams. Despite the growing interest in 
preparing graduate students for collaboration 
in IDR teams, little is known about ‘learn-
ing outcomes, methods, or benchmarks for 
assessing interdisciplinary graduate programs 
and associated student learning, particularly 
in science and engineering’ (Borrego and 
Newswander, 2010: 61–62). Bammer noted 
there are ‘few helpful answers about how best 
to educate future interdisciplinary research-
ers’ (2012: 4) and this also applies to the social 
media context. The skills and knowledge to be 
gained from involvement in social media IDR 
are easily transferrable to industry – skills 
such as social media analytics and knowledge 
of how and why people engage with social 
media. Graduate students could potentially 
find jobs outside of academia based on their 
involvement, regardless of whether they are 
located more on the computer science or 
social science side of the spectrum.

Borrego and Newswander (2010) analyzed 
interdisciplinary proposals that were funded 
by the Integrative Graduate Education and 
Research Traineeship (IGERT) program, 
which is one of the most well-regarded 
funding programs for the NSF’s Division of 
Graduate Education (DGE). DGE’s mandate 
is to foster cultural change in graduate educa-
tion and to develop collaborative models that 
transcend traditional disciplinary boundaries. 
Their study’s findings show that a majority of 
interdisciplinary projects identified awareness 
or some understanding of another discipline 

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   52 08/12/16   3:52 PM



Building interdisciplinary social media research teams 53

as their primary learning outcome. Still other 
projects viewed a solid grounding in one dis-
cipline as central to interdisciplinary work 
because this would allow graduate students 
to bring that knowledge to bear on problems 
from other disciplines. Only a few of the 
funded projects provided more detail in terms 
of the learning involved, outlining three core 
areas that aligned with past literature (Boix 
Mansilla and Dawes Duraisingh, 2007):

1	 To appreciate and comprehend methods used in 
other disciplines;

2	 To understand and value other disciplines as they 
relate to their focus discipline, and

3	 To critically reflect on methodological limitations 
within their own as well as other disciplines.

Relative to the inclusion of graduate students 
in IDR teams, it could be expected that stu-
dents would not only obtain a general aware-
ness of studies conducted in other disciplines, 
but would more deeply become involved in 
critical examinations of their methodologies, 
theoretical perspectives and biases. For social 
media IDR projects, the integration of tech-
nical skills and knowledge about social phe-
nomena could constitute a central learning 
outcome. This kind of critical engagement 
with the technical aspects of social media 
scholarship would lead to deep learning as 
graduate students would need to have a good 
grasp of data collection methods, data analy-
sis approaches, and data interpretation in both 
quantitative and qualitative traditions. It is 
this kind of involvement with the data, their 
collection, analysis, visual representation, and 
interpretation that characterizes in part the 
learning outcomes of graduate students who 
participate in IDR teams that tackle research 
problems in social media research.

Conclusion

What should interdisciplinarity look like in 
social media research? Three conclusions 
can be drawn with regards to the building of 

social media IDR teams. First, little is known 
about the composition of IDR social media 
teams in terms of their disciplinary orienta-
tion and the technical skills and knowledge 
team members contribute. Existing gaps in 
our knowledge of social media IDR team-
work prevents the implementation of pro-
grams for graduate students, the development 
of appropriate policy, and the implementa-
tion of IDR teams based on best practice. The 
social media research community would 
make a significant contribution to our under-
standing of IDR by sharing experiences of 
their IDR teamwork with the larger commu-
nity. Community discussion could begin with 
online discussion groups and workshops and 
panels at conferences and extend to publica-
tions with a social media and interdiscipli-
nary focus. The #Fail! (2015) workshop 
series addressing how social media research-
ers can learn from each other’s mistakes is a 
great example of how this kind of gained 
experience can be shared and made available 
online. To get the research on IDR to those 
teams and administrators in the trenches, 
toolkits grounded in case studies could be 
developed to provide guidelines. Toolkits 
could address, for example, best practices for 
integrating team members from the social 
sciences and computer sciences, how to build 
understanding and trust and foster communi-
cation, and develop learning outcomes for 
graduate students that could be adapted 
across other disciplines.

Second, we have proposed a framework 
for IDR in social media, expanding on Kane 
et  al.’s (2014) work, which integrates three 
core areas:

1	 the technological challenge: understanding the 
technical intricacies of various platforms in order 
to harvest, analyze, interpret, and visualize quan-
titative and qualitative data;

2	 the behavioral challenge: investigating what 
users of these sites do and why through the 
application of appropriate social theory; and

3	 the ethical challenge: consideration of the ethical 
and epistemological debates around the collec-
tion, analysis, and use of data from users.
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The need for interdisciplinarity in social 
media research is most salient when we con-
sider the technological challenges of social 
media research, best approached through the 
computer sciences, and the behavioural chal-
lenge, best approached through the social sci-
ences (Kane et al., 2014). Scholars engaged 
in social media IDR can bring to the table 
three core areas of understanding, ranging 
from the technical aspects of data collection, 
analysis, and visualization, to the theories 
underlying social phenomena, to the ethi-
cal aspects of engaging with user-generated 
content.

Finally, there are many challenges that 
impede IDR including, for example, effec-
tively leveraging the skills and knowledge 
of diverse team members and overcoming 
language, culture, and communication bar-
riers. In some cases these challenges can be 
overcome through creativity, but it is clear 
that IDR teams need a broad base of support 
(e.g., institutions, funding agencies) for these 
teams to succeed.

Acknowledgements

We would like to thank two anonymous 
reviewers for their useful comments. This 
research is funded by a SSHRC Insight Grant 
No. R3603A13.

References

#Fail! (2015). #Fail! The workshop series: 
Things that didn’t work out in social media 
research – and what we can learn from them 
[Online]. Retrieved from https://failworkshops.
wordpress.com/

Abdesslem, F.B., Parris, I., and Henderson, T. 
(2012). Reliable online social network data 
collection. In Computational Social Networks: 
Mining and Visualization (pp. 183–210). 
London: Springer-Verlag. doi:10.1007/978- 
1-4471-4054-2

Anderson, C. (2008). The end of theory: The data 
deluge makes the scientific method obsolete. 
Wired. Available from: http://archive.wired.
com/science/discoveries/magazine/16-07/pb_
theory (accessed 3 August 2015).

Aragón, P., Laniado, D., Neff, J.G., Ruiz de 
Querol, R., Kaltenbrunner, A., Ullod, C., Kap-
pler, K., and Volkovich, Y. (2012). Bridging 
the gap: A reflection on an interdisciplinary 
approach to social media research. In 21st 
International World Wide Web Conference 
(www2012) (pp. 1–6).

Australian Research Council (ARC) (2013). 
Linkage projects [Online]. Retrieved from 
http://www.arc.gov.au/linkage-projects 
(accessed 26 July 2016)

Balakrishnan, A.D., Kiesler, S., Cummings, J.N., 
and Zadeh, R. (2011). Research team inte-
gration: What it is and why it matters. Pro-
ceedings of the ACM 2011 Conference on 
Computer Supported Cooperative Work - 
CSCW ‘11, 523–532. doi:10.1145/1958824. 
1958905

Bammer, G. (2012). Strengthening interdiscipli-
nary research: What it is, what it does, how 
it does it and how it is supported (pp. 1–29). 
Australian Council of Learned Academies. 
Retrieved from http://www.acola.org.au/
PDF/Strengthening%20Interdisciplinary%20
Research.pdf (accessed 26 July 2016)

Beninger, K., Fry, A., Jago, N., Lepps, H., Nass, 
L., and Silvester, H. (2014). Research using 
social media: Users’ views. London, UK: 
NatCen Social Research. Retrieved from 
http://www.natcen.ac.uk/our-research/
research/research-using-social-media-users-
views/ (accessed 26 July 2016)

Bogers, T., and Björneborn, L. (2013). Mean-
ingful Coincidences in everyday life shared 
on Twitter. In iConference 2013 Proceedings 
(pp. 196–208). doi:10.9776/13175

Boix Mansilla, V., and Dawes Duraisingh, E. 
(2007). Targeted assessment of students’ 
interdisciplinary work: An empirically grounded 
framework proposed. Journal of Higher Edu-
cation, 78(2): 215–237.

Borrego, M., and Newswander, L. K. (2010). 
Definitions of interdisciplinary research: 
Toward graduate-level interdisciplinary learn-
ing outcomes. The Review of Higher Educa-
tion, 34(1): 61–84. doi:10.1353/rhe.2010. 
0006

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   54 08/12/16   3:52 PM

https://failworkshops.wordpress.com
https://failworkshops.wordpress.com
http://archive.wired.com/science/discoveries/magazine/16-07/pb_theory
http://archive.wired.com/science/discoveries/magazine/16-07/pb_theory
http://archive.wired.com/science/discoveries/magazine/16-07/pb_theory
http://www.arc.gov.au/linkage-projects
http://www.acola.org.au/PDF/Strengthening%20Interdisciplinary%20Research.pdf
http://www.acola.org.au/PDF/Strengthening%20Interdisciplinary%20Research.pdf
http://www.acola.org.au/PDF/Strengthening%20Interdisciplinary%20Research.pdf
http://www.natcen.ac.uk/our-research/research/research-using-social-media-users-views
http://www.natcen.ac.uk/our-research/research/research-using-social-media-users-views
http://www.natcen.ac.uk/our-research/research/research-using-social-media-users-views


Building interdisciplinary social media research teams 55

boyd, d., and Crawford, K. (2012). Critical 
questions for big data: Provocations for a 
cultural, technological, and scholarly phe-
nomenon. Information Communication & 
Society, 15(5): 662–679.

Chuk, E., Hoetzlein, R., Kim, D., and Panko, J. 
(2011). Creating socially networked knowl-
edge through interdisciplinary collaboration. 
Arts and Humanities in Higher Education, 11: 
93–108. doi:10.1177/1474022211426906

Clavel, P., Fox, K., Leo, C., Quan-Haase, A., 
Saitta, D., and LaDale, W. (2015). Blogging 
the city: Research, collaboration, and 
engagement in urban e-planning. Critical 
notes from a conference. International Jour-
nal of E-Planning Research (IJEPR), 4(1). doi: 
10.4018/ijepr.2015010104.

Conole, G., Scanlon, E., Mundin, P., and Farrow, R. 
(2010). Interdisciplinary research: Findings from 
the technology enhanced learning research 
programme [Report], (pp. 1–184). UK: Institute 
of Educational Technology. Retrieved from 
http://www.tlrp.org (accessed 26 July 2016)

COSMOS (n.d.). What is COSMOS? [Online]. 
Retrieved from http://www.cs.cf.ac.uk/
cosmos/ (accessed 26 July 2016)

Cummings, J. N., and Kiesler, S. (2007). Coor-
dination costs and project outcomes in multi-
university collaborations. Research Policy, 
36: 1620–1634.

Deakin University (2014). Australia-India Inter-
disciplinary Research Network [Online]. 
Retrieved from http://www.deakin.edu.au/
arts-ed/centre-for-citizenship-and-globalisation/
research/research-networks/australia-india-
interdisciplinary-research-network (accessed 
26 July 2016)

Digging into Data Challenge (2014). Digging 
into data phase 2 projects: Summary and 
reports [Online]. Retrieved from http://did3.
jiscinvolve.org/wp/2014/11/10/did2-sum-
mary-and-reports/ (accessed 26 July 2016)

Eco, U. (1998). Serendipities: Language & 
Lunacy. New York: Columbia University Press.

Gruzd, A., Staves, K., and Wilk, A. (2012). Con-
nected scholars: Examining the role of social 
media in research practices of faculty using 
the UTAUT model. Computers in Human 
Behavior, 28(6): 2340–2350. doi:10.1016/j.
chb.2012.07.004

Holmberg, K., and Thelwall, M. (2014). Dis
ciplinary differences in Twitter scholarly 

communication. Scientometrics, 101(2):  
1027–1042. doi:10.1007/s11192-014-1229-3

Huutoniemi, K., Klein, J. T., Bruun, H., and 
Hukkinen, J. (2010). Analyzing interdiscipli-
narity: Typology and indicators. Research 
Policy, 39(1): 79–88.

Kane, G.C., Alavi, M., Labianca, G., and Bor-
gatti, S.P. (2014). Whats’s different about 
social media networks? A framework and 
research agenda. MIS Quarterly, 38(1): 
275–304.

Klein, J. T. (2014). Interdisciplinary digital 
humanities: Boundary work in an emerging 
field. Ann Arbor, MI: University of Michigan 
Press. doi: http://dx.doi.org/10.3998/
dh.12869322.0001.001

Kwak, H., Lee, C., Park, H., and Moon, S. 
(2010). What is Twitter, a social network or a 
news media? In Proceedings of the 19th 
international conference on World Wide 
Web - WWW ‘10, pp. 591. New York: ACM 
Press.

Love, J. and Cooper, A.C.G. (2015). From social 
and technical to socio-technical: Designing 
integrated research on domestic energy use. 
Journal of Indoor and Built Environment, 24 (7): 
986–998. doi: 10.1177/1420326X15601722

Luckow, D. (2015). Museum of Anthropology 
exhibit features SFU SIAT team’s design and 
technology [Online]. Simon Fraser University. 
Retrieved from http://www.sfu.ca/sfunews/sto-
ries/2015/museum-of-anthropology-exhibit-
incorporates-sfu-siat-teams-desig.html 
(accessed 26 July 2016)

Merriam-Webster online (n.d.). Social media. 
Retrieved from http://www.merriam-web-
ster.com/dictionary/socialmedia (accessed 26 
July 2016)

National Science Foundation (2014). IBSS: Spa-
tiotemporal modeling of human dynamics 
across social media and social networks. 
Retrieved from http://www.nsf.gov/award-
search/showAward?AWD_ID=1416509 
(accessed 26 July 2016)

Quan-Haase, A. (2012). Research and teaching 
in real-time: 24/7 collaborative networks. In D. 
Rasmussen Neal (Ed.), Social media for aca-
demics (pp. 39-58). Sawston, UK: Chandos.

Quan-Haase, A., Martin, K., and McCay-Peet, 
L. (2015). Networks of digital humanities 
scholars: The informational and social uses 
and gratifications of Twitter. Big Data & 

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   55 08/12/16   3:52 PM

http://www.tlrp.org
http://www.cs.cf.ac.uk/cosmos
http://www.cs.cf.ac.uk/cosmos
http://www.deakin.edu.au/arts-ed/centre-for-citizenship-and-globalisation/research/research-networks/australia-india-interdisciplinary-research-network
http://www.deakin.edu.au/arts-ed/centre-for-citizenship-and-globalisation/research/research-networks/australia-india-interdisciplinary-research-network
http://www.deakin.edu.au/arts-ed/centre-for-citizenship-and-globalisation/research/research-networks/australia-india-interdisciplinary-research-network
http://www.deakin.edu.au/arts-ed/centre-for-citizenship-and-globalisation/research/research-networks/australia-india-interdisciplinary-research-network
http://did3.jiscinvolve.org/wp/2014/11/10/did2-summary-and-reports
http://did3.jiscinvolve.org/wp/2014/11/10/did2-summary-and-reports
http://did3.jiscinvolve.org/wp/2014/11/10/did2-summary-and-reports
http://dx.doi.org/10.3998/dh.12869322.0001.001
http://dx.doi.org/10.3998/dh.12869322.0001.001
http://www.sfu.ca/sfunews/stories/2015/museum-of-anthropology-exhibit-incorporates-sfu-siat-teams-desig.html
http://www.sfu.ca/sfunews/stories/2015/museum-of-anthropology-exhibit-incorporates-sfu-siat-teams-desig.html
http://www.sfu.ca/sfunews/stories/2015/museum-of-anthropology-exhibit-incorporates-sfu-siat-teams-desig.html
http://www.merriam-webster.com/dictionary/socialmedia
http://www.merriam-webster.com/dictionary/socialmedia
http://www.nsf.gov/awardsearch/showAward?AWD_ID=1416509
http://www.nsf.gov/awardsearch/showAward?AWD_ID=1416509


The SAGE Handbook of Social Media Research Methods56

Society. Retrieved from http://bds.sagepub.
com/content/2/1/2053951715589417

Quan-Haase, A., Suarez, J.L., and Brown, D.M. 
(2014). Collaborating, connecting, and clus-
tering in the humanities: A case study of 
networked scholarship in an interdisciplinary, 
dispersed team. American Behavioral Scien-
tist. doi:10.1177/0002764214556806

Rasmussen Neal, D. (2012). Social media for 
academics. Sawston, UK: Chandos.

Ross, C., Terras, M., Warwick, C., and Welsh, 
A. (2011). Enabled backchannel: conference 
Twitter use by digital humanists. Journal of 
Documentation, 67(2): 214–237. 
doi:10.1108/00220411111109449

Siedlok, F., and Hibbert, P. (2014). The organi-
zation of interdisciplinary research: Modes, 
drivers and barriers. International Journal of 
Management Reviews, 16(2): 194–210.

Siemens, L. (2009). ‘It’s a team if you use  
“reply all”’: An exploration of research teams 
in digital humanities environments. Literary 
and Linguistic Computing, 24(2): 225–233.

Siemens, L. (2013). Developing Academic 
Capacity in Digital Humanities: Thoughts 
from the Canadian Community. Digital 
Humanities Quartley, 7(1). Retrieved from 
http://digitalhumanities.org:8081/dhq/
vol/7/1/000114/000114.html (accessed 26 
July 2016)

Simeone, M., Guiliano, J., Kooper, R., and 
Bajcsy, P. (2011). Digging into data using 
new collaborative infrastructures supporting 
humanities-based computer science research. 
First Monday, 16(5): URL: http://firstmonday.
org/ojs/index.php/fm/article/view/3372/2950

Sloan, L., Morgan, J., Burnap, P. and Williams, M. 
(2015. Who tweets? Deriving the demographic 
characteristics of age, occupation and social 
class from Twitter user meta-data. PLoS ONE, 
10(3), doi: 10.1371/journal.pone.0115545

Sprain, L., Endres, D. and Petersen, T. R. (2010). 
Research as a transdisciplinary networked 
process: A metaphor for difference-making 
research. Communication Monographs, 
77(4): 441–444.

SSHRC (Social Sciences and Humanities 
Research Council of Canada) (2016). Insight 
Grants [Online]. http://www.sshrc-crsh. 
gc.ca/funding-financement/programs- 
programmes/insight_grants-subventions_
savoir-eng.aspx (accessed 8 September 
2016)

Stember, M. (1991). Advancing the social sci-
ences through the interdisciplinary enter-
prise. The Social Science Journal, 28(1): 
1–14.

Stieglitz, S., Dang-Xuan, L., Bruns, A., and Neu-
berger, C. (2014). Social media analytics: An 
interdisciplinary approach and its implica-
tions for information systems. Business  
and Information Systems Engineering, 6(2): 
89–96.

University of Aberdeen (2015). Principal’s Inter-
disciplinary Fund [Online]. Retrieved from 
http://www.abdn.ac.uk/staffnet/research/
principals-interdisciplinary-fund-1661.php 
(accessed 26 July 2016)

University of Oslo (2014). Research projects: 
Social media and minority language users 
[Online]. Retrieved from http://www.hf. 
uio.no/imk/english/research/center/media-
innovations/research/ (accessed 26 July 
2016)

van Rijnsoever, F. J., and Hessels, L. K. (2011). 
Factors associated with disciplinary and inter-
disciplinary research collaboration. Research 
Policy, 40(3): 463–472. doi:10.1016/j.
respol.2010.11.001

Wellman, B., Dimitrova, D., Hayat, Z., Mo, 
G.  Y., and Smale, L. (2014). Networking 
scholars in a networked organization. In 
Brass, D.J., Labianca, G. J., Mehra, A., 
Halgin, D., & Borgatti, S. (eds.) Contempo-
rary Perspectives on Organizational Social 
Networks (pp. 135–159). Howard House, 
UK: Emerald.

Wilkinson, D., and Thelwall, M. (2011). 
Researching personal information on the 
public web: Methods and ethics. Social Sci-
ence Computer Review, 29(4): 387–401. 
doi:10.1177/08944393103789798

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   56 08/12/16   3:52 PM

http://bds.sagepub.com/content/2/1/2053951715589417
http://bds.sagepub.com/content/2/1/2053951715589417
http://digitalhumanities.org:8081/dhq/vol/7/1/000114/000114.html
http://digitalhumanities.org:8081/dhq/vol/7/1/000114/000114.html
http://firstmonday.org/ojs/index.php/fm/article/view/3372/2950
http://firstmonday.org/ojs/index.php/fm/article/view/3372/2950
http://www.sshrc-crsh
http://www.abdn.ac.uk/staffnet/research/principals-interdisciplinary-fund-1661.php
http://www.abdn.ac.uk/staffnet/research/principals-interdisciplinary-fund-1661.php
http://www.hf


5
Social Media Users’ Views on the 

Ethics of Social Media Research

K e l s e y  B e n i n g e r

Just because it is accessible doesn’t mean using it 
is ethical. 

(boyd, 2010)

Introduction
The nature of information captured on differ-
ent social networking sites like Facebook, 
Twitter, LinkedIn and Instagram offer rich, 
naturally occurring data and present endless 
opportunities for research. For many research-
ers, practitioners and social media enthusi-
asts, social networking sites are a treasure 
trove of potential for recruitment, communi-
cation, observation and ‘scraping’. But what 
about the millions of individuals who use 
these sites – what do they think about their 
posts, ‘likes’ and statuses being used for 
research purposes? In the rush to access this 
new, rich source of data, often what is miss-
ing from the conversation are the views of 
users. What do they understand about how 
their information is used and shared on the 
internet? What do users think about their 

information being used by researchers in 
online and social media research?

This chapter explores the complex realm 
of online and social media research eth-
ics through the lens of media users. After 
summarising what the literature says about 
the key ethical considerations in online and 
social media research, this chapter provides 
an overview of an exploratory qualitative 
study capturing user views of the ethics of 
social media research.

Specifically, the findings are presented in 
relation to participants’ views of research 
using social media in relation to core ethical 
principles of consent, anonymity and avoid-
ing undue harm are discussed. The chapter 
concludes with considerations for research-
ers undertaking online and social media 
research, including practical suggestions 
for acknowledging ethical considerations in 
online research to consider where reasonable 
and appropriate.

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   57 08/12/16   3:52 PM



The SAGE Handbook of Social Media Research Methods58

An overview of ethical 
considerations in online 
research

There is a wide degree of consensus about 
what ethical research involves, at least at the 
level of abstract principles (Webster, Lewis 
and Brown, 2013). These principles relate to: 
obtaining informed consent and maintaining 
anonymity and confidentiality.

Obtaining informed consent from partici-
pants requires individuals to understand the 
purpose of the research, what taking part will 
involve and how the data will be used (GSR, 
2006; MRS, 2012, ESRC, 2012). Ensuring 
individuals have had this opportunity when 
conducting research online is much less 
clear-cut compared to traditional research 
methods. Questions have been raised about 
whether consent is required for all types of 
online research, or whether there are excep-
tions. One view expressed by researchers 
is that information shared on public social 
media platforms without password or mem-
bership restrictions can be used for research 
without the need for informed consent (see 
e.g., Thelwall, 2010; ESOMAR, 2011). In 
this school of thought, informed consent 
becomes necessary to obtain when data is col-
lected from private or closed online platforms 
or websites. The other perspective amongst 
researchers is that effort should always be 
made to secure informed consent from indi-
viduals whose information is being used. 
The subject remains contentious amongst 
social media researchers and views change 
depending on the topic, website, and sample 
population one is working with. Regardless 
of the stance an individual takes on informed 
consent, obtaining it from individuals can in 
practice be very difficult.

Existing ethical guidelines express that 
researchers should ensure no one knows 
who has said what in a report (i.e. ano-
nymity) and that participant information 
should be securely stored and shared (i.e. 
confidentiality) (GSR, 2006; MRS, 2012; 

ESRC, 2012). However, in online research 
the risks of not upholding confidentially are 
greater as a researcher has less control than 
an offline research to protect data (British 
Psychological Society, 2013). There is a 
permanent record of any information that 
is posted (Roberts, 2012), and direct quota-
tions from participants can be traced back 
to the original source (BPS, 2007) through 
search engines like Google. In this case, ano-
nymity cannot be protected. This is related 
to the issue of copyright. For example, in 
an attempt to anonymise participant data, 
researchers may exclude the participant’s 
name, however some users may feel that 
they should be given credit for their infor-
mation being used (Roberts, 2012; Liu, 
2010; Barratt and Lenton, 2010). It is clear 
that thinking is not optional when it comes 
to applying ethical frameworks to changing 
online environments.

Ethical issues are inevitable and abundant 
throughout the social research lifecycle, from 
research design, to sampling and recruiting, 
collecting or generating data, analysing data, 
and reporting results. While it is appealing to 
think in relation to a rigid set of rules for reg-
ulating what ethical considerations to make 
throughout a study would be ideal and useful, 
doing research ethically is not about finding a 
set of rules to follow, nor is it about complet-
ing a checklist. Rather, researchers need to 
work through a set of context-specific deci-
sions on a case-by-case basis and be guided 
by core ethical principles.

It has been argued that the existence of an 
‘ethical pluralism’ means there is a spectrum of 
legitimate choices for a researcher to consider 
when researching online (Buchanan, 2011). 
Online data can present additional risk: for 
example, studies that publish direct text quotes 
from a social media website may directly iden-
tify participants. Entering a direct quote from a 
platform into a Google search engine can lead 
to a specific Web link, such as a link to that 
person’s LinkedIn profile, and thus identify the 
participant (Moreno et al, 2013).
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An exciting, and daunting, aspect of social 
media research is its ability to transcend 
boundaries – social, geographical, methodo-
logical. Researchers need to think about the 
type of data their research design anticipates 
using because data must satisfy the host 
country’s legal and ethical requirements; 
data must satisfy the policy of institutions’ 
research ethic committees (REC) and satisfy 
the professional standards the research is 
associated with (Jenkins, 2014).

Of particular relevance to researchers 
beginning studies across Europe is knowing 
where the data is to be stored because there 
are different data protection laws in European 
countries outside the EU (Cannataci, 2014). 
The ethical situation is more complex with 
any international research, and social media 
research is no exception, but the responsi-
bilities you have as a researcher with respect 
to ethics are the same.

Ethical concepts are not just regula-
tory hurdles to be jumped through at the 
beginning stages of research, but concepts 
that ground ethical inquiry (Markham and 
Buchanan, 2012). Multiple judgements are 
possible, and ambiguity and uncertainty are 
part of the process. Research needs to be sup-
ported by an inductive and flexible approach 
to ethical thinking; what principles need to be 
considered in the context of your study and 
how can you think about these to ensure the 
actions you decide to take support an ethical 
study.

Capturing the ethical views of 
social media users

The existing literature provides a helpful 
starting point for thinking about how ethical 
principles should be applied to online and 
social media research. The literature on 
ethics is, however, typically written from the 
perspective of the researcher and the views of 
research participants and the general public 
are all too often missing from the debate. In 

2014 researchers at NatCen Social Research1 
sought to answer this question by undertak-
ing exploratory qualitative research with 
social media users in London (Beninger et al, 
2014).

Thirty-four people took part in four focus 
groups and depth interviews. Participants 
were all users of social media with varying 
levels of use. Individuals were characterised 
as low, medium and high users depending 
on the frequency of their social media use. 
Low users did not use social media websites, 
or  used them once a week or less; medium 
users used websites from twice a week up 
to once a day; high users used social media 
websites at least twice a week. The diversity 
of the sample was also monitored in rela-
tion to a number of characteristics including: 
age, gender, ethnicity, and use of a variety 
of social media platforms for different pur-
poses. Topic guides and vignettes were used 
to structure and focus the discussions.

The remainder of this chapter describes the 
findings of this research, outlining the views 
of these social media users, from how they 
engage and interact with information online 
and their awareness and understanding of 
issues inherent in social media, to their views 
on social media research more specifically. 
The views we captured were frought with 
ethical considerations and reveal lessons that 
researchers and practitioners could apply in 
their research design, recruitment, collecting 
or generating of data, and reporting of results.

The online behaviour of 
social media users

Understanding how users’ view and share 
information is necessary for understanding 
their views on the ethics of social media 
research. Unsurprisingly, users of social 
media use a range of social media and other 
websites, and use these in different ways, 
from creating and sharing content to 
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observing content that others share online 
(think actively posting to Facebook versus 
browsing your friends’ posts). The online 
behaviour users described engaging in 
included what platforms people used, for 
what purpose, how they engaged with con-
tent online, and how often. These behaviours 
varied widely and in some cases depended on 
one another, with behaviours motivating or 
reinforcing others. For example, platform 
type depended on intended purpose of use, 
which in turn influenced amount of time 
spent using the platform. The growing vari-
ety in sites available to access means users 
engage with different sites for different  
reasons, such as social, leisure and 
professional.

Specific sites, such as Facebook, were 
reportedly used for more than one pur-
pose, though this did not always correspond  
with the intended purpose of the site. This 
reveals the many ways individuals adapted 
social media platforms for their unique needs 
and interests. The ways users engage with 
platforms are ever changing as the social 
media platforms are evolving to meet the 
changing needs of its user base.

Participants engaged with online content 
in a number of ways closely related to the 
type of platform they used and the purpose 
they used it for. These types of engagement 
saw users fall into three distinct but overlap-
ping roles: creators, sharers and observers. 
These are summarised below.

‘Creators’ post original content on plat-
forms such as discussion forums and Twitter. 
This includes text, videos and images. 
Participants, for example, talked about using 
YouTube to share examples of work in apply-
ing theatrical makeup, and Facebook and 
Twitter to promote their band. Within the 
‘creator’ group there were individuals who 
shared their own content, but did not spend 
considerable time engaging with content 
posted by other social media users.

‘Sharers’ re-tweet, share or forward con-
tent posted by others. This was done by 
‘commenting’ on a blog post, photo or video 

uploaded by another user. For example, a 
user working in the health and nutrition field 
described sharing with Twitter followers’ 
information on what they should and should 
not eat, and warning against drinking and 
driving.

‘Observers’ read and view content on 
social media and other sites but tend not to 
pass on this information, like sharers, or con-
tribute their perspectives through new con-
tent, like creators. For example, they may 
read blogs and tweets and view photos and 
videos but did not interact with the content 
or other users.

The three categories of social media user are 
not mutually exclusive. Participants described 
different contexts and scenarios where an 
individual can take on all of these roles when 
using different platforms. Individuals may 
also move between groups over time. For 
example, as someone becomes more expe-
rienced and familiar with a platform they 
may start to post original content and share 
content posted by others. One participant 
described using Facebook increasingly to 
share content after spending time getting used 
to the platform design. The reverse is also 
true. Individuals may moderate their behav-
iour over time due to concerns about how the 
information they share may be used by others.

Concerns and barriers to being 
informed about risks inherent 
in social media

The range of sources of information partici-
pants described helped them to understand 
and be aware of issues inherent in social 
media. Participants emphasised two promi-
nent characteristics of social media: a sense 
that it is nearly entirely public and the diffi-
culty of permanently deleting information. 
These two characteristics related to three key 
concerns participants had about using social 
media, including their ability to maintain 
their privacy online; protecting their 
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reputation and identity of themselves, friends 
and family; and ensuring safety online.

The fact that information is widely 
accessible and public is most commonly 
described as a benefit of social media, yet 
participants also raised this as a concern. 
Users explained how easy it was to find 
profiles of people and for companies to use 
information online for commercial purposes 
like marketing. This made participants feel 
a loss of control when information, includ-
ing their personal details, can be so readily 
available and out to a use for which it was 
not intended. Participants discussed how 
other users, such as Facebook friends, could 
pass on their information without their 
knowledge or even having an account. For 
example, someone on Facebook can tag you 
in a photo posted without your knowledge 
and that can be passed to the friends of the 
person who posted, and so on.

The public nature of social media plat-
forms and their content was also problematic 
for participants because it raises the issue of 
data ownership. Participants’ understanding 
of who owns content on social media sites 
and who can use it varied. Participants raised 
the distinction between legal and moral own-
ership. One view was that the platform owns 
all data on the site and so can use your con-
tent as it wants, using it in advertising cam-
paigns or selling it to third parties. Another 
view was that people have a moral obligation 
to be responsible with content online and that 
the author of the content has a moral own-
ership of it. This difference in views of data 
ownership, and the lack of understanding 
about which interpretation is legally correct, 
caused concern amongst participants as they 
worried what this means for the information 
they have put on social media sites.

A similar distinction was raised by Ginnis, 
Evans, Bartlett and Barker (2015); in social 
media research ethics there is a distinction 
between legal considerations, regulatory con-
siderations and responsibilities to research 
subjects. However, the underlying ethical 
principles of each perspective are similar.

The second concern expressed by par-
ticipants was the difficulty of permanently 
deleting content online. Awareness and 
understanding of cookies varied and resulted 
in confusion about the personal information 
retained by websites and browsers.

The view that content is easily copied and 
shared by others online, greatly extending 
the content’s shelf-life and reach, prompted 
the worry about the ability to delete content. 
This is because you cannot know the reach 
of your content or be able to trace all the 
possible places it appears. For example, one 
participant used a pseudonym for a Facebook 
account because of his profession in educa-
tion to avoid students and colleagues having 
access to his personal life. When he acci-
dently uploaded a profile photo that he felt 
was inappropriate he immediately ‘scrubbed 
the whole thing, just actually wiped out the 
Facebook account.’ As he put it, ‘I couldn’t 
think of any other way of dealing with that 
profile picture because as far as I was con-
cerned, it was gonna always be there some-
where… but I felt confident it was resolved’ 
(Male, aged 61+, high user).

Other than immediate concerns of the dif-
ficulty to delete content, participants shared 
stories they heard about others in which 
career prospects were damaged by some-
thing online from their past. More gener-
ally, the view was held that young people in 
particular ‘get carried away with themselves 
when they are writing [on social media 
platforms]’. In this case young people were 
perceived to ‘pour their heart out’ and then 
‘once it is on there, to try and get rid of it, 
it’s too late or it’s too hard’ (Male, aged 61+, 
high user).

These concerns are compounded by con-
siderable barriers for users to be informed 
about social media – how it can and should 
be used, and how this impacts on their identi-
ties and personal information. Users expect 
simple and immediate encounters with their 
social media platforms and some find it 
difficult to stay up-to-date with dense and 
frequently evolving terms and conditions. 

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   61 08/12/16   3:52 PM



The SAGE Handbook of Social Media Research Methods62

Most users neither read nor understand these 
complex conditions and are also unlikely to 
consider themselves as subjects of research, 
which makes upholding informed consent 
and disclosure a challenge.

Social media regulated by a country’s 
laws may differ from the users’ country of 
residence and users struggle to negotiate this 
variation. While social media is ‘geographi-
cally boundless’ there are influential national 
or local considerations.

Strategies for managing  
online risks

As a result of these concerns and barriers for 
users to be informed about social media, 
users developed strategies for managing 
online risks. These strategies included 
restricting content shared and adjusting pri-
vacy settings. This all has an implication on 
studies using data from social media plat-
forms. Now more than ever, users of social 
media are becoming aware of inherent risks 
of sharing their information online. The 
added challenge of this to researchers seek-
ing to undertake social media research is the 
growing scepticism and apprehension of 
users to share their information and to agree 
to researchers to undertake research.

We’ve explored the different ways users 
engage with content online and the extent to 
which they are aware and understand inher-
ent risks associated with the characteristics 
of social media. Next we discuss how these 
users view research online and using social 
media data.

User views of the value of 
social media research

Understanding how users view online and 
social media research is useful for under-
standing how online and social media 

research can gain public acceptance much 
the same as more traditional methods are 
accepted. This understanding also has an 
added benefit; if we know how to encourage 
greater acceptance in this form of research 
maybe we can inspire more people to partici-
pate in it.

To capture these views we simulated 
scenarios by using vignettes. The topics 
explored were difficult to explain to partici-
pants who may not be familiar with social 
media or the terminology used. For example, 
using software to mass download tweets or 
a researcher using self-help online forums 
to research sensitive subjects and using that 
information to inform a study. Many of the 
topics covered also required participants to 
think hypothetically so it was decided to use 
vignettes to illustrate key points and stimu-
late discussion (see Appendix B in Beninger 
et al, 2014).

Users’ feelings about research using social 
media fell into three categories: scepticism, 
acceptance and ambivalence. Views were 
closely related to a participant’s knowledge 
and awareness of social media websites and 
how their information could be used for 
research. Views also varied greatly depend-
ing on the research context. Users’ feelings 
were influenced by scenarios where they 
or others were actively rather than pas-
sively involved in social media research; 
Netnography requires participants to inter-
act with a researcher, whereas the role of the 
participant is passive when tweets are mined 
alongside millions of others. Let’s look at 
these three views in turn.

Scepticism

Scepticism about social media research was 
expressed and found to be related to uncer-
tainty about the validity of data compared to 
traditional methods and the lack of transpar-
ency of the ‘online world’. Those expressing 
scepticism about research using social media 
felt unsure and confused about how 
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researchers would use social media posts and 
why this would be more beneficial than tradi-
tional face-to-face methods. The view that 
face-to-face research is superior highlights 
the general public’s lack of understanding of 
the value of social media research. For users 
to participate in social media research they 
first need to know what personal information 
is held online, what people like researchers 
are doing with their data and why this 
research might be valuable.

Participants were also concerned about 
the lack of transparency associated with the 
‘online world’. Lack of transparency was 
due to the fact that people can hide their 
identity online, have their views overrepre-
sented by sharing their views strongly and 
frequently and that anyone can misrepresent 
views online by taking them out of context. 
Concerns around transparency manifested 
themselves in two ways: the legitimacy of 
research agency, and transparency of the 
research purpose.

Concern was expressed about a research 
agency potentially using information in a 
way participants had not intended it to be 
used or to support a cause they did not agree 
with. This was more strongly represented by 
participants thinking about the passive use of 
their online information (e.g., through data 
mining). Participant’s felt that there was a 
particular risk of this happening given that 
what people post online is often lacking con-
text. The inability of users to confirm ‘who 
they’re dealing with’ – whether the research 
agency was legitimate – made them hesitant 
about participating in online research and 
worry about the possible uses of their infor-
mation if they did participate.

This concern over agency legitimacy was 
compounded by a lack of knowledge of how 
researchers were governed, or what rules or 
guidelines they were bound by when work-
ing online. These sceptical users wondered 
whether an ‘ethical code of practice’ existed 
and, if so, what it included. For example, par-
ticipants were keen to know whether there 
were rules about the type and amount of 

information researchers could access online. 
It was felt that even if an ‘ethical code’ did 
exist there were concerns over who had cre-
ated it, and whose interests they had at heart.

Those participants who thought of actively 
participating in online research (e.g., through 
an online forum or focus group) were less 
concerned by the legitimacy of researchers or 
how they were governed. This was because 
they interact with the researcher rather than 
being a passive bystander to the research.

Users also had concerns about the research 
purpose and were particularly worried about 
not being aware of this before they became 
involved/took part. There were concerns that 
findings would be used to defend or pro-
mote something that had not been explicitly 
explained at the outset or that certainly was 
not in their mind when they posted their data. 
It is for this reason that some participants 
were happy for researchers to use a verbatim 
quote however felt that ‘if it actually involves 
taking your comments and interpreting it, 
then it’s a very different thing’ (Male, 26–35, 
high user). It is the interpretation element, 
and the possibility for distorting the context 
in which something was said, and thus the 
meaning intended, that made participants 
have reservations.

Participants also discussed the audience of 
the research, for example, for commercial or 
academic and not-for profit use. The distinc-
tion between the uses of data for commercial 
or a social good made by participants deter-
mined whether research was considered of 
a ‘good quality’. Research being conducted 
by a not-for-profit organisation, rather than 
for ‘commercial’ reasons, was preferred for 
two reasons. Participants preferred not-for-
profit research uses because this was felt to 
be more ‘productive’, more ‘ethical’ and ‘not 
exploitative’. Not-for-profit uses of research 
were also preferred because participants did 
not like to think of their social media posts 
being used to generate a profit for others. It 
was acknowledged, however, that while it is 
not ‘a good thing’ for researchers to ‘make 
money’ from social media posts, it is already 
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happening and ‘we’re way down the line now, 
it is way too far down to stop’ (Male, aged 
26–35, medium user). This view held that if 
researchers did want to make money from 
social media posts and other information then 
‘you have a right to be informed’ (Male, aged 
26–35, medium user).

Acceptance

An alternative view of research using social 
media was acceptance of the method. 
Participants holding this view discussed the 
value of its methodological approach and 
the benefits it may have to society. 
Accepting views were also expressed by 
those users who ‘self-regulated’ online. 
These participants only posted online what 
they were happy for others to access, and 
therefore accepted that researchers may 
take/use their information and were com-
fortable with this.

Firstly, it was recognised that the data col-
lection methods used in online research could 
be beneficial when trying to analyse and 
understand broad social trends. Participants 
felt that using large amounts of data would 
mitigate the effect of spurious information or 
extreme views and would therefore be useful 
for analysis. It was felt that this could make 
the research accurate.

Research using social media was also seen 
as valuable by participants as it was felt to 
avoid bias inherent in having to answer ques-
tions in the presence of others, such as in a 
survey. This ties in strongly with the idea 
that for some more personal/private subjects, 
people are more likely to be open and honest 
online. Users believed this made social media 
research valuable.

Secondly, participants were also accept-
ing of being included in research using their 
social media information if it was for ‘social 
benefit’. This was particularly the case if the 
research was about something the participant 
deemed important, for example, if its find-
ings helped to improve public services or 

raise awareness about an important social 
issue, such as domestic violence.

Some, but not all, participants who 
accepted social media research saw value in 
more commercial purposes, such as market 
or for-profit. The reason for this related to the 
recurring view that once you post publicly 
on a social media website, you waive your 
right to ownership. One user outlined this 
viewpoint about social media by saying, ‘If 
you’ve written on it and you know that it’s 
open, every single person in the whole world 
has that if they want to…and it doesn’t really 
matter [who the researcher is]’ (Female, 
aged 18–25, high user).

Thirdly, acceptance of social media 
research stemmed from participant’s belief 
that users should take personal responsibility 
for what they post on social media websites. 
Due to regulating their own online behav-
iour, these participants did not see any issues 
with researchers taking data and using it for 
analysis. Participants extended this view to 
others and felt that it was the user’s fault if 
something was taken that they did not want 
published.

It is important to recognise that although 
this point indicates acceptance of research 
using social media it also sheds light on the 
fact that many people severely limit what 
they say/post online.

Ambivalence

The final view on social media research can 
be described as ambivalent, with users having 
no feelings towards research using social 
media. This was because participants felt 
they could do little to stop it happening. 
Participants worried about ‘Big Brother’ cul-
ture and saw the use of social media data 
(whether ethically or unethically) as 
inevitable.

It was accepted that having your informa-
tion taken was ‘just part and parcel of it, 
that’s what happens when you put stuff on the 
Internet’. The expression of neither concern 
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nor acceptance was because users felt, what-
ever their view, it would not be listened to.

In discussing general views on research 
using social media, users in this study spon-
taneously raised the underlying issues that 
core research ethics principles represent. 
These principles include informed consent, 
anonymity and undue harm. These ethical 
concepts have been applied to what users in 
the study said, enabling the research to locate 
the findings in the wider context of debates 
and research ethics.

User views of the ethics of 
social media research

If a research project is to be deemed ethical, 
researchers must gain informed consent (in 
most instances); anonymity must be ensured 
and undue harm to participants avoided 
(ESRC, 2012). These are core research ethics 
principles that were echoed by the users of 
social media in our study. The factors which 
make it especially important for researchers 
to gain consent or promise anonymity in 
research from the perspective of user are 
discussed. These included the content of the 
post; the social media website being used; 
the intention the user had when posting and 
the nature of the research.

Informed Consent

Participants expressed a range of views about 
the extent to which researchers should seek 
informed consent when observing how 
people interact in social media or when col-
lecting posts made on social media sites. The 
two main views were that consent is unnec-
essary and, on the other hand, that it should 
be sought by a researcher. Participants who 
did not think consent needed to be gained 
believed this because ‘there is no such thing 
as privacy online’, and by posting content 
you automatically consent to its wider use. In 

contrast, users who believed consent should 
always be sought said so for two reasons; 
common courtesy and the ‘intellectual prop-
erty’ rights of users. These two views are 
discussed in more detail below.

The view that no online space is truly pri-
vate was expressed by participants who felt 
that gaining informed consent was unneces-
sary. This was because users of social media 
can choose what to share online and utilise 
privacy settings if they want to restrict a 
researcher’s access to their information.

It was thought that by posting informa-
tion online, you automatically surrender your 
right to ownership and imply consent for the 
material you generate to be used by others. 
Users should know that ‘if you put the data 
up there, expect it to be trawled through’ 
(Male, aged 34, medium user) and that ‘any-
body could be logged in, listening, watching, 
stealing’ (Male, aged 26–35, medium user).

The reasons given by those supporting the 
alternative view; that researchers should seek 
consent to use information obtained online, 
were varied. Gaining consent to use another’s 
words or imagery was seen as part of com-
mon decency. Consent should not solely be 
obtained to ensure good ethical practice but 
rather because ‘In reality you wouldn’t dream 
of doing something or stepping on some-
body’s toes without having to ask permission 
first of all anyway, would you?’ (Male, aged 
36–49, high user).

There was also a belief that users are the 
intellectual property owners of content they 
post to social media websites. Not to gain con-
sent ‘would be like hacking’ (Female, aged 45,  
medium user) and therefore viewed as an 
illegal practice. It was believed researchers 
should treat the posts in line with copyright 
laws because ‘…They’ve got no right to take 
that…because even though it is on a public 
site, if your name’s underneath surely you 
own what you’ve said?’ (Male, aged 26–35, 
low user),

Despite the belief that researchers have a 
legal and moral obligation to gain permis-
sion before using online content from social 
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media websites, it was not thought to hap-
pen currently, and would not in the future. 
Users’ inability to trust researchers to seek 
consent was captured in the view that ‘you 
couldn’t know who you’re dealing with’ 
online. Participants felt there was no tangi-
ble evidence that researchers could provide 
to reassure them. Given these viewpoints, it is 
important that researchers do seek informed 
consent to allay such suspicions and concerns.

Despite the view that researchers should 
ask permission before using content from 
social media websites, the impracticalities of 
obtaining consent were recognised by partici-
pants. It was acknowledged that a researcher 
who had ‘scraped’ a large number of tweets 
(by using legal software) would find it hard if 
not impossible to contact all the users.

Those participants who wanted consent to 
be gained, did not think the logistical burdens 
of doing so were a justification for not seek-
ing permission. However, suggestions about 
how to contact numerous Twitter users, for 
example, were not discussed.

Anonymity

Anonymity for some participants meant not 
having their name, or username, used in any 
research outputs alongside any content they 
posted online. There were two reasons 
expressed for why anonymity should be 
upheld: to avoid judgement from others and 
to prevent reputational risk. To make the situ-
ation more complicated, the terms and condi-
tions of some platforms, like Twitter, 
contradict this view of upholding anonymity. 
Twitters’ terms state that the verbatim tweet 
and the username of the person who tweeted 
it must appear if a researcher wants to use the 
information.

For participants who disagreed with the 
need for anonymity, the reason was they felt 
it was the responsibility of a social media 
user to not post any content that they would 
not want to have associated within another 
context or alongside other content. It is up to 

the user to manage their identity when online. 
There was also a view that some responsibil-
ity should fall on social media website own-
ers to educate users about the potential risks 
of sharing content online.

The view that ‘it’s absolutely fine for 
[researchers] to take anything that you’ve 
posted as long as they don’t give your name’ 
(Female, aged 50–60, high user) illustrates 
the importance some users put on protecting 
anonymity. Participants expressed concern 
about having their name or username pub-
lished by a researcher alongside one of their 
posts because it could put them at risk of 
judgement or ridicule.

Risks to reputation were another reason 
raised by advocates of anonymity. Individuals 
with responsibility for potentially vulner-
able or impressionable individuals were 
concerned that their professional reputation 
could be compromised if they were quoted 
next to something they had said that was then 
taken out of context. A school teacher and a 
health professional were among those who 
expressed this view. Similarly, participants 
using social media as part of their profes-
sional communications envisaged possible 
risks on their careers.

The opposing view, that researchers do 
not need to provide anonymity, was also 
expressed. The reason was similar as that 
given for why gaining consent is unneces-
sary: that it is the responsibility of the user. 
One participant explained that you ‘can 
always be anonymous if you want to be’ 
(Male, aged 26–35, medium user). It was 
believed, for example, that a user could pro-
tect their identity by using a username unre-
lated to their real name.

It was thought that researchers could also 
‘do away with’ anonymity because it was not 
their responsibility but that of social media 
website owners. Website owners should 
make it clearer to their customers how acces-
sible their posts are. The user could then 
make an informed decision about what and 
where to post. Discussed at this point were 
the terms and conditions that social media 
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websites present to new users. Our partici-
pants acknowledged that the accessibility 
of posts to ‘third parties’, which researchers 
were considered to be, is probably explained 
in the ‘small print’. However, it was believed 
that terms and conditions are too long and that 
most people ‘can’t be bothered’ to sift through 
them. As such, we suggest social media web-
site owners or hosts should take on some of 
the responsibility of informing users about 
privacy by shortening terms and conditions.

The importance of ‘proper’ referenc-
ing of the author of an online post used by 
researchers was also discussed. By referenc-
ing participants meant the type of content 
researchers should cite when attributing con-
tent they include in their studies. For exam-
ple, the platform the content was taken from 
and the online username of the author of the 
content. However, including a ‘handle’ or the 
online username in a reference was perceived 
to be problematic because it can make a per-
son traceable online. Researchers will need 
to find a way to balance the opposing needs 
for anonymity and acknowledgment of their 
sources. This is tricky because mentioning 
that a quote is from Twitter, for example, does 
not ensure that the user remains anonymous. 
Even if their Twitter handle is not given, typ-
ing the text of a tweet into an online search 
engine can lead straight to the user’s profile 
(Dawson, 2014).

The potential ethical implications of refer-
encing participants are only part of the chal-
lenge; It is hardly feasible to reference every 
user of a million tweets harvested from Twitter 
as part of a big data study. Even on a small-
scale study, spot-checking the traceability of 
content taken from online platforms is a sub-
stantial task. The human, time and financial 
cost make referencing a difficult activity to 
undertake for many types of studies.

Avoiding Undue Harm

The third ethical principle relevant to partici-
pants was about ensuring social media 

website users are not put at risk in the 
research context and that they are not caused 
harm that could be avoided. Participants 
were wary about how they could be sure of 
what researchers were saying, and how dif-
ficult it would be online to decide if they 
were even ‘legitimate’ researchers, such as 
those working for an ‘accredited firm’ that is 
registered by the Market Research Society or 
Social Research Association.

Closely related to anonymity as discussed 
above, participants felt that being identifiable 
in research could lead to unsolicited atten-
tion online and, more seriously, ‘abuse’. This 
might be from people they knew, or from 
organisations that could ‘exploit’ them. For 
others it meant use by the police or courts, for 
purposes of prosecution.

Factors influencing users’ 
views of ethics

Elements of the research context influenced 
users’ views and expectations of informed 
consent and anonymity. The ethical rationale 
for gaining informed consent is that the par-
ticipant understands exactly what their par-
ticipation will entail and how their data will 
be used. This also has a practical benefit, 
building trust between the researcher and the 
participant. Similarly, the principle of ano-
nymity is often sought to protect the identity 
of the participant and encourage more open 
and honest discussion. In our group discus-
sions, we used real and hypothetical exam-
ples of how researchers could use social 
media websites (in the form of vignettes). 
The vignettes focused participants thinking 
of examples of scenarios wrought with ethi-
cal considerations, allowing the research 
team to gain a more nuanced understanding 
of the variation in research contexts that 
influence users’ views of ethics. Participants 
mentioned a range of factors which made it 
particularly important for researchers to gain 
consent or promise anonymity. These factors, 
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listed below, are described in detail in the 
remainder of the chapter.

•• Mode and content of the posts;
•• Social media website being used;
•• The expectations the user had when posting;
•• The nature of the research.

Mode and Content of the Posts

The content of social media posts was an 
important consideration for users when dis-
cussing the necessity of anonymity. Format 
was viewed in two ways: as written forms 
(tweets, or forum posts) and as visual media 
(photos, or video). Participants who actively 
‘self-regulated’ when they were online did 
not think researchers needed to gain consent 
and this held true whatever the type and con-
tent of the post. Alternatively, other users felt 
that the format of post and the content would 
dictate whether a researcher should gain 
consent.

Written Content
One view was that researchers should ask to 
use any written content posted by users to 
social media websites. This would especially 
be the case if the researcher intended to 
include the username with the written content. 
A different, less feasible, view was that the 
researcher did not need to ask for consent to 
use tweets, so long as they were sure the tweet 
was an accurate representation of the users’ 
views. However, it was not mentioned how a 
researcher might verify what is or is not an 
accurate representation of what a user thinks.

Photos
Users were more concerned about research-
ers accessing and using photos than for writ-
ten content because ‘if you write something, 
anybody could’ve written it, whereas with 
your picture they know it’s you’ (Female, 
aged 18–25, high user). Due to the user – or 
their friends and family – being identifiable 
from photos, the participants were keen to 
claim ownership of images. The interplay 

between being identifiable and ownership 
meant they were more concerned about their 
photos being used in research without con-
sent, compared to written content like a tweet 
or a status update.

A different view was that you give up your 
right to ownership the minute you post a photo 
on a social media website. This is because 
most social media websites, like Facebook, 
allow you to save another’s photo by right 
clicking on the image. Researchers therefore 
have as much right as anyone to obtain pho-
tos and do not need to ask for consent.

Additionally, participants queried what 
rights users have over a photo which features 
them but which had been posted by someone 
else – would a third party need their permis-
sion to use it? This remained unresolved in 
the discussions.

Sensitivity of Content
Participants also explained that the sensitiv-
ity of the content was important for research-
ers to consider when deciding whether to 
seek consent and uphold anonymity. Users 
thought that if something posted to a social 
media website was particularly sensitive or 
personal, then informed consent should be 
gained by the researcher.

It is often difficult to determine what is 
sensitive; everyone will have a different inter-
pretation of this. ‘Mundane’ or ‘generic’ con-
tent was excluded from this expectation. For 
example, tweets about the London Olympic 
Games were not considered sensitive. 
Another example was attitudes about bottle 
versus breastfeeding, which we probed about 
when discussing Vignette 2 (See Appendix 
B in Beninger et al, 2014). Viewpoints about 
this topic were not considered to be sensitive 
or personal either.

However, if the topic of a tweet ‘goes down 
a little bit deeper’ (Female, aged 50–60, 
low user) in that it has a ‘sexual, political 
or religious’ focus, then it was felt that the 
researcher would need to ask permission to 
use it. Irrespective of the sensitivity of a post, 
the way in which the post was used mattered 
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for users depending on whether they envi-
sioned themselves as active participants 
compared to passive participants in online 
research. Participants actively involved in an 
online study, who have had interactions with 
the researcher and an understanding of how 
and why findings will be used were more 
likely to think that the researcher should not 
be barred completely from using the material, 
only that they should take the necessary steps 
to uphold the ethical principles of research, 
such as ensuring the participants’ anonymity.

Type of Platform

The type of social media website was another 
factor that influenced whether our partici-
pants thought consent definitely needed to be 
gained by a researcher, or could just be 
assumed. Social media websites with a fun, 
social purpose were viewed differently from 
websites with a professional aim.

The difference is based on how personal 
the information that is usually posted to the 
two sites and links to the section above about 
sensitive content. Websites with a social pur-
pose contain much more ‘personal’ content, 
whereas content posted to ‘professional’ sites 
like LinkedIn is less so. In light of this, partic-
ipants thought that it would be acceptable for 
researchers to access the latter without gain-
ing consent because the nature of the infor-
mation on professional sites like LinkedIn is 
less sensitive.

User Expectations

Whether a researcher needed to gain consent 
to use social media posts was also influenced 
by user expectations. If a user intended for 
their post to be widely accessible or public 
(e.g., on Twitter or LinkedIn where profiles 
tend to be open to a very wide potential audi-
ence), then there was a view that a researcher 
would not necessarily need to gain consent to 
use it. This is because the user, by posting 

publicly online, implies that they are surren-
dering ownership. Participants acknowledged 
that this view assumed Twitter or LinkedIn 
users understood the openness and accessibil-
ity of the platform, which may not be the case.

An alternative view was that users did not 
want something published by researchers if 
they had not meant it to be public in the first 
place or it was posted for a different purpose. 
This would include a Facebook status where 
the user’s profile was limited to friends and 
‘friends-of-friends’. The intention for a post 
was felt to be more important than the site 
from which a researcher took it.

For researchers, this means that no mat-
ter how open or public a site is considered 
to be, the user’s expectation about how 
the post should be used is what should 
be considered at the recruitment stage. 
While checking users’ expectations of how 
their information is used is ideal, in prac-
tice this would be difficult. The time and 
effort needed to do this is significant and 
researchers need to weigh up the pros and 
cons of this activity if considering assessing 
users’ expectations.

Nature of the Research

The nature of the research in question also 
affected participant’s views on research 
ethics. Use of social media website posts by 
researchers was affected by the affiliation of 
the researcher and the purpose of the research. 
What these features mean for researchers 
needing to gain informed consent and afford 
anonymity is subject of the next two 
sections.

Researcher Affiliation
The type of organisation or company that the 
research was affiliated with, such as charita-
ble or commercial, influenced whether or not 
participants viewed research to be of ‘good 
quality’. There was no mention of govern-
ment or a comparison between government 
and non-government in the discussions. 
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Instead, a distinction was made between not-
for-profit and commercial organisations. 
Research being conducted by a not-for-profit 
organisation or academic institution, rather 
than for ‘commercial’ reasons, was preferred 
for two reasons.

Participants who preferred not-for-profit 
researchers to commercial organisations 
did so because the former were felt to be 
more ‘productive’, more ‘ethical’ and ‘not 
exploitative’. The focus here for participants 
was on the perceived social good not-for-
profit or academic organisations can provide 
through their research. It was felt there was 
more value to this type of research because it 
looked to make a difference rather than being 
primarily motivated by financial gain.

The second reason not-for-profit research-
ers were preferred is because participants did 
not like to think of their social media posts 
being used to generate a profit for others. 
There was a perception, however, that while it 
is not ‘a good thing’ for researchers to ‘make 
money’ from social media posts, it is already 
happening and ‘we’re way down the line now, 
it is way too far down to stop’ (Male, aged 
26–49, medium user).

Not all of the participants were concerned 
about the affiliation of the researcher. The 
reason for this related to the recurring view 
that once you post publicly on a social media 
website, you waive your right to ownership. 
One user outlined this viewpoint about social 
media by saying, ‘If you’ve written on it and 
you know that it’s open, every single person in 
the whole world has that if they want to…and 
it doesn’t really matter [who the researcher 
is]’ (Female, aged 18–25, high user).

Other users were unaware of the differ-
ences between not-for-profit and commercial 
researchers or did not care about the distinc-
tion. As such, they had little to say about how 
researcher affiliation might influence their 
desire to agree to informed consent.

Research Purpose
Although concern about the affiliation of the 
researcher was not widespread, the concern 

about the ‘purpose’ of the research was. The 
research purpose had a bearing on whether 
participants wanted to be informed about 
their social media posts being used in 
research. Participants expressed worry about 
their posts being used to ‘drive an agenda’ 
they would not have agreed to if the researcher 
had asked them.

Using social media content to ‘drive a 
[commercial] agenda’ was seen differently 
from research offering a social benefit. By 
commercial agenda, participants were pri-
marily referring to the use of social media 
information for market research purposes. 
Participants felt the use of their content for 
financial gain that they did not benefit from 
was morally problematic.

For our participants, research for a ‘good 
reason’ meant a study that had some social 
benefit. For example, research aimed at 
providing more knowledge about a particu-
lar social issue such as domestic violence 
would be of social benefit particularly 
if it were to improve support for victims. 
Research for a good purpose could also 
include research ‘genuinely used to try 
and improve our services’; services in this 
instance being public transport or customer 
service provision.

In discussions around the vignette about 
domestic violence (see Appendix B in 
Beninger et al, 2014) the potential benefit 
to society of using online content to under-
stand the experience of abuse, was felt to 
outweigh the risk to the user who shared that 
information.

While there is variation in views, it is 
clear from what our participants told us 
that researchers well in advance of begin-
ning their work and throughout their study 
should explore these principles. Many of the 
views of social media users are not captured 
in research ethics forms or applications to 
conduct research, nor flushed out in emerg-
ing guidance on conducting research online. 
Assumptions should not be made about what 
is and what is not right because users’ views 
vary dramatically.

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   70 08/12/16   3:52 PM



Social Media Users’ Views on the Ethics of Social Media Research 71

Conclusion

This chapter explored the views and experi-
ences of a qualitative sample of the general 
public to better understand what they think 
constitute ‘good’ ethical practice in online 
and social media research. It began with a 
summary of existing literature on ethical con-
siderations in online and social media research 
then introduced how some users engage and 
interact with and understand information 
online. We then moved from users’ views and 
behaviours about social media generally to 
explore initial impressions of online and 
social media research. Lastly, users views on 
the underlying issues that core research ethics 
principles – informed consent, anonymity and 
undue harm – represent were discussed. The 
value of this research lies in its ability to shed 
light on a previously underrepresented group 
in the field of social media research: the user.

The research presented here muddies the 
water, making the application of traditional 
ethical principles more challenging and vul-
nerable to the dynamic progress of social 
media platforms and functions. The quickly 
evolving landscape and the complexities of 
online and social media research means it is 
more important than ever for online research-
ers to speak loud and proud about what 
design and methodology led to their outputs. 
Case studies capturing where ethical consid-
erations in online and social media research 
could have been improved may support this 
body of knowledge and encourage the move 
towards developing a toolkit of conceptual 
and practical approaches to upholding ethical 
practice in research (e.g. Zimmer, 2010). In 
order for the field of online and social media 
research to retain the good will of partici-
pants and gain credibility from the sceptics 
it’s important that researchers are brave and 
acknowledge the strengths and limitations of 
their research designs and though processes 
from which they are drawn.

Ethical considerations in research have 
been and will continue to be a balancing act.  

We need to balance the concerns of our 
participants with our desire to research and 
understand social behaviour. Online and 
social media research has the potential for 
unearthing new understandings and adding 
unique insight to existing knowledge about 
social phenomenon, but the ethical implica-
tions require on-going scrutiny. As with any 
research study, ethical considerations should 
become an integral part of research design and 
conduct, a crucial component of high quality 
research. So rather than being viewed as part 
of the set-set up stage of research and per-
ceived as an obstacle to overcome, we should 
consider ethics as part of each research deci-
sion made to improve the validity and cred-
ibility of our work. Careful consideration of 
how and when to apply guidelines and princi-
ples to the quickly evolving online platforms 
will help practitioners and researchers to bet-
ter deliver robust research. For this to happen 
in a nascent research field, researchers may 
need collaborative and supportive guidance 
rather than rigid, inflexible guidelines.

Three key practical suggestions for 
improving research practice have been drawn 
from this research and researchers may want 
to consider the proportionality of these sug-
gestions against the context of their research.

To ethically recruit participants to online 
and social media research take steps to appear 
legitimate, accommodate different user types 
and be transparent in your purpose and aims. 
To achieve this consider explicitly stating 
the security and privacy terms in recruitment 
materials of the platform the research will 
involve and explain where you got a partici-
pants contact details (i.e. Searched Facebook 
for public profiles). Another option may be to 
include a link to your company or institutions 
webpage or examples of previous work.

To uphold protection and trust of participants, 
improve the representativeness of findings and 
understand the privacy risks of the platform 
used in a study. An example of how to do this 
in practice is to take time to consider the open-
ness of a platform you are using and whether 
steps can be taken to gain trust of users (i.e. if a 
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closed chatroom consider introducing yourself 
and state your research purposes and ask partic-
ipants to opt into your research). You may also 
wish to acknowledge the different ways users 
engage online – create, share and observe – and 
how your data may include a very specific view 
or type of user in your outputs.

To protect the identity of participants, 
maintain their trust in the value of the 
research and contribute to the progression of 
the field by being open and honest in report-
ing you can take several steps. You can take 
responsible steps to inform the user of your 
intention to use their information through 
mass tweets, direct tweets, private messaging 
or email. As with all rigorous research, you 
should acknowledge the limitations of the 
representativeness and validity of your find-
ings and explicitly state the platform used (i.e. 
Facebook rather than generally saying social 
media) when reporting research findings.

Note

 1 	 A special thanks to my co-authors of the report 
Alexandra Fry, Natalie Jago, Hayley Lepps, Laura 
Nass and Hannah Silvester, and to Gareth Morrell 
for his invaluable mentoring.
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The Role of Online Reputation 

Management, Trolling, and 
Personality Traits in the Crafting of 

the Virtual Self on Social Media

S h u z h e  Ya n g ,  A n a b e l  Q u a n - H a a s e ,  
A n d r e w  D .  N e v i n  a n d  Y i m i n  C h e n

This chapter investigates how users craft a 
virtual self to engage with their networks on 
social media. An important consideration in 
social media research methodology is the 
extent to which users’ accounts, including 
their profile and engagement, reflect ele-
ments of the self. To inform and expand 
data-driven approaches – both quantitative 
and qualitative  – we examine three central 
aspects of digital engagement that are often 
ignored in social media scholarship, but 
directly impact data analysis and interpreta-
tion. First, we examine online reputation 
management, which describes the tendency 
for individuals to curate a desired self-image 
through selective presentation of personal 
data. Then, we look at shifts in personality 
traits and the role of e-personality in influ-
encing online self-presentation and interac-
tion on social media. Finally, we investigate 
trolling, which is a deliberate form of mis-
leading, provoking, and making fun of others 
online. Using these three themes, we 

conclude that social media scholars need to 
carefully consider the context in which pro-
files are created and interactions take place 
in terms of platform-specific social norms 
and domain-specific knowledge. The real 
meaning of data is not always readily appar-
ent, and its decoding may require further 
theorizing around social behaviour and its 
underlying motives.

Introduction

Much research has investigated how people 
craft a virtual self (Krämer and Winter, 2008; 
Rui and Stefanone, 2013), how the virtual 
self is both different from and an extension of 
the offline self (Amichai-Hamburger et  al., 
2002; Emanuel et al., 2014), and what strate-
gies and processes underlie reputation man-
agement online (Tennie et  al., 2010; Yang, 
2016). These research questions have been of 
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particular relevance to scholars of social 
media because the first step in social media 
participation and engagement is the creation 
of a profile (boyd and Ellison, 2007; McCay-
Peet and Quan-Haase, 2016). Sundén (2003) 
recognized the deliberate nature of online 
self-presentation and introduced the notion 
of writing oneself into being, which high-
lights the agency involved in creating a vir-
tual self through posting text, uploading 
images, and engaging with one’s social net-
work via likes, retweets, and favourites. What 
remains less clear is how the virtual self links 
to the offline self (Marwick et  al., 2010; 
Palfrey and Gasser, 2008). For Turkle (1984) 
the virtual self is a second self, one that is 
more playful and allows for an escape from 
everyday life. By contrast, Hogan (2010) 
links self-presentation to data curation and 
argues that self-presentation is a careful 
crafting of the self for the purpose of reputa-
tion management and identity creation 
online. Hence, the virtual self is an extension 
of the offline self (Palfrey and Gasser, 2008), 
which sometimes presents facets of the 
offline self, those that are perceived as 
accepted and valued within specific digital 
sub-cultures. Scholars have consistently 
shown that the virtual self on social media 
does not fully overlap with the real self, but 
neither is it unrelated as Turkle had suggested 
(Amichai–Hamburger, 2005; Donath, 1999).

Shakespeare said that: ‘All the world’s a 
stage, and all the men and women merely 
players’ (As you Like it, Act 2, Scene 7). 
Social media is yet another stage for perform-
ativity, but one where play is limited because 
our real-world connections to friends and 
family tend to serve as a means of data veri-
fication, thus keeping the virtual self close to 
the real self (Zhao, Grasmuck and Martin, 
2008). Hogan and Quan-Haase (2010) have 
stressed this: the integration of the virtual 
self with the offline self has become increas-
ingly pronounced as social media becomes 
integrated into the rhythms of everyday life. 
But, how close is the virtual self to the real 
self? Which facet(s) of the real self does the 

virtual self represent? Can we trust informa-
tion representing the self on social media via 
profile information, likes, images, and social 
connections?

The purpose of this chapter is to show 
how processes of self-presentation influence 
methodological considerations and deci-
sions in the study of social media phenom-
ena both in large-scale quantitative analysis 
and in qualitative work. Scholars of social 
media need to grapple with questions of 
self-presentation because virtual selves are 
not always true representations of the self; 
they are often performances influenced by 
many factors including reputation manage-
ment, social context, platform features, data 
curation, motivations, and also social and 
community norms. A user profile can either 
present a person in a more positive light 
through reputation management (Eisenegger 
and Imhof, 2008), or can contain purpose-
fully deceitful information for the purposes 
of trolling (Buckels et  al., 2014; Coleman, 
2012). We analyze the prominent literature 
in three central areas and discuss the impli-
cations for deciding what methodologies to 
use in different contexts, as well as the chal-
lenges existent in these approaches. First, we 
explore how users engage in online reputa-
tion management in order to control their 
self-presentation, present themselves in a 
better light, and enhance trust during interac-
tions with strangers (Eisenegger and Imhof, 
2008; Farmer and Glass, 2010). Second, we 
examine how personality affects the crafting 
of the self in terms of shifts in trait expression 
on the Internet compared to offline (Nevin, 
2015). Third, we investigate trolling, which 
is a deliberate form of misleading, provok-
ing, and making fun of others (Coleman, 
2012). Finally, we discuss several approaches 
and strategies for handling profile data and 
examining interactions on social media with 
an eye toward self-idealization, deception, 
and trolling. Through this review, we aim 
to discuss how discrepancies between the 
virtual and offline self arise, how these dif-
ferences can be interpreted, what approaches 
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exist for detecting differences, and how these 
differences can be taken into account in 
data collection, analysis, interpretation, and 
visualization.

Online Reputation Management

A person’s online reputation is the ‘set of 
beliefs, perceptions, and evaluations a com-
munity forms about one of its members’ 
(Anderson and Shirako, 2008: 320) and 
includes any activity on social media for the 
purpose of reputation building, maintenance, 
and enhancing (Burkhardt, 2008). People 
engage in online reputation management, 
employing a wide range of strategies to pre-
sent themselves in the best light possible. As 
users create complex profiles on social media 
platforms the question arises as to how much 
of the digital representation is an idealized 
version of the self.

Previous studies have identified different 
strategies in self-presentation online and offline 
(Emanuel et al., 2014). Offline reputation man-
agement occurs more spontaneously and in the 
moment, whereas online reputation manage-
ment is a more conscious, premeditated, and 
goal-driven type of engagement, in which 
information is edited, filtered, and modified 
(Stanculescu, 2011). For example, previous 
studies have shown that teens ‘select photos 
based on the images’ attractiveness’ (Kapidzic 
and Herring, 2015: 971) before uploading 
them to social media platforms. Spontaneity in 
offline reputation management leads to disclo-
sure of substantially more personal informa-
tion than in online situations (Emanuel et al., 
2014). This suggests that social media profiles 
are carefully curated and present a self that is 
edited, remixed, and framed.

Personal online reputation management 
strategies are platform and context depend-
ent. On professional social media platforms, 
such as LinkedIn, individuals share different 
kinds of information than on private social 
media platforms because of the different 

social norms at play as well as different goals 
and motivations (e.g., new job opportunities 
or making professional connections) under-
lying their use (Mehdizadeh, 2010; Yang, 
2015). Platform-specific features also influ-
ence people’s online reputation manage-
ment efforts. Facebook, for example, offers 
individual privacy settings, which facilitate 
the creation of partial identities and enhance 
control over what information is revealed 
and to whom (Deuker, 2014). This allows 
for different self-presentations to different 
social circles (Marwick and boyd, 2011). The 
importance of context becomes clear when 
we look at the example of inside jokes;  in 
the offline context, inside jokes are told in 
specific social situations or social circles 
in which others are expected to understand 
the joke. The reputation of the joke teller 
increases because (inside) jokes signal social 
intelligence (Wierzbicki and Young, 1978). 
But such jokes are difficult to identify in 
data gathered from social media platforms 
because the researcher is often unaware of 
the context in which the joke was told. The 
intention and effect of the inside joke could 
be misinterpreted during data analysis, lead-
ing a researcher to mistakenly infer a nega-
tive reputation for the joke teller and deduct 
discrepancies between selves that don’t 
actually exist. Therefore, evaluating a social 
media profile without taking platform-spe-
cific online reputation management strate-
gies and communicative context into account 
can result in a limited or inaccurate view of 
who the person is. These considerations are 
critical for gaining a nuanced understanding 
of an individual’s online self-presentation 
(Emanuel et al., 2014).

Evidence showing that personality traits 
influence how individuals present themselves 
online largely comes from research look-
ing at the impact of anonymity on commu-
nication on the Internet. Introverts are more 
likely to use anonymous social media plat-
forms, whereas extraverts prefer real name 
social media platforms as an extension of 
their offline selves (Amichai-Hamburger 
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et  al.,  2002). Accordingly, analyzing intro-
verts on real name social media platforms 
(e.g., Facebook) may lead to an incomplete 
view of a person’s real self, as they share less 
information on such platforms. Researchers 
need to consider and include an introvert’s 
activities on anonymous social media plat-
forms (e.g., ello.co) in order to gain more data 
about that individual. Understanding the com-
plex interaction between personality traits 
and personal goals is imperative for under-
standing what kinds of personal information 
is shared on various social media and why.

Another critical factor influencing the 
crafting of the virtual self is time, which is 
crucial on e-commerce platforms (Klewes 
and Wreschniok, 2009). On social media it is 
possible to trace back how individuals’ repu-
tation management motives, strategies, and/
or goals evolve over time (Kim and Ahmad, 
2013; Leary and Allen, 2011). A good exam-
ple is the type of online reputation system in 
place on shopping platforms such as eBay or 
Amazon. These platforms store all published 
reviews since registration and provide an 
overall reputation score over a long period 
of time (Resnick et  al., 2000). Thereby, the 
changes in a person’s reputation on these 
platforms can be tracked.

When individuals create their social media 
profiles, they sometimes intentionally pro-
vide information that is false, incomplete, 
or misleading – such as sexual orientation, 
religion, and relationship status – in order 
to protect their privacy (boyd and Ellison, 
2007; Dwyer et al., 2007; Gross and Acquisti, 
2005). The reasons for providing false infor-
mation are often trust concerns (e.g., misuse 
by other members of the social media plat-
form). Others also publish false (e.g., social 
group affiliation) or fake information (e.g., 
fake photos for accusation of crime) about 
a person as a means of defamation or sim-
ply as a joke (Smith and Kidder, 2010). The 
inclusion of any inaccurate or false infor-
mation in a study can result in reaching the 
wrong conclusions about a person’s real self 
(Broadhurst and Kell, 2007).

Taking discrepancies between the offline 
and virtual self into account can reveal new 
research opportunities and provide new 
insights, as discrepancies can uncover gaps 
between one’s current and desired online 
reputation. For instance, individuals often 
craft idealized profiles on professional social 
media platforms which differ from their 
real selves (van Dijck, 2013). By analyz-
ing the variability across platforms, there is 
a chance to identify information individuals 
have hidden in order to protect themselves 
and information individuals have curated to 
enhance their professional reputations. The 
detection and measurement of gaps between 
various presentations of self is often crucial 
and time-consuming because scholars have to 
code data manually and cannot rely on soft-
ware. Contextual anomalies can be detected 
by comparing a researcher’s interpretation of 
an individual’s reputation with the opinions 
of others (e.g., through sentiment analysis). 
Alternatively, collected data could be scru-
tinized and analyzed in order to identify 
sarcasm, irony, inside jokes, and/or cultural 
differences. Such analysis can provide insights 
into individuals’ personal development over 
time, their creation of new identities, how 
social circles are organized, how individu-
als manage their online reputation differently 
in their social circles/roles, and how culture 
influences online reputation management. 
By reviewing these activities over time, it is 
possible to identify preferred strategies, the 
success of those strategies, and shifts in an 
individual’s goals. Ultimately, gaps between 
the offline and virtual self can be a source for 
new research opportunities in personal online 
reputation management. For example, an 
idealized self-presentation of an employee’s 
abilities and skills may result in disappoint-
ment when hired. Hence, researcher could 
investigate employer’s expectations based 
on the virtual self and compared these to that 
employee’s actual performance. The findings 
could provide insights into whether the crea-
tion of an idealized self is a worthwhile pro-
fessional strategy.
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Available social media data consisting of 
profiles, images, texts, and interactions such 
as retweets and likes are the constituents of a 
person’s online self. This online self does not 
necessarily reflect the entire self, rather, such 
information often reflects a carefully curated 
and manipulated self to conform to platform-
specific social norms and expectations, one 
that showcases a person’s idealized self. The 
next section investigates in more detail how 
personality traits can affect the crafting of 
the self and how personality can be differ-
ently expressed between online and offline 
contexts in ways that can reflect tendencies 
toward increased deception on the Internet.

E-Personality and  
Self-Presentation

Research on personality has stressed that 
personality traits are rather stable and con-
sistent across social situations, characterizing 
an individual and his/her behaviours, disposi-
tions, attitudes, cognitions, and emotions 
(McCrae and Costa, 1994). Even though 
personality traits are considered fairly stable 
over time, certain contexts can lead to shifts 
in personality expression (Allport, 1937; 
Kenrick et  al., 1990; Mischel, 1973, 1977). 
This section suggests that social media is 
potentially one such context in which person-
ality expression can change and, accordingly, 
influence the presentation of self online, 
which is something that should be taken into 
consideration by researchers. Personality 
traits often influence the presentation style, 
disclosure risk, and type of information that 
individuals tend to post on social media (Lee 
et al., 2014; Marcus et al., 2006; Michikyan 
et  al., 2014), which can differ from inten-
tional data curation and the meticulous repu-
tation management that was discussed in the 
previous section. As such, this creates an 
additional layer of complexity when research-
ers are trying to interpret and understand the 
data available on social media.

While some scholars argue that anonymity 
on the Internet may allow for the emergence 
of latent personality traits that are usually 
constrained due to the social pressures of 
the material world (Amichai–Hamburger, 
2005; Suler, 2004), others have proposed that 
there may be a multiplicity of online person-
alities that do not overlap with those in the 
offline realm (Turkle, 1984, 1995). The lat-
ter perspective is reflective of a theoretical 
framework of context-dependent personality 
expression, which suggests that situational 
cues and environmental factors can elicit 
changes in personality expression in different 
social contexts (Allport, 1937; Kenrick et al., 
1990; Mischel, 1973, 1977). Research in this 
area has investigated the differences in online 
and offline personality – the former being 
encapsulated through the term e-personality 
(Aboujaoude, 2011). Studies examining 
e-personality have found reduced shyness 
(Stritzke et  al., 2004) and increased psy-
chopathic expression (Nevin, 2015) on the 
Internet. Scholars have tested this framework 
in the online context by using self-report 
data and methodologies that control for per-
sonality trait differences between online and 
offline environments (Blumer and Doering, 
2012; Nevin, 2015; Stritzke et  al., 2004). 
One common quantitative technique involves 
the use of similar scale measures that distin-
guish between online and offline situations 
by adding variations of the clause ‘when on 
the Internet’ in order to promote item consist-
ency for contextual comparisons of the scores 
(Blumer and Doering, 2012; Nevin, 2015; 
Stritzke et al., 2004).

Various types of digital environments can 
differently impact the continuity between the 
virtual and offline self in terms of personal-
ity expression. When individuals know much 
of their judging audience from outside the 
Internet – as is often the case on social media 
platforms like Facebook where individuals 
largely connect with their circle of friends 
and family – there is a sense of accountabil-
ity to express traits that align across social 
contexts. In these digital spaces there are 
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anchored relationships (Zhao et  al., 2008) 
that exist beyond the online world that serve 
to check the information posted on social 
media for personality and identity consist-
ency with the offline self. On platforms with 
anchored relationships, expressing diver-
gent e-personalities is more noticeable and 
incites confusion from peers or reinforces 
the impression that the individual is unpre-
dictable, or even erratic and dishonest, across 
social contexts. As such, most individuals 
tend to exhibit traits from their actual offline 
personalities in their social media profiles 
(Back et  al., 2010). However, adding ele-
ments of anonymity and pseudonymity in 
online communities, such as 4chan or Reddit, 
may reduce the sense of accountability, 
increasing the potential for misrepresentation 
or decreasing the desire for sincere and genu-
ine self-disclosure (Bernstein et  al., 2011; 
Galanxhi and Nah, 2007; Lapidot-Lefler and 
Barak, 2012). The difference in the types of 
interpersonal interactions and identity cues 
that differ between online platforms should 
be considered by scholars when interpreting 
data about the self on various social media 
platforms, with more critical scrutiny given 
to anonymous digital environments that lack 
internal checks and balances for ensuring 
self-congruence.

Digital interaction has been shown in some 
cases to influence the expression of person-
ality traits in a positive direction. Stritzke 
et al. (2004) have suggested that some peo-
ple can become more outgoing online when 
compared to how they typically express 
their shy personalities in offline interactions. 
They found that after previously dividing 
their study participants into shy and non-
shy groups based on their responses to an 
offline inventory, both groups scored simi-
larly on measures of rejection sensitivity, 
self-disclosure, and initiating relationships 
when completing a subsequent inventory 
that emphasized online interactions. On the 
other hand, social media may also bring 
about shifts toward the expression of nega-
tive traits, that is, dark e-personalities that 

are ‘less restrained, a little bit on the dark 
side, and decidedly sexier’ (Aboujaoude, 
2011: 20), which can manifest in antisocial 
online behaviours. Nevin (2015) accord-
ingly tested the discrepancy between online 
and offline expressions of dark personality – 
conceptualized in terms of psychopathy – 
using self-report survey data that specifically 
controlled for social context. For reference, 
psychopathy is a personality profile charac-
terized by traits such as a lack of empathy 
or remorse, impulsiveness, manipulativeness, 
superficial charm, and a grandiose sense of 
self, as well as other antisocial indicators 
(Hare, 1991). This exploratory study found 
that individuals in the sample (especially 
males) expressed higher levels of cyber-
psychopathy compared to offline psychopa-
thy scores, suggesting that some Internet 
users slide toward expressions of subclini-
cal psychopathic personality when online 
(Nevin, 2015). Cyber-psychopathy was also 
associated with increases in the participants’ 
reported endorsements of deception and troll-
ing practices, which are largely implicated in 
online misrepresentation (Nevin, 2015).

Heightened narcissism on the Internet 
is another important expression of dark 
e-personality that can impact the interpreta-
tion of data from social media. Narcissism, 
characterized by self-centeredness and van-
ity, is part of the Dark Triad of personality 
(Paulhus and Williams, 2002) and has become 
normalized online through self-promotional 
behaviours and selfies on social media plat-
forms (Fox and Rooney, 2015). It has been 
suggested that such attention-seeking behav-
iours are reflective of a need to ‘gain valida-
tion for inflated self-views’ (Marshall et al., 
2015: 36). As such, researchers need to con-
sider that narcissistic e-personality may serve 
to reduce the objectivity of social media 
data by presenting misrepresented and ideal-
ized versions of self. Previous studies have 
found that narcissism can be observed on 
Facebook through high frequencies of status 
updates (Carpenter, 2012), as well as when 
the subjects of these posts are more focused 

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   79 08/12/16   3:52 PM



The SAGE Handbook of Social Media Research Methods80

on achievements, including boasts about diet 
and exercise (Marshall et al., 2015).

Linguistic methodologies such as text 
analyses and sentiment analyses can be used 
in text-based environments like social media 
to measure how personality traits are linked 
to online content (Boochever, 2012; Garcia 
and Sikström, 2014; Sumner et  al., 2012). 
These methodologies are important consid-
ering that dark e-personality traits can now 
be identified via text analysis and can help 
with the interpretation of data by testing 
for the likelihood of misrepresentation. For 
example, some researchers have found that 
online posts that have many negative words, 
high levels of profanity, traces of anger, and 
unclear grammar can indicate psychopathy 
in social media platforms such as Facebook 
and Twitter (Boochever, 2012; Garcia and 
Sikström, 2014; Sumner et al., 2012). There 
are several different strategies that can be used 
to perform this type of text analysis. Sumner 
et  al. (2012) have used machine learning 
algorithms to identify psychopathic person-
ality traits from written content on social 
media by determining cases that have high 
or low scores on each trait of interest. They 
also statistically measured linguistic vari-
ables such as word length, tense, verb use, as 
well as semantic content in terms of emotions 
and topical themes to report correlations with 
personality variables. Boochever (2012) has 
taken a different approach by combining lin-
guistic analyses with self-report personality 
measures to determine the linguistic indi-
cators of psychopathy. She relied on a text 
analysis program called Linguistic Inquiry 
and Word Count (LIWC) (Pennebaker et al., 
2007), which quantifies and categorizes lin-
guistic units in a post in order to report the 
percentage of words that fall under each 
category. LIWC specifically focuses on ‘lin-
guistic dimensions, psychological constructs, 
personal concern categories, and paralinguis-
tic dimensions’ (Hancock et  al., 2012: 15). 
Using such techniques can allow research-
ers to analyze previous posts or comment 
histories to test for dark e-personality traits 

(such as psychopathy or narcissism) that may 
underlie either deliberate or unintentional 
misrepresentation online. This method may 
serve as an initial check in order to flag cases 
that are high in dark e-personality expression, 
which might skew the data that are mined 
from social media profiles.

Overall, personality discrepancies between 
offline and online environments, as well as 
the inclination toward dark e-personality 
expression, may compromise the objectivity 
of the data on social media. As such, several 
approaches were discussed above, and other 
approaches in this book (Chapter 21, Rubin, 
this volume), can aid scholars in analyz-
ing and interpreting rich and contextualized 
social media data. Such methods can sensi-
tize scholars to discrepancies in personality 
across platforms and social contexts (Chapter 
2 McCay-Peet and Quan-Haase, this vol-
ume). While some techniques show promise 
for assessing the likelihood of deception or 
misrepresentation, the conclusions drawn 
from social media data should always con-
sider the limitations of potentially biased data 
resulting from shifts in personality expres-
sion on the Internet.

Big Data and Trolling

Big Data analytics have been heralded as 
revolutionary because they are data driven 
(Lohr, 2012). Some researchers and commen-
tators have even gone so far as to proclaim 
that Big Data signals ‘the end of theory’ alto-
gether (Anderson, 2008). With big enough 
data sets, the argument goes, ‘knowledge 
discovery software tools find the patterns and 
tell the analyst what–and where–they are’ 
(Dyche, 2012). Anderson (2008) has 
explained how inferences are drawn in this 
new paradigm, where ‘[c]orrelation super-
sedes causation, and science can advance 
even without coherent models, unified theo-
ries, or really any mechanistic explanation at 
all’ (Anderson, 2008); or in other words, if 
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only the humans and their often erratic behav-
iour would get out of the way, the data would 
be able to speak clearly for itself without the 
need to have theory as an interpreter.

There are many researchers, however, who 
dismiss this belief that data ‘transcends con-
text or domain-specific knowledge’ (Kitchin, 
2014: 4) as ‘Big Data hubris’ (Bruns, 2013; 
Lawson et al., 2015; Lazer et al., 2014: 1203). 
Indeed, an uncritical trust in the truthfulness 
of Big Data can be particularly myopic and 
even harmful in the realm of social media 
research. ‘On the Internet’, according to an 
adage almost as old as the Internet itself, ‘no 
one knows you’re a dog’.1 Unfortunately, 
people tend to lie online (Caspi and Gorsky, 
2006), and in some circles, deception may 
even be the norm rather than the exception 
(Knuttila, 2011). This poses a problem for 
Big Data analytics, which tends not to dwell 
on questions of truthfulness (Lukoianova and 
Rubin, 2014), such as what if the text does 
not mean what it says? What if, contrary to 
expectations, communicators are not engag-
ing with each other frankly and in good faith?

Anyone who has spent time reading or 
writing messages on social media has likely 
encountered a troll: a person ‘whose real 
intention(s) is/are to cause disruption and/or 
to trigger or exacerbate conflict for the pur-
poses of their own amusement’ (Hardaker, 
2010: 237). This disruption can take many 
forms, including impersonation, pointless 
argumentation, off-topic or offensive mes-
sages, harassment, and pranking, and is often 
marked by ‘a set of unifying linguistic and 
behavioural practices’ (Phillips, 2015: 17) – 
i.e., memes. Despite general negativity 
towards trolls and their activities, the troll-
ing subculture has largely been responsible 
for popularizing many of the Internet’s most 
creative and enduring memes (Bernstein 
et  al., 2011). For this reason, trolling is the 
most recognizable and widespread form of 
casual deception on the Internet and is likely 
to show up in any large social media dataset.

Trolling has traditionally been consid-
ered ‘a game about identity deception’ 

(Donath, 1999: 45), but it is a game that is 
often played with an audience in mind: other 
trolls. For example, in response to a user ask-
ing for computer help on a message forum, 
a troll might suggest deleting the System32 
file, which is essential for Windows to run.2 
This action invites two opposite interpreta-
tions: to a naïve user, this is a hostile act of 
deception which may result in costly dam-
ages. For those who recognize the System32 
meme, the initial trolling message can trig-
ger a cascade of sarcastic banter as users 
who understand the joke offer encourage-
ment and further misleading advice.3 Among 
trolls, this type of transgressive, antagonistic 
humour at another’s expense is known as lulz, 
a corruption of laugh out loud (Stoehrel and 
Lindgren, 2014). For social media research, 
recognizing these memetic signals (lulz) is 
the key to identifying and accurately inter-
preting trolling behaviour.

One of the core beliefs of many Internet 
trolls is the idea that ‘nothing should be taken 
seriously’ (Phillips, 2015: 26), which moti-
vates them to mock, criticize, or denigrate 
Internet users who express strong opinions 
online. As such, trolls are drawn to social 
issues such as feminism, racism, and religion 
– issues that are often championed loudly by 
youthful proponents (Tatarchevskiy, 2011) 
across a wide variety of social media plat-
forms. Twitter, for example, is home to many 
parody accounts poking fun at public4 and reli-
gious figures.5 Tumblr, which is known for its 
numerous gender-queer communities (Read, 
2012), is often the target of trolls mocking 
those communities.6 On Facebook, trolling 
might take place as a response to perceived 
insincere slacktivism, such as in the case of 
the Kony 2012 campaign (Collier, 2012).

While it may be tempting to dismiss troll-
ing as random hostility or simply junk data, 
proper contextualization can reveal much 
about social relationships and norms online. 
In many ways, trolling can be interpreted 
as an extension of the Internet exception-
alism celebrated by early advocates like 
Rheingold (1993) and Barlow (1996). Trolls 
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see the Internet as their home turf, and have 
even invented their own rules of netiquette.7 
Like the early hackers from whom they trace 
ancestry, trolls celebrate ‘creative appro-
priation’; in their view, ‘technologies were 
made to be played with’ (Phillips, 2015: 131, 
emphasis in original). From this perspective, 
trolling is more a form of protest than an act of 
senseless aggression: ‘trolls work to remind 
the masses that have lapped onto the shores 
of the Internet that there is still a class of 
geeks who, as their name suggests, will cause 
Internet grief’ (Coleman, 2012: 109–110).  
From this perspective, it represents the ‘ten-
sions between dominant and subordinate 
groups’ (Hebdige, 1979: 2) played out all 
across cyberspace.

Trolling messages are an important aspect 
to include in the data analysis. ‘Trolls operate 
as agents of chaos on the Internet’ (Buckels 
et  al., 2014: 97) and can be crude, funny, 
obscene, and even criminal, but trolling is 
also the performance of an online, coun-
tercultural response to the encroachment 
of offline, mainstream sensibilities on the 
Internet (Hogan and Quan-Haase, 2010). At 
first glance, trolling may look like little more 
than hate speech and online abuse, but deeper 
readings reveal it to be ‘a form of action that 
seeks to trick the person being trolled into 
revealing a hidden reality’ (McDonald, 2015: 
973). Through their antics, trolls poke and 
prod their targets into exposing the secret 
hypocrisies and antipathies that lie behind 
the mask of everyday politeness. In doing 
so, ‘lulzy activity [transgressive jokes and 
pranks] defies boundaries but also re-erects 
them’ and can be read as ‘a form of cultural 
differentiation’ (Coleman, 2014: 32).

What does trolling mean for social media 
analytics? In day-to-day life, people tend to 
exhibit a truth-bias; that is, they generally 
believe what they hear and read and informa-
tion is taken at face value without much ques-
tioning of dominant discourses, unless they 
have reasons to suspect deception (Levine 
et  al., 1999). In computer-mediated com-
munication, physical and non-linguistic cues 

which might arouse suspicion or scepticism 
are often not present, making this effect even 
more pronounced and exploitable (Burgoon 
et  al., 2010). While there is currently little 
data available on the extent and prevalence 
of online trolling, surveys have shown that 
40 per cent of American adult Internet users 
have personally been the target of online 
harassment (Drake, 2015) and 73 per cent 
have witnessed it happening to other peo-
ple (Duggan, 2014). It seems reasonable to 
infer from these statistics that trolls exert a 
very noticeable influence upon online com-
munications and interactions and represent 
a population of Internet users who are much 
more likely than normal to be antagonistic, 
ironic, or deceptive. To interpret data from 
these sources only superficially is to miss the 
hidden layers of meaning that they encode. 
Researchers cannot simply assume that what 
is said is the same as what is meant; context 
and domain-specific knowledge is imperative 
in order to tease out the nuances of digital 
data on social media.

Data mining and contextualizing  
the virtual self

Most users are amused when they look back 
in their timeline or news feed and read over 
earlier posts and status updates. Some are 
even shocked to realize that they posted a 
picture of themselves in a compromising situ-
ation or made a comment that they now feel 
does not really reflect who they are. For 
example, a Canadian running as a candidate 
for parliamentary office experienced the det-
rimental effects of her earlier Twitter posts, 
which she had made public as a teenager (17 
years of age, CBC, 2015). While we tend to 
think of the virtual self as a somewhat stable 
representation of a person and his/her true 
self, there is no clear link between data, 
traces, and footprints as found in social media 
and the offline self. Moreover, as individuals – 
particularly teenagers – mature, comments, 
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posts, and behaviours that may reflect the 
frivolous nature of youth, may no longer 
reflect who they are as adults. Therefore, it is 
important for scholars embarking on a social 
media research project to take into account 
the following four suggestions.

Topic-dependency: The first step is to 
conduct a rigorous and systematic literature 
review of the research field of interest (vom 
Brocke et  al., 2009), as a comprehensive 
literature review allows researchers to ben-
efit from past experiences and best practices. 
This may be particularly relevant to identify 
developmentally-related changes to the self 
and changes related to context. For instance, 
existing publications provide insights into 
differences in online reputation management 
strategies on private and professional social 
media platforms (Yang, 2015). On profes-
sional social media platforms people are 
more likely to create an idealized profile (van 
Dijck, 2013) and update their profile informa-
tion more often (Yang, 2015). A researcher 
can foresee and anticipate that data collection 
and analysis solely based on one social media 
platform may include discrepancies and lead 
to a distorted interpretation of a person’s vir-
tual self.

Data triangulation: Instead of relying on 
data collected from a single social media plat-
form, data triangulation can be used to create 
a more comprehensive profile of a person. 
For example, sharing economy platforms, 
such as Airbnb, are a good source for verifi-
able demographic information on a person. 
Social media platforms that do not encour-
age people to use their real names (e.g., ello.
co) are also a good source of data – even if 
very different in nature – for learning about 
expressions of dark e-personality traits and 
trolling behaviours that are less likely to sur-
face on other public sites. On these platforms 
people often use nicknames and are at least 
partially anonymous to strangers. Anonymity 
encourages individuals to express their opin-
ions more freely because they are less likely 
to encounter reprisal, such as social isolation 
(Reader, 2012). Alternative email addresses 

are unique identifiers that can also be used 
to link an anonymous profile to an individ-
ual’s real identity. Mobile phone numbers 
are even more effective, as a mobile device 
usually has a one-to-one relation to its user 
(Feldmann, 2005). Although phone numbers 
are often not revealed in current platforms, 
a profile on a social media platform that is 
no longer in use may offer such information. 
Some people offered more personal informa-
tion on their first social media platform such 
as MySpace.com, Last.fm, or Classmates.
com, as they were not aware of privacy issues 
at the time of creation of those profiles. 
Information from obsolete profiles could 
also provide more unique identifiers such as 
nicknames, which could be used to identify 
a person on other social media platforms. 
Previous studies have demonstrated that an 
individual could be uniquely identified by 
a set of attributes. For example, Sweeney 
(2000) demonstrated that 87 per cent of the 
American population can be uniquely iden-
tified based on zip code, date of birth, and 
gender. Using these approaches, a researcher 
is able to create a comprehensive profile of 
a person based on information from several 
social media platforms, which contextual-
izes and enriches our understanding of self-
presentation practices. Ethical considerations 
with regard to the use of such data are critical 
though, as consent from users may be impor-
tant prior to data collection.

Digital traces as starting points: Recent 
methodological innovations suggest using 
digital traces as a starting point for analy-
sis and either verifying or thickening data 
through other sources such as interviews 
(Dubois and Ford, 2015). A digital trace 
includes all user-related data from social 
media platforms such as user-generated 
content (e.g., pictures, videos, and tweets) 
and metadata like author or timestamp 
(Chapter 13 Latzko-Toth et al., this volume). 
Quantitative approaches are often used in 
trace-based social media research studies. 
However, the understanding of such massive 
amounts of data can be challenging, as it is 
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nearly impossible to put all data into the right 
context (boyd and Crawford, 2012; McCay-
Peet and Quan-Haase, 2016). As discussed 
in this chapter, the context of information is 
essential for data analysis. To address this 
issue, a researcher can use data ‘thickening’, 
which means to collect a few in-depth data 
instead of collecting many data (Chapter 13, 
Latzko-Toth et  al., this volume). An exam-
ple of data thickening is to combine in-depth 
interviews with content analysis. In such 
an approach, the researcher can go through 
an interviewee’s social media activity log 
together with the interviewee and thereby 
gain important contextual information about 
the activities (e.g., Why was a content shared? 
Was the content shared to a specific event? 
How was the shared content perceived? Was 
there a target audience?). Such a research 
strategy can reveal aspects that quantitative 
or traditional qualitative approaches cannot. 
At the same time, it not only highlights the 
‘contrast between what participants reported 
and their actual practices as recorded in the 
logs (e.g., sharing/liking patterns and social 
network composition)’ (Chapter 13, Latzko-
Toth et al., this volume, p XX), but also puts 
the virtual self into the appropriate context.

Infer reputation management strategies 
and personality traits based on data traces: 
Individuals manage their virtual selves on 
various platforms differently based on their 
goals, social roles, and personality traits. 
By collecting social media data such as sta-
tus updates (Marshall, Lefringhausen, and 
Ferenczi, 2015) one can make inferences 
about a person’s personality traits and then 
use the personality traits to better understand 
how people express themselves online. In a 
study by Amichai-Hamburger et  al. (2002), 
it was found that the depth of self-disclosure 
(e.g., personal preferences, experiences, 
or emotions) in status updates on non-
anonymous social media platforms was a 
marker for introversion. This can then help to 
further contextualize a user’s interaction pat-
terns and self-presentation on various social 
media platforms.

Conclusion

Social context (anonymity, anchored relation-
ships) and platform type (open vs. close net-
work) influence reputation management, 
self-presentation strategies, the expression of 
e-personality, including dark e-personality 
traits, and the likelihood of trolling. Different 
contexts necessitate different data collection 
techniques and approaches for making sense 
of the data because social norms, values, and 
customs will vary (McCay-Peet and Quan-
Haase, 2016). Social context may be cultural, 
work, or personal in nature – for example, a 
small, close-knit peer group, or a large, dif-
fuse network of international social activists. 
Users who engage in platforms geared toward 
the development of professional connections, 
like LinkedIn or Academia.edu, have differ-
ent biases than anonymous social media plat-
forms such as 4chan. Social media platforms 
as a result of their distinct social affordances 
elicit different patterns of self-presentation, 
sharing of information, and engagement. 
Understanding these variations is important 
for making methodological decisions.

Scholars tend to disregard digital traces, 
footprints, and representations that deviate 
from the real self instead of contextualizing 
these and establishing counter-narratives 
that help explain users’ underlying motiva-
tions for different means of self-presentation. 
However, exploiting this information could 
provide novel insights into how users of 
social media are crafting the self over time 
and the underlying social processes. Many 
social media methodologies tend to rely on 
cross-sectional data, but a person’s behav-
iour over time may also provide important 
inferences about stability of the self and 
its development. We conclude that treat-
ing data from these sources naïvely yields 
potential interpretation errors and discard-
ing them as outliers might remove important 
counter-narratives. Data don’t lie, but people 
lie with data, and data can also be misinter-
preted; in the age of Big Data, context and 
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domain-specific knowledge may be more 
important than ever to make sure that mes-
sages are not lost in social media.

Notes

 1 	 https://upload.wikimedia.org/wikipedia/en/f/f8/
Internet_dog.jpg

 2 	 http://knowyourmeme.com/memes/delete-
system32

 3 	 http://i0.kym-cdn.com/photos/images/original/ 
000/077/443/untitled.JPG

 4 	 https://twitter.com/TOMayorFrod
 5 	  https://twitter.com/Jesus_M_Christ
 6 	 http://knowyourmeme.com/memes/i-sexually-

identify-as-an-attack-helicopter
 7 	 http://knowyourmeme.com/memes/rules-of-the-

internet
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7
Social Science ‘Lite’?  

Deriving Demographic Proxies 
from Twitter

L u k e  S l o a n

On the face of it, Twitter provides a social 
scientific goldmine of rich, voluminous 
data  on reactions, attitudes, intentions and 
networks – yet the absence of explicit demo-
graphic data prevents researchers from being 
able to capitalise on this valuable source for 
two key reasons: we do not know who is 
represented on Twitter; and we do not know 
who is saying what. This chapter looks in 
detail at the cutting edge work recently and 
currently underway to understand the demo-
graphic characteristics of Twitter users 
through signatures identified within tweets 
and the metadata associated with Twitter 
activity. This chapter critically reviews meth-
ods for extracting or estimating location, age, 
gender, language, occupation and class and 
discuss techniques for testing the accuracy of 
these derived characteristics. We argue that 
by augmenting Twitter data with demo-
graphic proxies, we substantially increase the 
utility of the data for the wider social science 

community and enable new avenues of 
research to be explored.

INTRODUCTION

At its core, social science is interested in the 
differences and inequalities between groups 
broadly defined through common demo-
graphic characteristics. Traditional modes of 
social research collect data both on the phe-
nomena of interest and the characteristics of 
a case be it a respondent on a survey, a 
member of a focus group or even an institu-
tion. We take for granted our ability to ask 
the relevant questions to ensure that the 
researcher collects demographic data on sex, 
ethnicity, nationality, socio-economic group, 
and religiosity and so on. However, the 
recent exponential increase in transactional 
and naturally occurring data (i.e. data not 
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elicited through social research) has raised 
new methodological questions about what 
can be known and how we can know it. 
Twenty-first century social science must seek 
to understand what these new sources of data 
mean and how they can be robustly used, but 
a perennial criticism of naturally occurring 
data from social media sources such as 
Twitter is that these important background 
variables, which are the bread and butter of 
social science research, are generally absent 
(Gayo-Avello 2012). Without this informa-
tion we cannot make group comparisons and, 
just as importantly, we have no measure of 
the representativeness of the data. Yet just 
because demographic information is not elic-
ited does not mean that it cannot be estimated 
by proxy, and if we can reliably identify the 
background characteristics of Twitter users 
then we unlock a rich vein of information on 
attitudes and reactions which are independ-
ent of researcher interference.

Following from this, there are two ration-
ales for the development of demographic 
proxies for Twitter users. The first is to address 
a fundamental question that has yet to be suf-
ficiently answered: who tweets? There are 
studies using traditional survey methods (see 
IPSOS MediaCT 2014, Duggan and Brenner 
2013) that identify who in the survey sample 
is using Twitter, but because the Twitter pop-
ulation is unknown we do not know if certain 
groups are accurately represented. Certainly 
the idea that Twitter provides a voice for the 
disenfranchised (Edwards et al. 2013) would 
suggest that some subsets of the Twitter 
population may well be people who typically 
do not respond to surveys. If we know who 
tweets (and, importantly, who does not) and 
we know where someone is tweeting from, 
then we can start to unravel the relationship 
between virtual activity on Twitter and real-
world events such as elections, crime, and 
commuter travel patterns to name but a few. 
There are private sector companies that claim 
to be able to derive demographic character-
istics of Twitter users, but this information is 
market sensitive and the methodologies are 

often neither public nor transparent. In con-
trast, all of the approaches discussed in this 
chapter are open for replication with clear, 
rigorous and replicable processes that can thus  
be scrutinised and improved upon by others.

The second reason has already been hinted 
at above – that understanding how group 
membership impacts upon an individual is 
one of the key areas of concerns for social 
scientists. As society moves even further into 
the virtual sphere we want to know if real-
world demographic differences manifest in 
the virtual world and, if they do, is the effect 
the same? For example, does gender impact 
upon behaviour on Twitter? Do male and 
female users interact in the same type of 
online networks? Are inequalities in class, 
age, language and gender propagated online 
or is Twitter an emancipatory platform that 
levels the playing field? Certainly some stud-
ies have demonstrated that the use of social 
networking sites in general differ based on 
gender, education and age (Haight, Quan-
Haase and Corbett 2014).

These are big questions that are shaping 
what social science looks like in the virtual 
world and before they can be answered, it is 
necessary to reconceptualise demographic 
characteristics in relation to Twitter and 
then explore how they can be extracted, esti-
mated, measured and evaluated. This chap-
ter outlines the cutting-edge research in this 
area around geography and location, age, 
gender, language, occupation and class. We 
review previous work to identify some of the 
features and characteristics of other social 
media platforms and discuss how the idi-
osyncrasies of Twitter demand adaptations 
or completely new approaches for deriving 
demographic information. Importantly, this 
chapter is careful not to overstate the accu-
racy of methods for deriving demographic 
characteristics and the critical observations 
that arise will hopefully encourage others to 
takes these ideas one step further. The issue 
of accuracy is addressed again towards the 
end in the context of future work that will 
evaluate the reliability and validity of some 
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of the techniques for generating derived 
demographic characteristics.

GEOGRAPHY AND LOCATION

Geography is possibly the most useful demo-
graphic characteristic that can be extracted 
from Twitter, but it is also the most conceptu-
ally complex (see Chapter 18, Bushel and 
Pennington, this volume for a detailed dis-
cussion on analytics of geospatial social 
media data). There are four signatures of 
geography that can be ascertained – geoco-
ding, explicit profile reference, explicit tweet 
reference, proximal reference – and all have 
different meanings. They form a ‘hierarchy 
of utility’ from the specific (geocoding) to 
the general (proximal) that can be considered 
analogous to the hierarchy of data types in 
quantitative research where interval is the 
most useful and the most informative, fol-
lowed by ordinal and finally nominal.

IOn Twitter, geography precision matters – 
and there is nothing more precise than know-
ing the latitude and longitude coordinates of 
where a user was when they posted a tweet. 
This data is so granular that it is possible to 
place a tweeter outside of a particular shop in 
the high street at the time of tweeting. Tweets 
that contain this data are geocoded and users 
may choose to have this enabled or disabled on 
their account. Because the default mode is dis-
abled, the reality is that many users do not gen-
erate geocoded tweets – only around 0.85% of 
Twitter traffic contains this information (Sloan 
et al. 2013). Figure 7.1 plots geocoded tweets 
captured during July 2012 through the 1% 
Twitter API and we can clearly see clusters of 
tweets in areas of high population density – a 
useful reminder that even a small proportion of 
tweets is a large number of data points in abso-
lute terms. Note that the data points apparently 
in the middle of the sea are likely to be people 
tweeting from boats or planes.

Geocoded data is particularly useful 
because it provides a common geographic 

key that links Twitter data to other social 
and administrative datasets. Point long/lat 
data can be used to locate a user within exist-
ing geographies from output areas (OAs) 
and statistical wards used in Census outputs 
(CAS Wards) to parliamentary constituen-
cies and policing neighbourhoods. This 
allows us to understand the context of the 
area in which a tweet was made and chal-
lenges the notion that social media platforms 
such as Twitter are ‘data-light’ (Gayo-Avello 
2012). This data linkage adds value to both 
traditional sources of social data and social 
media as one augments the other (Edwards 
et al. 2013) allowing us to ask new questions 
such as: Do people use fearful language on 
Twitter when walking through a high crime 
area? How much support is there on Twitter 
for a political party within a particular con-
stituency? Does the language profile of an 
area on Twitter reflect Census data on main 
language?

Published examples of the value added 
through augmentation include Gerber’s 
(2014) investigation of the association 
between 25 crime types in a major US city 
using kernel density estimate (KDE) and 
statistical topic modelling tailored for use 
on Twitter and Malleson and Andresen’s 
(2014) use of Twitter traffic volume to under-
stand crime risk. This cutting edge research 
embraces Twitter data as another lens 
through which to study and investigate social 
phenomena. Indeed, the author of this chap-
ter was part of a project looking at the asso-
ciation between reported crime in London, 
contextual area data from the 2011 Census 
and mentions of crime and disorder terms on 
Twitter (Williams, Burnap and Sloan 2016). 
The geographical granularity required to 
investigate these associations can only be 
achieved with geocoded data.

That is not to say that such data is with-
out its problems (beyond the small propor-
tion of total Twitter traffic that it consists of). 
Graham et  al. hypothesise that ‘the division 
between geocoding and non-geocoding users 
is almost certainly biased by factors such as 
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social-economic status, location, education’ 
(2014: 570), thus questioning whether this 
rich but small subset of data is representative 
of the wider Twitter population. Recent work 
has demonstrated that there are small (but 

significant) differences in enabling geoservices 
and using geocoding based on age, gender and 
class and there are even bigger discrepancies 
when looking at language of tweet and lan-
guage of interface (Sloan and Morgan 2015).

Figure 7.1  The geographic distribution of geocoded tweets in the UK and Ireland from a 
sample of 13 million 

Source: Sloan et al. 2013.
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Stepping down a rung of the hierarchy of 
utility, when geocoded data isn’t available 
then we can turn to location information that 
can be garnered from user profiles. It is not 
unusual for tweeters to complete the location 
field of their profile description and with a lit-
tle data-cleaning and common sense it is pos-
sible to automate the extraction of this data in 
a useable format. Using Yahoo! PlaceFinder 
(2012), Sloan et al. 2013 demonstrated on a 
subsample of data that it is possible to use 
profile data to identify the country of 52% 
of users, the state for 43% (understood to 
be England, Scotland, Wales and Northern 
Ireland in the UK and prefectures in Japan), 
the county for 36% and the city for 40%. 
Yahoo! PlaceFinder will identify the lowest 
geographical reference it can (such as a city) 
and then place it within a hierarchy such as: 
Cardiff, Wales, UK. Surprisingly the study 
found postcode level data for 10% of users, 
which would be enough to locate tweeters 
within the granular geographies usually used 
only with geocoded data.

There is, however, a catch. What is a user 
telling us when they write a location in their 
profile description? Is it where they live? 
Where they’re born? Where they used to live? 
Where they work? The problem is that regard-
less of how many hierarchical geographical 
levels we can identify we don’t know what 
this location means to the user or how they 
relate to it. Conceptually, identifying with a 
particular location is a very different thing 
to being in a location when a tweet is sent. 
Geocoded data always tells the truth and 
requires no manual update – it will always 
exactly identify your location, but someone 
who lives in Cardiff might regularly com-
mute to Bristol or even London. They may 
even be tweeting from abroad whilst their 
profile places them in Manchester. Even if 
the researcher is to make the (very generous) 
assumption that the city in a user profile is 
where the user is, it is not a very useful geo-
graphical unit to work from. It may be possi-
ble to place tweeters within local authorities 
but that assumes that people understand 

and accurately realise where the boundaries 
between two areas is located. Arguably the 
information might be of more use in smaller 
cities than larger ones (e.g. Truro vs London), 
so in areas of low population density where 
administrative geographical units are larger 
(such as parliamentary constituencies) there 
may be more value to this data. The final 
point to make has already been hinted at but is 
worth highlighting – the location might be a 
lie. There may be an element of purposeful or 
even unintentional deception as UK geogra-
phy can be complex (see Yang, Quan-Haase, 
Nevin & Chen, Chapter 6, this volume for a 
discussion around deception). For example, 
Salford is within Greater Manchester but it is 
not part of the City of Manchester.

Alternative geographical references can 
be found in tweets themselves. Explicit men-
tions of places can be easy to identify such 
as major landmarks, sporting events or con-
cert venues. Other contexts in which clear 
geographical references might manifest in a 
tweet include everything from ‘My train just 
passed through Reading Station’ to ‘Really 
wish I was at home in Edinburgh right now’. 
To make any sense of this data it is neces-
sary to take into account the context of the 
geographical reference and it requires com-
plex and deeper analysis (Sloan et al. 2013). 
Despite the difficulties, Cheng et  al. (2010) 
built a probabilistic model to estimate the 
city in which a user lives and managed to do 
so through mining for geographical refer-
ences in the archives of Twitter users. Their 
approach placed 51% of Twitter users within 
a 100-mile radius of their actual location. 
Considering the complexity of the task and 
the high amount of noise in the data this is an 
impressive achievement.

The final category of geographical data is 
not really explicitly spatial but might nev-
ertheless be of use as the interface between 
natural language processing and geo-spatial 
analysis develops. Proximal references mani-
fest in tweets in the format of ‘just down 
the road’ or ‘a few streets away’ and they 
are only of use if the reference point can 
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be deduced (i.e. which street are you refer-
ring to?). It is also important to distinguish 
between whether the user is positioning 
themselves through a proximal term such 
as ‘I’m just round the corner from the sta-
tion’ or an event which they are comment-
ing on such as ‘That burglary was just down 
the street from me’. Additional challenges 
to identifying geography in tweets include  
generating lexicons for slang and developing 
our understanding of how individuals recog-
nise geographical boundaries.

AGE

The ability to extract age data from social 
media sources is very much dependent on the 
platform of interest. Schwartz et  al. (2013) 
have demonstrated the link between word 
usage and age on Facebook profiles. Rather 
than specifying an a priori list of words that 
is theoretically associated with particular age 
groups, they advocate for an open vocabulary 
approach in which the terms that differentiate 
age groups are not pre-defined. For a plat-
form such as Facebook for which the age is 
known, it is possible to collate and analyse 
posts that users have made, measure word 
frequencies and produce lists of words that 
are typically associated with particular age 
groups. In the blogosphere, Argamon et  al. 
(2006) identified latent language concepts 
through factor analysis that explained the co-
occurrence of certain words, resulting in the 
identification of latent factors such as 
‘poetic’. The frequency of latent factor occur-
rence can then be related to age groups (and, 
as discussed later, gender).

Whilst both of these approaches would 
then allow a predictive model to be speci-
fied based on either vocabulary on Facebook 
or latent language concepts in blogs, nei-
ther method is suitable for identifying age 
on Twitter for three reasons. The first is that 
Twitter metadata does not contain any explicit 
information on age, so building predictive 

models that associate particular content  
and/or behaviours with an age group is fruitless –  
the dependent variable is missing. Secondly, 
whilst vocabulary lists or latent language 
concepts might work well on Facebook posts 
(potentially in excess of 5,000 characters) and 
blogs (as long as you like), they are unlikely to 
be portable to a 140 character micro-blogging 
platform. Finally, the prevalence of retweets 
on Twitter means that substantial amounts 
of content are not authored by the user, thus 
the content of many tweets is not an accurate 
reflection of an individual’s vocabulary.

With all this in mind, it is necessary to 
think more creatively about how age can be 
identified on Twitter. In particular, it is neces-
sary to consider what parts of a Twitter profile 
might contain useful information on age that 
is genuine original data generated by the user. 
Sloan et  al. (2015) offer a solution through 
the interrogation of the profile description 
field, which can be accessed via the Twitter 
API. The premise is a simple one: some-
times people write their age in their Twitter 
profiles, thus the question is not whether the 
data exists but how it can be identified and 
extracted. Using pattern matching, it is pos-
sible to identify signatures of age such as: a 
two digit integer followed by ‘years’, ‘yrs’, 
‘years old’ or ‘yrs old’; a two digit integer 
preceded by ‘age’, ‘aged’, ‘I’m’ or ‘I am’; a 
four digit integer preceded by ‘born’ or ‘born 
in’ (with year or birthday an actual age can 
be calculated). It is also necessary to account 
for false positives such as ‘I’ve worked at X 
for 24 years’, ‘I’ve spent 16 years as an X’ or 
‘I have a 4 year old daughter’. To avoid mak-
ing type one errors, an addition set of rules 
is used to exclude cases where: a two digit 
integer is preceded by ‘for’ or ‘spent’; where 
‘years’ is followed by ‘as’, ‘working’ or ‘in’; 
where any of the positive identification rules 
are followed by ‘son’ or ‘daughter’. A more 
detailed discussion of the challenges can be 
found in the original paper and it is worth 
noting that this analysis is limited to English 
language tweets which account for around 
40.35% of Twitter content (Sloan et al. 2013).
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Applying these apparently simple rules 
and checking via expert human validation, 
Sloan et al. (2015) identified age data in the 
description field of 1,470 users in a database 
of 32,032 cases (0.37%). Figure 7.2 shows 
the results of this process and compares 
the distribution of age according to Twitter 
against Census 2011 data on the age profile 
of the UK population. The fact that young 
people are much more populous on social 
media has been indicated by previous studies 
(see Duggan and Brenner 2013), but all esti-
mates of age on Twitter have so far relied on 
surveys which ask whether respondents use 
the platform, meaning that estimates are a 
function of sampling and other limitations of 
survey methods. This is the first example of 
age estimates on Twitter which relies solely 
on explicit user generated references to age.

That is not to say that the method is error 
free. Although there is no a priori case why, 
for example, older users wouldn’t wish to 
give their age online, it is not inconceivable 
that professing age is of more importance 
to younger users, or more common practice 
for particular age groups, social networks or 
users from particular countries, subcultures 
or backgrounds. Yet it is interesting to note 
that even if this provides an underestimate 
of older users on Twitter, the 1.1% between 
51 and 60 years would account for around 
165,000 users in the UK and 2,981,000 users 
worldwide (Sloan et al. 2015) if scaled up to 
a conservative estimate of the entire Twitter 
population of 271,000,000 monthly active 
users (Twitter 2014).

Further work in this area is likely to pro-
gress along the same lines as Swartz et  al. 
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Figure 7.2  Comparison of age profile of UK Twitter users against the 2011 Census

Source: Sloan et al. 2015.
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(2013) and Argamon et al. (2006) as the pro-
cess defined above offers us a baseline meas-
ure of age, and when the dependent variable 
is know we can build predictive models of age 
based on other independent factors. It would 
be possible to look at vocabulary usage by 
age on Twitter if retweets were filtered out. It 
may also be interesting to look at hashtag and 
emoticon use as a predictor of age groups. 
Before this work can begin in earnest, the 
number of known user ages needs to increase 
to accommodate robust and defensible statis-
tical models and this will only happen over 
time as either new users come online and 
supply signature age data that can be auto-
matically identified or if a new and expanded 
set of rules is devised (and proven to work) 
which can classify more cases.

GENDER

To identify the gender of Twitter users we 
can follow a similar logic to identifying age. 
We know that some users include their first 
name within their Twitter handle and this 
information can be extracted through pattern 
matching and used to place them into one of 
four categories: male; female; unisex; or 
unclassifiable. Mislove et  al. (2011) first 
demonstrated this using a database of 3,034 
male and 3,643 female names from the US 
Social Security Administration (USSA) data-
base. The limitation of this approach is that it 
captures the 1,000 most popular names given 
to girls and boys each year in the US and, 
despite the ethnic diversity of the US popula-
tion, Anglicised names dominate the list as 
other groups are within the minority (Sloan 
et al. 2013). The alternative approach advo-
cated by Sloan et  al. (2013) is to use the 
40,000 Namen (40N) database (Michael 
2007). 40N contains over 44,000 names from 
54 countries around the world, whether they 
are male (17,740 names), female (16,921 
names) or unisex (9,907) and it can recognise 
abbreviations and classify the gender of 

shortened names (e.g. knowing that ‘Matt’ 
may be short for ‘Matthew’ which is a male 
name).

Before the 40N database can be utilised 
it is necessary to embark upon a thorough 
and rigorous process of data cleaning and 
preparation. Whilst identifying a first name 
from a username may be a simple task for the 
human eye (that most outstanding example of 
a pattern recogniser), it is not so simple for 
a machine that is reliant on following rules 
and procedures. The automation of such pro-
cesses is the only viable way to mass-process 
big data and much time and care needs to be 
invested in specifying the rules and param-
eters of pattern matching. For gender on 
Twitter, cross-referencing every username 
with the 40N database is a computation-
ally demanding task in terms of processing 
which can be aided and simplified by remov-
ing problematic characters. It is also possible 
to increase successful identification through 
character replacement (e.g. replacing ‘_’ 
with a space) and making use of other signa-
tures such as capitalisation (see Sloan et al. 
2013 for a detailed discussion of rules and 
processes).

Using 40N, Sloan et  al. (2013) demon-
strate that around 48% of first names derived 
from Twitter usernames in a sample of over 
13 million could be identified as male, female 
or unisex leaving 52% unclassified. The high 
number of unclassified cases may be seen 
as reassuring as it indicates a willingness to 
accept a reduction in classification rather than 
allowing type 1 errors. It is always preferable 
to treat uncertain cases with scepticism and 
to maintain a high level of certainty for posi-
tive classifications. However, there is still a 
degree of uncertainty as to whether the correct 
allocation has been made which is not related 
to the accuracy of 40N or the data preparation 
process, rather it arises from the potential for 
individuals to embark upon identity play in 
the virtual world (Yang, et al., Chapter 6, this 
volume). There is some evidence that females 
in particular may choose to mask their gender 
whilst interacting online (Jaffe et  al. 1999), 
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although this study was conducted before the 
advent of Twitter. Certainly more recent stud-
ies (such as Huffajer and Calvert 2005) sug-
gest that virtual representations tend to reflect 
reality. Perhaps the most compelling evidence 
in support for the accuracy of this method for 
assigning gender to Twitter users is the close 
parity with Census 2011 data. When applying 
the 40N database to a subset of the 13 million 
tweets that could positively be identified as 
originating from the UK, the male to female 
split was 48.8% and 51.2% respectively – 
close to the proportion of males (49.1%) and 
females (50.9%) as recorded in the UK popu-
lation by the 2011 Census. If one gender were 
to disproportionately engage in identity play 
(i.e. choose a first name associated with a dif-
ferent gender) then we would not expect the 
Census and Twitter results to be so closely 
aligned, thus it is reasonable to tentatively 
observe that gender swapping on Twitter is 
either proportionally practiced by both male 
and female users (although it seems unlikely 
for such parity to occur between individuals 
making this decision in both genders) or that 
it is very unusual. Consider that the sheer 
number of users on Twitter means that ‘very 
unusual’ can still mean many people at the 
same time as being a tiny proportion of the 
population of interest.

As with age, once the dependent variable 
is identified with a reasonable degree of cer-
tainty it is possible to start building predic-
tive models that build upon the work of other 
scholars. Schwartz et al. (2013) and Argamon 
et al. (2006) also looked at the influence of 
gender on language, whilst an even earlier 
study had already identified how people use 
gender-preferential patterns of language in 
emails which trained individuals can use to 
identify the gender of the content producer 
(Thomson and Murachver 2001). Once fea-
tures that are relevant to classifying gender 
have been identified it is possible to use 
machine-learning techniques to automate the 
process of identification (Cheng et al. 2011). 
As discussed above, the idiosyncrasies of the 
Twitter platform (e.g. retweets and character 

limits) mean that existing methods of gender 
detection need to be heavily adapted before 
being applied, but there is no reason in prin-
ciple why similar approaches couldn’t be 
successful.

LANGUAGE

Language has a complex relationship with 
group membership as it can be tied up with 
notions of nationality and people often speak 
multiple languages. The complexity of the 
multi-faceted nature of language is amelio-
rated in the social sciences often by asking 
respondents to specify their main language 
(this is the approach that the Census 2011 
used, with an additional question on Welsh 
language for Wales-domiciled respondents). 
It is important to note that this does not dif-
ferentiate between spoken and written lan-
guage, neither does it account for the 
possibility of people consuming and produc-
ing content in different languages.

Why does this matter for Twitter? 
Essentially there are two simple ways to 
derive language information – the language 
of the user interface and the language of 
the tweet. More complex methods involve 
increasing the amount of data available for 
language identification through taking into 
account: the language of users who are men-
tioned, language of hyperlinks, language of 
tags and the language of an original post in 
a conversation (Carter et  al. 2013 use such 
a variety of sources and build a model using 
these factors as priors). This section will 
concentrate on profile and tweet language as 
these are the most accessible.

The language of the Twitter interface is 
a reasonably stable measure and tends to 
be specified when a user sets up an account 
for the first time. It may be reasonable to 
assume that this is an indicator of language 
preference and that a user would choose the 
interface language in which they are most 
proficient (Sloan et al. 2013). However, this 
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is not fixed and it is not inconceivable that 
users switch between language interfaces. If 
a researcher has multiple records for an indi-
vidual user that have been collected over time, 
and collecting on the 1% API (see Burnap 
et al. 2013a) over a year makes this a statisti-
cal likelihood, then what is one to make of 
a change in user interface language? Which 
language is the primary language in which a 
user is categorised? Does it even make sense 
to specify a primary language and should we 
build in capacity for multilingualism?

The second method of categorising lan-
guage is through analysis of tweet content 
and is more resource intensive, requiring 
substantial computational processing power 
to conduct in real-time. Using the Language 
Detection Library for Java (LDLJ 2012) each 
tweet can be analysed and allocated to one of 
53 recognisable languages based on the pres-
ence of particular letter patterns. Using this 
approach, Sloan et al. (2013) found that around 
40% of all Twitter content is produced in the 
English language, not withstanding some 
important observations around the efficacy 
of language detection algorithms on only 140 
characters (Graham et al. 2014). Note that we 
are referring to the proportion of Twitter con-
tent in a given language, not the proportion of 
users who are English speakers. Although the 
profile language of a user can change there is 
only ever one user record, whilst a user can 
produce as many tweets as they like which 
may well be in different languages. Indeed, 
in a sample of 113 million tweets Sloan et al. 
(2013) found that around 33% (37,649,491) 
were in a language different to that of the user 
interface. How should a researcher categorise 
a multilingual user? For some users, does it 
even make conceptual sense to talk about a 
single language? Certainly great care should 
be taken to discuss the methodological deci-
sions made for language identification in a 
clear and transparent manner (see Graham 
et al. 2014 for a well nuanced discussion on 
the efficacy of a range of tools).

Language detection of tweets is a com-
putationally demanding process, but the 

investment pays off when applying other 
tools for analysis that are also resource hun-
gry. Sentiment analysis, for example, is a use-
ful technique for identifying the emotional 
content of a tweet (Dodds and Danforth 
2010, Thelwall et al. 2010) but it is generally 
limited to the English language and is pro-
cess intensive. Efficiency can thus be gained 
by identifying the tweet language and only 
passing on English content for analysis of 
sentiment, whereas using profile language 
as a proxy for tweet language would result 
in too many misclassifications and force the 
sentiment tool to process irrelevant data.

OCCUPATION AND CLASS

Social class is one of the cornerstones of 
social scientific analysis and comparisons 
between class groups are used to investigate 
differences in a wide range of areas including 
educational attainment, social mobility and 
life expectancy. From the perspective of 
Twitter use, it is important to estimate the 
class of individuals both to illuminate which 
class groups are disproportionately under or 
over represented and to enable researchers to 
map traditional sociological concepts onto 
the virtual world (for a Canadian example 
see Haight, Quan-Haase and Corbett 2014). 
Do real-world inequalities manifest in the 
virtual? Are individuals from the higher class 
groups better networked online? Alternatively 
does Twitter provide a mechanism for users 
from the lower class groups typically associ-
ated with having lower social capital to con-
nect and network? Is it a voice for groups that 
are normally excluded from public debate?

The work conducted so far on social class 
for Twitter users is very much focused on 
British notions of classification, although the 
fact that it links occupations to the standard 
socio-economic groups (NS-SEC) means 
that international comparisons can be made 
(Erikson and Goldthorpe 1992). Certainly 
the method for extracting and inferring class 
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from occupations is transferable and could be 
applied in other national contexts.

The key to the problem is in identifying 
the occupation of a Twitter user in much the 
same manner in which age can be identified. 
Sloan et  al. (2015) outline a process for 
pattern matching occupational labels in 
Twitter profiles with SOC2010 codes – a 
list of occupational titles provided by the 
UK Office for National Statistics that gives 
every occupation a four digit number (in 
this case) which can then be located within 
an NS-SEC group using a look-up table. In 
principle this process appears simple but in 
reality it is fraught with difficulties and dan-
gers. First, it is not unusual for a tweeter to 
list multiple occupations in their profile and 
it is often not clear which one should take 
precedent. Second, there is a certain class of 
terms that can be both occupations and hob-
bies such as ‘painter’, ‘photographer’ and  
‘gardener’. The third, problem that an occu-
pation such as ‘gardener’ could also mean a 
‘landscape gardener’, which would result in 
a different NS-SEC categorisation. Fourth, is 
the issue of false positives which arise due 
to changes in vocabulary over time and the 
historic nature of the SOC2010 list of occu-
pations (‘page’ is an occupation but normally 
refers to a ‘web page’ when used in a pro-
file description). There is also the perennial 
problem of deception on behalf of the user 
based on social desirability when creating a 
virtual identity (see Turkle 1995, Markham 
1998 and Williams 2006), although there is 
some evidence that identity play is somewhat 
short-lived where prolonged interactions are 
taking place (Bechar-Israeli 1995) and that 
the public (and professional) nature of social 
media inherently reduces the tendency for 
identity play (Leonardi et al. 2014).

This final problem of deception must always 
be remembered and reflected upon when devel-
oping any demographic proxy, but Sloan et al. 
(2015) propose mechanisms for ameliorating 
the other issues including: choosing the first 
pattern-matched SOC2010 reference on the 
basis that it is the most important occupation 

to the user; the need to reflect on the presence 
of ‘creative’ occupations as potential hobbies 
(and to expect an over-inflation of these roles 
which will in turn over-estimate the member-
ship for certain NS-SEC groups); choosing by 
default the longest occupational term so that 
occupations such as ‘landscape gardener’ are 
not classified as just ‘gardener’; and the need 
for bespoke rules associated with particular 
terms that are common and known to generate 
false positives. This latter point is likely where 
occupation and class detection can incremen-
tally improve over time with the addition of 
bespoke rules. A very good example is that a 
‘Doctor Who fan’ is not necessarily a ‘doctor’. 
Human validation also plays an important role 
in this process to check that the automated 
classification algorithm is accurate. For this 
study a three-way expert cross-validation was 
conducted, with three of the authors looking 
at that same subset of identified occupations 
and a calculation of inter-rater agreement via 
Krippendorff’s Alpha. Sloan et  al. (2015) 
demonstrate that occupational data could be 
identified in 8.1% of the sample of 32,032 
cases although three-way expert agreement 
was only attained on 57.8% of these cases 
(which still amounts to a projected verified 
occupational for 18,638 UK Twitter users).

Figure 7.3 provides a summary of the find-
ings, comparing the proportions of Twitter 
users from each class group according to 
three-way agreement, the subset of data 
selected for expert coding, the whole data-
set of 32,032 cases and the 2011 Census. 
Interpretation should be tempered by the 
substantial error rate identified by the human 
validation, although the error between three-
way agreement and automated detection is 
notably lower for NS-SEC 1 and 3 which is 
an artefact of the unambiguous job titles in 
these groups (e.g. ‘doctor’ and ‘solicitor’ for 
group 1, ‘teacher’ and ‘nurse’ for group 3). 
Perhaps the most interesting observation 
is the disproportionate number of tweeters 
in group 2 compared to Census 2011 data. 
NS-SEC 2 includes job titles such as ‘artist’, 
‘singer’, ‘coach’ and ‘dancer’ which can all 
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be conflated with hobbies rather than occupa-
tions and this might explain the high number. 
An alternative explanation is that people with 
these occupations are genuinely over-repre-
sented on Twitter, perhaps because the crea-
tive arts and personal services (‘coach’) use 
Twitter to advertise their businesses and/or 
products (Sloan et al. 2015). There is current 
research into methods for validating class 
and other demographic proxies which may 
tell us which of these explanations is correct 
and these are discussed below.

Of course, occupation is only one method 
for identifying class groups. Recent work 
by Savage et al. (2013) advocate alternative 
measures focused around economic, social 
and cultural capital. Certainly there has been 
work on social capital in Facebook networks 
(Valenzuela et  al. 2009) and understanding 
whose opinions carry the most weight for 
the purposes of understanding information 
propagation in Twitter networks is of great 
interest to social science.

VALIDATION OF DEMOGRAPHIC 
PROXIES – FUTURE WORK

Much of the discussion above has been quali-
fied by the fact that the true demographic 
characteristics of Twitter users are not known 
and that we are reliant on using signatures to 
develop proxies (apart from geocoding), but 
there are methods through which accuracy can 
be tested. One way forward is to ask for 
Twitter handles on major social surveys so 
that the demographic characteristics of users 
are known, this ‘gold-standard’ data can then 
be cross-referenced with what we have 
inferred from Twitter behaviour and metadata. 
Such a project was undertaken as part of the 
NatCen Social Research British Social 
Attitudes Survey 2015 and will enable us to 
verify the accuracy of demographic proxies by 
providing a baseline of accurate information.

Other methods are less rigorous as they intro-
duce human error and do not exclude decep-
tion, but they can still be used to triangulate 
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demographic proxies with other methods.  
Crowdsourcing proxy validation through human 
intelligence tasks (HITs) using CrowdFlower, 
Amazon Mechanical Turk or an expert panel 
(Ackland 2013, Burnap et al. 2013b) allows a 
researcher to present the demographic proxy 
they have identified and ask other people if 
they agree. An example would be to present 
someone with a profile description, the occu-
pation you have derived from it and then ask 
if this looks correct to the respondent. Multiple 
respondents can be shown the same records to 
increase reliability and measure certainty, fol-
lowing a similar logic to the expert validation 
used by Sloan et al. (2015) for testing an occu-
pation detection algorithm.

Perhaps the most obvious way of testing 
accuracy is to ask Twitter users themselves 
what their gender/occupation/age etc. is, but 
unless this process could be automated then it is 
likely unpractical. It could also encourage iden-
tity play as users may react negatively to the 
revelation that so much can be inferred from the 
apparently innocuous metadata they provide.

A final method for validating proxies relies 
on the assumption that demographic differ-
ences do make a difference to online behav-
iour. Taking gender as an example, if an 
algorithm is accurately identifying male and 
female tweeters we may logically conclude 
that we would be able to observe differences 
between the two groups. The counter-factual 
of this is that, if the algorithm isn’t discrimi-
nating between two real groups (and that cat-
egorisation is at least partly random), then the 
lack of group homogeneity would result in no 
differences manifesting in the Twittersphere. 
Burnap et al. (2012) demonstrate differences in 
sentiment during the London 2012 Olympics 
after classifying gender – suggesting that the 
detection algorithm is valid.

CONCLUSION

The augmentation of Twitter data with demo-
graphic proxies can enable social scientists to 

investigate new areas of research. Geography 
can be used to link social media data with 
other sources (such as crime rates and Census 
data) and the identification of other demo-
graphic characteristics enables us to study 
how (or if) group differences manifest online. 
However, whilst Twitter is not as ‘data-light’ 
as some researchers have argued, that does 
not mean that establishing demographic 
characteristic is a simple and clear-cut matter. 
There is still much testing and verification to 
be done to check both that the information 
gathered from metadata is accurate (i.e. 
people are telling the truth) and it is essential 
that automated processes are continually 
monitored, checked and improved. There are 
also important conceptual issues to address 
around what we mean by language (the dif-
ference between interface and tweets) and 
what some of the less granular geographical 
references in profiles and tweets are telling 
us. Having said that, these are just the first 
steps and there are ways in which techniques 
can be tested which in turn will lead to 
improvements in categorisation. There is also 
evidence that differences can be observed in 
sentiment and online behaviour based on 
gender, indicating a reasonable level of valid-
ity in the measure. As the accuracy of demo-
graphic proxies increases, so does the value 
of Twitter for social scientific analysis.
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8
Think Before You Collect: 

Setting Up a Data Collection 
Approach for Social Media Studies

P h i l i p p  M a y r  a n d  K a t r i n  W e l l e r 1

This chapter discusses important challenges 
of designing the data collection setup for 
social media studies. It outlines how it is 
necessary to carefully think about which data 
to collect and to use, and to recognize the 
effects that a specific data collection approach 
may have on the types of analyses that can be 
carried out and the results that can be 
expected in a study. We will highlight impor-
tant questions one should ask before setting 
up a data collection framework and relate 
them to the different options for accessing 
social media data. The chapter will mainly be 
illustrated with examples from studying 
Twitter and Facebook. A case study studying 
political communication around the 2013 
elections in Germany should serve as a prac-
tical application scenario. In this case study 
several social media datasets were con-
structed based on different collection 
approaches, using data from Facebook and 
Twitter.

Introduction

Social media research so far is not a defined 
discipline. Researchers across various disci-
plines are interested in social media plat-
forms and their users. Researchers with 
different background may focus on different 
research questions – and they may have their 
own definitions about what counts as social 
media research (and even about what counts 
as social media). To some degree this is an 
advantage at the current stage of studying 
social media, as it leaves much room for 
exploring approaches to address novel 
research questions which helps in making it 
an exciting topic for researchers in several 
fields (Kinder-Kurlanda & Weller, 2014). 
But this diversity also brings along a lack of 
standardization of approaches and thus often 
a lack of comparability at the current state of 
social media research. The present chapter 
will focus on the challenges that arise in 
designing the setup for the collection of 
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social media data. In this context, we do not 
look at approaches that mainly use surveys, 
interviews or experiments for studying social 
media users and their behavior in social 
media environments – examples of such 
approaches would be Marwick and boyd 
(2011) who interviewed Twitter users to 
learn about their behavior, or Junco et  al. 
(2011) who created an experimental setting 
for studying Twitter use in academic learn-
ing. In contrast to this, we focus on research 
that is based on datasets directly collected 
from social media platforms.

In general, data collected from social 
media could be textual content or multimedia 
content, user profile pages or network data, 
or tracked activities such as likes, shares, 
upvotes (see Chapter 2 in this volume for 
an overview on data). It could be data from 
blogs or from platforms like Facebook, 
Twitter, YouTube, reddit, Wikipedia, and 
many more. For some platforms, data can 
be obtained via an application programming 
interface (API) or via third party tools that 
readily provide access using the API; some-
times data has to be crawled from the website 
and sometimes it can be purchased through 
official resellers (e.g. GNIP2 and Datasift3). 
Other researchers have come up with their 
own solutions to obtain social media data 
in a less structured format: Some research-
ers manually copy-and-paste selected text 
passages from social media platforms into 
excel sheets or other databases in order to 
create a corpus that matches their research 
purpose. And yet others are interested in the 
look of profile pages and images and may, for 
example, take screenshots to archive them as 
their specific data collection approach. In 
some cases, already existing datasets may be 
reused in secondary studies, although this is 
still rather rare – also because data sharing 
may be prohibited or restricted by a social 
media platform’s terms of services (Weller 
& Kinder-Kurlanda, 2015). Often, the chosen 
approach for data collection is also influenced 
by external factors, such as the technical lim-
itations of a social media platform or of the 

data collection tool (Borra & Rieder, 2014). 
It might just not be possible to get the ‘ideal’ 
dataset due to legal or technical restrictions 
and researchers do not have a choice but to 
work with a substitute. This does not neces-
sarily have to be a problem and may still lead 
to relevant results. But researchers have to be 
very clear about potential limitations of their 
collection approach and should outline the 
consequences this may have for the obtained 
results (e.g. in terms of representativeness 
of their data). Knowing the boundaries of 
what is possible in terms of data collection is 
important, but it is critical not to stop think-
ing about its implications and to reflect on 
the potential biases that may arise out of it. 
For example, many researchers use hashtags 
as a convenient way to collect datasets from 
Twitter and this may also in some cases be the 
only feasible way to collect data, for example, 
for an acute event. However, this may sys-
tematically exclude specific user types from 
the dataset, for example, users less familiar 
with hashtag conversation or users who use a 
different set of hashtags or hashtags in differ-
ent languages – or complete strains of follow-
up conversations as users may no longer use 
the hashtag within replies to original tweets. 
Lorentzen and Nolin (2015) remind us in 
more detail of the limitations arising from 
hashtag based data collection approaches.

Even when operating within some narrow 
limits of availability there are still choices 
to make: it is necessary to carefully think 
about which data to collect and to use; and 
it is important to recognize the effects that 
a data collection approach may have on the 
types of analyses that can be carried out and 
the results that can be expected in a study. 
This includes selecting the most appropriate 
social media channels, selecting the time-
frame for data collection, constantly checking 
upon newly created user accounts or relevant 
hashtags, thinking about keywords that relate 
to different language communities, monitor-
ing and documenting server outages or other 
technical problems. This chapter should help 
raise awareness of challenges around study 

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   108 08/12/16   3:52 PM



Think before you collect 109

design and data collection. For this purpose, 
we will highlight the most important ques-
tions one should ask before setting up a data 
collection framework and relate them to the 
different options for accessing social media 
data. Throughout the chapter, a specific case 
study will be used in order to illustrate the 
process of study design. The case study comes 
from the area of political communication in 
social media environments. Political com-
munication is a frequent topic in social media 
research and studies that use data from Twitter 
for studying elections are particularly popular 
(Jungherr, 2016; Weller, 2014). Most of them 
analyze communication structures or user 
networks during specific cases of (national) 
elections (e.g. Elmer, 2013; Larsson & Moe, 
2012; Towner, 2013), some also aim at pre-
dicting election outcomes (e.g. Soler et  al., 
2012; Tumasjan et al., 2011) – which in turn 
has led to some critical reflections on study 
design and methods (e.g. Jungherr et al., 2012; 
Metaxas et al., 2011) and general skepticism 
towards election predictions based on social 
media data. However, there is a potential of 
using social media data to monitor how people 
discuss political topics prior to elections and 
in general, how politicians interact with one 
another and with the public or how traditional 
media and social media focus on similar or 
different topics during elections. Research in 
this field includes studying politicians’ inter-
action networks (e.g. Lietz et al., 2014), com-
parisons of different countries (e.g. Larsson 
and Moe, 2014) or close analysis of the social 
media campaigns of single presidential candi-
dates (e.g. Christensen, 2013).

Even a very specific topic such as politi-
cal communication during an election period 
can be studied in a variety of ways. Weller 
(2014) shows how studies on Twitter and 
elections vary in terms of research questions, 
collection period, size of the collected data 
set and tools for data collection. Dataset sizes 
can range from just single selected tweets to 
billions of them, from less than ten single 
users to networks of 200,000 user accounts 
(Weller, 2014).

A Practical Example: Social Media 
and Elections

We will now take a closer look at the chal-
lenges for collecting data in such cases of 
studying political communication through 
social media. We use a case study which was 
conducted at GESIS - Leibniz Institute for 
the Social Sciences (in cooperation with the 
Copenhagen Business School) and focused 
on political communication around the fed-
eral election that was held in September 2013 
in Germany (see Kaczmirek et al., 2014 for a 
more detailed description of the case study). 
In this case study several social media data-
sets were constructed using data from 
Facebook and Twitter (a subset of the Twitter 
dataset has also been archived for reuse, see 
Kaczmirek and Mayr, 2015).

The project goal was to examine vari-
ous aspects of communication structures in 
online media and to investigate how such 
data can add new insights in comparison to 
existing data from surveys and (traditional) 
media analyses (Kaczmirek et  al., 2014). 
The project was tied to the broader frame-
work of the German Longitudinal Election 
Study (GLES4), a long term research project 
that examines the German federal elections 
in 2009, 2013, and 2017 with the aim of 
tracking the German electoral process over 
an extended period of time (Schmitt-Beck 
et al., 2010). Data used in the GLES project 
includes surveys, media content analyses, 
and interviews with election candidates. The 
overall aim was to supplement the GLES can-
didate study – which is based on interviews – 
with new information about the candidates 
retrieved from social media sources. Another 
idea was to complement the traditional media 
corpus analysis of GLES (were different 
traditional mass media channels are ana-
lyzed) with an analysis of important topics 
as discussed in social media. As we will see 
below, we decided to do this based on data 
from Twitter and Facebook. We will use this 
exemplary case to illustrate some more gen-
eral strategies for social media studies.
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Strategies for data collection

The first steps in setting up a social media 
study will usually be to formulate a research 
question and to then decide upon the most 
suitable data that will allow answering this 
question. It has been criticized that a lot of 
‘big data’ studies are data driven, i.e. starting 
with a given dataset rather than with a 
research question or theory – and critical 
reflections are emerging on how such data-
driven approaches affect knowledge produc-
tion (e.g. Schroeder, 2014).

Starting with a given dataset and building 
the research questions around it, can make 
a lot of sense in some cases. This explora-
tory design may be useful for mapping out 
the properties of a specific social media plat-
form and is thus applied in cases where one 
first needs to understand the overall usage 
scenario or the user behavior within a spe-
cific platform (as done by e.g. Cha et  al., 
2007 for YouTube; Weninger et  al., 2013 
and Singer et  al., 2014 for Reddit). But in 
most cases, it is indeed recommended to 
start with the specific research question and 
then to think about the ideal dataset that 
would be needed to answer it. In the next 
steps, one may have to lower the expecta-
tions: the ideal dataset may not be possible 
due to, for example, technical, legal, or ethi-
cal limitations. For example, the ideal data-
set for some research question might be all 
tweets ever sent on Twitter from locations 
in Germany. Unfortunately, it is not possi-
ble to collect tweet searches retrospectively 
via the public Twitter APIs5, and even if one 
can afford buying such a large dataset from 
the official Twitter data reseller GNIP there 
still is the fact that only very few tweets are 
geo-coded, so that it is not easily feasible to 
identify tweets sent from Germany. In such 
cases, one has to find a way to approach 
the best possible dataset and acknowledge 
some drawbacks and limitations. Over time, 
the research community is learning which 
kind of data can be crawled from specific 

social media platforms, and which not, and 
is exchanging best practices and lessons 
learned (though it has to be kept in mind that 
as social media platforms and their APIs may 
change, all this expertise has to constantly 
evolve, too). Still, it is important to always 
envision the ideal dataset and then reduce it 
to the best one given the current limitations. 
If researchers simply work with the same 
kind of data which has been used before and 
proved to be easily accessible, there is a risk 
that they miss opportunities for creating bet-
ter data collection approaches. For example, 
working with a Twitter dataset collected for 
a specific hashtag has become common prac-
tice, so that some researchers might forget to 
think about whether different synonymous 
keywords would have been more appropri-
ate entry points for data collection.

Thinking about the ideal dataset should 
of course also include asking whether social 
media will really provide the best possible 
data source – or whether other data (e.g. 
experiments, survey data, content from tra-
ditional mass media) would be more appro-
priate. In the following we will introduce a 
set of questions that are critical to any data 
collection approach in social media research. 
The initial question should be:

1.	 Which social media platforms would be the  
most relevant for my research question?  
(Single platform vs. multi-platform approach)

When this is decided, the next step will be to 
prepare data collection from the selected 
platform(s), while asking the following 
questions:

2.	 What are my main criteria for selecting data from 
this platform? (Basic approaches for collecting 
data from social media)

3.	 How much data do I need? (Big vs. small data)
4. 	 What is (unproportionally) excluded if I collect 

data this way? (Collection bias)

We will now take a closer look at these ques-
tions and the possible strategies for data col-
lection related to them.
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Single Platform and  
Multi-platform Studies

Many current social media studies focus on a 
single social media platform, with Twitter 
and Facebook being most prominent (Weller, 
2015). For research that aims at gaining a 
deep understanding of a specific platform, 
this single platform approach is self-evident 
and appropriate: in order to, for example, 
fully understand how Twitter users make use 
of retweets (e.g. boyd et al., 2010) or hashtags 
it is most crucial to collect data from Twitter. 
But even in these cases, a comparison with 
other platforms would be desirable in order 
to prove whether the observed phenomena 
are unique to Twitter or in line with results 
from other contexts. Quan-Haase and Young 
(2010) demonstrate the value of comparisons 
across platforms in social media research.

While some research focuses on under-
standing a specific platform, other stud-
ies look into selected phenomena such as 
political activism (e.g. Faris, 2013; Thorson 
et al., 2013), disaster response (e.g. Bruns & 
Burgess, 2014; Vieweg et  al., 2010), schol-
arly communication (Haustein et  al., 2014) 
or journalism (e.g. Papacharissi, 2009). 
Often these cases are narrowed down to how 
a specific platform was used in a specific 
situation, like Twitter during the London 
Riots, Facebook during the presidential elec-
tion, Flickr for interacting with street art, and 
YouTube for e-learning. All these examples 
would promise interesting insights. But in 
the long run, we also need more approaches 
that consider the role of different platforms 
within the broader landscape of traditional 
and new media formats, i.e. how different 
social media platforms are either interrelated 
or complement each other – as illustrated by 
Quan-Haase and Young who also argue for 
different needs being met by different plat-
forms (Quan-Haase & Young, 2010). A lot 
of topics may not be discussed in isolation 
on just one platform. URLs may be included 
to explicitly link between different plat-
forms: tweets may include links to Facebook, 

Facebook posts may reference YouTube vid-
eos, Wikipedia articles may reference blog 
posts etc. Memes (Zappavigna, 2012) may 
spread from one social media platform to the 
other. For many topics, the full picture will 
only become visible by including data from 
more than one social media platform. On 
the other hand, social media users may pur-
posefully choose one platform over the other 
for different needs (Quan-Haase & Young, 
2010). This means that different platforms 
may be used for different kinds of commu-
nication, and that some platforms may be 
more suitable for studying specific topics 
than others.

In our use case (studying online commu-
nication during the German federal elec-
tion 2013) we also had to think about which 
social media platforms we wanted to study. 
We started by considering the social media 
platforms which are the most popular in 
Germany. As we wanted to collect data about 
election candidates, we focused on the plat-
forms that were most broadly used by this 
group of people: Facebook and Twitter. For 
the purpose of collecting data about poli-
ticians’ communication patterns we thus 
planned to include both of these platforms. 
Because of its greater ability to connect dif-
ferent forms of publics (Schmidt, 2014) and 
because of the feasibility to discuss topics 
spontaneously based on hashtags, Twitter 
was selected as a suitable platform to look 
for discussions around the electoral cam-
paigns (which might be compared to con-
tents of mass media coverage). After this was 
decided, we had to move on to clarify the 
exact setup for data collection.

Basic Approaches to Collect Data 
from Social Media

There are a number of ways that data can be 
composed and collected. First of all, for 
every study one has to decide upon the time-
frame for collecting data. The selected time-
frame may heavily influence the results, as, 
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for example, demonstrated by Jungherr et al. 
(2012) for the case of election prediction, 
where different data collection periods lead 
to different predictions about election out-
comes. Time is a fundamental dimension that 
needs to be considered in all data collection 
approaches, for example, should data be col-
lected for single hours or maybe for months 
or even years? The timeframe then needs to 
be considered in combination with the basic 
strategies that can underlie data collection 
setups. The most common criteria for data 
collection are:

Based on user accounts. Given the case that we know 
a complete group of users, it might be desirable to 
collect data for all persons or instances in that group. 
This could be all soccer clubs within a country (Bruns 
et al., 2014), all Dow 30 companies, or – as in our 
example – all candidates running for a specific elec-
tion. It is extremely helpful if a list of all individu-
als belonging to a group exists already, as this is the 
closest you can get to a full sample in social media 
research. If you can identify, for example, all members 
of parliament who are on Twitter, you have the ideal 
starting point for comparing them. However, identify-
ing all members of a group is not always trivial, and 
in some cases – as we will see below – the outlines 
of the group may be fuzzy and decisions will have to 
be made about who to include or not. In many cases, 
it will not be possible to identify everyone belong-
ing to a specific group, for example all people in a 
country who are eligible to vote. Cases in which we 
can assemble a full sample will thus most likely refer 
to some sort of elite users, rather than broad groups 
of people.

In our case study, it was possible to identify 
more than 2,000 candidates running for the 
German elections and to check if they had a 
Twitter or Facebook profile (more details 
below).

Based on topics and keywords. A very frequent 
approach is to collect social media content based 
on topics, for example, for a specific event (like elec-
tions or sports events) or a general topics that are 
being discussed by a group of people (like same sex 
marriage). Especially on Twitter, topical discussions 
are often labeled with specific hashtags, but other 

platforms also enable the users to apply content-
descriptive metadata like tags or keywords. These 
may be used as a criterion for searching and collect-
ing social media data. In other cases, the full texts 
of social media contents (tweets, Facebook posts, 
blog posts, comments etc.) can be used for collect-
ing all cases that include a specific word. However, 
in many cases it is difficult to achieve ‘completeness’ 
in data collection when using text-based collection 
approaches. People may use different vocabulary to 
refer to the same topic, or the topic may not clearly 
be mentioned in very short posts at all. For example, 
on Twitter, some people may use one or more desig-
nated hashtags when commenting on a current event 
(e.g. #WorldCup2014 for the FIFA World Cup in 2014), 
others may use different hashtags (e.g. #Brazil2014, 
or also for example hashtags in different languages), 
or some may mention the event without using any 
hashtag and some may comment on the event even 
without saying its name.

When setting up a data collection approach 
based on keywords or other full text searches, 
it is important to document the choice of 
search terms and to consider potential alter-
natives. In some cases, it may be possible to 
collect entire threads of discussions even if 
only one single comment included a word 
that matched a query, which can lead to a 
more complete data collection approach.

In our case study, data was collected by 
utilizing a series of keywords (in addition to 
the collection approach based on users). We 
will describe this in more detail below.

Based on metadata. In some cases, data is collected 
based on some other structural criteria, which we 
call metadata in this context. This should reflect any-
thing that is neither based on a person’s or account’s 
name nor on any content features based on seman-
tics (keywords, hashtags). Examples for metadata 
that can be used for data collection include, but are 
not limited to, geo-locations (e.g. all status updates 
published in a specific country), timeframes (e.g. all 
status updates posted on a Sunday), language (e.g. 
all status updates in languages other than English), 
or format (e.g. only retweets, only status updates that 
include a URL or an image, all YouTube vides lon-
ger than 3 hours). Their availability depends on the 
selected social media platform and their data access 
policies.
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Random sample. Finally, it may be possible and use-
ful to collect a random sample of data from social 
media platforms. This is particularly useful for studies 
that want to investigate general characteristics of a 
social media platform (and not focus on a specific 
topic or user group). Some APIs may directly offer 
access to a random set of contents.

When collecting data based on one of the 
previous approaches, the resulting dataset 
may also be too large for some types of 
analysis (e.g. based on software limitations) 
or for some data infrastructures and may 
thus require some post-collection 
sampling.

Big Data or Small Data?

Big data has become a buzzword in different 
contexts and is also often used to refer to 
social media studies. Indeed, with the grow-
ing number of social media users, the rate at 
which content is being shared also increases. 
There are several examples of studies that 
have collected data from large numbers of 
social media users, for example, Kwak et al. 
(2010) and their network of more than 
40 million Twitter users. And yet there is no 
shared definition about what counts as ‘big’ 
in a social media research context (see 
Schroeder, 2014 for an approach). People 
may probably quite easily agree that a given 
dataset of, for example, 10 user profile pages 
constitutes an example for ‘small’ data, but 
if these are heavy users of a certain platform 
who accumulate millions of status updates 
the perspective may change (see Chapter 13 
on thick data, this volume). It is certainly 
more common to refer to the number of units 
for analysis (user accounts, nodes in a net-
work, content units such as tweets or 
Facebook posts, actions such as likes or 
views) than to the size of the storage needed 
for handling the data (e.g. in gigabyte or 
terabyte). Still, questions of data storage and 
processing infrastructure have to be care-
fully considered when dealing with social 
media data.

There now are a couple of critical reflec-
tions on big data research and its drawbacks, 
focusing, for example, on representativeness, 
ethical issues and the role of APIs as black 
boxes. boyd and Crawford (2012) collected 
‘six provocations’ for big data researchers 
to remind them of research ethics as well as 
the potential lack of objectivity. Ethical chal-
lenges of working with user data without 
explicit consent and with limited possibili-
ties for anonymization are being discussed 
for specific case studies, for example, by 
Zimmer (2010). Bruns (2013) adds argu-
ments about the lack of documentation of 
collection methods resulting in lack of repli-
cability of many studies. Tinati et al. (2014) 
discuss the changing nature of social media 
platforms and the effects this has on data col-
lection and analysis. Lazer et al. (2014) dem-
onstrate how other changes, namely in user 
behavior, can also lead to problems with big 
data analyses. All this has practical implica-
tions for the data collection setup. And as 
little general guidelines exist, it is upon the 
individual researcher to figure out for him/
herself how much data will be needed for 
answering a specific research question.

In addition to big data and small data, sev-
eral other phrases have been used to refer to 
social media data and to highlight the specific 
qualities instead of the quantity, for example, 
‘compromised data’ (Langlois et  al., 2015). 
In many cases, the essential question is not 
about the actual size of a dataset – in the end 
it comes back to how the dataset has been 
composed, or what criteria were applied in 
order to collect it.

Dealing with Collection Biases

Many approaches to data collection induce a 
specific bias to the dataset (see Chapter 39 
for a more detailed discussion of biases). 
Ruths and Pfeffer (2014) also discuss a vari-
ety of sources for bias in social media 
research, and Bruns and Stieglitz (2014) do 
so for the case of Twitter in particular.
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Some common sources for biases are:

Biased social media populations. In many cases lit-
tle is known about the exact population of a social 
media platform, for example, in terms of gender, age, 
location, or other factors such as political orientation, 
education etc. In most cases we can assume that 
social media platforms are not representative of a 
general population (e.g. of a specific country). Unless 
the relation is known, it is rarely possible to make 
statements beyond the platform users. Also, different 
social media platforms address different user popula-
tions and may not easily be compared.

Access restrictions. Most platform providers some-
how restrict the access to their users’ data. Often 
these restrictions are not completely transparent. For 
example, Morstatter et  al. (2013) question whether 
the data provided through the Twitter API are repre-
sentative of Twitter in total.

Sampling biases. The different approaches to data 
collection described above may also induce certain 
biases. For example, collecting tweets based on 
geo-codes only includes tweets by users who have 
deliberately chosen to share their geo-location, a 
sub-group which may not be representative of all 
Twitter users.

Case study for data collection6

In the following we will outline a case study 
which has been undertaken in 2013. More 
details of this study can be found in the 
working paper Kaczmirek et al. (2014).

We have briefly provided single examples 
drawn from the case study in the previous 
sections. Now we will give a more com-
prehensive account about how the working 
group approached data collection to illus-
trate some of the practical challenges we 
encountered – especially highlighting those 
challenges occurring before the actual data 
collection would begin.

The goal of Kaczmirek et al. (2014) was to 
collect social media communication which is 
closely related to the last German Bundestag 
elections on September 22nd, 2013. The  
corpus should enable the team to study both 

the election candidates and their behavior in 
social media environments (in contrast to 
other media channels) and different topics that 
were debated by social media users during the 
pre-election period.

To this end we constructed different data sets 
which we refer to as the “Facebook corpus of 
candidates” (a corpus which shows how politi-
cians communicate and represent on Facebook), 
the “Twitter corpus of candidates” (a corpus 
which shows how politicians communicate and 
represent on Twitter), the “Twitter corpus of 
media agents” (a corpus which shows how media 
agents and journalists communicate and repre-
sent on Twitter), the “Twitter hashtag corpus  
of basic political topics”, the “Twitter hashtag 
corpus of media topics”, and the “Twitter 
hashtag corpus of the Snowden affair”. The first 
corpus includes data collected from the 
Facebook walls of candidates for the German 
Bundestag. For the other corpora we collected 
Twitter data. The last corpora contain tweets 
identified by a list of hashtags which was con-
structed following a topical approach  
(Kaczmirek et al., 2014, p. 9).

This topical approach was intended to com-
pare different media channels for example, 
with the study of political topics in classical 
media in GLES.

Technically, we collected tweets sent from account 
names of our lists (see below), tweets in which 
those names were mentioned (i.e., which included 
the @-prefix) and tweets which matched our 
hashtag lists (i.e., which included the #-prefix) 
(Kaczmirek et al., 2014, p. 9).

First Preparations for Data 
Collection: Setting Up a List 
of Candidates for the German 
Bundestag

For the goal of studying social media com-
munication by election candidates, 
Kaczmirek et al. (2014) had to start by set-
ting up the list of relevant persons and their 
social media accounts. This means that in 
this case, it was suitable to work with a 
person-based approach for data collection. 
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Principally, it would have been possible to 
use this approach for all candidates running 
for the 2013 election. However, some addi-
tional manual effort was needed to set up the 
list of candidates, as by the time the data col-
lection from Twitter had to begin in real time 
the official lists of candidates had not been 
published yet.

Although an official list of Bundestag candidates is 
published by the Bundeswahlleiter (federal return-
ing officer) six weeks before the elections, we 
decided to investigate the candidate names our-
selves. We did this in order to be able to start data 
collection of social media data simultaneously to 
the start of the GLES media content analysis in 
June 2013 and in order to collect data sufficiently 
in advance before the election would take place 
(Kaczmirek et al., 2014, p. 9)

(this means that in this case the decision 
about how long the data collection period 
should be was based on the desire to be able 
to match the data with another available data-
set in a given collection period).

The working group thus wanted to con-
struct a list of names of the relevant candi-
dates which could be used as the starting point 
for the search of the social media accounts 
for both candidate corpora. ‘Relevance 
was defined as the reasonable likelihood 
of becoming a member of the Bundestag. 
We refer to this list as the list of candidates 
although the complete number of overall can-
didates was higher. The data was collected in 
a two-stage process.

In the first stage, the names of the 
Bundestag candidates and details of their 
candidature (list or direct candidature; con-
stituency) were searched on the webpages of 
the party state associations (six parties × 16 
state associations). If the candidates were not 
announced online, the names were requested 
via email or telephone call at their press and 
campaign offices. Since the direct candidates 
are elected separately in every constituency 
and since the party congresses, where the list 
candidates are elected take place at different 
times, our list of candidate names was con-
tinuously extended.

In the second stage, the Facebook and 
Twitter accounts of the candidates were 
identified based on the list of candidates. In 
addition to the internal Facebook and Twitter 
search function, the list of social media 
accounts of current members of parliament 
on the website pluragraph.de was useful. 
Furthermore, several of the politicians’ or 
parties’ websites linked to their social media 
accounts.

We applied the following criteria to verify 
that the accounts were related to the target 
person: (1) Is a reference to the party, for 
example, a party logo visible? Are Facebook 
friends and Twitter followers members of 
this party? (2) Do the candidate’s personal or 
party website link to the profile? (3) Can the 
candidate be recognized via image or constit-
uency (for direct candidates)? Where avail-
able, the verified badge in Twitter was used 
to select the correct account of a candidate in 
cases of multiple available accounts.

If the candidate had an account which 
he or she used for private purposes in addi-
tion to his professional account7, only the 
professional account was included in our 
list. During our search for the accounts, this 
problem occurred primarily with Facebook 
accounts. Since a list of candidates of the 
2009 Bundestag election was already avail-
able from the 2009 GLES candidate study, 
we also searched Facebook accounts for 
these candidates’ (Kaczmirek et  al., 2014, 
p. 9–10).

In the end the working group identified a 
list of persons who would run for the election 
(n=2,346). On Facebook the working group 
was able to collect information from 1,408 
Facebook walls. On Twitter the working 
group followed a set of 1,009 candidates (and 
added 76 other agents, for example, journal-
ists, for our additional research goals).

Kaczmirek et  al. (2014) have used an 
approach based on a list of user accounts as 
described of one of the possible options for 
data collection outline above. So far the work-
ing group has seen that even for a defined 
group of persons realizing this approach may 
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require considerable effort and has to be done 
manually. The main challenge is in identify-
ing the actual accounts and verifying that 
they are correct and official. Sharing archived 
lists of identified user accounts (as done by 
Kaczmirek & Mayr, 2015 and recently for 
another case by Stier, 2016) thus is of value 
for other researchers who might be interested 
in the same set of accounts and reduces man-
ual effort.

In a next step, we describe which other 
approaches in addition to the list of can-
didates was used for data collection in our 
context.

Defining Different Entities as Lists: 
e.g. Gatekeepers, Information 
Hubs and Hashtags

Since Twitter is a fast medium which takes up 
and redistributes new information quickly, it is 
likely that conventional media also use Twitter as 
a data source. We assume that conventional 
media select information from Twitter and refine 
and redistribute the topics over the more con-
ventional media (Kaczmirek et al., 2014, p. 10).

The ‘Twitter corpus of media agents’ was 
intended to reflect this. ‘We refer to the 
individuals who would follow such an 
information gathering approach as “gate-
keepers” and searched for them among 
journalists and editors.

In a first step, we identified journal-
ists and editors working in internal politi-
cal divisions of national daily newspapers 
and magazines and searched their Twitter 
accounts. The leading principle in selecting 
the media sources was whether they were 
included in the print media content analysis 
of GLES. The result of this first step is a list 
of all Twitter gatekeepers of conventional 
media.

In a second step, we retrieved all accounts 
that the gatekeepers followed. The assump-
tion behind this approach is that the gate-
keepers themselves track what we call 
“information authorities”. The information 

authorities push topics into Twitter and it is 
likely that they play a central role in shaping 
the agenda on Twitter. In order to be counted 
in the list of information authorities we intro-
duced the criterion that at least 25 percent of 
the gatekeepers have to follow the account. 
The list is extended by accounts which are 
followed by at least 25 percent of the journal-
ists or 25 percent of the editors.

These data may prove useful to supple-
ment research related to both the social 
media content analysis (…). Furthermore, 
the communication, bonds and agenda-
setting among gatekeepers and information 
authorities themselves can be the target of 
research. The gatekeepers and information 
authorities constitute the source (…) for the 
Twitter corpus of media agents.’ (Kaczmirek 
et al., 2014, p. 10).

In defining (…) the Twitter hashtag corpora, 
we took an alternative approach which was 
not restricted to communication around spe-
cific Bundestag candidates or journalists. To 
gain information about the political communi-
cation of the population on Twitter, we used 
thematic hashtags. Here, we defined three 
procedures which serve to generate three lists 
of relevant hashtags. (Kaczmirek et  al., 2014, 
p. 11).

The working group divided the hashtag 
corpora into ‘basic political topics and key-
words’, ‘media content’ and a case study 
‘NSA/Snowden’.

The list ‘basic political topics and 
keywords’ ‘is comprised of the common 
hashtags (abbreviations) of parties in the 
Bundestag (…) or of parties which are known 
to communicate substantially via social 
media (e.g. the party ‘Piraten’). The list is 
complemented with the names of the party 
top candidates as hashtags (e.g. #merkel). 
A collection of hashtags for the parliamen-
tary elections in general (e.g. #wahl2013 
[#election2013]) completes the list. These 
hashtags comprise different conjunctions and 
abbreviations of election, Bundestag, and the 
year 2013’ (Kaczmirek et al., 2014, p. 11 and 
appendix).
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The list ‘media content’ ‘is based on the 
coding scheme of the media content analysis 
of GLES (GLES, 2009). Wherever reason-
able, one or more hashtags were generated 
for each code in the coding scheme (e.g. the 
coding scheme used “Landtagswahl” and 
the corresponding examples for the hashtags 
included #landtagswahl, #landtagswahl2013, 
#landtagswahl13, #ltw). The main chal-
lenge in setting up this list was that not all 
issues could be transformed into meaningful 
hashtags because topics would become too 
broad and produce more noise in the data 
than valuable content. This list is therefore 
subject to a higher selectivity and less objec-
tive than the first list.’ (Kaczmirek et  al., 
2014, p. 11).

The Lack of Flexibility in  
the Fixed List Approach

With the election the party AfD (Alternative for 

Germany) made an important leap forward. In the 

initial concept we had not foreseen these events. 

Therefore, communication about and from AfD 

candidates is not initially included’ (Kaczmirek et 

al., 2014, p. 12) in the candidate corpus from 

Twitter ‘but 15 AfD candidates were added on the 

27th of November 2013 to the Twitter data gath-

ering procedure. While it is possible to collect 

tweets from these accounts back to the start of 

our data collection efforts, this is not possible for 

@-messages to these users or tweets including their 

names as a hashtag. Unfortunately, we are unable 

to add the Twitter communication for the other 

corpora because monitoring could only be imple-

mented in real-time making it impossible to capture 

past events. (Kaczmirek et al., 2014, p. 12). The only 

option to include the missing data would be to buy 

them from official resellers.

Because Facebook posts are more persistent 

we were able to include data of the candidates of 

the party AfD. The Facebook walls of AfD candi-

dates (…) were re-fetched and are part of the 

corpus definition. (Kaczmirek et al., 2014, p. 12).

Reusing Lists to Automatically 
Crawl Data

Collecting Data from Facebook
For the first candidate corpus, ‘the Facebook 
data were collected and analyzed using the 
purpose-built software application Social 
Data Analytics Tool’ (SODATO8, see 
Figure 8.1 below, Hussain & Vatrapu, 2014). 
‘This tool allows examining public interac-
tions on the Facebook walls of Bundestag 
candidates by extracting several conceptual 
core types of information: Breadth of engage-
ment (on how many Facebook walls do indi-
viduals participate); depth of engagement 
(how frequently do individuals participate); 
specific analytical issues such as modes of 
address (measured use of first person, second 
person, and third person pronouns); the 
expression of emotion (positive, negative, 
and neutral sentiment); the use of resources 
such as webpages and YouTube videos; ver-
bosity; and extent of participation. In the case 
of modes of address and expression of emo-
tion, one can also examine how they evolve 
over time.’ (Kaczmirek et al., 2014, p. 13).

‘To fetch the relevant social graph and 
social text data from the Facebook walls, we 
used SODATO. SODATO uses and relies on 
Facebook’s open source API named Graph 
API. SODATO is a combination of web as 
well as Windows based console applications 
that run in batches to fetch social data and 
prepare social data for analysis. The web 
part of the tool is developed using HTML, 
JavaScript, Microsoft ASP.NET and C#. 
Console applications are developed using C#. 
Microsoft SQL Server is used for data storage 
and data pre-processing for social graph ana-
lytics and social text analytics.’ (Kaczmirek 
et al., 2014, p. 14). Figure 8.1 illustrates the 
technical architecture of SODATO.

Collecting Data from Twitter
‘In the following we describe the techni-
cal  aspects of creating the Twitter corpora. 
The Twitter monitoring builds upon previ-
ous  work by Thamm & Bleier (2013).  
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As outlined above Twitter data is used to 
build different corpora. (…) Applying the list 
of candidate names which have an active 
professional Twitter account in the 2013 
elections we used the Twitter streaming API9 
to receive messages directly from these can-
didates as well as the retweets of and replies 
to their messages. (…) For that purpose we 
developed a software component called 
TweetObserver that is instantly reading the 
stream from Twitter resulting from our query 
in a stable manner’ (Kaczmirek et al., 2014, 
p.17) (see Figure 8.2).

‘The software needs to register as a Twitter 
application in order to continuously receive 
update events for the requested items from the 
Twitter service. For each account the search 
query includes the account ID and the name, so 
that the application is geared towards receiving 
tweets from a certain account as well as any 
mentioning of its name. The software was 
implemented in Java and relied on the Twitter 

library twitter4j10. The software is connected to 
a MongoDB in which we store the data in JSON 
format. In the following we describe the data 
structure of the tweets in the Twitterdata set.’ 
(Kaczmirek et al., 2014, p. 17).

As it is unclear if the TweetObserver soft-
ware is always able to receive all tweets from 
the requested accounts the working group 
introduced a simple quality proofing mecha-
nism. To assess the completeness another 
component called ObserverTester was intro-
duced that controls the TO by automatically 
creating tweets at defined intervals matching 
its search criteria. Since all generated tweets 
need to be stored by the first program, the 
completeness is estimated as the difference 
between the created and the stored tweets (see 
Figure 8.2). TO1…n are instances of the pro-
gram that observes different twitter accounts.

In table 1 the data structure of the tweets in 
the Twitter data set is explained. The collected 
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Figure 8.1  Schematic of the technical architecture of SODATO 

Source: Hussain & Vatrapu, 2014.
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tweets are in JSON format and contain at least 
the attributes presented in Table 8.1.

Conclusion

A lot of the decisions that need to be made 
when setting up the data collection for a social 
media study rely on the considerations of the 
individual researcher and his/her team. So far, 
there are often no or very few guidelines that 
can help in this process. Social media research 
is still on its way towards establishing meth-
odological standards or best practices.

In the exemplary case study we have seen 
that before the automatic crawling and col-
lecting of social media data can begin, a lot of 
underlying research is necessary. Before data 
can be collected, different preparations may 
be necessary, such as strategic decisions about 

the period of data collection and the search 
criteria for collecting data. We have shown 
how this can be approached this for different 
types of datasets, a data collection approach 
based on lists of user accounts or based on 
topics and corresponding hashtags. The dif-
ferent types of collected data sets allow for 
dealing with different research questions.

Due to restrictions in the Twitter API it is 
not possible to collect some types of data ret-
rospectively. In the presented case study this 
meant, that in one case it was not possible 
to fully react to some unforeseen event (the 
unexpected growth of a new political party 
in Germany, which was not anticipated when 
setting up the data collection approach). 
Other projects will have to face different 
challenges based on technical restrictions.

A dimension we have only touched upon 
very briefly in this chapter, but which also 
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«read»
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Twitter
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Amazon EC2

«read»«read»
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«write»
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«write»

Database1
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Figure 8.2  Schematic of the technical architecture of a Twitter TweetObserver
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plays a huge role in practice, are the legal and 
ethical challenges for working with social 
media datasets (both are increasingly being 
discussed in the research community). In this 
presented case, legal restrictions and ethical 
considerations mainly played their most cru-
cial role after data collection, namely when it 
came to approaches for sharing the collected 
datasets. We wanted to make as much as pos-
sible of our datasets available for reuse.

In the end, the following data was shared 
(see the dataset published as Kaczmirek  & 
Mayr, 2015): (1) A list of all candidates 
that were considered in the project, their 
key attributes and if available the identifica-
tion of their Twitter and Facebook accounts. 
(2) A list of Tweet-IDs which can be used 
to retrieve the original tweets of the candi-
dates which they posted between June and 

December 2013. It includes the Tweet-ID and 
an ID identifying the candidate. According to 
the Twitter terms of services11 it was not pos-
sible to publish the full Twitter data (tweets 
plus metadata in its original format). During 
discussions at the GESIS data archive it was 
furthermore decided that the Twitter data 
may contain potentially sensitive informa-
tion such as political opinion and maybe 
even information on voting behavior. It was 
decided to limit the shared dataset to data 
from actual election candidates, and for pri-
vacy reasons tweets from the general Twitter 
population are currently excluded.

Even publishing a small subset of a col-
lected social media dataset still is an achieve-
ment; in most cases social media datasets are 
currently not being shared at all. Together 
with a white paper about the underlying 

Table 8.1  Selected attributes of tweets available in JSON format (adapted from Kaczmirek 
et al., 2014)

Attribute Description Example

_id tweet ID 446226137539444736

userid numeric user ID 630340041

screenName alpha numeric user ID lkaczmirek

createdAt date of tweet 2014-03-19T11:08:00Z

tweettext text of this tweet @gesis_org is offering #CSES data, providing 
electoral data from around the world: 
https://t.co/phtZgGcIjs

hashtags internal collection of hashtags with the following 
attributes:

•	 start •	 index of the start-character (the position 
in the tweet text as a number, the first 
letter equals index zero)

•	 23

•	 end •	 index of the end-character (the position in 
the string as a number)

•	 28

•	 text •	 the tag itself •	 cses

mentions internal collection of user mentions with the 
following attributes:

•	 start •	 index of the start-character (the position 
in the string as a number)

•	 0

•	 end •	 index of the end-character (the position in 
the string as a number)

•	 10

•	 id •	 user ID of the mentioned user •	 145554242

•	 screenName •	 screen name of the mentioned user 
(account name)

•	 gesis_org

•	 name •	 name of the mentioned user •	 GESIS
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data collection approach (Kaczmirek et  al., 
2014) a shared dataset constitutes a first step 
towards more detailed documentation for 
social media research projects. Both, docu-
mentation and data archiving, certainly need 
to be extended for social media research in 
general in the future, in order to make deci-
sions behind data collection understandable 
and data collection approaches reproducible.
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Notes

   1 	  Authors have been listed alphabetically. Katrin 
Weller has provided the general discussion on 
data collection approaches (sections ‘Intro-
duction’ and ‘Strategies for data collection’). 
Philipp Mayr has contributed the particular 
case study (section ‘Case study for data collec-
tion’). The section ‘Case study for data collec-
tion’ is a slightly extended version of sections 
in the working paper (see Kaczmirek et  al. 
2014).

   2 	 GNIP: https://gnip.com/ (retrieved October 10, 
2015)

   3 	 Datasift: http://datasift.com/ (retrieved October 
10, 2015)

   4 	 http://www.gesis.org/en/elections-home/gles/
   5 	 API is short for Application Programming Inter-

face. For Twitter’s APIs see Twitter’s website on 
technical information (Twitter, no date a and b) 
and Gaffney & Puschmann (2014).

   6 	 The section ‘Case study for data collection’ is a 
slightly extended version of sections in a previ-
ous working paper (see Kaczmirek et al., 2014). 
In this section we will quote major parts directly 
from the working paper.

   7 	 We could only identify accounts that were pub-
licly available. We did not search for accounts 
for which the account holder had decided to 
make it a ‘private’ account in the sense that it is 
not shared with the public.

   8 	 http://cssl.cbs.dk/software/sodato/
   9 	 https://dev.twitter.com/streaming/overview
 10 	 http://twitter4j.org
 11 	 https://twitter.com/tos
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D a v i d  M .  B r o w n ,  A d r i a n a  S o t o - C o r o m i n a s , 
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This chapter provides a broad introduction to 
the modelling, cleaning, and transformation 
techniques that must be applied to social media 
data before it can be imported into storage and 
analysis software. While each of the above 
topics in itself encompasses a wide range of 
issues, they are also inextricably related in that 
each relies in some way upon the others. In 
order to discuss these processes as a group, we 
employ the term data processing to describe 
the preparatory phase between data collection 
and data analysis. The sections that follow 
demonstrate how data processing can be 
broken down into a pipeline of three phases:

•• In the first phase, modelling, the data is manu-
ally evaluated for structure and meaning by 
identifying entities, their attributes, and how they 
are related. This information is then mapped to a 
data model, a schematic that will determine the 
requirements for cleaning and transformation. 
Also, the data model is often translated to a data-
base schema in order to prepare for data import 
into a database management system.

•• In the next phase, cleaning, the data is analyzed 
for possible sources of inconsistencies that could 
interfere with analysis. Inconsistent entries are 
then either removed, or resolved using one of 
a variety of statistical techniques. Furthermore, 
improperly formatted fields can be managed 
during the cleaning phase.

•• Finally, in the transformation stage, the data is 
read from a data source using either program-
matic techniques, or software designed for data 
manipulation. It is then parsed in order to extract 
and structure the information required by the 
data model. Finally, the data is output in a format 
that is compatible with the import system of the 
chosen storage or analysis software.

Each of these phases will be presented as a 
separate section that provides an overview of 
relevant concepts, as well as examples that 
put them into practice using state of the art 
tools and techniques. Due to the typically 
linked nature of social media data – think 
Twitter, Facebook, LinkedIn – this chapter 
focuses on preparing data for social network 
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style analysis, which seeks to understand 
social structure and behavior by modelling 
reality as a collection of nodes (things) con-
nected to one another through their interac-
tions, or relationships (McCulloh, Armstrong, 
and Johnson, 2013). In the context of social 
media, network analysis seeks to understand 
how individuals interact within loosely con-
nected information networks through the 
exchange of digital artifacts, such as 
Facebook posts and tweets on Twitter (Rainie 
and Wellman, 2012). All of the provided 
examples are based on Twitter, and were 
tested using a subset of the Paris Attacks 
Twitter Dataset, which consists of approxi-
mately 40,000 tweets formatted as JSON 
records collected by the CulturePlex 
Laboratory in a twenty-four hour period fol-
lowing the terrorist attacks in Paris, France 
on November 13, 2015. The subset was 
selected to include only geolocated tweets, 
which contain latitude/longitude information 
that identifies the geographic origin of the 
tweet (Sloan and Morgan, 2015).

Social Media Data Modelling – 
From Domain to Database

Data modelling is a broad topic that encom-
passes a variety of techniques and concepts. 
Generally speaking, data modelling attempts 
to recognize and define the structure and 
meaning contained within data in order to 
create a model, which is often represented as 
a schematic diagram. In essence, a data 
model is a calculated abstraction of a real 
world domain that is specifically designed to 
meet certain storage and analysis needs 
(Elmasri and Navathe, 2010; Robinson, 
Webber, and Eifrem, 2015). It guides the rest 
of the data processing procedures in that it 
determines the structure of the required 
output, and is typically mapped to a database 
system, thus defining how data will be stored 
and accessed. Traditionally, data is modelled 
at three levels:

•• The conceptual model, sometimes referred to as 
a whiteboard model, describes the semantics of 
the data set. It provides a conceptual map that 
highlights the main entity types present in the 
data and how they are related to one another. 
This model will also be referred to as a domain 
model, because its goal is to represent the 
sphere of activity or knowledge associated with 
the data.

•• The logical model is based on the conceptual 
model, but is created in anticipation of mapping 
the model to a database system. This model 
takes into account concepts such as access 
paths in order to increase efficiency in data stor-
age, retrieval, and analysis; however, the logical 
model is generally considered to be independent 
of any particular technology.

•• The physical model determines how data will 
physically be stored on a computer relative to 
the specifics of the database system being used. 
This model takes into account internal storage 
structures, such as data types, storage space 
requirements, indexing, etc.

While each of these levels is important for a 
complete discussion of data modelling, both 
logical and physical modelling can become 
very complex topics, especially when the 
modelling process targets relational data-
bases. In light of this complexity, this chapter 
focuses primarily on the property graph 
model utilized by graph databases, which are 
designed and optimized to work with highly 
connected data. Furthermore, property graph 
style modelling provides a great introduction 
to data modelling because the physical and 
logical models are often very similar to the 
conceptual model. This allows the user to 
model complex problems in a very ‘human’ 
way, eschewing complex procedures such as 
de-/normalization. To demonstrate this, the 
following subsections introduce conceptual 
modelling, and illustrate how a simple model 
of the ‘Twitterverse’ can easily be mapped to 
a graph database management system using 
the property graph model.

The Conceptual Model
The conceptual data model describes a data 
set by identifying and mapping the main 
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concepts of the domain associated with the 
data. These concepts are often referred to as 
entities, which represent general categories, 
or types of data present within the domain of 
the data set. In turn, entities are typically 
associated with one another through one or 
more types of relationships, which represent 
interactions or associations between entities. 
Furthermore, entities and relationships can 
have attributes, which describe the character-
istics of entity and relationship classes. The 
concept model is usually expressed as a 
simple chart resembling a flow chart, or con-
cept map that highlights possible entities, 
their attributes, and how they are related. The 
conceptual model is typically the first step in 
data modelling and database implementation, 
and is crucial for high-level communication 
of both architectural specifications and ana-
lytical procedures.

In order to create a conceptual model, 
we first identify the entities present within 
the data set. An entity can be defined as a 
reference to ‘a thing in the real world with 
an independent existence’ (Elmasri and 
Navathe, 2010: 203). This thing could be 
something tangible, like a building, person, 
or automobile, or something intangible, like 
a song, a scientific theory, or political party. 
A good general rule when looking for entities 
is that they are typically things named with 
nouns. Using the example of Twitter, both 
users and tweets could be identified as exam-
ples of entities within the data set. Each of 
these entities would then be assigned attrib-
utes: users have attributes such as username 
and location, tweets have time and text, etc. 
After identifying the relevant entities within 
the data set, the task becomes determining 
how they are associated to one another by 
relationships.

Relationships are generally not things, 
but instead represent the type of associations 
found between entities. We can define a rela-
tionship type as a ‘set of associations – or a 
relationship set – among entities’ (Elmasri 
and Navathe, 2010: 209). These associa-
tions define the semantics of the data model 

in that they illustrate the logical connection 
between entity types. As opposed to enti-
ties, relationships are usually identified using 
verbs. Again looking at Twitter, an example 
of a possible relationship would be tweets, as 
in user tweets tweet. In this example, tweets 
specifies a possible relationship between user 
and tweet entities, but it is important to rec-
ognize that there can be more than one type 
of relationship between two entity types. For 
example, a user could also favorite a tweet, 
thus creating a new possible relationship: 
user favorites tweet.

Example: Modelling Activities 
in Twitter
To further illustrate the idea and practice of 
conceptual modelling, this example creates a 
conceptual model using the Paris Attacks 
Twitter dataset mentioned above. The pro-
cess of conceptual modelling often begins 
with a simple description of the domain to 
provide a contextual framework through 
which data can be interpreted. The following 
is a high-level description of the Twitter 
domain that provides a starting point for the 
conceptual modelling process.

•• In the Twitter, users can follow, or be followed 
by, other users.

•• Tweet activity is driven by users. Users are 
responsible for creating Tweets, the fundamental 
unit of information exchange. Users have a vari-
ety of associated personal data, including their 
username and other optional information, such 
as language or geolocation.

•• Tweets contain the text produced by users. They 
have a variety of metadata associated with their 
production, including location and time stamp. 
Furthermore, they contain semantic information 
that is relative to other tweets and users, such as 
hashtags, user references, and retweets.

While the above description is admittedly a 
simplified version of the activites associated 
with Twitter, ignoring details like attached 
images and videos, favorites, and personal 
messages, it is sufficient for our purpose in 
that it provides the basis for understanding 
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the domain. From the above description we 
can determine that the activity in Twitter is 
driven by two primary entities: the tweet and 
the user. Furthermore, each of these entities 
will have certain characteristics of interest, 
including tweet’s text, date, and location, as 
well as the screen name associated with the 
user that created it.

To begin the modelling process, we map 
these two entities and their attributes to a 
simple model drawn with the Dia drawing 
program (Dia, 1998) (Figure 9.1).

Next, we must determine how they relate 
to one another. In many ways, this can often 
be the most challenging part of data model-
ling, as relationships are not always obvious. 
Fortunately, Twitter generally has very con-
crete and well defined relationships based 
on user interactions. A quick review of the 
above summary reveals the following possi-
ble relationships:

•• Users follow users. Each user has a list of associ-
ated users who they follow.

•• Users tweet tweets. Each tweet can be directly 
associated with the user who created it.

•• Tweet references user. Optionally, a tweet can 
contain a direct reference to another user.

•• Tweet responds to tweet. Optionally, a tweet can 
be a response to another tweet.

•• Tweet retweets tweet. Optionally, a tweet can 
encapsulate a previous tweet, making it a 
retweet.

Adding these relationships to our data model, 
we begin to see a more complete image of 
the Twitter domain that encompasses a wide 
variety of the semantic possibilities repre-
sented (Figure 9.2).

However, before continuing it is important 
to compare the domain model to the actual 
dataset at hand to determine if there are any 
missing elements, or perhaps spurious infor-
mation not included in the data set.

Looking through the fields of a JSON 
formatted tweet provided by the Twitter 
Application Programming Interface (API) –  
a service that allows users to collect up to 
one percent of total tweet traffic in real time 
based on filtering parameter – more on APIs 
in Janetzkos’ chapter (this volume) – we see 
that a wide variety of metadata about the 
tweet is provided, including:

•• Unique ids for both tweets and users
•• Geolocation information for tweets when avail-

able
•• Timestamps for each tweet
•• A list of entities associated with each tweet

Looking more closely at the entity lists, we 
see that Twitter’s data model considers 
hashtags to be entities, not just part of the 
tweet’s text. This raises the question of 
whether or not our model should represent 
hashtags as a unique entity type. While the 
answer to this question depends entirely on 

Figure 9.1 B asic Twitter entities and their attributes
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analytic goals, it is easy to see how model-
ling hashtags as entities could be useful. 
Hashtags serve as an easy way to group 
tweets by thematic content without having to 
perform complex natural language process-
ing (NLP) techniques such as topic model-
ling. Furthermore, they are user defined topic 
keywords, and therefore benefit from human 
judgment that is able to detect thematic 
nuances often overlooked by computers. In 
the case that they are not needed during 
analysis, hashtag entities and their relation-
ships can simply be ignored.

Furthermore, we notice that there is no 
data that relates to one user following, or 
being followed by, another. As it turns out, 
Twitter’s streaming API (Twitter Streaming 
APIs, 2010) only produces metadata relat-
ing specifically to tweets. In order to receive 
information about users, including follower 
information, one must issue specific queries 
to Twitter’s REST API.

Therefore, the above conceptual model 
must be modified to reflect the semantics 
of the data at hand (Figure 9.3). While the 
original Twitter domain model that includes 
user follows user relationships is an accurate 

representation of activities on Twitter, it does 
not reflect the characteristics of the data-
set. Furthermore, while hashtags were not 
considered in the original domain model, 
their presence in the data set prompted their 
inclusion in the data model. These sort of 
modifications are quite common, and this 
demonstrates the importance of perform-
ing multiple iterations during the modelling 
process.

The Property Graph Model
After the domain and dataset have been ana-
lyzed and modelled, the resulting conceptual 
model must be adapted to fit a database 
system. This is typically accomplished 
through an iterative process that incorporates 
both the logical and physical models. In this 
case, we will use the property graph model to 
create a design suitable for a graph database 
such as Neo4j (Neo4j, 2007) or Titan:db 
(Titan Distributed Graph Database, 2015). 
While a property graph model combines ele-
ments from both the logical and physical 
model, at its core it is very similar to a con-
ceptual model in that it uses only three primi-
tives that can be easily mapped to the three 

Figure 9.2 A  simple conceptual model of the Twitterverse
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primitives used by a conceptual model 
(Robinson, Webber, and Eifrem, 2015):

•• Properties are elements used to describe other 
elements. They consist of a key-value pair in 
which the key is a string, and the value can con-
tain complex data types. Properties correspond to 
the conceptual model’s attributes.

•• Nodes (vertices) are elements that contain prop-
erties. Nodes typically have a type, often referred 
to as a label, which refers to a set of nodes that 
share predetermined properties. Nodes corre-
spond to the conceptual model’s entities.

•• Relationships represent associations between 
nodes; they define the structure of the graph. 
Relationships often have a type, or label, that 
determines the semantics of a possible relation-
ship between two node types. In a property 
graph, all relationships are directed in that 
they have a start node and an end node, which 
further specifies the semantics of the relation-
ship between two nodes. Relationships can also 
contain properties. They correspond to the con-
ceptual model’s relationships.

In many cases, the conceptual model and 
property graph are identical in everything 
except the language used to describe them; 
however, the requirements of the graph 

database system in which the data will be 
stored must be taken into account. While 
schemaless databases like Neo4j do not 
require any sort of model definition prior to 
use, some graph database management sys-
tems, such as Titan:db, encourage the defini-
tion of a property graph style data model 
(schema) that includes the specification of 
the datatype of each property. Indeed, most 
database systems that implement the prop-
erty graph model have some level of optional 
model definition designed to improve the 
performance or usability of the database. To 
illustrate this, the following section demon-
strates flexible property graph style schema 
definition and data modelling with the 
SylvaDB (cite) graph database management 
system.

Example: Mapping Our Case-study 
of Twitter to a Property Graph 
with SylvaDB
To illustrate the process of mapping a concep-
tual model to a property graph, this section 
provides an example that utilizes SylvaDB’s 
flexible schema creation tool to create a prop-
erty graph model. SylvaDB is open source 

Figure 9.3 T he final conceptual model of the Twitterverse
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software that is free to use, and provides a wide 
variety of options for building queries, running 
network statistics, and visualizing the data-
base. SylvaDB is unique in the sense that it 
provides a browser-based graphical user inter-
face (GUI) that allows users to model, analyze, 
and visualize data stored in a graph data
base without writing code. While other database 
management systems such as Linkurious 
(Linkurious, 2013) provide GUIs for analysis 
and visualization, and Titan:db provides a spe-
cialized domain specific programming lan-
guage for creating data models, no other 
commonly available system provides all of 
these capabilities in one software package.

To begin, simply go to www.sylvadb.com 
and create a free account. From the dash-
board, click on the ‘New Graph’ button and 
give your graph a name. We will use the 
name ‘Twitterverse’. You will be redirected 
back to the dashboard, but you should now 
see your graph listed on the left hand side of 
the screen in the ‘Graphs’ column. Click on 
your newly created graph, and you will see 
a notification telling you that your schema 
is empty. To remedy this, we will create a 
new schema based on our property graph 

model of the Twitterverse. Click on the 
‘Schema’ button in the upper right hand cor-
ner of the screen. This will take you to the 
schema builder interface, where you have 
two options ‘Import Schema’ or ‘New Type’. 
In SylvaDB, node’s label corresponds to a 
type, and clicking on the ‘New Type’ button 
will redirect you to a type creation form. As 
you can see, SylvaDB provides you with sev-
eral default fields. Under the ‘Type’ heading 
there are ‘Name’ and ‘Description’ fields, 
and under the ‘Properties’ heading, there are 
‘Key’ and ‘Description’ fields. Starting with 
the ‘Tweet’ entity, we can enter the name of 
the type ‘Tweet’, and a short description. The 
description is optional, but it can help other 
users better understand your schema. In this 
case we will simply enter ‘A user’s tweet as 
provided by the Twitter API’.

After type creation, we must create the 
properties associated with this type. One of 
the most important attributes associated with 
a tweet is the date and time when it was pub-
lished. Therefore, we will add the ‘date’ as 
the first property. To do this we simply type 
‘date’ under the heading ‘Key’ in the proper-
ties list (Figure 9.4).

Figure 9.4  SylvaDB's type creation form
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We have the option of entering a descrip-
tion for this property, but as date seems self-
explanatory, we will leave this field blank. If 
we were to continue without doing anything 
else, the database would expect to receive a 
string, or a group of characters, in the date 
field. However, in order to leverage more 
advanced functionality for writing queries 
and performing analysis – date comparisons, 
advanced filtering, time series visualizations – 
we can instead choose to store the date in a 
specialized date format. To do so, we simply 
click on the link that says ‘Advanced Mode’, 
which expands the form field to provide a 
dropdown select menu that includes a wide 
variety of data types. Then, we simply select 
‘date’, and SylvaDB will expect that all input 
for this field will be properly formatted as a 
date, and store it accordingly. We can con-
tinue this process, adding the other properties 
included in the original data model. When 

we have finished adding all of the attributes, 
we can simply click on the ‘Save Type’ but-
ton and the entity type will be added to the 
schema. In case we made an error or forgot a 
property, we can always go back to the type 
form and edit the information, even after there 
is already data in the database.

After all of the entities described in the 
data model have been entered as types in 
the SylvaDB schema builder, you should see 
something similar to Figure 9.5.

This means the schema is almost complete; 
however, it is still missing one crucial step. 
To finish the model, the user must define the 
allowed relationships between the different 
entities. Similar to defining a type, a relation-
ship is defined by filling out a form. To access 
this form, a user can click the ‘New Allowed 
Relationship’ button on the schema page, 
or the ‘new incoming’ or ‘outgoing allowed 
relationship’ links that appear under the types.  

Figure 9.5  SylvaDB's property graph schema creation interface
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We then simply select the source node type 
using the drop down menu under the field 
‘Source’, define the label of the relationship 
in the ‘Name’ field, and select the ‘Target’ 
node type. For example, we can select the 
source type ‘Tweet’, enter ‘retweets’ in the 
‘Name’ field, and again select ‘Tweet’ as 
the ‘Target’ field. Properties can be added to 
relationships in the same manner that they are 
added to nodes, using the simple form fields 
to define keys and data types. This process 
can be repeated for all of the possible rela-
tionships defined in the conceptual model. 
After all relationships have been entered, we 
will see something similar to Figure 9.6. Now 
SylvaDB is ready to receive the Tweet data, 
which can be imported in a variety of for-
mats including CSV and GEXF (a version of 
XML designed specifically for graph data), 
or entered manually.

Cleaning Data – Standardizing 
API Data

After data has been modelled, but before it is 
parsed and formatted for use with analysis 
and storage software, it must be cleaned. 
Cleaning requires that data be inspected to 
determine if there are any inconsistencies, or 
errors that will be problematic later during 
analysis. There are many possible sources of 
errors in data, which can occur at the instance 
level, meaning that just one data entry is cor-
rupt, or at the system/schema level, which 
can affect an entire data set (Rahm and Do, 
2000). Typically, cleaning focuses more on 
instance level errors, as schema redesign or 
system modification are only possible 
through post collection data transformations. 
Due to the fact social media data is usually 
aggregated and stored in validated database 

Figure 9.6 T he Twitterverse conceptual model mapped to a property graph schema with 
SylvaDB
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fields, it is less prone to instance-level errors 
than hand-curated data; however, this is not 
always the case, as it is common to analyze 
fields that contain user generated text, which 
is prone to instance level errors such as 
typos, inconsistent spelling, etc. While spell-
ing and vocabulary issues can often be attrib-
uted to dialectal variation or cultural factors, 
and in that sense do not qualify as dirty data, 
they can be problematic during analysis. 
Therefore, it is the task of the researcher to 
consider the implications of this type of vari-
ation as it relates to their specific research 
goals. Furthermore, instance level errors can 
appear as anomalies in otherwise clean data-
sets when certain aspects of schema valida-
tion or record creation fail, resulting in 
random, improperly formatted data. 
Regardless of the source of error, cleaning is 
fundamentally an ad hoc process that varies 
based on the source and quality of the data. 
Despite this, there are certain issues that 
appear repeatedly when dealing with data. 
The following sections outline some of these 
common problems and their solutions.

Missing Data
Missing data is one of the most common 
problems encountered when cleaning data. 
Missing data can occur at the instance level, 
or due to lack of (or overly permissive) vali-
dation within the social media application 
database schema. There are a wide variety of 
approaches to dealing with missing data that 
all depend on the type of data and the 
researcher’s goals. In many cases, data with 
missing fields is simply deleted or ignored, 
which is particularly effective with very large 
datasets that contain few entries with missing 
data. However, this technique can introduce 
bias and affect the representativeness of the 
sample, particularly if the discarded cases 
differ systematically from the rest of the data 
(Schafer, 1999). To avoid this, many statisti-
cians use a process called imputation, which 
uses a variety of techniques to replace the 
missing data. Imputation techniques often 
employ advanced statistical procedures or 

machine learning to replace missing values 
and account for the imputation during analy-
sis. While these techniques go beyond the 
scope of this chapter, there is a wide variety 
of literature discussing imputation, as well as 
other approaches to handle missing data 
(Allison, 2001; Rubin, 2004; Schafer and 
Graham, 2002).

Data Entry Errors
Simple content generation (data entry) errors 
such as typos and inconsistent spelling are a 
common problem in all types of data. This 
sort of problem occurs almost exclusively at 
the instance level due to individual user error. 
Data entry errors can be very difficult to 
identify, particularly in large datasets that are 
impossible to inspect manually. They are 
often discovered during the analysis phase, 
and require the researcher to backtrack and 
perform another iteration of processing to 
reconcile the error. The most common 
approach to dealing with this sort of error is 
to use a process called fuzzy string matching 
(Chaudhuri, Ganjam, Ganti, and Motwani, 
2003). This technique involves calculating a 
distance between two strings that indicates 
the similarity of two entries. When multiple 
entries are very similar, the researcher can 
either manually inspect the entries to deter-
mine if they indeed refer to the same instance, 
or determine a maximum difference that is 
acceptable to programmatically resolve simi-
lar entries.

Duplicate Data
Duplicate records can occur in all kinds of 
datasets. While they are most common at the 
instance level in hand curated datasets, they 
can also appear in social media data – 
particularly data that has already undergone 
parsing or transformation. For example, 
when parsing tweet data, you may find that 
the ids of retweeted tweets appear hundreds 
or even thousands of times. While this case 
can be dealt with during parsing, other cases 
are not so straightforward. Duplicates can be 
difficult to diagnose, as many duplicate 
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entries are not recognized due to typos or 
missing data. Therefore, the first step in 
resolving duplicates often relates to the above 
technique of cleaning up data entry errors. 
After typos and spelling errors have been 
resolved, previously unrecognized duplicates 
are often visible within the dataset. However, 
missing data and other errors can continue to 
be problematic. After initial field cleaning, 
there are a variety of procedures used to 
compare the similarity of attributes across 
data entries to identify possible duplicates. 
Then, based on a minimum similarity meas-
ures determined by the researcher, highly 
similar entries can be merged. Many dupli-
cate-removal techniques, also known as 
deduplication techniques, are also based 
upon advanced statistical procedures, fuzzy 
string matching, and machine learning 
(Gemmell, Rubinstein, and Chandra, 2011).

Inconsistent Units/Formats
Inconsistent use of units can also occur, espe-
cially in when combining data from a variety 
of sources. It is oftentimes quite difficult to 
identify this problem, as numeric values with-
out specified units do not provide many clues. 
Resolving this sort of issue is highly depend-
ent on the nature of the data, and common 
approaches are not easily delineated. For 
example, a wide sample of climate data from 
different countries may contain temperature 
information in both Fahrenheit and Celsius. 
In this case, the researcher could take into 
account the geographic location where the 
data was produced compared to the unit being 
used or the range of possible temperatures. 
This sort of error can also relate to formats, as 
sometimes applications store metadata such 
as datetimes – as specific data type that allows 
date and time to be precisely represented – 
using a format that is not compatible with 
other software. Schema level formatting 
problems are often addressed during the 
transformation stage; however, here we view 
it as part of the cleaning process because 
improperly formatted data are often the source 
of errors during data import and analysis.

These problems, whether created through 
data entry errors, or due to lack of constraints 
in the system responsible for aggregating 
the data, represent a small subset of possible 
sources of dirty data. In the end, it is the task 
of the researcher to determine what types 
of dirty data can affect their analysis based 
on their own goals and needs, and apply the 
appropriate solutions for the data at hand. 
Therefore, moving forward in this chapter 
the scope of this discussion will be narrowed 
to address social media data, and even further 
to address possible problems with generic 
Twitter data. 

Social Media Data – Is it Dirty?
Social media data is often quite clean because 
it is typically produced, aggregated, and 
stored in high quality infrastructure based on 
well designed models. Indeed, social media 
sites like Facebook and Twitter enjoy state-
of-the-art infrastructure, which translates to 
high standards of data quality. These stand-
ards are reflected in the data produced by 
their APIs, which tends to be perfectly for-
matted and complete; however, even com-
plete and consistent API data can suffer from 
the above problems. For example, Twitter 
does not require geolocation data, and there-
fore it is common that only a small portion of 
API records contain coordinate data (Sloan 
and Morgan, 2015) . Although in this case 
non-geolocated tweets are allowed by 
Twitter’s data model, and are therefore not 
technically dirty data, during a geographic 
analysis of tweets they could be considered 
as such. Furthermore, sometimes social 
media APIs produce ‘dud’ records: improp-
erly formatted, partial, or otherwise impos-
sible to parse; it is common to discover tweet 
records that do not contain text or user infor-
mation, which can cause errors to be thrown 
in the parsing process. Finally, user gener-
ated text is often the most important aspect of 
social media data and is used for a variety of 
analytic tasks, many of which employ natural 
language processing techniques (Bifet and 
Frank, 2010; Kireyev, Palen and Anderson, 
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2009; Ronen, et  al., 2014). Sometimes, in 
order to perform these tasks, text fields must 
be cleaned before they can be processed 
effectively. To demonstrate this, the follow-
ing example employs the Twitter Paris 
Attacks dataset to illustrate user generated 
text cleaning in order to comply with later 
analysis requirements.

Example: Producing a Clean 
Tweet Field for Natural Language 
Processing
To illustrate field level cleaning of social 
media data, this example cleans the text con-
tained within the Paris Attack tweets in order 
to produce a new field, clean text, that facili-
tates the application of natural language 
processing tasks commonly used with Twitter 
data such as language identification, topic 
modelling, and sentiment analysis. To better 
understand this process, as well as why it is 
necessary, consider the text field of the fol-
lowing tweet:

RT @MailOnline: ‘General Curfew’ 
ordered by French government for first time 
since WWII https://t.co/rk8MxzH7RT #Paris

As a human, it is relatively simple to deci-
pher the components of this tweet:

•• The RT flag identifies that this is a retweet.
•• The @ symbol shows the original user that 

posted this tweet. Alternatively, this indicates a 
reference to another user as a recipient of the 
tweet’s message.

•• The # indicates a hashtag, which may or may not 
be part of a phrase. In this case, the word Paris is 
not included in the phrase.

•• Finally, there is a link to another website, repre-
sented as a url.

After recognizing these components included 
with the text of the tweet, one can easily see 
that this tweet is written in English and that 
its message refers to the current situation in 
Paris. However, asking a computer to iden-
tify this is not as straightforward. Words 
beginning with characters such as # @ are 
not necessarily recognized as English, and 
URLs seem to just be strings of arbitrary 

characters. Furthermore, usernames are not 
necessarily real words, nor are they necessar-
ily written in the same language as the rest of 
the tweet. Therefore, this sort of extra con-
tent in the text field can confound an algo-
rithm designed to work with natural language. 
In order to make it easier for the computer to 
process tweet text, we can remove these 
sources of confusion to facilitate more accu-
rate computer based text processing:

•• The RT flag can be removed because it does not 
affect the content of the tweet. Instead, it indi-
cates the endorsement of the content of a Tweet 
and the implied interaction between twitter users 
and content.

•• The @ symbol, as well as the username can also 
be removed due to the fact that they are typically 
not directly related to the content of the tweet. 
They are, in some cases, used conversationally as 
proper nouns, and therefore may be included in 
a clean text field depending on the goals of the 
researcher.

•• Dealing with hashtags can be a little trickier in 
the sense that they can be part of a phrase, or 
can be added to the tweet arbitrarily to indicate 
the content of the tweet. Due to the fact that 
they are generally real words and are often rel-
evant to the content of the tweet, we will simply 
remove the #, while retaining the actual word 
used for the hashtag.

•• Finally, urls will be removed as they are not natu-
ral language as such, and in that sense are not 
relevant to the language or sentiment associated 
with the tweet.

The produced clean text field will be consid-
erably more readable for a computer. While 
this process can never be perfect when per-
formed at a massive level, it will result in 
much better results than processing the raw 
tweet.

There are a variety of open source and 
commodity software packages that can be 
used to perform the above changes, includ-
ing the commonly used Microsoft Office 
Excel and Libre Office Calculate, as well 
more specialized tools such as OpenRefine 
(OpenRefine, 2011). In this example, we will 
use the OpenRefine, which provides a wide 
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range of functionality for cleaning and trans-
forming large datasets. After downloading 
and starting OpenRefine as specified by the 
documentation for your operating system, we 
can create a new project simply by selecting 
the file containing the tweet data. OpenRefine 
will then request that we configure parsing 
options, and we can simply select the field 
that we are interested in working with: ‘text’. 
OpenRefine then converts the field into what 
looks like a spreadsheet column, and we can 
continue by clicking ‘Create Project’ in the 
upper right hand portion of the browser. We 
can then create a custom text facet – the con-
struct used by OpenRefine to perform opera-
tions on columns of text – for the column 
by clicking ‘Text’ > ‘Facet’ > ‘Custom Text 
Facet’ (Figure 9.7).

OpenRefine allows the user to write cus-
tom facets using a proprietary scripting lan-
guage, General Refine Expression Language 
(GREL), Jython, or Clojure. In this example, 
we will use GREL, but any of these languages 
would work equally well. To clean this field, 
we will use a series of replace methods, 
which allow the user to search for substrings 

using regular expressions and replace them as 
needed. For more information about regular 
expressions, please refer to the OpenRefine 
documentation. To remove the unwanted ele-
ments from the tweets, we can use a series of 
four chained replace methods:

1	 The first method, replace(“#”, ""), searches the 
the string for the “#” character. In the case that 
it finds this character, it is replaced with ‘““‘, an 
empty string, thereby removing it.

2	 The second method, replace(/RT\s/, ""), looks for 
the characters “RT”, followed by a mandatory 
space (designated by the symbol “\s”). In the 
case that it finds this sequence of characters, they 
are replaced by ‘““‘, an empty string.

3	 The third method, replace(/http\S*/, ""), looks for 
the sequence “http”, followed by any non-space 
character, designated by “\S”. Furthermore, the 
non-space characters can be repeated, desig-
nated by the “*”. This specifies that any string 
beginning with “http” followed by any charac-
ters up until a space should be replaced with ‘““‘, 
an empty string.

4	 Finally, using a similar regular expression to 
the one used in step 3, the fourth replace 
looks for any string starting with “@”, again 
followed by any sequence of non-space  

Figure 9.7 O penRefine's custom facet creation tool
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characters. If found, this string is replaced with 
an empty string.

Chaining together the four replace methods 
with the appropriate regular expressions 
results in the following expression:

value.replace("#", "").replace(/RT\s/, "").replace(/
http\S*/, "").replace(/@\S*/, "")

The unwanted characters have been removed 
from the tweet text and can be exported in 
one of many formats and used however 
necessary.

Data Transformation

After the dataset is modelled and cleaned, it 
is ready for the final stage of data processing: 
transformation. While the term data transfor-
mation can encompass a wide range of pro-
cedures, in the context of this chapter it refers 
to receiving input data and formatting it in a 
way that complies with a data model and can 
be imported into storage and analysis soft-
ware. Essentially, the process consists of 
taking an input, often stored as formatted 
plain text, parsing the input by extracting the 
relevant information, and outputting the 
information in a specified format by writing 
to files or a database management system. 
There is a wide variety of software that can 
be used for this kind of task, ranging from 
browser based tools like OpenRefine to 
Python libraries such as Numpy (2006) and 
Pandas (2008) that feature powerful 
abstractions – arrays, matrices, hashmaps – 
for manipulating data.

The Transformation Pipeline: 
Techniques and Considerations
There are many approaches to creating this 
kind of processing pipeline that depend on 
the computing power available for process-
ing, size of the dataset, and the required 
output; however, the transformation pipeline 
can be broken down into the three phases 

mentioned above: reading input data, parsing 
and transformation, and writing to an output. 
While each of these steps require ad hoc pro-
cedures, again there are general concerns that 
are relevant for all data sets. Here we broadly 
outline these concerns as well as potential 
approaches to a variety of situations.

Reading the Data: Sources and 
Approaches
To begin the processing pipeline, one must 
first consider the source and initial format of 
the dataset. Broadly, there are three 
possibilities:

•• The data has not yet been acquired and it will 
be read directly from an API. This means that 
the data is still being stored by the social media 
application in which it was created. Typically, 
this kind of data is accessed programmatically 
and either written to an intermediate format like 
text files, or read dynamically from the API and 
processed ‘on the fly’. This means that it will not 
be stored in any intermediate format and will be 
parsed, transformed, and written to output as it 
is produced by the API.

•• The data has already been harvested from the 
API and is stored in flat text files. Most com-
monly, this data will be stored in JSON or CSV 
format, which can be read, parsed, and output 
using a wide variety of software, including all 
major programming languages.

•• The data has already been harvested from the 
API, but was loaded into a database manage-
ment system. Similar to data coming directly 
from a social media application API, relevant 
data will need to be read from the database and 
either processed on the fly, or stored in an inter-
mediate format such as a flat text file.

Depending on the source of the data, the first 
step in the transformation pipeline will be 
accomplished in one of a variety of fashions. 
The following sections address possible solu-
tions for reading input data; however, it is 
important to recognize that there is generally 
not one right way to accomplish this task. 
Instead, there are numerous valid approaches 
to this procedure that depend on the prefer-
ence of the researcher.
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Reading Data from an API

Typically, data is harvested from an API 
using one of many programmatic techniques. 
Each API will feature a specific architecture 
and protocol that provide a means to access 
the data it contains. Most commonly, social 
media site APIs use REST, an architectural 
style that typically uses the HTTP protocol 
(Massé, 2011). This is convenient because it 
provides a standard way to access data; 
although each social media site will have a 
unique way of providing the application data, 
the means for accessing is similar to other 
sites that use REST. This makes it easy for 
users to access data without having to learn 
specialized protocols, or use overly special-
ized tools.

REST resources are typically accessed 
using programmatic techniques. Popular 
programming languages like Python or Java 
provide a wide variety of built-in or third 
party software designed to facilitate the use 
of HTTP for accessing services like REST 
APIs. Generally, a researcher will write a 
small program specifically tailored to the tar-
get API that has been designed to harvest the 
data of interest. This program will then either 
pass the data to another program to finish the 
processing pipeline, or write the data to an 
intermediate format like flat text files. Even 
though writing data to an intermediate format 
adds an extra step to the processing pipeline, 
it is common to separate data collection from 
data processing. Furthermore, performing 
collection separately minimizes the moving 
parts involved with the pipeline; if there is a 
problem during the parsing or output phase, it 
will not affect data collection, thereby simpli-
fying the process by compartmentalizing it.

Reading Data from Text Files

Reading data from text files is often consid-
erably simpler than reading from an API. In 
many cases, it is as easy as choosing an 
application that is able to read the text file 

format. For example, there are a wide variety 
of desktop/browser applications that read 
files stored in CSV format, like Microsoft 
Excel, SPSS statistical software, and 
OpenRefine. However, depending on the 
operation that will be performed upon the 
data, these programs can be limited due to 
their lack of flexibility – they only provide 
specific hard coded procedures. Some soft-
ware, such as OpenRefine, provide a balance 
in that they have a point and click user inter-
face, but they also support limited scripting 
operations that allow the user to implement 
custom functionality.

In the case that the researcher needs com-
plete flexibility (or they are comfortable with 
computer programming), flat text files can 
also be read programmatically using a wide 
variety of freely available programming lan-
guages. In this case, files are read and refer-
enced by variables. Then the researcher can 
implement any procedure, or manipulation of 
the data without being limited by out-of-the-
box functionality. The examples presented 
later in this chapter demonstrate this using 
the Python programming language to read 
and manipulate flat files.

Reading Data from a Database

In many ways, reading data from a database 
is similar to reading data from a web API: 
usually programmatic techniques are 
employed and relevant data is often trans-
ferred to flat files as an intermediate step 
before parsing and transforming the data. 
However, unlike a REST API, databases do 
not necessarily have similar architectural 
styles or protocols for data access. For exam-
ple, some databases provide REST endpoints 
similar to an internet application API, others 
use websockets for duplex style communica-
tion between the database server and client 
program, and many use specialized TCP 
based protocols. Despite this inconsistency, 
most major programming languages have 
third party libraries that can be used to access 
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popular databases without delving into the 
specifics of the database communication pro-
tocol. In this case, the researcher must choose 
an appropriate library from their favorite 
programming language, familiarize them-
selves with the library, and write a normally 
small program to access the desired data.

Beside this type of client-server commu-
nication, many databases provide a com-
mand line interface (CLI) that allows the user 
to manipulate and retrieve data. Typically, 
a database will employ a domain specific 
language (DSL), or small programming 
language that has been custom designed to 
perform only the operations possible with a 
particular database. Fortunately, many data-
bases share a DSL that allows a user famil-
iar with the DSL to use a variety of database 
software. For example, structured query lan-
guage (SQL) is a DSL used by most relational 
databases such as MySQL, PostgreSQL, and 
Oracle RDBMS (Date and Darwen, 1997).

Finally, some database management sys-
tems provide a graphical interface that allows 
users to access data without doing any pro-
gramming. While this scenario is less com-
mon, it is important in that it provides a way 
for researchers without the time or means to 
learn computer programing access to power-
ful data manipulation techniques. SylvaDB, 
seen in a previous example, is a good rep-
resentative of this kind of system. Other 
examples of GUI based database manage-
ment systems include commonly known 
tools such as Microsoft Access and MySQL 
workbench.

Practical Considerations: Size 
of Data Set vs. Computational 
Resources
Regardless of where the input data is stored, 
before determining how data will be parsed it 
is important to consider the size of the data-
set and how this will affect the parsing pro-
cess. Fundamentally, there are two scenarios: 
1) the dataset is small and can fit in a com-
puter’s memory (RAM); 2) the dataset is too 
large and cannot be loaded into memory in 

its entirety. Of course, whether a dataset is 
considered to be large depends directly on 
the computational resources available for 
processing. Therefore, it is important to 
understand both the size of the dataset and 
the amount of RAM available for processing, 
as well as how much extra RAM will be 
required for running any necessary software, 
or performing transformations in memory. 
The latter is especially important, as it is 
tempting to think that 4 gigabytes of data can 
be processed with 4 gigabytes of RAM. In 
reality, this is not the case, because many 
operations require copying data, at least tem-
porarily, hence requiring more memory. That 
said, in the case that the data is too big to 
load into memory there are still many options 
that allow the researcher to handle big data-
sets with relatively limited computational 
resources.

Approaching this problem programmati-
cally, it is common for data to be parsed 
on the fly. Most programming languages 
allow files to be opened without loading 
their entire contents into memory. Then, the 
file can be read line by line, only loading a 
minimal chunk of data into memory, which 
is parsed and written to some sort of output. 
Furthermore, there are data processing tools, 
such as OpenRefine, that use internal pro-
grammatic constructs to be memory efficient. 
This allows the user to perform complex 
operations on large data sets with a relatively 
small amount of RAM without writing code. 
However, while on the fly programmatic 
parsing can be performed on enormous data-
sets and is only limited by hard disk space 
and time, most browser based or GUI style 
software has either fixed or practical limits. 
For example, OpenRefine has no fixed lim-
its, but begins to suffer performance losses 
on CSV files containing more than 100,000 
rows of data, both due to the time complexity 
of the algorithms it employs and RAM limi-
tation of typical computers. Therefore, larger 
datasets are typically dealt with program-
matically using a scripting language such as 
Python.
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Parsing
Regardless of the size of the dataset, social 
media data generally requires some degree of 
parsing and transformation before it can be 
stored and analyzed. Parsing involves divid-
ing the data into manageable or semantically 
cohesive chunks, extracting relevant infor-
mation, and outputting it in a specific format. 
In general, parsing techniques are tightly 
coupled to the format and semantics of the 
data. Due to the extremely ad hoc nature of 
parsing, it is more effective to present an 
example of the parsing process instead of 
simply describing it. The following section 
provides a concrete example of how data is 
parsed using the Paris Attacks Dataset and 
the Python programming language.

Example: Parsing a List of Tweets 
with Python
Parsing a list of tweets is a process that can 
be accomplished using any major program-
ming language (R, Java, Perl, etc.). This 
example employs one of the most versatile 
and widespread open source programming 
languages: Python. To begin, we identify that 
the input data is stored as a list of JSON seri-
alized tweets in flat text files. Furthermore, 
we assume that the computer used has plenty 
of RAM to store the contents of the dataset in 
memory; however, in this example we do not 
load the whole dataset. Instead, we parse the 
tweets on the fly, storing relevant information 
in data structures that will later be written to 
files using the TSV format. TSV, like CSV, is 
similar to an Excel spreadsheet in that it 
stores data in tabular format with rows and 
columns. However, instead of using commas 
like a CSV, it separates entries within a row 
using the tab character, which is more space 
efficient and tends to import more smoothly 
into certain data management systems. The 
target output of this process is four TSV files:

1	 The first file will be a list of users and related 
metadata. This list can be thought of as a list of 
user nodes that will be mapped to a property 
graph model and stored in a graph database.

2	 The second file will be a list of tweets and related 
metadata. This list represents tweet nodes that 
comprise the second node type of the property 
graph model, which will also be stored in a graph 
database.

3	 The third file will be a list of hashtags. This is the 
third node type in the property graph model, repre-
senting the final node type in the graph database.

4	 The fourth file will be an edge list containing 
edges of four types: user tweets tweet, tweet 
retweets tweet, tweet replies to tweet, and tweet 
contains hashtag. This list represents the relation-
ships included in the property graph model, and 
will be used to structure the information stored 
in the graph database.

Using Python, we can create these four files 
using the built in csv module. Furthermore, 
we will load the json module, which will be 
used later to parse the JSON formatted tweets.

import csv

import json

tweetfile = open(“tweets.tsv”, “wb”)

tweet_writer = csv.writer(tweetfile, delimiter=“\t”)

userfile = open(“users.tsv”, “wb”)

user_writer = csv.writer(userfile, delimiter=“\t”)

hashtagfile = open(“hashtag.tsv”, “wb”)

hashtag_writer = csv.writer(hashtagfile, 
delimiter=“\t”)

edgefile = open(“edges.tsv”, “wb”)

edge_writer = csv.writer(edgefile, delimiter=“\t”)

Using the csv module writer object, we can 
write data to csv files. To begin this process, 
we can create headers for each file. These 
headers specify the contents of each column 
in the TSV files that have been created.

tweet_header = ["tid", "lang", "text", "created_
at", "country", "city", "coordinates"]

tweet_writer.writerow(tweet_header)

user_header = ["uid", "screen_name"]

user_writer.writerow(user_header)

hashtag_header = ["hid", "text"]

hashtag_writer.writerow(hashtag_header)

edge_header = ["source_id", "target_id", "type"]

edge_writer.writerow(edge_header)
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These headers can serve as a guide during 
the parsing process, as they determine what 
data needs to be extracted from the tweet. 
Notice that the edge header also includes the 
column header ‘type’, which will allow us 
to distinguish between different relationship 
types. After inspecting the contents of a tweet 
record, we also notice that there are possibly 
two tweets contained within each record: if 
the tweet is a retweet, it also includes the 
metadata of the original tweet. In order to 
avoid code duplication, we will write a sim-
ple function that extracts data from the origi-
nal tweet record that can also be used on the 
embedded retweet record.

def parse_tweet(tweet):

tweet = json.loads(tweet)

tid = tweet["id"]

lang = tweet["lang"]

text = tweet["text"]

created_at = tweet["created_at"]

place = tweet.get("place", {})

country = place.get("country", "")

city = place.get("full_name", "")

coordinates = place.get("bounding_box", {}).
get("coordinates", "")

user_mentions = tweet.get("entities", {}).
get("user_mentions", [])

hashtags = tweet.get("entities", {}).
get("hashtags", [])

uid = tweet["user"]["id"]

screen_name = tweet["user"]["screen_name"]

replies_to = tweet["in_reply_to_status_id"]

retweeted_status = tweet.get("retweeted_
status", "")

return (

tid, lang, text, created_at, place, country, city, 
coordinates, user_mentions,

hashtags, uid, screen_name, replies_to, 
retweeted_status)

We will then open the tweet file, iterate over 
all of the tweets in the file, call this function 
on each tweet, and store the results as a row 
in a Python dictionary containing all of the 
tweet data. If the tweet was a retweet, we will 
store the retweet data in the same dictionary. 

User and hashtag data are stored in separate 
dictionaries, as they will be written to a differ-
ent output file. Finally, any edges (user tweets, 
user mentions, in reply to, retweets, contains) 
will be written directly to the edge file.

tweet_dict = {}

user_dict = {}

hashtag_dict = {}

hashtag_id = 0

with open("paris_tweets.json", "rb") as f:

for tweet in f:

results = parse_tweet(tweet)

# basic tweet data

tid = results[0]

if tid not in tweet_dict:

row = [results[1], results[2], results[3], results[4],

results[5], results[6], results[7]]

tweet_dict[tid] = row

user_id = results[10]

if user_id not in user_dict:

user_dict[user_id] = rt_results[11]

edge_writer.writerow([user_id, tid, "TWEETS"])

# user mention data

user_mentions = results[8]

for user_mention in user_mentions:

uid = user_mention["id"]

screen_name = user_mention["screen_name"]

if uid not in user_dict:

user_dict[uid] = screen_name

edge_writer.writerow([tid, uid, "MENTIONS"])

# hashtag data

for hashtag in results[9]:

hashtag = hashtag["text"].lower()

if hashtag not in hashtag_dict:

hid = "h{}".format(hashtag_id)

hashtag_dict[hashtag] = hid

edgewriter.writerow([tid, hid, "CONTAINS"])

hashtag_id += 1

# replies to data

replies_to = results[12]

if replies_to:

edge_writer.writerow([tid, replies_to, "REPLIES_TO"])

if replies_to not in tweet_dict:

tweet_dict[replies_to] = ["", "", "", "", "", "", ""]
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# retweet data

if results[-1]:

rt_results = parse_tweet(results[-1])

rt_tid = rt_results[0]

if rt_tid not in tweet_dict:

rt_row = [rt_results[1], rt_results[2], rt_results[3], 
rt_results[4],

rt_results[5], rt_results[6], rt_results[7]]

tweet_dict[rt_tid] = rt_row

user_id = rt_results[10]

if user_id not in user_dict:

user_dict[user_id] = rt_results[11]

edge_writer.writerow([results[0], rt_tid, 
"RETWEETS"])

edge_writer.writerow([user_id, rt_tid, "TWEETS"])

Finally, we write the contents of the tweet, 
user, and hashtag dictionaries to TSV files, 
and then close the original input files.

for k, v in tweet_dict.items():

row = [k] + v

tweet_writer.writerow(row)

for k, v in user_dict.items():

user_writer.writerow([k, v])

for k, v in hashtag_dict.items():

hashtag_writer.writerow([v, k])

tweetfile.close()

userfile.close()

hashtagfile.close()

edgefile.close()

Now the list of tweets has been parsed into 
three separate TSV files that will be easy to 
load into most graph database systems and 
analysis software. To quickly demonstrate 
this, the next example loads the produced 
files into the Neo4j graph database using the 
Neo4j bulk loader CLI (Neo4j-import, 
2015).

Bulk Loading TSV Files into Neo4j
Provided that data has already been format-
ted as a series of node lists and edge lists, we 
can use the Neo4j bulk import tool. However, 
there are certain changes that must be made 
to the TSV files produced in the previous 

example in order to prepare the data for 
import. Thankfully, only the headers need to 
be changed; can be done using the Python 
Pandas package. We will read the files one by 
one and reassign certain column header 
names so they comply with Neo4j’s specifi-
cations. Specifically, all nodes require a 
unique id column denoted by the: ID postfix 
as well as a column for label, denoted as: 
LABEL. Edges require a column with: 
START_ID, which is the source of the rela-
tionship,: END_ID, which is the target of the 
relationship, as well as: TYPE.

import pandas as pd

tweets = pd.read_csv("tweets.tsv", sep="\t")

tweets.columns = ["tid:ID", "lang", "text",  
"created_at", "country", "city", "coordinates"]

tweets[":LABEL"] = "tweet"

tweets.to_csv("neo4j_tweets.tsv", sep="\t")

users = pd.read_csv("users.tsv", sep="\t")

users.columns = ["uid:ID", "screen_name"]

users[":LABEL"] = "user"

tweets.to_csv("neo4j_users.csv", sep="\t")

hashtags = pd.read_csv("hashtags.tsv", sep="\t")

hashtags.columns = ["hid:ID", "text"]

hashtags[":LABEL"] = "hashtag"

hashtags.to_csv("neo4j_hashtags.tsv", sep="\t")

edges = pd.read_csv("edges.csv", sep="\t")

edges.columns = [":START_ID", ":END_ID", ":TYPE"]

edges.to_csv("neo4j_edges", sep="\t")

After preparing the data set, one must install 
and unpack Neo4j, navigate to the root direc-
tory (something like neo4j-community- 
2.3.1/), and use the command line import 
tool to load the data. With the command line 
tool, we have to specify the destination direc-
tory where the data will be stored (by default/
data/graph.db), each node list that will be 
imported, the edge list that will be imported, 
and the delimiter used for the files.

./bin/neo4j-import –into/neo4j-community-2.3.1/
data/graph.db –nodes neo4j_users.tsv –nodes 
neo4j_tweets.tsv –nodes neo4j_hashtags.tsv –
relationships neo4j_edges.tsv –multiline-
fields=true –delimiter TAB
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This command can be broken down as 
follows:

•• The main command, "./bin/neo4j-import", runs 
the import executable included in the Neo4j 
database distribution.

•• The –into argument specifies the destination 
directory for the processed output. This is where 
the data is stored and accessed by Neo4j. 
With Neo4j’s default configuration, this directory 
should be "data/graph.db".

•• The –nodes arguments are used to specify the 
names of the files that contain the data that will 
be imported to create nodes.

•• The –relationships arguments are used to specify 
the names of the files that contain the data that 
will be imported to created relationships.

•• The –multiline-field argument determines whether 
or not the input fields can contain newline charac-
ters (“\n”). Since tweet text can contain newlines, 
if this argument is not specified as true, the import 
will throw errors.

•• Finally, the –delimiter argument specifies the 
character used to separate the entries in the 
input files. This argument value defaults to a 
comma, but because we are using TSV files, we 
indicate that this value should be a tab “\t”.

After running this command and waiting for 
the data to be imported, we can start the 
Neo4j server, and begin writing queries using 
Neo4j’s expressive graph query language: 
Cypher (Cypher Query Language, 2012).

Conclusion

As we have seen, processing social media 
data requires a wide variety of techniques 
and a broad range of skills. Fortunately, there 
are a wide range of tools, both programmatic 
and GUI based, that are specifically designed 
to work with this kind of data. As social 
media becomes even more prevalent, the 
number of individuals seeking to leverage the 
wealth of data provided by users will surely 
grow. As more and more researchers – in 
both academia and industry – dedicate them-
selves to studying this data and producing 

actionable information, the range and quality 
of techniques and tooling will increase. 
While no individual can be expected to 
master all of the software dedicated to this 
sort of data processing, this chapter demon-
strates that despite the typically one-off 
nature of data processing, there are certain 
commonalities that span the range of possi-
ble data sets. Regardless of how big or small 
a dataset may be, whether it be rife with 
errors, or sparkling clean, to achieve satisfac-
tory results all data must be modelled, 
assessed for cleanliness and field formatting, 
and parsed into a format that is compatible 
with target storage and analysis software. We 
hope that after reading this chapter you will 
feel more comfortable taking charge of your 
data to produce the best results possible.
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10
The Role of APIs in Data Sampling 

from Social Media

D i e t m a r  J a n e t z k o

Social media means different things to differ-
ent people. For hundreds of millions, social 
media have become essential channels of 
communication. For a growing number of 
scientists from many academic disciplines, 
but also for many more applied researchers, 
social media have turned into a significant 
source of data. Parts of this data can be 
sourced in large volumes via the Web APIs 
(application programming interfaces) and 
web scraping – though the latter is often 
sued. While classical methodological discus-
sions on the quality of data from social media 
are in full swing, the conceptual basics of 
data collection by way of APIs are usually 
not addressed. The same is true for various 
limitations of APIs like, for example, rate 
limits and privacy issues. Still, both the con-
ceptual side and the limits of APIs are essen-
tial to collect and appropriately use and 
interpret social data. This chapter introduces 
into APIs for collecting data from social 
media. It looks into more general concepts of 

APIs like authentication and authorization 
via OAuth (Open Authorization), discusses 
limitations of APIs and presents examples 
how the APIs of Twitter and Facebook are 
deployed via R the statistical programming 
language R (see Chapter 28 of Simon 
Hegelich) to collect social data.

Data Access via Application 
Programming Interfaces (APIs)

Since the beginnings of the social sciences in 
the 19th century, the toolbox of methods 
used to study social phenomena has grown 
extensively. Alongside more traditional 
methods, like observation or interview, social 
scientists use increasingly computer-based 
methods, for example, online questionnaires. 
APIs are recent newcomers, about to find 
their way into the toolbox of social science 
methods. Their unique potential is to pave 
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the way for studying psychological, social, 
economic and political phenomena via social 
networks. How do APIs achieve this?

Until recently, the concept of an API was 
relatively unknown outside the world of 
programming. The widespread use of social 
media and the possibility to source social 
data via APIs have contributed to their grow-
ing recognition. APIs are often described as 
‘glue’ that sticks together different computer 
systems. Unlike glue, however, APIs are 
highly dynamic. They make different com-
puter systems on the WWW and elsewhere 
interoperable. For example, if a company 
that generates weather reports wants to pro-
ject its reports onto maps, it might consider 
deploying a commercial API of Google 
maps. If the company manages to secure an 
agreement with Alphabet Inc. (previously 
known as Google Inc.), then the API provider 
(Alphabet Inc.) will grant access to its API. 
In this case, the map generation functions can 
be controlled by the company that has been 
allowed to do so.

APIs are also essential in the corporate 
strategy of online firms. Without APIs, data 
monetization and the growing business 
with data would hardly be possible. Seen 
from the viewpoint of accessibility, there 
are basically two types of APIs: restricted 
and public APIs. APIs employed in com-
mercial or security settings are called 
restricted simply because API access is 
granted only under special conditions. A 
number of firms offer in addition or exclu-
sively freely accessible public APIs. Public 
APIs provided by social media firms are 
increasingly used by researchers to collect 
data for scientific studies. Deployment of 
public APIs and the use of data sourced 
is strictly regulated by policies of the API 
provider. They should be considered and 
followed by everybody who collects and 
uses social data.

This chapter looks into the use of APIs for 
data collection from social media. The typical 
use case of this deployment is a scientist who 
wants to collect data from social media like 

Facebook or Twitter. The technical and meth-
odological issues around the API deployment 
for social data sampling are addressed in the 
four parts of this chapter. Firstly, the chapter 
explains the major concepts behind APIs. This 
involves an introduction into the technical 
language of APIs via a glossary of concepts. 
Understanding the concepts of this glossary 
is necessary to make sense of descriptions of 
API usage and of course to actually use APIs. 
The reader will notice that despite the differ-
ences on the surface between APIs of various 
social media there is a common core which 
will be carved out in this part. Collecting 
social data via APIs is only possible if the 
data collection programs are authorized to do 
so. By implication, this means that to under-
stand social data collection via APIs social 
scientists need to be aware of access control 
on the web. This is the reason why the second 
part of this chapter presents and discusses 
concepts of access control like authentica-
tion and authorization and gives an outline 
of OAuth (Open Authentication), which is a 
widely used family of standards in this area. 
The third and fourth part of this chapter look 
into the open APIs of Facebook and Twitter, 
respectively. The freely accessible parts of 
their API ecosystems are described, for each 
of them a commented R example is pro-
vided, and they are evaluated against criteria 
that matter in data collection, for example, 
representativeness.

API Glossary

Getting to grips with APIs can be challenging. 
Some of the terms that describe how APIs 
work are technically demanding. Often, dif-
ferent expressions are used to refer to the 
same concept, and sloppy use of API-related 
concepts is not uncommon. An additional 
hurdle to understanding APIs is the large 
number of fully or partially outdated docu-
mentations and discussions that exist on the 
web. Next is a glossary of terms on API 
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deployment set up to address these termino-
logical hurdles. Concepts introduced here will 
be used to address the APIs of Facebook and 
Twitter in the remaining parts of this chapter.

API protocol. Also known as web service 
protocols or API types, API protocols are 
collections of rules that determine the tech-
nical communication between the API con-
sumer (client) and the API provider. SOAP 
(Simple Object Access Protocol) and REST 
(Representational State Transfer) are two 
major API protocols. While SOAP is more 
complex and in use for quite a while, REST 
is a more simple API protocol that works 
well together with HTTP and that is organ-
ized around resources, for example, data. 
Most social media APIs (‘social APIs’) and 
Internet applications in general make use of 
REST. This is the reason why the focus in 
this chapter is on RESTful APIs.

API Endpoints or Methods. Endpoints 
are paths that refer to RESTful resources or 
methods used to fine-tune an API request. 
Usually, one social media API offers several 
endpoints. For instance, Facebook’s graph 
API provides specific endpoints for specific 
data types, for example, an endpoint for pho-
tos, a different endpoint for comments etc.

Endpoints follow the syntax of the API 
protocol used, e.g., REST endpoints. If 
different APIs (e.g., Twitter’s streaming and 
REST API) are provided, then each of them 
typically facilitate different endpoints or meth-
ods. Technical changes or changes of policy 
usually affect APIs. Often in these cases new 
endpoints are provided, while others are not 
technically supported any more, or they have 
changed from open to restricted. Note that 
it is not uncommon that the terms ‘API’ and 
‘endpoint’ are used interchangeably.

Resource of Request URL. RESTful APIs 
leverage HTTP techniques. This becomes evi-
dent in a call of a request URL. Typically, this 
URL cannot be launched from an unauthen-
ticated or unauthorized client, for example, a 
normal browser. But embedded into an app 
or program and successfully authenticated, it 
provides access to the resource requested. The 

specific resource URL of a social media API 
depends mainly on its name, its version num-
ber and the HTTP request method (e.g., GET, 
POST). Other parameters and corresponding 
values may be transmitted by adding them to 
the base URL in the query string or by trans-
mitting them in the body of the request. If GET 
is used to initiate the resource request, the syn-
tax of the resource URL of a social media API 
can often be described as a concatenation of 
the following components: an API URL path, 
an optional user-identifier (required, e.g., for 
Facebook and LinkedIn), an endpoint specifi-
cation, which may include a format specifica-
tion, and an optional query string. This can be 
more compactly described as follows

<Resource URL>:: = <API URL path> [user-identifier]  
<Endpoint>[query-string]

An instance of this scheme is the request 
URL that invokes Twitter’s streaming API 
with sample endpoint/statuses/sample.json

https://stream.twitter.com/1.1/statuses/sample.
json

Keys or Tokens. Keys or tokens used in connec-
tion with an API are long strings of numbers and 
letters leveraged to gain access to protected 
resources, for example data. They need to be 
protected carefully to avoid any misuse. In con-
trast to full access credentials (name, password) 
tokens facilitate only limited access. Often, there 
is a security-motivated back and forth of differ-
ent keys in order to obtain the access token and 
access key (collectively called access token). 
These are the credentials that enable the client to 
access the protected resource.

API Access Language and API Kits. To 
access and control a social media API a program-
ming language like, for example, Java, Python or 
R, a command line program like, for example, 
Curl or both is required. An API kit is a suite of 
software development tools for certain program-
ming languages and platforms, for example, 
Android or iOS, which supports API deployment.

API Response Format. The API proto-
col determines the format of the request and 
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the response. While SOAP deploys mainly 
XML (Extensible Markup Language), REST 
supports both JSON-formatted informa-
tion (JavaScript Object Notation) and XML. 
Typically, social media APIs use JSON as a 
relatively simple export format. This is why 
data collected through a social media API has 
to be parsed to translate it from JSON to plain 
text.

Rate Limiting. API providers usually set 
limits to the use of public APIs. A general 
rule to reduce the risk of running into rate 
limits is that multiple API requests should 
not be launched in a small time window but 
be spread out in time. Access levels and asso-
ciated rate limits of Twitter’s streaming end-
point are presented in Table 10.1.

App. APIs are usually accessed from the 
web, mobile or desktop applications (apps). 
Together with a server and a user, an app 
forms a triangle, which is the typical setting 
of API usage. A necessary first step for any 
API deployment is the registration and crea-
tion of an app. On their developer sites, all 
major social media companies offer guidance 
on how this is accomplished. Upon registra-
tion, two keys, the consumer key and secret 
also known as API or app client key and 
secret, are created and issued. These keys 
are client credentials. They identify the app 
and are used in the deployment of the API. 
In contrast to other keys they usually do not 
expire.

API Explorer or Console. An API 
explorer is a system that can be used to 
study an API. It makes all options transpar-
ent an API offers, and it supports launching 
a dry-run of an API. While an API explorer 
checks the correctness of the syntax of the 
resource URL it does not execute it. A major 
supplier of API explorer software is Apigee 
Corp., the software of which is deployed, for 
example, by Facebook and Twitter for their 
API consoles.

Access control in APIs. Authentication 
and authorization are two forms of access 
control between entities, for example, com-
puters or smartphones, in computer or mobile 

networks. Authentication means that entity 
A ‘proves’ to entity B that it is in fact A. 
Authorization proceeds by entity A giving 
consent to entity B to access on her behalf 
resource C. Often deployed in combination, 
authentication and authorization are lever-
aged to control who is entitled to access what 
kind of protected resources like, for example, 
social data, photos or addresses, and at which 
rate (amount or volume). The following sec-
tion will address the topic of access control 
in more detail.

Access Control in Social Media

Facilitating data access to authorized persons 
or systems and blocking it otherwise is 
imperative on the Web and elsewhere. There 
are several basic methods available to control 
access to web pages and resources on the 
WWW, i.e., in HTTP services. Next to basic 
authentication via name and password, the 
open protocol framework OAuth (Open 
Authorization) is currently the most popular 
of these methods.

Though the focus in this chapter is on 
social media data it should be mentioned 
that OAuth is not only deployed by Twitter, 
Facebook, LinkedIn and other social media. 
OAuth is the de facto standard for authori-
zation and authentication in connection with 
3rd party use of resources on the WWW, it 
is widely used in mobile applications and 
to orchestrate data access via APIs. The 
Facebook ‘like’ button, social login mecha-
nisms offered by Google+, Facebook or 
Twitter to log into a third-party web site or 
login with PayPal are examples of the almost 
ubiquitous deployment of OAuth. Knowing 
the basics of how authentication via OAuth 
works is essential for understanding data 
sampling in social media.

OAuth exists in different versions. Before 
OAuth became the de facto standard for 
access control on the Internet, various pro-
prietary solutions like, for example, Google’s 
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AuthSub were explored. The very first ver-
sion of OAuth, OAuth 1.0 (2007), has largely 
been given up in favour of its successor speci-
fications OAuth 1.0a (RFC 5849, 2010)1 or 
OAuth 2.0 (RFC 6749, 2012). Most social 
media and many other companies and ser-
vices make use of OAuth 2.0. However, dif-
ferent social media companies may harness 
different versions of OAuth. For instance, 
Twitter leverages mainly OAuth 1.0a, but for 
some use cases OAuth 2.0 is also taken, while 
Facebook deploys exclusively OAuth 2.0. All 
authentication methods mentioned are to be 
understood as frameworks rather than sin-
gle mechanisms. For instance, within OAuth 
there are multiple forms of authentication, 
and further OAuth may or may not work in 
connection with other authentication meth-
ods, for example, OpenID. In what follows, a 
basic outline of the major authentication and 
authorization schemes used in social media is 
given (see Figure 10.1).

Basic Authentication (RFC 2617)

Basic client-server authentication also 
known as Basic Auth or password authenti-
cation is the most popular HTTP/HTTPS 
access control method (see Figure 10.2). 
Organized around the roles of client and 

server, basic authentication is suitable for 
many situations that involve simple access 
control, for example, when a user wants to 
log into her email or social media account. 
Gaining access to Web resources via this 
dyadic authentication method requires provi-
sion of full-access credentials, i.e., name and 
password. This raises a number of security 
issues. For instance, with every login to the 
server, the client application needs to trans-
mit full-access credentials. This is a security 
risk unless name and password are encrypted 
or HTTPS is used (LeBlanc, 2011). This is 
the reason, why basic authentication has 
rarely been used or its deployment has been 
stopped when third party systems (apps) are 
involved.

OAuth 1.0a (RFC 5849)

It has been mentioned earlier that in many 
situations the use of full-access credentials is 
risky. This is particularly true if the dyadic 
setting of basic authentication is extended to a 
triadic or even more complex setting that 
involves authentication/authorization across 
different systems. A triadic setting is one of 
the characteristics of distributed web services, 
and it applies to data collection from social 
media as well. OAuth has been designed to 

HTTP/HTTPS
Access Control

Basic Authentication

OAuth 2.0

OAuth 1.0

Other Access
Control Methods

1-Legged OAuth

2-Legged OAuth

1-Legged OAuth

2-Legged OAuth

Figure 10.1 M ajor access control schemes in social media
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orchestrate technical communication in dis-
tributed scenarios like these. Here, it offers 
two essential features that facilitate authenti-
cation and authorization: Firstly, OAuth makes 
use of limited-access credentials (access 
tokens) instead of full access credentials 
(name/password). Secondly, limited-access 
credentials allow the resource owner to author-
ize an app to access her account, which in 
OAuth lingo is called delegated access. The flow 
of OAuth 1.0a individuates three roles: 
resource owner, client and server. In this tri-
adic setting, the resource owner is a person 
(user), system or corporation or any other 
‘entity capable of granting access to a pro-
tected resource’ (IETF, 2012). Though this 
definition is gleaned from the specification of 
OAuth 2.0 it also applies to OAuth 1.0. The 
client is an application (app), also called con-
sumer, which when authorized by the resource 
owner, interacts with the server. The server is 
an HTTP server of a service provider that 
hosts the protected resources (e.g., data, 
photos, contact addresses) of the resource 
owner which the client intends to access. The 
classical example that illustrates this setting is 
a web user (resource owner) who grants an 
app of a printing service (client) access to her 
private photos stored at a photo sharing ser-
vice (server). In order for this and similar 
examples to work, the resource owner must 
authorize a client system to access the server 
which implies that the client authenticates to 

the server. If basic authentication was used in 
this example, the resource owner would have 
to reveal her full-access credentials (anti-pat-
tern). OAuth offers a more secure 
alternative.

Figure 10.3 presents the abstract protocol 
flow of OAuth 1.0a. It illustrates a negotia-
tion process (handshake) that starts with the 
client’s submission of API key and secret. If 
successful, it ends with the server sending 
an access token and secret to the client. The 
latter two keys are instrumental in access-
ing protected resources, for example, social 
media data.

When setting up an API via a Web site of 
a social media company the back and forth 
illustrated in Figure 10.3 is reduced to a 
few mouse clicks and form-filling steps. 
OAuth 1.0a makes use of a digital signa-
ture and suggests three optional algorithms 
to generate it (HMAC-SHA1, RSA- SHA1, 
PLAINTEXT). In this way, each client 
request is signed so that the server can ver-
ify its authenticity to prevent unauthorized 
access.

So far, the full scheme of OAuth 1.a has 
been described as illustrated in Figure 10.3. 
In Twitter, this version of OAuth is the most 
common type of authentication, and it is 
called 3-legged OAuth or application-user 
authentication. In 3-legged OAuth, the user’s 
consent to a third party request is required. 
Using a normal web browser, many users 

Figure 10.2  Basic HTTP authentication (RFC 2617)
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have probably come across this version of 
app authorization. It proceeds by redirect-
ing the user to Twitter where she authorizes 
the app with a mouse click (website redirect 
authorization). Alternatively or in addition, 
authorization may also proceed by tak-
ing the user to a site where a PIN number 
is displayed which is to be integrated into 
the API set up process (PIN-based authori-
zation). An example of 3-legged authen-
tication is the deployment of the Twitter’s 
streaming API. The full triadic scheme of 3- 
legged authentication can be reduced again to 
a dyadic one also known as 2-legged authen-
tication. This would then involve just client 
(app) and server quite similar to the basic 
authentication scheme. 2-legged authenti-
cation requires only a consumer key and a 
consumer secret which is then equivalent to 
username and password.3

OAuth 2.0 (RFC 6749,6750,6819)

OAuth 2.0 is the most recent version of the 
OAuth framework. Like OAuth 1.0a, OAuth 2.0  

has been designed for a delegated access 
scenario. However, both versions of OAuth 
differ in the technical way delegated access is 
accomplished. A comprehensive comparison 
of both specifications is beyond the scope of 
this chapter. But to carve out the basics of 
OAuth 2.0 (see Figure 10.4) some common-
alities and differences between both specifi-
cations will be briefly mentioned.

The roles considered (resource owner, cli-
ent, server) don’t differ much between OAuth 
1.0a and OAuth 2.0. Similar to its predecessor, 
OAuth 2.0 distinguishes between resource 
owner and client. With regard to the server, 
however, a distinction is made between an 
authorization server and a resource server. 
OAuth 1.0a is often considered to be overly 
complex when it comes to implementing it. 
This was the main motivation for develop-
ing a successor version. OAuth 2.0 simplifies 
many aspects of the authorization flow rang-
ing from an elimination of the request token 
to the removal of a signature as security relies 
on HTTPs. However, OAuth 2.0 has been 
sharply criticized mainly because of security 
risks (Hammer, 2012).

Figure 10.3 A uthorization flow of OAuth 1.0a (RFC 5849). The API (consumer) key and secret 
authenticate the client and are usually issued when a client (app) is registered with a service 
provider, e.g., Twitter
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Accessing Facebook Data via 
Public APIs

The organization of Facebook data can be 
described as a network composed of nodes, 
edges and fields. Nodes are basically ‘things’ 
such as a user, a photo or a page. Edges are 
the connections between nodes like, for 
example, a photo on a page or comments on 
a photo. Fields are information about those 
nodes, such as the birthday of a user or the 
name of a page (Facebook, Inc, 2015). 
Facebook refers to this network as social 
graph.4 The graph API is the public API of 
Facebook5 that enables an app to read from 
and to write to the social graph. In contrast to 
the complex API landscape of Twitter, but in 
line with other social media, for example, 
LinkedIn, API-based data sampling from 
Facebook proceeds from just one API – the 
graph API. There is a close correspondence 
between the social graph and the graph API 
in that for each node of the social graph there 
is an endpoint available that facilitates in 
principle to read from and to write to it. In 
reality, however, any read–write access to the 
social graph is conditional to privacy settings 
and rate limits.

Next is a brief introduction of the graph 
API along the lines of some of the catego-
ries introduced in the preceding sections 
and with regard to its deployment in data 
collection. The graph API is still a RESTful 

API, data-exchange is organized via  
OAuth 2.0, and it typically returns JSON-
formatted results. Facebook provides a 
large number of endpoints that facilitate 
read and write access to the social graph.6 
For instance, using the graph API for search 
can be achieved with its search endpoint. An 
example of the syntax used by the resource 
URL of the graph API for the search end-
point can be stated as

https://graph.facebook.com/user-id/search

Accessing the Public API of 
Facebook via R

In this chapter, accessing APIs is illustrated 
by using R. List 10.1 presents R example 
code to access the graph API of Facebook. 
The code uses the R package Rfacebook 
(Barberá and Piccirilli, 2015). It is simple 
and commented so that anybody with a basic 
understanding of R should have no problem 
using it.

Limits of the Open API of 
Facebook

The graph API is public, but subject to limi-
tations. The two most important kinds of 
them are rate limits and privacy 
regulations.

Figure 10.4 A uthorization flow of via OAuth 2.0 (RFC 6749)
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Data Collection and Rate Limits. 
Facebook has put a complex cascaded sys-
tem of rate limits the specific details of 
which, i.e., the actual rate limits, are not 
clear, however (Russell, 2013). Its basic idea 
is that exceeding API deployment on what-
ever level (access token, app token, API, IP) 
will temporarily stop the graph API from 
working. The cascaded system of the graph 
API rate limits can be described in more 
general terms as follows:

•• User level rate limiting refers to limits per access 
token.

•• App level rate limiting is throttling that relates to 
counts of the App ID being used.

•• API level rate limiting is connected with the 
maximum number of API calls per second as 
such. A rule of thumb, applicable here, is that 
1 API request per second should be acceptable.

•• IP level rate limiting means that the number of 
requests per IP must not exceed a set number.

If an app exceeds its rate limit, it will throw 
a rate limit error. This will enforce a waiting 
time of several hours before API calls can be 
initiated again.

Data Collection and Privacy. Facebook 
is a social network that encourages its users 
to reveal a lot of private information. To 

secure its own grasp on social data, but also 
to pacify Facebook users and privacy organi-
zations Facebook has introduced a complex 
and changing set of privacy rules that cannot 
be discussed here at full length. Clearly, pri-
vate data has to be respected, but seen from 
the vantage point of external data collection, 
privacy rules are major hurdles. They often 
lead to self-selection biases or simply non-
accessibility of data.

Evaluation of Facebook’s  
Open API

Social media are semi-structured multidi-
mensional networks. In case of Facebook, 
this network – the social graph – is particu-
larly complex and huge. Sampling from this 
social graph may focus on nodes, edges or 
fields. What possibilities are there to draw 
samples from Facebook’s social graph (e.g., 
its users), in particular random samples? By 
definition, computer-based sampling in 
social media involves a one-to-many rela-
tionship between some sort of sampling 
device, for example, an API, and many 
objects of interest beyond the social graph of 
one user. Typically, the authorized graph API 

List 10.1 U se of Facebook’s graph API via R

  1 # ------------------------------------------ Establishing the connection ------------------------------------------

  2 # load library

  3 library("Rfacebook")

  4 set permissions and get access token here: https://developers.facebook.com/tools/explorer

  5 my_app_id <- " *********************************************" "

  6 my_app_secret <- "" *********************************************" "

  7 my_access_token <- " *********************************************" "

  8 # ---------------------------------------------------– Examples ------------------------------------------------------

  9 # Extract information about one or more Facebook users

10 me <- getUsers("1186310426", my_access_token, private_info = TRUE)

11 me$name # get name

12 me$birthday # get birthday

13 # Get likes

14 my_likes <- getLikes(user="me", token=my_access_token)

15 # Get information from a public Facebook page – the example used is "humansofnewyork"

16 getPage(page="humansofnewyork", token=my_access_token, feed=TRUE)
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can only be used for one-to-one or one-to-
many relationships within the social graph of 
just one user.

Thus, if a researcher uses her Facebook 
account, she can only collect data via the 
graph API or otherwise on her her friends. 
This may be interesting for single-case 
studies or examinations of subpopulations 
organized around one Facebook account, 
for example, fans of a particular football 
club. But mainly due to privacy restrictions 
in combination with limitation of the API 
endpoints, there is no obvious way to extend 
extend data collection beyond a user’s social 
graph. In other words, due to privacy restric-
tions in Facebook it is not possible to access 
the data of friends of friends let alone their 
friends (Stackoverflow, 2015). By implica-
tion, this means that the complete social 
graph cannot be accessed via the graph API. 
The search endpoint cannot be used for sam-
pling either as its deployment is possible 
only if appropriate access tokensare pro-
vided.7 In fact, many studies on Facebook 
admit that their findings should be consid-
ered with caution as they are not based on a 
random sample (e.g., Stutzman et al., 2013). 
This is the reason why many published stud-
ies do not harness the graph API but instead 
use crawler and scraping techniques in 
combination with complex graph sampling 
algorithms to obtain a representative sample 
of Facebook users (Gjok et  al., 2011). But 

despite the authors’ assertion that crawling 
allows researchers to generate a representa-
tive sample there are still question marks 
over such a claim, as the privacy restrictions 
mentioned above still apply.

Access Options for Twitter Data

Twitter facilitates computer-based access to 
Twitter-data via APIs. Over the years, Twitter 
has built up, modified and renewed a complex 
system of APIs that is organized around two 
families of APIs: the REST API and the 
streaming API. Both APIs are still subject to 
ongoing changes. They include the introduc-
tion of new or updated versions, the terms of 
usage, data access limits and technical features 
of APIs, for example, geotagging and the focus 
on JSON (JavaScript Object Notation) as the 
unique output format. A more recent modifica-
tion is the removal of the 140 character limit 
for tweets (Twitter, Inc, 2015b). Understanding 
Twitter’s system of APIs is not trivial as publi-
cations on Twitter’s APIs sometimes reflect an 
outdated state of affairs before June 11, 2013, 
(i.e., the day when the REST API v1.1. effec-
tively superseded the REST API v1.0.) Around 
the same time, the previous version of the 
streaming API was also replaced by v1.1. 
Clearly, the modifications of Twitter’s APIs 
and associated changes of rules and regulations 

Figure 10.5 T witter’s public APIs and endpoints
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of data access do not exclusively reflect tech-
nological progress. They have to be understood 
as essential instruments of Twitter’s corporate 
strategy. Like most other APIs, Twitter’s APIs 
are controlled by endpoints (methods), and 
both the streaming API and the REST API sup-
port specific endpoints. In what follows, the 
focus is on public APIs and endpoints.

Twitter’s Public APIs and 
Endpoints

Figure 10.5 provides an overview of Twitter’s 
public and freely accessible APIs and end-
points. They offer only a down-sampled 
access to the overall stream of tweets8 called 
firehose and they are subject to rate limits.9

Streaming APIs
‘The Streaming APIs give developers low 
latency access to Twitter’s global stream of 
Tweet data’ (Twitter, Inc, 2015e). This is 
achieved by establishing a persistent connec-
tion between client and server with different 
access levels individuating different endpoints 
of the streaming API (see Table 10.1). The 
persistent connection is a feature that sets 
Twitter’s streaming APIs apart from Twitter’s 
REST API which is based on a stateless archi-
tectural style. Supported only by application-
user authentication (3-legged), the streaming 
API facilitates a near real-time push-type of 
delivery of Tweet data from defined stream-
ing endpoints to the client. Examples of 
streaming endpoints are filter and sample 
(both public) and firehose (restricted).

Filter Endpoint The filter endpoint is used 
to obtain a stream of tweets that match one or 
more keywords that work as filter predicates. 

Both the GET and POST methods can be used, 
but the latter is to be preferred in case the query 
string gets too long as a result of many filter 
predicates. The filter endpoint of the streaming 
API facilitates applications like, for example, 
a sidebar on websites that presents Tweets that 
comply with some pre-defined criteria.

Sample Endpoint According to Twitter, 
the sample stream deployed in a streaming 
API is generated by randomly downsampling 
the firehose to 1%. The promise of a random 
sample from the firehose along with its free 
access are major reasons why the streaming 
API is often used by empirical research-
ers. Typically, repeated requests or requests 
made by different clients will result in the 
same down-sampled fraction of the firehose. 
A study by Morstatter et al. (2014) indicates 
that the sample endpoint provides a random 
sample of the firehose. Completely relying 
on external information and using only times-
tamps and IDs of tweets (Kergl et al., 2014) 
presented a reconstruction of the approach 
Twitter follows when drawing random sam-
ples of tweets.

REST API
The REST API provide programmatic access 
to read and write Twitter data (Twitter, Inc 
2015c). It facilitates a pull-type of delivery of 
Tweet data from defined endpoints related to 
timelines, tweets and search to the client.

Search Endpoint ‘The Twitter Search API 
is part of Twitter’s v1.1 REST API’ (Twitter, 
Inc, 2015d). In other words, when the REST 
API v1.1 is used to retrieve tweets it is called 
search API though strictly speaking it is the 
search endpoint of the REST API v1.1. Via a 
broad offering of query operators, for example, 
for hashtags, persons, text, a specific search 
among tweets is made possible. Designed to 
retrieve previous tweets the search endpoint of 
the REST API is limited in several respects.

•• Only tweets of the recent past (last seven days to 
last 24 hours) can be retrieved.

•• Due to its focus on relevance (and not complete-
ness) not all tweets will be indexed or made 
available.

Table 10.1 A ccess levels of Twitter’s 
streaming endpoint

Firehose Gardenhose (b) Spritzer

Data Volume ∼100 % ∼10 % ∼1 %

a Free gardenhose-level of access is no longer provided by Twitter. 
Similar access options can be purchased from resellers of Twitter 
data, e.g., the Decahose of Gnip.
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•• The search API does not necessarily provide the 
same results as Twitters Web search.

Accessing the Public APIs of 
Twitter via R

In R, there is a number of packages available to 
access data from Twitter and even more to ana-
lyse the data returned. Two important packages 
that provide various functions to link to the 
Twitter APIs and to request data are twitteR for 
the REST API and streamR for the streaming 
API. Listings 10.2 and 10.3 describe how these 
packages are used to source data from Twitter’s 
public APIs. Prior to using either of these APIs, a 
new or an existing Twitter account needs to be 
opened and a Twitter API has to be created via 
https://apps.twitter.com. List 10.2 illustrates the 
use of the Rest API via the R-package twitteR. 
Establishing the connection to the REST API 
works by direct authentication, i.e., all credential 

issued before (API key, API secret, access key, 
access token) are directly used by the server to 
authenticate the client, i.e., the R program. List 
10.3 shows how the streaming API is deployed 
by using the R package streamR. In this case, a 
PIN-based authorization is used. This proceeds 
by entering lines 1–19 of list 10.3. The user 
should then be directed to a browser window. 
Here, she needs to authorize the app via a mouse 
click. A 7-digit PIN is displayed which has to be 
copied and pasted back into R as indicated 
(‘Record the PIN given to you and provide it 
here’). Only when the connection is established, 
run the two examples initiated by the remaining 
lines of list 10.3.

Limits of the Open APIs  
of Twitter

Rate limits apply to many public APIs and 
endpoints and certainly to those of Twitter. 

List 10.2 U se of Twitter’s REST API via twitteR

  1	 # ------------------------------------------ Establishing the connection ------------------------------------------

  2	 # load libraries

  3	 library("ROAuth")

  4	 library("RCurl")

  5	 library("twitteR")

  6	 # Define components required to set OAuth credentials

  7	 requestURL <- "https://api.twitter.com/oauth/request_token"

  8	 accessURL <- "http://api.twitter.com/oauth/access_token"

  9	 authURL <- "http://api.twitter.com/oauth/authorize"

10	 # API Key & Secret (also known as consumer key & secret) are client credentials

11	 api_key <- " *********************************************" "

12	 api_secret <- " *********************************************" "

13	 # Access Token & Access Secret are Token Credentials

14	 access_token <- " *********************************************" "

15	 access_token_secret <- " *********************************************" "

16	 # OAuth authentication handshake (required for each R session)

17	 twitteR::setup_twitter_oauth(ap 
i_key,api_secret,access_token,access_token_secret)

18	 # ---------------------------------------------------– Examples ------------------------------------------------------

19	 # Search Tweets with hashtag Obama and return them as a list

20	 Obama_Tweets <- twitteR::searchTwitter("#obama",n=450)

21	 # Sending a Tweet via R using

22	 twitteR::tweet("Ignore – This is a test Tweet")
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Depending on the type of API and endpoint, 
API throttling manifests itself in different 
ways. In a nutshell, the rate limits of the 
REST API are mainly organized by time-
frames while the streaming API is mainly 
subject to a volume-based limit.

Data Collection and Rate Limits of the 
REST API. When using the REST API, the 
maximum number of request is defined by 
time windows of 15 minutes. In this interval, 
the maximum number of search requests pos-
sible is usually 15, but in cases of searches 
the maximum is 180 (Twitter, Inc, 2015a).

Data Collection and Rate Limits of the 
Streaming API. Data collection  via the sam-
pling endpoint is limited to about 1% of tweets 
randomly sampled from the firehose. When 
deploying the filter endpoint the number of 
tweets returned is limited both by the number 
of tweets that match the keyword(s) chosen 

and by the 1% rate limit. If for instance, one 
or several keywords are deployed that are 
rarely used in tweets, then ideally all of them 
should be returned. Otherwise, the return of 
tweets is capped (Twitter, Inc, 2014).

Rate limits can be overcome by whitelisted 
apps. These are apps that were or are fully or 
partially exempt from rate limits so that large 
amount of data could be requested from the 
REST API. In February 2011, Twitter stopped 
granting whitelisting requests. Existing 
whitelisted apps are still operational, however.

Data Collection and Privacy. Compared to 
other networks, users of Twitter reveal consid-
erably less private data as part of usual activi-
ties on the social network. Their main activity 
is sending tweets, which is meant to be a pub-
lic message and thus publicly available. This 
means if rate limits are overcome, for exam-
ple, by whitelisted apps, the social graph of 

List 10.3 U se of Twitter’s streaming API via streamR

  1	 # ------------------------------------------ Establishing the connection ------------------------------------------

  2	 # load libraries

  3	 library("ROAuth")

  4	 library("RCurl")

  5	 library("streamR")

  6	 # Set a SSL certificate for secure communication

  7	 options(RCurlOptions = list(cainfo = system.file("CurlSSL","cacert.pem",package = "RCurl")))

  8	 api_key <- " *********************************************" "

  9	 api_secret <- " *********************************************" "

10	 access_token <- " *********************************************" "

11	 access_token_secret <- " *********************************************" "

12	 my_oauth <- OAuthFactory$ new(consumerKey=api_key,consumerSecret=api_secret,

13	 reques tURL=’https://api.twitter.com/oauth/request_token’

14	 acces sURL=’https://api.twitter.com/oauth/access_token’,

15	 authURL=’https://api.twitter.com/oauth/authorize’)

16	 # Bundle information required for authentication via OAuth

17	 # Start the authorisation. This will call a browser and show a

18	 # 7-digit Pin number. Copy this Pin, switch to R and enter it

19	 my_oauth$handshake(cainfo = system.file("CurlSSL", "cacert.pem", package = "RCurl"))

20	 # ---------------------------------------------------– Examples ------------------------------------------------------

21	 # For 6000 seconds capture Tweets that mention "Euro" and "Dollar" and write them to the file tweetsEUR-USD.json

22	 streamR::filterStream("tweetsEUR-USD.json", track=c("Euro", "Dollar"), language="en", timeout = 6000, 
oauth=my_oauth )

23	 # For 6000 seconds capture a random sample of Tweets and write them to the file tweets_sample.json

24	 str eamR::sampleStream(file.name="tweets_sample.json", timeout=6000, oauth=my_oauth )
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Twitter is accessible (Gabielkov et al., 2014). 
This contrasts with other social media, in par-
ticular Facebook, where a similar endeavour 
is not possible due to privacy restrictions.

Evaluation of Twitter’s Open APIs

Several years ago, Tim Berners-Lee (2010) 
used the metaphor of a walled garden to 
express his concern about social media sites 
which turn into information silos that can be 
accessed from within but not from outside. 
With regard to Facebook this metaphor 
makes some sense. But it is too soft. Even by 
using a Facebook account (‘within’) not all 
data is accessible via API or otherwise. In 
this sense, Facebook is a huge walled garden, 
which is additionally divided into strictly 
separated allotments, i.e., friends networks. 
Twitter, by contrast, is not really a walled 
garden. As of Summer 2015, at least, tweets 
can be accessed from outside via Google. 
Moreover, by using a Twitter account most of 
the more recent tweets can be reached via 
Twitter’s open APIs provided rate limits are 
kept. Twitter is, however, closed as far as 
historical tweets are concerned, but there are 
other companies or organizations that can 
make historical tweets available.

Early on, Twitter’s open APIs and the 
social data made accessible via them, have 
attracted a lot of attention among social sci-
entists. To a large extent this interest has been 
fueled by the assumption that social data from 
Twitter are representative of the overall popu-
lation, for example, of the USA. When sourc-
ing data from Twitter researchers can choose 
among various API and endpoints to suit their 
research interests. They can secure large sam-
ples and have to deal with only some hurdles, 
in particular rate limits, that can be bypassed. 
But the social data sampled from Twitter is 
not representative of any population that 
exists outside the world of Twitter. A study 
by (Morstatter et  al., 2013) has shown that 
tweets sourced via the open sample API are 
representative of the Twitter’s firehose.

Social scientists have to come to terms 
with these findings. The holy grail of a rep-
resentative sample is out of reach, and given 
the increase of bots and other fraudulent 
activities on social media this is not likely to 
change. While for some the scientific value 
of non-representative sample is dubious, 
there are others, for example, researchers 
using qualitative methods, who do not neces-
sarily share these concerns. But even in the 
quantitative camp, scientists start developing 
new methods to work with non-representative 
sample that can unlock the potential of social 
data (Zagheni et al., 2014; Wang et al., 2014).

Notes

 1 	 RFC (request for comments) refers to specifica-
tions of the Internet Engineering Task Force that 
usually become widely accepted standards.

 2 	 If general features of OAuth are described in this 
chapter, OAuth is referred to without RFC number.

 3 	 3-legged authentication is also known as 
application-user authentication, and 2-legged 
authentication is often called application-only 
authentication.

 4 	 While the notion of social graph when applied 
to other networks usually designates the relation-
ship between persons, Facebook uses the term to 
refer to all nodes, for example, persons, events, 
photos etc.

 5 	 The focus here is on public APIs. Hence, the 
restricted APIs of Facebook (e.g., Public Feed API, 
Keyword Insights API) and other data-related busi-
ness activities of Facebook or other social-media 
company are outside the scope of this chapter.

 6 	 Until August 7 2016, the Facebook query lan-
guage will furnish an alternative to the Graph API 
for accessing data.

 7 	 A sample of public posts is available via the Topic 
Feed API, which is a restricted API mechanism, 
however.

 8 	 Usually, Twitter refers to tweets as statuses.
 9 	 The firehose is made available via the restricted 

endpoint (method) of the streaming API.
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11
Data Storage, Curation and 

Preservation

A l e x  V o s s ,  I l i a  L v o v  a n d  S a r a  D a y  T h o m s o n

While data are increasingly ubiquitous and 
seemingly cheap, datasets of high quality 
and relevance are often hard to come by. 
The value of existing research data is rec-
ognised by many funding and regulatory 
organisations at both national and interna-
tional levels, and data management plans 
are often required for grant applications. At 
the same time, digital research data are 
incredibly fragile. They are at risk of 
becoming inaccessible to the wider scien-
tific community or even to their original 
producers and of being eventually dis-
carded. Inspired by the Data Curation 
Centre’s Data Curation Model (Higgins 
2012), in this chapter we consider different 
stages of the social media data lifecycle. 
We discuss the data curation issues arising 
at each of those stages, critically evaluate 
the choices available to the researchers and 
where possible provide best practice advice.

Introduction

Data are increasingly ubiquitous and seem-
ingly abundant and cheap – in terms of the 
volumes we all access, communicate and 
store on personal devices every day. However, 
datasets that are of known provenance and 
quality, and that are available to serve a spe-
cific purpose are often hard to come by. 
Recognising the value of existing research 
data, OECD countries have endorsed a set of 
Principles and Guidelines for Access to 
Research Data from Public Funding (OECD 
2007): ‘Research data, in digital form, are 
increasingly being used in research endeav-
ours beyond the original project for which 
they are gathered, in other research fields and 
in industry … Scientific databases are rap-
idly becoming a crucial part of the infrastruc-
ture of the global science system’ (OECD 
2007: 9).
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Based on the OECD recommendation, mem-
ber countries, their national funding organi-
sations as well as international funders are 
implementing ‘a variety of laws, policies and 
practices concerning access to research data’ 
(OECD 2007: 10). Researchers applying for 
funding are now often required to submit 
data management plans that specify how they 
intend to acquire, manage, preserve and (if 
possible) share research data. Funding organ-
isations usually mandate that data be shared 
unless there are specific ethical, legal or com-
mercial reasons not to do so (e.g., Research 
Councils UK 2015; Australian Government 
2007; National Institutes of Health 2003; 
National Science Foundation 2014; European 
Commission 2016).

At the same time, research data are incred-
ibly fragile. Not only can entire datasets be 
lost through misfortune – the failure of a hard 
drive or the destruction of paper records by 
fire – but they can be accidentally discarded, 
for example, to make space for the deluge 
of incoming data. In addition, data need to 
remain searchable, accessible and in a form 
that can be rendered into appropriate formats. 
The loss of important information about the 
datasets can also make it impossible to turn 
stored data into information. As Higgins 
(2012) points out, the ease with which digi-
tal data are modified creates an additional 
set of problems, especially since digital data 
may be transformed over time as new stor-
age devices and rendering technologies are 
introduced.

In short, it is wise to assume that data are at 
risk and that, therefore, they need to be care-
fully curated and preserved to remain discov-
erable, accessible and of value to potential 
users. Merely ‘preserving the bitstream’ is not 
sufficient (Higgins 2012). Heidorn (2008: 284) 
defines data curation as ‘the management 
and appraisal of data over the life cycle of sci-
entific interest’. Rusbridge et al. (2005: 32)  
further expand this definition: ‘[curation 
embraces] stewardship that adds value 
through the provision of context and linkage: 
placing emphasis on publishing data in ways 

that ease re-use and promoting accountability 
and integration’.

Arguably, data that are not (yet) shared 
with others require the same stewardship 
as datasets deposited into public archives. 
These unshared data may be required for 
accountability and transparency and they 
may be reused by those who created them, 
either for new substantive research or for 
the ongoing development and refinement of 
research methods. Finally, researchers should 
not rule out the possibility of sharing data in 
the future, even if this seems unlikely at the 
time of acquisition. Therefore, anyone who 
acquires data should curate these as a matter 
of good practice.

If data are not curated, they become 
‘dark data’ (Heidorn 2008) that are inac-
cessible to the wider scientific community 
or even to their original producers and are 
likely to be eventually discarded. Heidorn 
(2008) argues that while large-scale scien-
tific collaborations tend to produce relatively 
well-curated datasets – because these imme-
diately have users other than their creators –  
most research projects fall into the ‘long 
tail’ of smaller projects that do not have the 
resources or the same immediately obvi-
ous need for data curation. Heidorn (2008) 
argues that it is important to extend good 
data curation practice to these projects as the 
value of data often far exceeds the cost of 
generating them.

A number of organisations provide generic 
guidance (see Table 11.1), consisting of 
checklists of issues to address on the one 
hand and best practice advice on the other. 
One noteworthy offering is DMPOnline 
(https://dmponline.dcc.ac.uk), a web-based 
system that provides guidance on writing a 
data management plan with respect to the 
requirements of different funding organisa-
tion, allowing the generation of specifically 
targeted data management plans. That being 
said, more often than not, current guidelines 
either avoid the issue of social media data 
or emphasise challenges over possible solu-
tions (Weller and Kinder-Kurlanda 2015). An 
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exception is Thomson’s (2016) recent report 
on Preserving Social Media, on which this 
chapter builds.

Data Management Plan

Considering what to do with data generated 
by or acquired for a project should be a part 
of planning the project, even if this is not 
mandated by a funding organisation or the 
institution hosting the research. Addressing 
issues of data curation only after the start of 
a projects risks making curation costly 
because work needs to be partly re-done, 
leaving the project without resources for 
effective data curation, allowing confusion 
about roles and responsibilities, neglecting 
curation because other work is more pressing 
and ultimately losing valuable data. In this 
section, we outline the general features of 
data management plans before moving on to 
discussing curation and storage of social 
media data.

As a starting point, we take the Data 
Curation Model developed by the UK’s Data 
Curation Centre (Higgins 2012), which gives 
an overview of the phases of data curation. 
After this we will discuss the issues involved 
that need to be addressed.

The model (Figure 11.1) depicts the ideal 
situation, where data curation is considered 

at the concept stage when a project (or any 
other research undertaking) is being planned. 
What follows is the creation or acquisition of 
data, their appraisal and selection (are they 
of sufficient value and are all the conditions 
met for them to be preserved and curated?), 
ingestion (making them part of a formal col-
lection), preservation actions (e.g., quality 
assurance, transformation into suitable data 
formats where necessary, generation of any 
missing metadata), storage (preservation of 
the bit-stream), access, use and reuse (the 
ultimate purpose of all this) and transforma-
tion (creating new artefacts such as versions 
in different formats or subsets of the whole). 
After re-appraisal, data might potentially be 
disposed of. In the long run, data may occa-
sionally need to be migrated in response to 
hardware- or software obsolescence or to 
fit new organisational arrangements. You 
can find more information about the Data 
Curation Model on the Digital Curation 
Centre’s website (www.dcc.ac.uk). We now 
turn to an overview of the issues involved 
in data curation, which we describe briefly 
before discussing them in depth in the 
remainder of this chapter:

•• Data Selection and Acquisition: research ques-
tions and design will determine the scope of 
the research data, which can be acquired in a 
number of different ways that often have an 
impact on the rest of the data curation lifecycle.

Table 11.1 D ata management and curation guidance

Document Organisation Reference

Checklist for a Data Management Plan Digital Curation Centre DCC 2013

Managing and Sharing Data UK Data Archive UKDA 2011

Best Practice Guidelines for Researchers: Managing
Research Data and Primary Materials

Griffith University Searle 2014

Guidelines on Data Management in Horizon 2020 European Commission, Directorate-
General for Research & Innovation

European Commission 2016

Research Data Management in Practice Australian National Data Service ANDS 2013

Guidance on best practice in the management of 
research data.

Research Councils UK Research Councils UK 
2015a.

Personal Digital Archiving Digital Preservation Coalition Redwine 2015

Preserving Social Media Digital Preservation Coalition Thomson 2016
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•• Metadata: with each dataset, additional struc-
tured information needs to be recorded that 
facilitates its identification, retrieval and subse-
quent use. This information is usually recorded in 
the form of additional structured and machine-
processable data called ‘metadata’.

•• Documentation: human-readable documentation 
of the research process such as the procedures 
developed for data management needs to be 
archived alongside research data to document 
their provenance.

•• Ethics and Legal Compliance: intellectual property 
laws as well as the rights of individuals to data 
about them constrain researchers’ use of data.

•• Storage and Backup: while preservation of the 
bitstream is not sufficient, it is essential. Data 
need to be stored in ways that facilitate active 
use, disaster recovery and archiving.

•• Data Sharing: while sharing of most social 
media data is restricted by vendor licenses 
and legal and ethical constraints, it does pay 
to consider if a project has generated data 
that can be shared and to publish identifiers 
of records used as well as metadata and docu-
mentation.

•• Responsibility and Resources: the best intentions 
come to nothing if resources are not available 
and responsibilities are not assigned.
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Figure 11.1 T he Digital Curation Centre’s Data Curation Model (Digital Curation Centre, 
University of Edinburgh, http://www.dcc.ac.uk/resources/curation-lifecycle-model, licensed 
under Creative Commons Attribution 4.0 International, http://creativecommons.org/licenses/
by/4.0/)
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In the following sections we will discuss 
these issues in more depth.

Data Acquisition and Selection

First, we discuss how to acquire social media 
data in a way that facilitates their storage,  
aids navigation through them and that tracks 
their provenance.

Research Design

Before obtaining and ingesting data and 
accompanying metadata (see Chapter 8, this 
volume, by Mayr and Weller; Chapter 9, this 
volume, by Brown, et al.), a researcher 
should consider their research questions and 
research design to identify a suitable source 
of data and define the criteria for data acqui-
sition (De Vaus 2001). This important first 
step in data curation establishes provenance 
records by documenting the logic behind the 
data acquisition decisions. It also reinforces 
thinking about the usual issues involved in 
social media analysis, such as the representa-
tiveness of social media populations (Chapter 7, 
this volume, by Luke Sloan) or the veracity 
of social media data (Chapter 6, this volume, 
by Yang, Quan-Haase, Nevin, and Chen).

In social media studies the research design 
has implications for the choice of data acqui-
sition modes. If a study requires no data on 
past events, it may be possible to set up a 
real-time data collection. For small stud-
ies, it may be possible to rely on APIs for 
retrospective data collection and on data 
scraping. For larger studies, especially those 
involving past events, the only option may be 
to obtain data from a data reseller or archive. 
The following sections outline how each of 
those data acquisition modes may affect data 
curation.

Data Acquisition Using APIs

Various social media platforms offer APIs 
that facilitate collecting data in real-time (e.g., 

Twitter Streaming API) and historically (e.g., 
Twitter REST API, Facebook Graph API).

A researcher using these has to construct 
a suitable query to the API. Such queries 
give the most direct account to what data 
are collected, so keeping records of them is 
essential.

It is important to bear in mind that most 
publicly available APIs limit access to the 
data. APIs for historical data collection usu-
ally place restrictions on the number of calls 
per time unit and on the number of data items 
returned per call. The Twitter Streaming API 
for real-time data collection puts a cap on the 
collection criteria as well as on how many 
data items are returned. It sends rate-limit 
messages if some tweets are omitted. The 
limitations to data access should be docu-
mented; where applicable, metadata such as 
the rate-limit messages should be kept.

As social media platforms constantly 
update their APIs, the version of the API 
needs to be recorded and its documentation 
archived along with the data.

Manual and Automatic 
Web Scraping

Data can be manually scraped from social 
media in numerous ways. Those include 
saving web pages, making screenshots of 
mobile applications or even copying and 
pasting the entries of interest. Automatic web 
scraping involves collecting data from the 
same channels using computer programs.

Whether done manually or automatically, 
it is important to document how the scraped 
data are retrieved, for example, which search 
function is used with what inputs. It is also 
important to record any other aspects of the 
scraping process such as the web browser 
and other tools, the operating system or the 
instructions to the person performing the 
scraping.

Manual data collection, of course, is 
prone to human mistakes (e.g., unintention-
ally skipping social media entries) while any 
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errors in automated scraping processes are 
more likely to be systematic. Finally, while 
collecting data manually, a researcher may 
miss out the features of social media data that 
are not rendered by their website or applica-
tions. A possible quality assurance measure 
is to have a third-person check a well-defined 
sample of the collected data.

It is important to note that manual data 
collection is labour-intensive. While it may 
be appropriate for narrowly focused, qualita-
tive studies, it can hardly be used for any ‘big 
data’-style social media research.

Acquiring Data from External 
Organisations

In some cases, the only feasible option to 
obtain social media data is to acquire them 
from external organisations.

First, data can be purchased from an author-
ised data reseller such as GNIP, DataSift or 
Dialogfeed (to name three examples) that 
usually provide access to data from a number 
of social media systems and offer a platform 
for querying and retrieving these data. The 
costs for using these services often consist 
of a monthly or annual subscription, charges 
for data processing and a license fee paid to 
the social media vendor per data item (cf. 
Thomson 2016). Given the costs involved, a 
researcher would be well advised to conduct 
preliminary research to scope their requests. 
For example, they might first acquire some 
data from publicly available sources based on 
broad collection criteria, analyse these data to 
formulate precise retrieval criteria that can be 
used to purchase the final dataset. This will 
not only help to avoid unnecessary expendi-
tures but will also provide a clear specifica-
tion of what the resulting purchased dataset 
contains.

Alternatively, a researcher may want to use 
analytical platforms such as Sysomos MAP 
or Social Bakers (to name two). Instead of 
providing access to raw social media data, 

such platforms allow researchers to moni-
tor social media using a set of pre-defined 
analytical tools, as well as to digest the data 
by collecting samples of them (Dennis et al. 
2015). Unfortunately, such systems are not 
only often prohibitively expensive, their pro-
viders also often do not disclose the details 
of their methodologies (Procter et al. 2015).

Finally, a researcher may retrieve the data 
from archiving organisations. We are aware 
of only one effort to systematically collect 
and archive social media data for public use: 
the Internet Archive (n.d.) gathers the 1% 
sample of the Twitter Stream. There are fewer 
systematic archives of social media data as 
well. For example, the European Archive  
has snapshots of various official Facebook 
pages of the UK Parliament made at different 
points in time (Internet Memory Foundation 
n.d.). Finding relevant data this way is a non-
trivial task.

Selecting Social Media Data

The practice of archiving social media data 
requires methods to account for their linked, 
interactive nature. In Web-Archiving, 
Pennock (2013: 13) argues: ‘Twitter, for 
example, is not just about tweets, but about 
the conversation. To archive a single tweet, 
therefore, is to archive only one side of the 
conversation. How do you establish the 
boundaries for a coherent Twitter collec-
tion?’. Selecting the data that are relevant to 
a study is a crucial first step and involves a 
definition of what data items to select by 
specifying either their individual identifying 
characteristics or relationships – such as 
being a reply to a previous post.

The conversational nature of social media, 
particularly of social networking sites, makes 
it difficult to identify the boundaries of a 
collection and to establish selection crite-
ria. Social media interactions extend across 
multiple user accounts and often evolve into 
related conversations or events without a 
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clear delineation of when one conversation 
ends and another begins. Identifying all the 
important entities (persons, places, institu-
tions, event names, etc.) also poses diffi-
culties, as users do not always use uniform 
hashtags or keywords and communicate in 
natural language that introduces variations in 
terminology and even spelling errors (Risse 
et al. 2014: 212–213).

Establishing boundaries around a topic, 
major event or location provides a general 
scope for defining a collection. Limiting col-
lection to a single platform or a small number 
of platforms may also make its scope more 
manageable. Even within these constraints, 
however, ensuring a complete collection is 
non-trivial.

Selection criteria that work well techni-
cally such as hashtags may well be ambigu-
ous as the same hashtag may be used in 
different contexts (Procter et  al. 2015). 
Dealing with the inclusion of false positives 
then becomes an important step in data clean-
ing. It is also important to scope collection 
criteria narrowly from the outset where there 
is a danger that a collection is rate-limited – 
or where data are purchased. However, there 
is no guarantee that any set of identifying 
criteria matches all of the data intended for 
selection as related hashtags may easily be 
missed or as some relevant tweets may not 
contain a hashtag at all. These challenges are 
further complicated by the difficulty of dis-
tinguishing bots from real users, potentially 
polluting harvests with false data.

Links that are embedded are often short-
ened and so the original URLs may need to 
be retrieved during acquisition as this may 
become impossible in the future. Whether 
or not the content that these URLs point 
to needs to be harvested is another ques-
tion the researchers will need to consider. 
The ARCOMEM project offers a strategy 
for combining the capture of social media 
through an API alongside the capture of 
linked web URLs through the integration of 
harvesting tools (Risse et al. 2014: 215).

Further problems may arise from vendors’ 
terms and conditions. For example, Twitter’s 
Developer Policy forbids the preservation of 
deleted tweets – thus an important part of 
a conversation may be missing from a har-
vest resulting in an incomplete record in the 
archive. Even if an institution or researcher 
harvests data from the Twitter Streaming API 
or acquires them from a vendor fast enough 
to capture content before they can be deleted 
(unlikely in most cases), the deleted content 
could compromise the institution’s compli-
ance with Twitter’s policies (plural). Twitter 
does not offer any guidance as to how deleted 
tweets might be identified. The Streaming 
API does provide delete messages but full 
compliance would mean running data col-
lections ad infinitum and expunging deleted 
tweets from the archive.

The challenge of acquiring, using and pre-
serving social media data lies in capturing 
enough content to provide meaning but also 
finding practical solutions to managing such 
large, diverse, and interlinked material.

Metadata and Documentation

A properly curated dataset should be sup-
ported by appropriate metadata and docu-
mentation. Metadata are structured data 
about a dataset that records aspects such as 
the provenance, ownership and licenses, ethi-
cal approval for a data collection or what 
research has made use of a dataset (ANDS 
n.d.; National Information Standards 
Organization 2004; UKDA 2011). Metadata 
for research datasets are usually generated as 
a by-product of the research and data man-
agement process. Generation of metadata can 
be both manual and automatic but metadata 
are usually stored in a machine-readable 
format such as JSON or XML following a 
standard schema to facilitate automated pro-
cessing and to eliminate possible ambiguities 
(National Information Standards Organization 
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2004). Metadata are typically seen as being 
secondary to the dataset they annotate, but 
this is a misconception as without metadata, 
a dataset may be impossible to discover, 
assess and use.

In contrast to machine-readable meta-
data, supporting documentation is aimed at a 
human reader, is written in natural language 
and therefore not easy to process automati-
cally. Documentation may include a state-
ment of purpose for the acquired dataset, a 
list of data acquisition criteria, a description 
of the methods used to acquire and clean 
data, a codebook for the variables and values 
in the dataset as well as any guidance on pos-
sible further work with the dataset (UKDA 
2011; Searle 2014).

Creating documentation usually requires 
effort from a researcher. However, such effort 
will pay off both during the research pro-
ject and afterwards as it provides important 
information about the data produced. This 
is particularly important if research teams 
are interdisciplinary – as is often the case in 
social media research.

Ethics and Legal Compliance

Social media data present a particular chal-
lenge for curation and preservation because 
of their nature as user-generated content. 
Individual platforms’ terms and conditions 
restrict how these data can be accessed, 
manipulated, or shared (Thomson 2016). 
These terms and conditions, particularly 
through user agreements and developer poli-
cies, often dictate how these data can be 
curated or archived (Weller and Kinder-
Kurlanda 2015). However, beyond the 
requirements imposed by platforms, social 
media data remains subject to a number of 
other legal and ethical restrictions. This sec-
tions aims to describe both the issues of intel-
lectual property rights and the more complex 
ethical concerns involved in curating social 
media data.

Intellectual Property Rights

Platform terms and conditions often pre-
empt copyright infringement issues because 
they restrict acts of copying and distributing 
data captured through an API. The harvesting 
and processing of data does not necessarily 
involve copying or re-distributing protected 
material. However, individual posts on social 
media may contain content that enjoys copy-
right protection. If a researcher wants to 
publish reproductions of individual posts that 
contain images or other copyright-protected 
content, they may need permission. For 
instance, in the Morel v. Agence France-
Press case, US courts ruled that photographs 
posted on social media sites are protected by 
copyright (North Carolina State Universities 
Libraries n.d.). Based on this decision, a 
Twitter dataset may contain proprietary 
images, but analytics performed on that data-
set does not necessarily involve copying or 
sharing those images.

When curating research data, researchers 
or their institution need to preserve social 
media datasets. Copyright law in the UK and 
other countries prohibit the copying of cer-
tain digital material without a license, even 
for preservation purposes (Hoeren et  al. 
2013). However, many platform terms and 
conditions give permission to make cop-
ies as long as the researcher does not share 
them. For example, Twitter’s user agreement 
stipulates that Twitter owns the right to share 
all data published publically by its users and 
the Twitter Developer Agreement & Policy 
governing the API does not limit the num-
ber of copies kept by the researcher (Twitter 
2016). The issue of copyright infringement 
in this scenario does not present a significant 
risk. When researchers publish analyses of 
large aggregates of user data (as opposed to 
individual user accounts or posts), there is 
less (or no) risk of copyright infringement. 
Therefore, archiving and preserving large 
aggregates of user data from social media 
APIs poses very little risk of infringing 
copyright.
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Ethics

Abiding by platform terms and conditions 
does not automatically answer ethical ques-
tions raised by curating and preserving social 
media data for reuse in research, as social 
media content is created by private individu-
als (Chapter 5, this volume, by Beninger, this 
volume; Chapter 39, this volume, by Sloan 
and Quan-Haase). The research data man-
agement sector has produced mature stand-
ards and guidelines for the ethical treatment 
of digital content containing personal and 
sensitive data. Data protection laws exist in 
many countries that define data subject rights 
and the responsibilities of data controllers 
and -processors (cf. Thomson 2016). Most 
immediately relevant to researchers will be 
their institutional ethics review boards, which 
govern the use of personal information in 
research and consider the wider legal and 
regulatory context. Researchers using social 
media data need to assess whether their work 
requires formal approval within their 
institution.

Social media data present new questions 
of ethics for curation and preservation. For 
instance, although most content on social 
media is publically available on the web, 
users may not be aware of how their data are 
used. Though users are the authors of the con-
tent, many platforms own the right to transfer 
and sell that content without alerting them. 
This brings into question whether or not tick-
ing a box when signing up for a social media 
account constitutes an acceptable indication 
of consent (Cate and Mayer-Schönberger 
2012). Any institution which holds curated 
social media data, however, may inadvert-
ently pose risks to private individuals. They 
may also undermine individuals’ rights not to 
have data about them held by a third party 
for longer than the period in which the data 
are relevant or of public interest. Puschmann 
and Burgess (2014: 52) articulate the ethi-
cal issue of user awareness and control quite 
clearly when they describe the shift of data 
ownership to commercial platforms and data 

resellers through access mechanisms like 
APIs and prohibitive developer policies:

It follows that only corporate and government 
actors – who possess both the intellectual and 
financial resources to succeed in this race – can 
afford to participate, and that the emerging data 
market will be shaped to their interests. End users 
(both private individuals and non-profit institu-
tions) are without a place in it, except in the role 
of passive producers of data.

This ownership framework exists around 
more social media platforms than just Twitter. 
Facebook, Google, LinkedIn, and most other 
platforms claim data ownership through their 
terms of service. This framework results in 
a system where end users have little control 
over what happens to their data once they are 
published. Platform ownership of data under-
lies the ecosystem that makes large amounts 
of user data available for commercial com-
panies (Puschmann and Burgess 2014) as 
well as for research, journalism, heritage 
collections, government records, and other 
non-commercial use. Users are unlikely to 
know their data is being used for particular 
research or included in curated collections 
of social media data. Because of this lack of 
awareness, some researchers have identified a 
conflict of interest in using user data or in dis-
closing direct quotations from user-generated 
content (Weller and Kinder-Kurlanda 2015).

Research institutions have a different rela-
tionship with social media users than com-
mercial companies do, as they rely on the 
trust and assent of the community as well as 
public funding. Social media research that 
supports the public good has an obligation 
to carry out these duties without doing harm 
to the communities it studies. In Europe, the 
obligation to avoid doing harm to individu-
als when saving their data over long periods 
of time is reflected in the principle of the 
right to be forgotten as established through 
the implementation of Article 12 of Directive 
95/46/EC in multiple nations’ case law 
(Mantelero 2013: 232).

On the other hand, with access to social 
media data, researchers are enabled to 
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perform analyses that have the potential 
to greatly benefit society. Institutions who 
archive social media, therefore, must take 
measures to engender trust with that com-
munity. As the OECD Global Science Forum 
reported in February 2013, ‘the challenge is 
to ensure that technology is used in ways that 
encourage the spread of best practice access 
arrangements, while ensuring that legal safe-
guards are adhered to and that the risk of 
inadvertent disclosure of identities is mini-
mised’ (OECD 2013: 8).

Just as researchers are obliged to mini-
mise the risks of harming individuals, they 
also carry a responsibility to wider society. 
As social media increasingly become an 
information infrastructure (Schroeder 2014), 
research based on social media data can 
have significant repercussions. For example, 
research that has clear policy implications but 
does not consider and correct for bias inher-
ent in many social media data sources risks 
adverse effects in society. It thereby may 
damage the trust upon which our ability to 
preserve and reuse data is built.

Storage and Backup

Storage and backup refer to the preservation 
of the bitstream that represents the data on a 
storage medium such as a hard drive or flash 
disk (or optical disks for archiving purposes). 
At the time of writing, hard drives with up to 
10 terabytes of storage space are on the 
market for a few hundred US dollars. 
However, the price of raw capacity is only 
one component of the cost of preservation.

For most applications measures are needed 
to ensure data are protected against drive fail-
ure, human error or other events such as natu-
ral disasters by storing multiple independent 
copies of any dataset. This increases not only 
the costs of media required but crucially also 
the administrative overhead. With large data-
sets, efficient data retrieval becomes impor-
tant. Such datasets may need to be stored in 

distributed filesystems so they can be pro-
cessed in parallel using clusters of comput-
ers. It is therefore important to distinguish 
between storage for processing, for disaster 
recovery and for archiving.

Data Organisation

A key decision to take is how to organise the 
data on storage media and how to facilitate 
efficient retrieval. Social media data can be 
stored in simple flat files, flat files plus indices 
that facilitate querying, relational database 
management systems or any of a range of 
‘NoSQL’ database management systems. Each 
solution leads to a specific trade-off between 
the desirable characteristics of space effi-
ciency, speed, dependability and convenience.

Storing social media data in flat files is the 
simplest thing to do but still does raise a num-
ber of issues such as how to encode the data, 
how to break up larger collections into multi-
ple files to allow for selective processing and 
incremental backup and archival.  A commonly 
used format is the JavaScript Object Notation 
or JSON (ECMA International 2013) –  
a lightweight format that is widely sup-
ported by the APIs of social media vendors. 
Storing data in the format they are originally 
received in – at last for archival purposes –  
minimises potential questions of provenance 
and integrity. Social media data often come 
in the form of a sequence of records repre-
sented as JSON objects. Since newline char-
acters have to be encoded as a two-letter 
escape sequence in JSON, it is possible to 
store such data as one record per line in a flat 
text file. The ‘JSON object per line’ format is 
very common in social media research as it 
is easily archived and can be processed using 
minimal overhead. It is also compatible with 
the way that big data technologies such as 
Hadoop (http://hadoop.apache.org) or Spark 
(http://spark.apache.org) work.

While flat files are useful for processing of 
all the data, some analyses are better facilitated 
if an index into the data exists. This allows 
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efficient querying and retrieval of subsets of 
the dataset. Lucene and Solr (http://lucene.
apache.org/) are popular tools used for index-
ing large data files that can be used to quickly 
identify social media data that match certain 
criteria. Creating an index takes some time but 
is a one-off process that pays back every time a 
dataset is queried. When doing capacity plan-
ning, storage space for storing the index infor-
mation needs to be taken into account.

As an alternative to a flat file with an index, 
relational database management systems 
(RDBMS) may be used. The problem here is 
that the data structures in social media data 
are often complex and to be fully reflected in 
a relation database would require a complex 
schema – and consequently significant skills 
in working with relational data. So, a compro-
mise is often struck where only a part of the 
original data is mapped into the database (a 
copy of the full data may still be stored in the 
database as a ‘large object’). This approach is 
taken, for example, in the COSMOS work-
bench that is described in Morgan (Chapter 26, 
this volume). To gain the most from using 
an RDMS, indices need to be created that 
facilitate rapid access, so these need to be 
accounted for in capacity planning just as the 
indices mentioned above. Another important 
aspect to consider is how well the RDBMS 
scales to larger data sizes. This is very much 
dependent on the particular product used and 
on the hardware it is running on – as well as on 
the use of an appropriate schema and indices.

Alternative database management systems 
that do not use the relational model have 
become popular and collectively known as 
NoSQL databases (Sadalage and Fowler 
2013, Harrison 2015). By making different 
trade-offs than relational database manage-
ment systems, they often scale much better 
across multiple computers in a cluster and so 
are popular with people working with very 
large data. For capacity planning, the size of 
indices needs again to be taken into consid-
eration. Making an appropriate choice of a 
NoSQL system, installing it and fitting it to 
the specific data and research aims at hand 

is a complex topic and since the systems dif-
fer in many respects it is impossible to give 
general guidance.

Whatever choice is made for storing the 
data for processing, we advise to store any 
data acquired in a flat-file format for archiv-
ing purposes. Similarly, associated metadata 
should be stored in flat files, alongside the 
datasets. It is a common mistake to use file-
names as the only place to store metadata. Not 
only is what can be encoded in the filename 
very limited, but the metadata also become 
difficult to use in automated processing and 
to exchange with others. In the absence of 
standards for metadata on social media data, 
using the JSON format seems appropriate 
(although XML has been used traditionally).

Capacity Planning

We have already commented on the impact 
that indexing has on the storage requirements 
for a given dataset. In addition, capacity 
planning needs to consider the need for 
redundant storage and the need to store 
extracts of datasets or copies that are required 
for some operations, not least for format con-
versions. Ultimately, datasets will be pro-
cessed and results generated. Intermediate 
results that need to be stored when process-
ing steps are time-consuming or costly. 
Therefore, the capacity required will be a 
multiple of the size of the raw data.

An estimation of the size of each dataset 
itself depends on many factors such as the 
data provided by the social media vendor, 
whether it is the full data or a sample, the 
scope of data acquisition (such as its times-
pan) and other factors besides these. Err on 
the side of caution and over-provide.

Data Compression

Social media data often contain repeating 
information and are stored in human-readable 
data formats such as JSON. As a result, the 
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raw data can be compressed well using tools 
such as zip, gzip or bzip2. The compression 
factors achievable are quite satisfying but 
users need to keep in mind that data need to 
be uncompressed before they can be used, 
and there are marked differences in perfor-
mance between different compression algo-
rithms and tools. For example, the Twitter 
1% sample for May 2014 from the Internet 
Archive (n.d.) comes in a 45GB archive file 
containing individually compressed files. 
The compression algorithm used is bzip2, 
which is patent-free and achieves good com-
pression levels, so it is popular for data archi-
val. Unfortunately, it takes 148 minutes to 
decompress this dataset for processing on a 
3.4GHz Intel Core i7–6700. Different com-
pression levels or the use of a different com-
pression algorithm can help. Using gzip, the 
same dataset compresses to 60GB but is 
decompressed in only 33 minutes on the 
same machine. However, this is still a signifi-
cant overhead when analysing the same data 
repeatedly. Clearly, there is a trade-off 
between space efficiency and processing 
times but if data are repeatedly analysed then 
it is preferable to store uncompressed data, 
even if this means investing in more storage 
capacity (the uncompressed dataset takes up 
416GB). Archive copies can be compressed, 
as this will make them cheaper to store and 
faster to transfer.

Backup, Archiving and Ensuring 
Data Integrity

The procedures used for backing up data will 
depend on how the data are stored. Backup 
procedures for databases differ from backing 
up flat files and are vendor-specific. 
Therefore, in the following, we will assume 
that the data are stored in flat files.

The aim of a backup is to provide a cur-
rent snapshot of the data to facilitate disas-
ter recovery. Backup copies are made on a 
regular basis and used to restore files that 
have been destroyed. These copies are often 

overwritten with updated data on a regular 
basis, so older versions of files are lost. In 
contrast, an archive is designed to provide 
long-term preservation of data, often using 
write-once media such as suitable optical 
disks. Any version of the data entered into the 
archive will be retrievable from it.

It is important to note that backups and 
archives serve different purposes and comple-
ment each other. Most organisations provide 
some level of support for data storage and 
routine backups. Increasingly, organisations 
also provide archival services, for example, 
in the form of an institutional data repository. 
We advise to explore these options before 
attempting a do-it-yourself solution.

Storage media are not perfect and some-
times data files can become corrupted. 
Similarly, corruption can occur in transit 
between two computers over a network. 
Therefore, it is desirable to be able to verify 
the integrity of data (UKDA 2011). For this 
purpose, a hash function can be used, with 
the dataset as an input, that generates a hash 
value that can be stored alongside the dataset 
to check its integrity. It is sufficiently unlikely 
that an accidentally modified version of the 
dataset would generate the same hash value. 
If re-calculating the hash value yields a dif-
ferent result then the dataset has been cor-
rupted. Tools that generate a hash value are 
readily available on Unix-style operating 
systems such as Linux or Mac-OS (md5sum, 
shasum) as well as Windows (certUtil).

Data Sharing

While sharing of most social media data is 
restricted by vendor licenses as well as legal 
and ethical considerations, it does pay to con-
sider if a project has generated data that can 
be shared such as annotations or if at least the 
identifiers of records may be made available 
for transparency and accountability.

Metadata should always be made available 
and it is likely that doing so will increasingly 
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be demanded as a precondition for publication. 
While the limits on data sharing may mean that 
it is not possible to reproduce a given study, 
replicating it with new data may well be possi-
ble and desirable (cf. Peng 2011). If the aim of 
studying social media is to derive insights into 
the stable societal phenomena then it should 
be possible to replicate findings, even using 
different methods and different data.

Finally, it is too easy to assume that com-
mercial interests preclude the possibility of 
data being made available in suitable form 
for researchers to use. For example, under its 
WebScope (Yahoo n.d.) programme, Yahoo 
makes available anonymised data from its 
discussion forums and data about searches on 
the Yahoo search engine. Twitter has offered 
data for ingestion into archives for long-term 
preservation and has shown a willingness to 
consider research uses (Thomson 2016).

While the steps taken to date are promis-
ing, it remains to be seen to what extent social 
media researchers will benefit in the long term 
and beyond a select few institutions. We would 
encourage social media vendors to come 
up with licenses for the data they control to 
enable research into social media. This would 
remove some of the uncertainty that many 
social media researchers face and help unlock 
the societal benefits their work can generate.

Responsibilities and Resources

The data curation plan specifies how a 
research team intends to manage its social 
media data. In order to make sure that those 
intentions translate into practice, the team 
must identify the required resources and dis-
tribute the data curation responsibilities 
among its members.

Distributing Responsibilities

The previous sections of this chapter touched 
on various aspects of the ‘lifecycle of data 

management’ (Higgins 2012). Each results in 
at least one responsibility in regard to data 
curation. In addition to that, the overall 
supervision of the data curation process 
forms a responsibility on its own. This 
includes verification and (if necessary) modi-
fication of the data management plan.

Each responsibility needs to be mapped 
to a team member. In larger projects it might 
be important to distinguish between who 
is responsible for the completion of a data 
curation task, who is held accountable for 
the outcome, who may need to be consulted 
and who should be kept informed (Jacka 
and Keller 2015). While several team mem-
bers may collectively work on a single data 
curation task, only one team member should 
be held accountable for its completion. The 
data curation model helps to ensure that tasks 
have clear borders and no overlaps, so that 
responsibilities are individual rather than col-
lective and that data curation does not ‘fall 
through the cracks’.

Resourcing Data Curation

The process of data curation requires both 
physical and human resources (DCC 2013). 
The physical resources include the software 
and the hardware for data collection, docu-
mentation, storage, preservation, and shar-
ing. They may also include contracts, 
licensing agreements, permissions of ethical 
committees, and other documentation that 
guarantees ethical and legal use of data.

The human resources include the exper-
tise required for effective use of the physical 
resources. Since the physical resources are 
so varied, so is the required expertise. This 
is yet another reason why it is beneficial to 
do social media research in interdisciplinary 
teams that include experts with technical- 
and social science backgrounds.

As the resources for data curation are 
likely to be scarce, research teams should 
consider what kind of external support they 
might get. While this varies from country to 
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country, there is a worldwide trend to assist 
researchers in their data curation activities:

The responsibility for data management lies pri-
marily with researchers, but institutions and organ-
isations can provide a supporting framework of 
guidance, tools and infrastructure and support 
staff can help with many facets of data manage-
ment. Establishing the roles and responsibilities of 
all parties involved is key to successful data man-
agement and sharing. (UKDA 2011: 1)

An increasingly prominent role in resourcing 
data curation is played by the libraries and 
information services (Corral 2012). As Lewis 
(2010: 145) argues, the traditional activities of 
the libraries naturally extend to managing 
research data, as such data are ‘an integral part 
of the global research knowledge base’. This 
is reflected in the agenda of the International 
Federation of Library Associations (plural) 
which puts assistance in sharing and curating 
data as part of its support to the open access 
movement (IFLA 2011).

Conclusion

In this chapter we have covered the process 
of data storage, curation and preservation, 
based on existing generic guidance and 
aiming to distil more specific guidance for 
social media researchers. Anecdotal evi-
dence suggests that the practices of manag-
ing social media data are very much 
evolving, that there is much uncertainty 
especially about data sharing and legal and 
ethical considerations. Also, because work 
with social media data is done in projects 
that differ widely and are conducted by 
researchers from different disciplines and 
different levels of background knowledge 
about handling digital data, it is difficult to 
provide generic guidance that will satisfy 
everyone’s needs.

We are also aware that the best intentions 
are sometimes frustrated by circumstances. 
Much data is essentially kept in a personal 
archive, controlled by and accessible to only 

a single researcher and therefore even more 
at risk than better curated datasets owned and 
managed collectively.

Our concern it to raise the level of educa-
tion on matters of data storage, curation and 
preservation and we hope this chapter pro-
vides readers with an overview of the issues 
they face but also with enough pointers to 
solutions and further guidance.
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Using Social Media in 

Data Collection: Designing 
Studies with the Qualitative 

E-Research Framework

J a n e t  S a l m o n s

Social media sites provide users with oppor-
tunities to post content, common to each 
other, and share each other’s ideas. Users can 
create groups and networks, united by 
common interests. These features provide 
qualitative researchers with opportunities to 
observe users’ interactions, or to communi-
cate directly with participants. Emerging 
approaches designed to conduct such research 
must take into account the inherent com-
plexities and ethical dilemmas associated 
with online interactions. The Qualitative 
E-Research Framework (Salmons, 2015, 
2016) provides a holistic system researchers 
can use to consider interrelated elements and 
develop coherent research designs.

Introduction

This chapter discusses uses of communica-
tion and interactive features found in social 
media for collection of data for qualitative 

studies. Many researchers have found the 
abundance of material posted in social media 
by institutions, businesses, governmental and 
nongovernmental bodies, and individual 
users valuable for building an understanding 
diverse perspectives and experiences. 
However, there are times when it is important 
to dig more deeply and ask questions. 
Qualitative methods allow us to examine 
existing data, but at the same time, consider 
ways we might reach out to individuals or 
groups to learn more about their lived experi-
ences. The Qualitative E-Research 
Framework provides ways to evaluate the 
appropriate methods to use and a holistic 
approach for exploring the inter-related 
aspects of research design in studies that use 
data collected online (Salmons, 2015, 2016).

Different roles are needed by e-researchers 
who collect existing online materials or extant 
data, who elicit data by questioning or observ-
ing participants, or who generate data by cre-
ating arts-based experiences, games or other 
enacted research events. As selected exemplars 
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from the literature show, researchers use a wide 
range of Information and Communications 
Technologies (ICTs) available in social media 
sites including text or video chat, discussion 
forums, archived written, visual or multimedia 
materials to assemble rich collections of data.

Qualitative E-Research and 
Social Media

Each individual experiences life in a unique 
way. Each finds significance in life events by 
interpreting and reinterpreting meaning 
through lenses of memory and identity, cul-
ture, and prior knowledge. Researchers who 
want to understand the complexities of 
human drama often choose qualitative meth-
ods. Before considering how these methods 
can be employed with social media, it is 
useful to step back and look at defining char-
acteristics of qualitative approaches.

Some qualitative researchers conduct in-
depth interviews to gain entrée into another’s 
inner reflections and thoughts, feelings, per-
ceptions and responses to the external world 
(Kvale & Brinkman, 2014; Rubin & Rubin, 
2012). Others conduct observations to learn 
more about participants by viewing their 
expressions and interactions, or to learn about 
the organizational, cultural or social context 
(Angrosino, 2007; Pink, 2013). Researchers 
read writings generated by people whose 
experience they want to understand, or view 
images or media that depict some aspect of 
their lives (Banks & Zeitlyn, 2015; Heath, 
Hindmarsh, & Luff, 2010; Kuckartz, 2014; 
Schreier, 2012). This definition provides a 
succinct description:

Successful qualitative researchers draw on 
the best of human qualities when interacting 

with participants. They demonstrate empathy 
and respect and they inspire trust. Interview 
researchers use thoughtful questioning, sen-
sitive probing, and reflective listening. When 
individuals respond and share their stories, 
observant researchers make note of nonver-
bal signals and listen to verbal expressions. 
Researchers using observation methods, 
either as participants or external observers, 
traditionally go into the field where they 
can watch the ways people act and interact 
in their own environments. Implications of 
physical setting and the demeanour of the 
researcher are carefully considered.

In our contemporary world we ques-
tion the assumption that individuals must 
sit in the same room to have a meaningful 
dialogue, or that observers be in the same 
physical space as the activities that interest 
them. Many areas of life, including carrying 
out personal and social conversations, shop-
ping, working, and other activities previously 
reliant on physical proximity, are now con-
ducted via the Internet. What does this mean 
for qualitative researchers? Online research-
ers (or e-researchers in short) can use adapt 
and re-invent qualitative approaches to study 
patterns of activity or behaviours exhibited in 
the online world, or they can use online com-
munications to ask questions about any area 
of the lived experience. In other words, an 
e-researcher could observe how professional 
networking occurs in an online community, 
or communicate online with a participant 
located in another part of the world, to ask 
about how she networks professionally in her 
local community. In this chapter, the follow-
ing short definition suffices to encompass a 
wide range of possibilities:

Qualitative research is an umbrella term used to 
describe ways of studying perceptions, experiences 
or behaviours through participants’ verbal or visual 
expressions, actions or writings. (Salmons, 2016, p. 3)

Qualitative e-research is an umbrella term used 
to describe methodological traditions for using 
Information and Communication Technologies 
[including social media] to study perceptions, 
experiences or behaviours through participants’ 
verbal or visual expressions, actions or writings. 
(Salmons, 2016, p. 6)
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The diversity of ICTs now widely avail-
able for use on computers and mobile 
devices opens up many new ways to inter-
act with individuals or groups and to gain 
insights into the research problem. While 
almost any kind of ICT can be used to pur-
posely engage with research participant(s) 
or observe their online activities, social 
media (as defined elsewhere in this book) 
attributes are particularly beneficial to the 
qualitative researcher. These online plat-
forms or applications allow for one-to-one, 
one-to-many, or many-to-many interactions 
between users who can create, archive and 
retrieve user-generated content (Salmons, 
2014). In social media, the user is producer; 
communication is interactive and networked 
with fluid roles between those who generate 
and receive content (Bechmann & Lomborg, 
2013).

Each commercial social media site offers 
its own mix of communication features and 
constraints. Some encompass a wide range 
of written, visual, verbal, and/or multimedia 
choices. Others are more focused or limited. 
For example, Twitter primarily offers text-
based communications, but images, graph-
ics or links to media can be embedded. In 
contrast, Pinterest or YouTube are visually 
oriented, but text comments can be added. 
These sites allow for varying levels of pri-
vacy: in some it is possible for individuals 
or small groups to have their own conver-
sations, in others all posts are accessible to 
all users. Each of these considerations must 
be reviewed when deciding what to use and 
how, for research purposes.

Given the fluid nature of the businesses 
that host social media, and the fact that dif-
ferent services may be popular in differ-
ent parts of the world, for the purpose of 
this chapter brand names will be avoided. 
Instead, we will focus on the ways social 
media features can be used for qualitative 
data collection. By understanding how all 
available alternatives work, researchers 
can make informed choices that best fit the 
research questions.

Rethinking Qualitative Research 
Design for the Digital Age

What kind of data is needed to answer the 
researcher questions and fulfil the study’s 
purpose? This simple question belies the 
complexity of online research design. While 
e-researchers must address concerns common 
to any study, there is a further need to factor 
in the influences of technology for the ways 
we communicate with participants from the 
recruitment stage, through informing them 
and verifying consent, collecting data, and 
carrying out member checking (See Beninger, 
Chapter 5, this volume). At this time a widely 
accepted set of design specifications or crite-
ria does not currently exist for these emerg-
ing research approaches. Where to begin? 
What questions should be asked? The 
Qualitative E-Research Framework shown in 
Figure 12.1 (Salmons, 2012, 2015, 2016) 
offers a conceptual system of key questions 
about inter-related facets of online qualitative 
research. This model was originally devel-
oped to explain dimensions of online inter-
view research, but has been expanded to 
encompass any online qualitative approach. 
It is displayed as a circular system because 
examining design decisions in isolation is 
inadequate. An holistic approach as presented 
in this model reminds us to look at all the 
pieces of the research design puzzle before 
moving forward. It is beyond the scope of 
this chapter to examine each of these dimen-
sions in-depth, but by thinking through some 
key questions and then seeing how they play 
out in published studies, you may find new 
ways of thinking about your own research 
designs.

The process begins by Aligning Purpose 
and Design. While this may indeed be the first 
step, the Qualitative E-Research Framework 
suggests that once the other categories have 
been examined it may be necessary to cir-
cle back to the beginning and make sure all 
pieces of the design fit together, that is, the 
design is iterative in nature.

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   179 08/12/16   3:53 PM



The SAGE Handbook of Social Media Research Methods180

Aligning Purpose and Design

Any study is strengthened by coherent dis-
cussion of research purpose, theories, meth-
odologies, and methods. By exploring these 
elements of the research design we can 
understand how the intended use of online 
data collection methods aligns with the over-
all purpose and theoretical framework of the 
study. Importantly, this exploration helps us 

decide whether we want to develop existing 
theories or generate new theory. The ration-
ale for using electronic methods needs to be 
comprehensive and precise. It shows how 
selected theories and epistemologies are 
appropriate to the methodology, and that 
online methods will allow you to answer the 
research question.

Taking a Position as a Researcher

Key Questions: 

•	 Are theories and epistemologies, methodolo-
gies and methods appropriate for the study and 
clearly aligned?

•	 How will qualitative data collected online 
relate to theories? Does the researcher want to 
explore, prove, or generate theory?

Key Questions: 

•	 Does the researcher clearly delineate an insider 
or outsider position? Does the researcher 
explain implications related to that position, 
including any conflicts of interest or risks of 
researcher bias?

Figure 12.1 T he Qualitative E-Research Framework
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Positionality is essential to understand and 
explain as part of the design of a study to be 
conducted in or with social media. What is 
the researcher’s connection or relationship to 
the social media site or community, to the 
phenomenon or participants being investi-
gated? Is the researcher motivated by schol-
arly interests or by a gap identified in the 
literature? Or by personal interests?

The distinction between insider versus 
outsider perspectives is not unique to online 
research. Any researcher may choose to look 
at a research problem from an emic position 
to examine issues revealed from within the 
case or from an etic position to look at issues 
drawn from outside the case (Stake, 1995). 
VanDeVen contrasts the outside researcher 
as a ‘detached, impartial onlooker who gath-
ers data’ with the inside researcher who is 
a ‘participant immersed in the actions and 
experiences within the system being studied’ 
(VanDeVen, 2007, pp. 269–270). VanDeVen 
(2007) describes the value found in comple-
mentarity of knowledge gained from research 
that uses the insider perspective to provide a 
concrete grounding in the research problem 
in a particular context or situation together 
with research from an outside perspective that 
uses empirical evidence to build a broader 
understanding of the scope of the problem.

By its nature, social media engages people. 
Individuals are connected formally and infor-
mally to social and professional networks, 
so researchers may have various degrees of 
relationship to the phenomenon or partici-
pants. Researchers may take advantage of 
these connections to gain access to a private 
milieu or to engage known members without 
an arduous recruitment process. While such 
access is invaluable, researchers need to bal-
ance the positive aspect of connections with 
the negative aspect of a prejudiced view based 
on familiarity with the members and features 
of the social media. The researcher needs 
to exercise caution in situations where such 
familiarity means research settings or par-
ticipants are inadvertently excluded because 
the researcher stuck with what was already 

known. In qualitative studies the researcher 
is the instrument of data collection so being 
forthright is critical about any potential 
biases or conflicts of interest. By clarifying 
the purpose of the study and the position of 
the researcher, we have the basis to consider 
how the methods for data collection align 
with other elements of the research design.

Selecting Extant, Elicited or 
Enacted Methods

With a clear picture of the overarching con-
tours of the study, next we look at why and 
how to select and justify data collection 
methods for the study by first looking at con-
ventional qualitative approaches, then explor-
ing ways studies can be conducted using 
social media.

Qualitative data collection methods are 
typically differentiated into three broad types:

Interviews: In one-to- one or group inter-
views the researcher poses questions or sug-
gests themes for conversation with research 
participants. Research participants respond to 
questions and any follow-up prompts.

Observations: Researchers observe indi-
viduals, or group interactions, and makes note 
of activities or behaviours that relate to the 
topic of the inquiry. Research observations 
can take place in a controlled or laboratory 
setting; alternatively naturalistic observations 
can occur anywhere. Depending on the type 
of observation the researcher may or may not 
engage with those being observed.

Document or archival analysis: Historical 
or contemporary documents, media, and 
records of all kinds are analyzed in this type 
of qualitative research. The term documents 

Key Questions: 

•	 Does the researcher offer a compelling ration-
ale for using one or more methods of data col-
lected online to achieve the research purpose?
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may also refer to diaries, narratives, journals 
and other written or visual materials.

These types take new forms online to take 
advantage of the characteristics of the Internet 
generally and social media particularly. The 
Typology of Online Qualitative Methods, 
summarized in Table 12.1 (Salmons, 2016) 
describes new way to categorize qualitative 
data collection methods based on a differ-
entiation according to the degree of direct 
interaction the researcher has with the data 
and with participants. Reconfiguring the 
approaches described above, three types are:

Extant: Collection of posts of text, 
images, media or other user-generated con-
tent. Extant material was created independ-
ent of any intervention, influence or prompts 
by the researcher. In this type of study the 
researcher has no direct contact with the users. 
Researchers gathering such data adapt quali-
tative methods such as unobtrusive observa-
tion, document analysis, archival research, 
narrative research or discourse analysis.

Elicited: By contrast, the researcher may 
evoke participants’ responses to questions 
or other prompts. When eliciting data the 
researcher has a direct interaction with par-
ticipants who consent to participate. The 
researcher can influence the direction or level 

of specificity and can probe for additional 
information in ways not possible with extant 
data. Researchers can elicit written, visual 
or multimedia responses from participants. 
Researchers adapt methods such as partici-
pant observation, interviews, focus groups or 
questionnaires.

Enacted: The term enacted refers to an 
online activity that engages researcher and 
consenting participants in the generation of 
data with highly collaborative, creative, and 
generative research approaches. Researchers 
adapt methods such as vignettes, role plays, 
simulations, arts-based research or games.

Selecting ICT & Milieu

Key Questions: 

•	 How will researchers and participants 
communicate?

•	 Will any interactions with participants take 
place synchronously, asynchronously or with a 
mix of time-response communications?

•	 Are choices for social media site and 
communication features accessible to research 
participants?

Table 12.1 S electing research types, communication features and social media sites

Typology of qualitative online methods Data collected online from Researcher and participant

Extant Studies using existing 
materials developed 
without the researcher’s 
influence

•	 Review of posts, discussions and archives 
including written materials, reports, drawings, 
graphics or other images, photographs and/or 
recorded audio or audio-visual media

•	 Unobtrusive observation of communities or 
events on social media sites

No direct contact with 
Individual participants

Elicited Studies using data elicited 
from participants 
in response to the 
researcher’s questions

•	 Interviews (1-1 or group) conducted using 
video or text chat or messaging features

•	 Participant observation of communities or 
events on social media sites

Interaction between 
researcher and one 
or more consenting 
participants

Enacted Studies using data generated 
with participants during 
the study

•	 Vignette, scenario or problem-centered 
interviews conducted using video or text chat 
or messaging features on social media sites

•	 Creative interactions using drawing or 
graphic applications

•	 Activities using games

Collaboration involving 
researcher one or 
more consenting 
participants
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Researchers may choose a social media site 
for the setting of the study for a variety of 
reasons, including the researcher’s own pref-
erences. Some researchers are looking for 
specific communications features to observe 
or to use in exchanges with participants. 
Timing and degree of immediacy possible 
between question and response are additional 
considerations.

Consider the types of communication 
social media sites facilitate, including:

•	 Text-based communication in writing.
•	 Posts or exchanges of visual images or media.
•	 Videoconference or video chat that uses visual 

and verbal exchange, usually with a webcam.
•	 Games that allow for text, verbal and visual 

exchange.
•	 Voting or signaling likes or dislikes, approval or 

disapproval of others’ posts.

One distinction between these types relates 
to the timing of question and response. 
Online, asynchronous communication entails 
two types of displacement: time and space. 
Synchronous communication entails one 
type of displacement: space (Bampton & 
Cowton, 2002). Synchronous modes bring 
people one step closer together, but many 
people find that the reflective pause between 
message and response in asynchronous com-
munications leads to deeper consideration of 
the matter at hand (LaBanca, 2011). 
Synchronous and asynchronous modes are 
generally available on social media sites. The 
culture of the particular social media site 
may lean more towards synchronous chats or 
quick successions of posts presented in a 
chronological stream, or a slower, more 
asynchronous pace of posts and responses on 
a discussion board. In any of these sites reg-
istered members can go back and review 
materials posted in the past to read them – or 
to make comments and bring them back into 
the current conversation. Social media sites 
aim to keep their members in a regular visita-
tion schedule by pushing messages through 
email or text alerts when something is posted 
in an area where the member is subscribed.

Extant data collection can occur synchro-
nously or asynchronously. The researcher 
could, for example, observe a synchronous 
streamed online event. The live event could 
be recorded or and viewed in the social media 
archive. Posts and archives of discussions 
from any era can be downloaded for analysis.

Elicitation of participant responses can 
also occur synchronously or asynchronously. 
For example, an interview may be conducted 
using a synchronous text or video exchange, 
or with asynchronous posts and responses 
in a private area of the social media site. 
Polling functions can be used to collect data 
asynchronously.

Researchers who want to generate data 
through collaborative events, simulations 
or games can construct such opportunities 
within social media settings.

Handling Sampling and Recruiting

Researchers using elicitation or enacted tech-
niques rely on participants to provide data.

Nowhere are researchers’ choices more 
critical than in determining how they will 
identify and select the individuals who will 
contribute relevant thoughts and experiences 
as research participants. Qualitative research-
ers use what is broadly defined as purposive 
or purposeful sampling when selecting par-
ticipants, meaning the sample is intentionally 
selected according to the purpose of the study 
(Miles, Huberman, & Saldana, 2014).

Key Questions: 

•	 How will the researcher assess whether the 
target population has access to the social 
media site and communication features as well 
as the capability and willingness to use the 
selected ICTs as a research participant?

•	 How can the researcher locate credible research 
participants? How will the researcher verify the 
identity and age (or other relevant criteria) of 
research participants recruited online?
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Established qualitative sampling proce-
dures can be adapted to organize the process, 
however, new approaches are needed when 
researchers use social media sites to locate 
and recruit participants. The online researcher 
can customize purposive sampling depending 
on the nature of the study, the selected social 
media site, and the target study population. 
Criterion sampling allows the researcher to 
specify the characteristics that serve as the 
basis for selection of research participants – 
important when participants must be able to 
access and use specific social media for the 
study. Sampling criteria should reference 
the social media site’s access and/or the spe-
cific ICT being used. Will participants need 
webcams, headsets or microphones? Do they 
need to access a social media site differently 
than they typically do, such as logging into a 
private forum? Criteria may also specify the 
level of experience with the social media site 
or phenomena under investigation.

Reliable options for locating credible 
research participants online are: nomination 
and sample frames. The first relies on veri-
fication of identity by another person who 
knows the potential participant; the second 
relies on verification by membership in a 
group, organization, or reliable administrative 
list. Moderators or hosts of discussion groups, 
can assist the researcher in identifying people 
who meet the sampling criteria, and recom-
mending that they participate in the study.

The term sample frame refers to a pre-
selected list or grouping of people who meet 
the main inclusion criteria. The list may 
already exist, or the researcher may construct 
it from scratch to fit the specific study.

Existing Sample Frames. Existing frames 
usually consist of records previously con-
structed for administrative purposes. They 
could include membership lists for organi-
zations or associations or lists of students or 
program participants.

Constructed Sample Frames. Where 
an existing frame or list is not available, 
researchers may have to create their own. In 
some cases, researchers can construct a frame 

from partially adequate or incomplete exist-
ing frames. Another way to construct a frame 
is by working through organizations that pro-
vide services to or represent a population of 
potential participants.

Once the researcher has a list of potential 
participants, online recruitment can be carried 
out. In a social media setting it might seem that 
simply posting a recruiting message would gen-
erate interest, however, this is rarely effective. 
First, check whether permissions are needed to 
post recruitment messages to specific groups. 
Next, consider the culture of the site, group or 
community. How do people communicate in 
this group – formally or informally? What ICTs 
are used? How similar are the ICTs commonly 
being used in the site to those you want to use in 
the data collection? For example, if you want to 
use web cams, or interactive graphical games, 
are those tools members on the site would com-
monly use? Again, where a moderator is present, 
he or she may be able to make an introduction 
or suggest the best way to get the message to 
encourage members to participate. Establishing 
a credible presence as a researcher can be help-
ful for recruitment – as well as for earning trust 
needed for ethical interactions with participants.

By understanding the sampling and 
recruiting plans, we can learn more about 
the individuals who will contribute data 
and determine whether choices made by the 
researcher best serve the purpose of the study.

Addressing Ethical Issues

Key Questions: 

•	 Does the researcher need permission to access 
online profiles and/or observe posts and online 
interactions for studying extant data?

•	 Has the researcher informed participants and 
verified their consent to voluntarily participate 
when elicitation or enacted methods are used?

•	 Has the researcher taken appropriate steps to 
protect human subjects, and where appropri-
ate, their avatars or online representations?
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Ethical issues abound in any online research. 
In the case of online research in social 
media, there are some particular factors to 
address (see Beninger, Chapter 5, this 
volume). A fundamental factor is the pres-
ence and role of human participants. 
LeCompte defines human participants as ‘a 
living individual whom a researcher obtains 
data about through interaction with that indi-
vidual or with private information that iden-
tifies that person’ (LeCompte, 2008, p. 805). 
For our purposes the human participant is the 
person on the other side of the monitor, the 
‘user’ with a mobile device who is typing on 
the keyboard, chatting on a video call or 
uploading images or files. The human may 
be represented or expressed online by diverse 
avatars, pseudonyms or screen names. While 
some kinds of research with extant data that 
contains no personally identifiable informa-
tion can be conducted without informed 
consent, any study using elicitation or 
enacted methods will require that partici-
pants are informed and voluntarily consent 
to participate.

Informed consent in online research 
should include as much (or more!) attention 
to the informed aspect as the consent aspect 
of the agreement. Prior to the study, com-
munication with those recruited for the study 
could include the following. Use the sugges-
tions that best fit the social media site, and 
the study purpose:

Introduce yourself as a credible researcher, 
and explain your motivation for conducting 
the research. Depending on the social media 
and the nature of the study, you may want to 
create a friendly social presence. Focus on 
the benefits associated with robust results 
from the study – rather than the benefits to 
you, such as completion of your degree or 
your professional reputation.

Consider creating a research page, site 
or blog to introduce yourself, your study 
and any associated institution or project. 
Alternatively, record a short media piece 
to introduce yourself and convey that you 
are a scholar, not someone trying to obtain 

personal data from participants for question-
able reasons. Avoid use of academic or scien-
tific jargon.

Let potential participants know what you 
need to achieve the purpose of the study.

Generate interest in study participation by 
showing the contribution it will make – in 
plain, not academic, terms.

Reassure potential participants about pro-
tection of data and anonymity, etc. Be clear 
about how data will be used, and where 
reports or articles will be published.

Clearly spell out specific expectations 
about time, technology access or other 
requirements

Informing participants does not end when 
they sign an agreement. Continuing to inform 
them during the study could include provid-
ing them with:

Reminders about follow-up interviews, observa-
tions or member checking.

Any reminders or questions about use of 
images or media from user-generated materi-
als or from recordings of interviews or events.

Information about any changes in the study 
that vary from those in the original consent 
agreement.

Signals for emergent directions such as 
new questions to discuss in follow-up inter-
views or observations.

Reiteration for use of data in publications 
or presentations.

Questions to ask about potential ethi-
cal risks in an e-interview study include the 
following:

Does the research involve observation or intrusion 
in situations where the subjects have a reasonable 
expectation of privacy? Would reasonable people 
be offended by such an intrusion? Can the research 
be redesigned to avoid the intrusion?

Will the investigator(s) be collecting sensi-
tive information about individuals? If so, 
have they made adequate provisions for 
protecting the confidentiality of the data 
through coding, destruction of identifying 
information, limiting access to the data, or 

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   185 08/12/16   3:53 PM



The SAGE Handbook of Social Media Research Methods186

whatever methods that may be appropriate 
to the study?

Are the investigator’s disclosures to sub-
jects about confidentiality adequate? Should 
documentation of consent be waived to pro-
tect confidentiality?

Is it clear to the participant that there is no 
penalty for withdrawing from the research?

Are safeguards in place to protect confi-
dentiality of the participant at all stages of the 
study, including publication?

Can the researcher protect the data and 
ensure that it is not used for purposes other 
than those the participant consented to in 
the agreement? Is the researcher using com-
munication features that allow any interview 
exchanges to be downloaded and deleted 
from the server?

Collecting the Data

Figure 12.2 E thical issues in Qualitative E-Research Design

Key Questions: 

•	 Is the researcher experienced with all features 
of the selected technology, as needed to access 
conversations or archives, download media or 
images, or interact with participants?

•	 Has the researcher conducted practice inter-
views and/or practice observations?

•	 Does the researcher have a plan for conducting 
the interview with either prepared questions or 
an interview guide?

•	 Will the researcher use the same or different 
communication features to interact with par-
ticipants in each of the four interview stages: 
(1) opening, (2) questioning and guiding,  
(3) closing, and (4) following up?
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Once designs and plans are complete the 
researcher must actually be able to carry out 
the research, with all of the messy realities 
intrinsic to any communication. Does the 
researcher have the preparation, skills and 
abilities needed to scrape extant data from a 
site, carry out interviews, collaborative arts-
based or creative research, and/or any related 
observations? Can the researcher bring 
together purpose and process when faced 
with the individual research participant or 
group of participants? What will the researcher 
do if the interview or observation does not 
proceed as planned, or if there are technical 
problems? These are some of the questions 
researchers need to address in order to collect 
data and answer the research questions.

Any researcher must decide whether a 
structured, unstructured, or semi-structured 
technique best achieves the purpose of the 
study. While this question is generally asso-
ciated with interview research, the same prin-
ciples apply to observations. In either case, a 
more structured approach allows for greater 
consistency between one data collection 
event and another and a more unstructured 
approach allows for more responsiveness and 
flexibility. Semi-structured approaches may 
include a mix of consistent and spur-of-the-
moment questions, prompts, and/or obser-
vation priorities. There is no right or wrong 
approach – it is the researcher’s determina-
tion in the context of the study’s purpose, the 
kind of online setting, and characteristics of 
the participants.

As noted, social media sites variously 
allow for text-based, visual or multi-media 
exchanges. Some online communications, 
such as a video call or chat, are more natural 
and allow for the spontaneity associated with 
unstructured interview approaches. Other 

•	 Does the researcher have a plan for conducting 
any observations with either prepared check-
lists, objectives or an observation guide?

•• Does the researcher have a contingency 
plan in case there are technical difficulties?

Figure 12.3   Level of structure 

Source: Salmons, 2015.
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communications technologies require more 
forethought prior to an interview, observa-
tion or other research event. The researcher 
may need to set up a private discussion chat, 
organize a game, or make sure the participant 
has accepted the invitation to connect in a 
meeting area. These are more suited to semi- 
or structured approaches.

Structured interviews can be conducted 
with almost any ICT since answers may be 
yes/no or simple statements. Semi-structured 
and unstructured interviews, however, 
require more careful thought because in 
some kinds of ICTs pausing to craft and type 
questions may disrupt the flow of the inter-
view. This means an e-interview researcher 
must consider aligning their interview struc-
ture and questioning style with the choice 
of technology used to interact with partici-
pants, data type and online research setting –  
as well as alignment with the purpose of the 
study and the participants’ communication 
preferences.

Structured interviews usually consist of the 
same questions posed in the same sequence 
to all participants (Salmons, 2015). They may 
include closed-ended or limited-response 
questions or open-ended questions designed 
to elicit short narrative answers. Interview 
respondents do not have the option to redirect 
questions or embroider on responses. To pre-
pare for structured interviews, the researcher 
determines the exact wording of all questions 
in advance. Because the role of the inter-
viewer is meant to be as neutral as possible, 
the researcher may recruit and train others to 
implement the interview.

Similarly, in a structured observation the 
researcher may have a checklist to guide con-
sistent observations across all participants in 
the study (Salmons, 2015). The researcher 
may look for and make note of the same fea-
tures in the setting for each interview. The 
researcher may make note of same kinds of 
non-verbal cues during the interview or the 
same kinds of online posts, records or activi-
ties for each participant.

Questions researchers using structured 
approaches need to ask include (Salmons, 
2015):

Interviews

•	 Are questions and response items clearly stated?
•	 What communication features will allow the 

researcher to either read verbatim the questions 
and response options, or to cut and paste pre-
pared questions into a text chat box for a written 
exchange?

•	 What will make it easy for participants to see or 
hear the questions and quickly respond?

•	 Is there a reason to conduct it synchronously 
(given the need to coordinate schedules to do so) 
or can you securely post the questions in a secure 
forum that allows for asynchronous responses?

Observations

•	 Will the same ICT be used for the interviews and 
for observations? If the observations will occur 
on a different social media site, has that been 
agreed upon with the participant?

•	 How will data be saved? Will the researcher 
record the observations or take notes in real time 
during the observation?

Semi-structured interviews balance the pre-
planned questions of a structured approach 
with the spontaneity and flexibility of the 
unstructured interview (Salmons, 2015). The 
researcher prepares questions and/or discus-
sion topics in advance and devises follow-up 
questions and prompts during the interview. In 
semi-structured observations the researcher 
identifies objectives or guidelines for the main 
characteristics, types of responses or other fea-
tures central to the study. During the observa-
tion, other relevant evidence can be collected.

Questions researchers using semi-
structured approaches need to ask include 
(Salmons, 2015):

Semi-structured Interviews
What ICT features of the social media site 
allow the researcher to deliver main ques-
tions so that participants can easily see or 
hear them? What features allow for timely 
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delivery of follow-up and probing 
questions?

To what extent are synchronous spoken or 
written exchanges used for all or some of the 
interview? Are researcher and participant fre-
quent text-chat communicators who are able 
to think and type quickly enough to make a 
less-structured interview work smoothly? Or 
might researchers find that trying to think of 
questions or follow-ups, and type them, is too 
slow a process.

If a game or other interactive event is used, 
will time be needed to navigate to different 
settings or to show various features that could 
create a gap between question and response? 
Would this type of interview be best con-
ducted as a synchronous or asynchronous 
interview?

Semi-structured Observations
Will the same social media site be used for 
all observations?

To what extent will observations be con-
sistent from one participant to the next?

What kinds of posts, records or activities 
will the researcher observe to learn about 
each participant? Or will the researcher fol-
low-up particular responses by looking for 
related posts and materials?

Unstructured interviews are used to collect 
data through what is essentially a conversa-
tion between the researcher and participant 
(Salmons, 2015).

Unstructured Interviews
What social media features allows the 
researcher to achieve natural dialogue, such 
as video chats, so the conversation can easily 
flow and change course?

If you want to conduct an asynchronous, 
unstructured interview, how will you retain 
focus on the research purpose between 
communications?

Unstructured Observations
Will the same social media site be used for 
all participants?

Will the researcher develop unique obser-
vation protocols for each participant? Based 
on each interview? What will guide such 
observations?

Observation online can happen in two 
ways, unobtrusive or participant.

Unobtrusive observation, sometimes 
called external observation, allows research-
ers to collect data without asking questions, 
making posts or otherwise involving them-
selves in interactions with the online commu-
nity, group, social media or social networking 
site. The researcher does not announce his or 
her presence or role.

A researcher might use unobtrusive 
observation to learn more about the popula-
tion, phenomena or social media settings by 
observing ways of interacting or topics of 
discussion. Such observation can be done 
without collecting personally identifiable 
information. This type of observation may 
help in the selection of a site or group for fur-
ther study – with extant, elicited or enacted 
methods.

In a study using elicitation or enacted 
methods with consenting participants the 
researcher may want to learn more about the 
individual by reading posts and/or interac-
tions on social media. Permission to use data 
collected this way may be requested in the 
consent negotiations.

Participant observation occurs when 
the researcher collects data that includes 
researchers’ own involvement. The researcher 
might, for example, post comments, prompts 
or questions to forums, boards or walls in 
SNSs where they are observing one or more 
participants.

Social Media and the 
Qualitative E-Research Design: 
Examples from the Literature

Principles from the Qualitative E-Research 
Design can be understood by dissecting 
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scholarly research. Six studies using social 
media demonstrate a variety of design 
approaches using extant data, data elicited in 
interviews, participant observation or focus 
groups, or enacted data generated through 
games or other experiences. Commercial 
social media sites in these exemplars included 
Twitter, Facebook, Pinterest, and YouTube. A 
privately run social network, and social com-
ment areas on news sites were also studied in 
these innovative inquiries.

Studies using Extant Data Found 
on Social Media Sites

The article, ‘The Care.Data Consensus? A 
Qualitative Analysis of Opinions Expressed on 
Twitter’ (Hays & Daker-White, 2015) described 
a study of individuals’ tweets. The aim of the 
study described in this article was to ‘identify 
and describe the range of opinions expresseda-
bout the care.data project on Twitter for the 
period during which the delay to this project 
was announced, analyzing the data in such a 
way as to provide insight into the strengths and 
flaws of the project’ (p. 2). The researchers 
searched for tweets with the # CareData, which 
they captured using the data analysis software 
tool NVivotm. They determined that they could 
capture a continuous stream of tweets by 
downloading them at the same time each day. 
Tweets were analyzed using automated NVivo 
features such as word counts, then, with a 
grounded theory analysis approach: ‘the tweets 
were read in sequential order, line by line, and 
coded in iterative fashion according to an 
evolving list of themes’ (p. 3).

The second exemplar of a study using 
extant data is ‘Is she a pawn, prodigy or person 
with a message? Public responses to a child’s 
political speech’ (Raby & Raddon, 2015). 
The purpose of the study is an exploration of 
the implications for political participation of 
children based on the events surrounding the 
well-publicized speech made by a 12-year-old 
girl and posted on YouTube. Data included 
comments made to the YouTube video, as 

well as comments about the video posted to 
online news, comment sites.

Researchers Raby and Raddon (2015) col-
lected a total of 600 comments. They captured 
the first 150 comments made to each of two 
major news stories posted on the Huffington 
Post and CBC, respectively. They also:

identified the three postings of the video on 
YouTube that had the highest view counts. Each 
posted video had received between 100,000 and 
650,000 views and a combined total of 2,214 
comments at the time of our analysis. For each 
YouTube video we selected the first 50 comments 
and another 50 that appeared ten days later, after 
the video had presumably reached a wider online 
audience. (p. 170)

Victoria Grant, the girl whose YouTube video 
generated so much controversy, did not post 
any comments in a public discussion.

Since these sites require no registration or 
login to view comments, researchers treated 
the data as public information, and did not 
obtain informed consent. When quoting, 
users’ synonyms were named, based on the 
researcher’s premise that ‘online pseudo-
nyms already afford users a chosen degree of 
anonymity and their inclusion in research is 
appropriate given that the comments are in 
the public domain’ (p. 170).

Qualitative content analysis methods were 
used to code and interpret the data, resulting 
in four themes. While the researchers recog-
nized the limitation of this study, given that 
links to YouTube videos are often shared 
between people within existing social net-
works and so neither readership nor view-
ership is random or representative (p. 170), 
they believed that the findings provided a 
unique view on the diversity of opinion on 
the conceptualization of childhood and the 
roles of children in public life (p. 183).

Studies using Data Elicited from 
Participants on Social Media Sites

The next exemplar is, ‘Wedding dresses and 
wanted criminals: Pinterest.com as an 
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infrastructure for repository building’ (Zarro, 
Hall, & Forte, 2013). The purpose of the 
study was an exploration of digital collecting 
and social curating as exemplified by behav-
iours on Pinterest. Zarro et al. (2013) wanted 
to ‘understand activity on the site by investi-
gating how diverse Pinterest users make 
sense of their activities and form connections 
in an interest-based social network’ (p. 650). 
This phenomenological study uses both 
extant data and data elicited from partici-
pants. By combining participant observation 
and interviewing methods, Zarro et al. (2013) 
could drown their analysis in ‘accounts of 
users themselves as well as in their observa-
ble actions and the collections they’ve assem-
bled’ (p. 650).

The researchers began by classifying 
Pinterest boards as either personal (used for 
hobbies, leisure, life or home events), or pro-
fessional (used to network about their activi-
ties) and by selecting active accounts of both 
types (p. 652). Using contact information 
on the site, they sent messages to selected 
account owners, requesting the opportunity 
to interview them. Of 32 invited Pinterest 
owners, nine were interviewed.

The participant observation component 
of the study entailed looking at public activ-
ity on the Pinterest site generally, as well as 
content that was generated by participants 
specifically. Zarro et  al. (2013) said that, 
‘inspecting user-contributed pins and pin-
boards enriched our understanding of activi-
ties taking place on the site, while inspecting 
the stated desires of the site operators pro-
vided insight into their goals and the types 
of activities they seek to support’ (p. 652). 
Based on their analysis, the researchers gen-
erated four categories of interest, as well as 
discussion of the researcher’s theorization of 
the social media site.

The second exemplar of an elicited 
approach is found in the article ‘Online 
Facebook Focus Group Research of Hard- 
to-Reach Participants’ (Lijadi & van 
Schalkwyk, 2015). Lijadi and van Schalkwyk 
(2015) described a study of adults whose 

childhood included multiple cultural perspec-
tives. The researchers began by observing dis-
cussion groups in Facebook on topics related 
to the study; observations provided the basis 
for selecting groups where the research infor-
mation and recruitment messages could be 
posted (p. 3). After reviewing the information, 
interested individuals sent private messages to 
the researchers and researchers followed up 
with a consent form, a biographic question-
naire, and an invitation to accept a ‘friend’ 
request (p. 4).

The focus group was run by having the 
facilitator poses questions and the partici-
pants post replies to the initial question as 
well as to others’ comments (Lijadi & van 
Schalkwyk, 2015). ‘Housekeeping’ rules 
laid out guidelines for participation in the 
group, including suggested response time to 
the discussion (p. 5). One of the researchers 
served as the facilitator for all focus group. 
This role included monitoring the groups and 
following up with members who were miss-
ing; private messaging features were used 
to communicate with participants as needed 
throughout the monitoring process (p. 5). The 
facilitator also looked for off-topic responses, 
or responses that indicated a need for greater 
clarity in the question.

A third exemplar, ‘On the creative edge: 
Exploring motivations for creating non-sui-
cidal self-injury content online’ illustrates the 
fact that while commercially owned social 
media sites are best known, sometimes private 
social networking opportunities are needed 
when the subject of discussion is highly sensi-
tive (Seko, Kidd, Wiljer, & McKenzie, 2015). 
Seko et  al. (2015) chose Self-Injury.net’s 
SafeHaven community to study Non-Suicidal 
Self-Injury (NSSI) by adolescents (p. 3). This 
interactive social network community allows 
members to display and comment on user 
generated textual and visual materials. To 
access this delicate and confidential discus-
sion, Seko et al. (2015) worked closely with 
the site moderator, including biweekly online 
chat sessions, and feedback on materials to be 
posted and all stages of the study. Researchers 
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Table 12.2 C haracteristics of qualitative exemplars

Purpose and design Positions and roles of 
researchers

Extant, elicited or 
enacted method

Social media platform and 
ICT features

The Care.Data 
Consensus? 
A Qualitative 
Analysis of 
Opinions 
Expressed on 
Twitter  
(Hays & Daker-
White, 2015)

This exploratory study 
used grounded 
theory approach to 
analyze the data 
obtained from 
Twitter

Researchers took an 
emic position, 
since they are 
patient safety 
researchers

Extant data 
generated by 
users without 
prompts or 
questions from 
the researchers

Participants voluntarily 
tweeted to #care 
data to express 
their responses 
to current events. 
Researchers used 
NVivo data analysis 
software to capture 
and analyze selected 
tweets

Is she a pawn, 
prodigy or person 
with a message? 
Public responses 
to a child’s 
political speech 
(Raby & Raddon, 
2015)

This discourse analysis 
study analyzed 
comments posted 
publicly online

Researchers took an 
etic position in the 
study

Extant data 
generated by 
users without 
prompts or 
questions from 
the researchers

Researchers studied 
the comments from 
YouTube and the 
two different news 
sources

Wedding dresses and 
wanted criminals: 
Pinterest. com as 
an infrastructure 
for repository 
building (Zarro 
et al., 2013)

This phenomenological 
study was designed 
to ‘define and 
explain phenomena 
on Pinterest using 
the perceptions 
of the people 
who are directly 
involved in creating 
these phenomena’ 
using principles 
outlined by Schutz 
and Seidman 
(Schutz, 1967; 
Seidman, 2006)

Researchers took an 
etic position in the 
study

Data elicited 
through 
interviews, 
complimented 
extant data 
collected 
participant 
observation 
with consenting 
participants

Messaging features in 
Pinterest used to 
communicate with 
participants; Pinterest 
boards and internal 
search capabilities 
used for observation

Online Facebook 
Focus Group 
Research of 
Hard-to-Reach 
Participants  
(Lijadi & van 
Schalkwyk, 2015)

This discovery-oriented 
qualitative study 
with interpretative 
phenomenological 
analysis

Researchers took 
an emic position 
in regard to the 
social media 
meleiu in that they 
were familiar with 
the platform. 
Researchers took 
an etic position 
in regard to the 
subject matter 
of the study

After an initial 
unobtrusive 
observation 
stage, elicitation 
methods were 
used with 
questions 
and prompts 
posted by the 
researchers. 
Participants 
consented to 
be in the study

Asynchronous focus 
group in Facebook. 
ICT features used 
included private 
messaging and 
threaded discussion 
in a private group

(Continued)
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were able to observe the information posted 
on the Self-Injury.net site by the moderator, in 
addition to user-generated content on the Safe 
Haven community.

Recruitment for prospective interviewees 
included several important steps, including 
posting a moderator-approved notice in the 
community, with links to information about 

the study and an online consent form. Study 
participants were asked to meet a set of cri-
teria, including a minimum age of 16 years.

As a part of the consent process, par-
ticipants were asked to select the preferred 
online communication medium.

Semi-structured interviews were conducted 
using synchronous emails and synchronous 

Table 12.2   (Continued)

On the creative 
edge: Exploring 
motivations for 
creating non-
suicidal self-injury 
content online 
(Seko et al., 2015)

This exploratory study 
used Saldana’s 
methods (Saldana, 
2013) of thematic 
content analysis of 
interview responses

Researchers took an 
etic position

Researchers used 
unobtrusive 
observation of 
the community 
to gain 
background 
for the study. 
Data were 
elicited through 
interviews with 
consenting 
participants

1-1 interviews 
were conducted 
synchronously 
using text chat and 
asynchronously using 
email

Exploring Twitter as 
a game platform; 
Strategies and 
opportunities for 
microblogging-
based games 
(Hicks et al., 2015)

This mixed methods 
research included 
a qualitative case 
study. Data were 
analyzed using 
inductive thematic 
analysis

Researchers had 
to take an 
emic position 
and immerse 
themselves in 
the game to 
understand 
players’ steps 
and strategies. 
In conduct of the 
study, researchers 
took an etic 
position

Qualitative data 
were generated 
through game 
play, followed by 
interviews about 
their experiences. 
This interactive, 
multistage 
process fits 
the definition 
of an enacted 
approach

‘[T]he game leverages 
Twitter connectivity 
along with 
collaborative content 
creation to enable 
interaction between 
players’ (Hicks et al., 
2015, p. 5). Authors 
did not explain what 
ICT was used for 
online interviews

Exploring playful 
experiences 
in social 
network games 
(Paavilainen et al., 
2015)

This study used 
a qualitative 
experiment method 
to explore users 
experience of 
games played in 
Facebook

Researchers had 
to take an emic 
position to learn 
and categorize the 
games, in order 
to select those 
suitable for the 
study. In conduct 
of the study, 
researchers took 
an etic position

Qualitative data 
were generated 
through game 
play, followed 
by completion 
of the PLEX 
framework 
instrument. 
This interactive, 
multistage 
process fits 
the definition 
of an enacted 
approach

The study focused on 
two features of social 
games: the utilization 
of the social network 
service for play 
purposes and the 
free-to-play revenue 
model (Hicks et al., 
2015, p. 2)
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text chats, based on participants’ prefer-
ences. Questions and prompts were prepared 
in advance of the interview, and open-ended 
questions invited participants to add whatever 
descriptions or experiences they chose to share 
(p. 4). Anonymity was insured by removing 
any identifiable information, and assigning a 
numerical code to each participant.

After using a content analysis process to 
analyze the data, member-checking inter-
views were conducted with some of the par-
ticipants to solicit their views on the findings. 
These follow up interviews were also con-
ducted via email and text chat.

Studies using Data Generated on 
Social Media with Participants 
using Enacted Methods

Researchers who want to interact with par-
ticipants in ways other than questioning and 
prompting techniques used in online inter-
views, look for generative ways to use tech-
nology. One way Internet users interact is 
through multiplayer games. While many 
games operate on their own platforms, com-
mercial social media sites are increasingly 
incorporating games into their activities. The 
exemplars in this section describe studies 
using Twitter and Facebook, respectively.

‘Exploring Twitter as a game plat-
form; Strategies and Opportunities for 
Microblogging-Based Games’ (Hicks, 
Gerling, Kirman, Linehan, & Dickinson, 
2015) is a mixed methods case study of the 
game Hashtag Dungeon. This game uses 
Twitter as a means of creating, storing, and 
promoting game content (p. 1). The research-
ers did not play the game with participants, 
but in order to design the study, they needed 
to play the game and familiarize themselves 
with details about how it worked.

The first quantitative stage of the study 
used questionnaires and game metrics to 
understand how users play the game. For our 
purposes, we will focus on the second, quali-
tative part of the research.

Hicks et al. (2015) were interested in two 
research questions around Twitter integra-
tion and Hashtag Dungeon in the qualitative 
study: (1) asking how participants experi-
enced the game with respect to Twitter con-
nectivity, and (2) how participants perceived 
and managed social media integration (p. 5). 
While Twitter users can read content without 
holding an account, and inclusion criterion 
for this study was ownership of an account. 
After promoting the study on social media to 
recruit participants and obtaining informed 
consent, a link to a free download of the game 
was sent by email. Participants were assigned 
two tasks: ‘Task 1 was to play through a 
Dungeon of their choice to familiarize them-
selves with the game. Task 2 was to design 
a new room for a dungeon and Tweet it out’  
(p. 5). After participants completed these 
tasks, researchers conducted structured inter-
views, with follow-up questions. Researchers 
analyzed the interview responses using an 
inductive thematic analysis.

‘Exploring playful experiences in social 
network games’ looked at how 110 partici-
pants played 23 different games in Facebook 
(Paavilainen, Koskinen, Korhonen, & Alha, 
2015). The purpose of the study was to under-
stand the experience of social games from the 
perspectives of those who play them. As with 
the Hicks et  al. (2015) study, the research-
ers familiarized themselves with the games, 
but did not play with participants during 
data collection for the study. The process for 
recruiting participants was not explained in 
the article, however, researchers describe the 
value of having players with varying expo-
sure to social games, which provided a bal-
anced sample (Hicks et al., 2015, p. 3).

Participants were asked to use an exist-
ing Playful Experiences (PLEX) frame-
work devised by Paavilainen, et al. in 2009. 
Paavilainen et al. (2015) conducted six exper-
iments running where the participants played 
Facebook social games. Each experiment 
included a list of 2 to 5 games selected by 
the researchers. Each participant chose one 
game from the list to play; 4 to 6 participants 
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played each of the games. Afterwards, par-
ticipants provided narrative descriptions to 
report on 3 of the 22 categories spelled out 
in the PLEX framework. In the data analy-
sis process, researchers looked at the 330 
descriptions, to first identify the frequencies 
of all reported PLEX categories, then analyze 
the narrative descriptions (p. 3).

Metasynthesis

The studies selected as exemplars represent 
diverse research in diverse disciplines, and 
they used a wide variety of methods. Since 
the articles were intended to inform readers 
primarily about the studies’ findings, not all 
elements of the Qualitative E-Research 
Framework are fully discussed. However, 
within this small sample we see the explora-
tory nature of online research.

None of these studies represents a truly 
emic position by researchers, yet all of them 
had to immerse themselves in the social 
media site, and learn its features in order to 
design the study. The studies using extant 
data displayed care in protecting personal 
information about the users whose posts were 
collected as data. The remaining studies that 
described recruitment used the features of the 
social media site to reach participants, some-
times with cooperation of a moderator or 
owner of a group. The articles that mentioned 
informed consent describes using an online 
form. They also described using the informed 
consent negotiation to provide background 
about the study as well as any instructions 
and expectations for participation.

The studies that used interviews or focus 
groups devised at least some of the ques-
tions prior to the research event, allowing 
the researchers to balance confidence based 
in a prepared direction for the interview with 
flexibility to respond to participants. Private 
messaging features within the social media 
sites, or email, were used for 1–1 commu-
nication with participants. Details were not 
provided in these articles about how exactly 

they carried out the interviews. Researchers 
using observational techniques did not 
describe whether or not they used guidelines 
to structure and prioritize the types of behav-
iours or activities to record. More details on 
the research process could enrich our under-
standing of these emerging methods.

Conclusion

Each choice the online researcher makes influ-
ences other aspects of the research design, as 
well as the findings. The Qualitative 
E-Research Framework can be used as a tool 
to analyze such choices at the design stages 
and make the most use of the opportunity to 
collect data from social networking sites. The 
format of Table 12.2 can be adapted for your 
own use, so you can dissect and learn from 
other published articles using qualitative meth-
ods and social media in empirical research.
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13
Small Data, Thick Data:  

Thickening Strategies for  
Trace-based Social Media Research

G u i l l a u m e  L a t z k o - To t h ,  C l a u d i n e  B o n n e a u  
a n d  M é l a n i e  M i l l e t t e

The algorithmic processing of very large sets 
of ‘traces’ of user activities collected by 
digital platforms – so-called ‘Big Data’ – 
exerts a strong appeal on social media 
researchers. In the context of a computa-
tional turn in social sciences and humanities, 
is qualitative research based on small sam-
ples and corpuses (‘small data’) still rele-
vant? It is argued that the unique value of 
such research lies in data thickness. This is 
achieved through a process we call thicken-
ing. Drawing on recent case studies in social 
media research we have conducted, we pro-
pose and illustrate three strategies to thicken 
trace data: trace interview, manual data col-
lection and agile long-term online 
observation.

Introduction1

For about four decades, social sciences 
scholars have more or less agreed on what 

quantitative and qualitative methods could 
and could not do (Morgan, 2007). As an 
example, qualitative methods are considered 
more efficient to capture intentions, subjec-
tivities and experiences, as well as histori-
cally situated phenomena and their processes 
(Denzin and Lincoln, 1994; Jensen, 2002). 
With these strengths, qualitative methods 
have been often mobilized to study tradi-
tional and new media uses and meanings.

Recently, the tacit division of labor between 
qualitative and quantitative methodologies to 
study media was challenged by a ‘computa-
tional turn’ in social sciences (Berry, 2011). 
With access to unprecedented computing 
resources and powerful algorithms, quanti-
tative researchers can now overcome some 
of the limitations of the past and tackle the 
analysis of the massive datasets generated by 
digital media uses.

The problem with the very expression ‘Big 
Data’ is that it tends to direct attention to the 
sole size of the dataset, as if the scale of a sam-
ple was the ultimate indicator of how reliable 
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the conclusion drawn from its analysis might 
be. While the volume of data is not the only 
dimension in Big Data research designs, some 
of their advocates clearly express an empiri-
cist (and positivist) confidence in the fact 
that data abundance provides a direct access 
to ‘social reality’ (Anderson, 2008; Kitchin, 
2014; Manovich, 2012). Beyond a rhetori-
cal critique of the underlying assumptions of 
what makes quantity an indicator of research 
quality and insightfulness, we would like to 
point out, as Christine Borgman does, that

distinguishing between big and little data is prob-
lematic due to the many ways in which something 
might be big. […] Data are big or little in terms of 
what can be done with them, what insight they 
can reveal, and the scale of analysis required rela-
tive to the phenomenon of interest […]. (2015: 6)

There is a convergence of interests between 
industry agenda and Big Data science to 
achieve mass modelization of audiences, 
clusters of users among platforms, con-
sumption tendencies, and so on.2 Qualitative 
approaches using small datasets have to reas-
sess their capabilities and complementarity 
with quantitative approaches when studying 
online objects and digital uses. What is lost 
if we drop ‘small data’ research? And how 
do we pursue small data collection and analy-
sis in a meaningful and productive way for 
today’s science?

When it comes to studying social media, 
researchers need strategies to keep the size 
of the data manageable whilst gathering 
‘enough’ information to draw rigorous find-
ings. Even when dealing with a small num-
ber of cases or sources – i.e. 30 Facebook 
users – the amount of digital data that can be 
collected may quickly become overwhelm-
ing. Between ‘likes’ (Facebook), ‘tweets’ 
(Twitter), ‘pins’ (Pinterest), and ‘snaps’ 
(Snapchat), user interactions with and 
through social media platforms produce a 
huge amount of digital traces. Howison et al. 
define ‘digital trace data’ as ‘records of activ-
ity […] undertaken through an online infor-
mation system […;] recorded evidence that 

something has occurred in the past’ (2011: 
769). This definition stresses the recording of 
online events as a central aspect of trace data, 
but overlooks user-generated contents which 
also constitute ‘traces’ (Bowker, 2007) but of 
a specific kind. In this case, the content pro-
duction (writing a tweet, posting a picture) is 
the activity, and the content itself is a trace 
of this activity, along with related metadata 
(e.g. author, timestamp, etc.). Therefore, 
digital traces comprise all user-related data 
that can be available on social media plat-
forms. Traditional ethnographic approaches 
provide insights based on a limited number 
of observations or declarative accounts of 
practices relying on participants’ memory 
– and honesty. As noted by Howison et  al. 
(2011), the promise of digital trace data is to 
grant researchers ‘direct’ access to users’ real 
practices by capturing and analyzing traces 
of their online activity. However, as noted 
by some critiques, interpreting and making 
sense of these loads of data can be very chal-
lenging (Kitchin, 2014), especially consider-
ing the importance of context in the study of 
media practices (boyd and Crawford, 2012; 
Quan-Haase et  al., 2015). Quantity tends 
to stand for quality in massive trace-based 
social media research, drawing attention 
away from serious questions regarding rep-
resentativeness and validity (Brooker et  al., 
2015; Freelon, 2014; Tufekci, 2014). On the 
other hand, the proliferation of digital traces 
is a serious challenge to their qualitative 
analysis using manual methods. Systematic 
collection of social media traces can easily 
build up a mass of textual and visual data, 
making it difficult and very time-consuming 
for the researcher to describe and interpret 
exhaustively.

A solution is to reduce the breadth of data 
(the number of data points) while enhanc-
ing their depth (i.e. ‘thickness’ of each data-
point). We call this process ‘thickening’ 
the data. Before providing a more rigorous 
definition of what we call data thickness, 
let us use an ecological science metaphor 
to illustrate what we mean by this trade-off 
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of breadth for thickness, and why it may be 
fruitful. If each datapoint were a core sample 
drilled into the milieu under study, drilling 
deeper means that we get a more complete 
grasp of the complex interactions that can 
occur between different layers of the ground 
under observation. Assuming that multi-
plying the drillings will not significantly 
increase insights beyond a certain number of 
them – what is called ‘saturation’ in qualita-
tive research (Bowen, 2008), then the lack of 
territorial representativeness that numerous 
ground samples would offer may be compen-
sated by the deeper insights obtained from 
drilling deeper at fewer places.

In this chapter, we argue that qualitative 
methods to study uses of social media can 
gain from thickening data collected in social 
media. We explain this approach in the fol-
lowing section while situating it among other 
methodologies. The third section proposes 
strategies to achieve trace data thickening 
when conducting qualitative research on 
social media uses. The fourth section illus-
trates these strategies by presenting an over-
view of three case studies conducted by the 
authors. In the last section, we summarize the 
benefits of thickening strategies for qualita-
tive inquiry and underline their complemen-
tarity with other approaches to social media 
research.

What is ‘thick’ data?

The term ‘thick data’ seems to have emerged 
in the literature around the 1990s, probably 
as the ideas of cultural anthropologist 
Clifford Geertz were gaining influence 
within the field of ethnography and other 
qualitative research methods. ‘Thick data’ 
are associated with ethnographical work that 
produces detailed and dense descriptions of 
the cultural practices under study (Geertz, 
1973). In an introduction to the case study 
approach, Robert Stake refers to Geertz 
when pointing out that ‘case study data have 

been called “thick data”, not necessarily 
stacked high, but “thick like spaghetti”, 
highly interconnected’ (Stake, 1985: 279). A 
decade later, Madeleine Leininger observes 
that ‘in ethnography […], one often refers to 
“thick” or “in-depth” data’ and that ‘in 
grounded theory, the term may be “dense” 
data, which has a similar meaning to thick 
data’ (Leininger, 1994: 104). We might add 
that the term resonates with another one: 
‘rich data’, used by Howard Becker (1970) to 
refer to dense, highly textured and contextu-
alized sociological data. In their reflections 
on the validity of qualitative research, 
Onwuegbuzie and Leech note that ‘an impor-
tant way of providing credibility of findings 
is by collecting rich and thick data, which 
correspond to data that are detailed and com-
plete enough to maximize ability to find 
meaning’ (2007: 244).

More recently, Tricia Wang has used the 
term ‘thick data’ – with ‘a nod to Clifford 
Geertz’ (Wang, 2013, 2016) – in her cri-
tique of the unbounded enthusiasm for Big 
Data research. In her perspective, the term 
encapsulates the enduring relevance of quali-
tative, ethnographic approaches in an ‘Era 
of Big Data’ (Wang, 2016: online). ‘Thick 
data’, she contends, ‘is the opposite of Big 
Data’; ‘It’s the sticky stuff that’s difficult to 
quantify’ – ‘emotions, stories’, worldviews –  
that get stripped through the processes of 
‘normalizing, standardizing, defining [and] 
clustering’ that make massive datasets ana-
lyzable by computers (Wang, 2016: online). 
As Wang puts it, thick data may be small in 
terms of sample size, but it offers ‘an incred-
ible depth of meanings and stories’.

Our thick data approach to social media 
research relates to virtual ethnography and 
netnography (Hine, 2000, 2015; Kozinets, 
2010). These approaches typically include a 
broad spectrum of methods inspired by the 
fundamental principle that methods should 
co-evolve with their objects of study and con-
tinuously adapt to their fields. These methods 
produce large sets of qualitative data in differ-
ent forms: field notes, interview transcripts, 
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and a deep understanding of the culture under 
study, its language, rituals, and symbols.

By putting forth the notion of thick data, we 
want to articulate an alternative to Big Data 
approaches, at different levels. The first dif-
ference can be expressed in terms of scale, 
by turning to ‘small data’. By small data we 
mean a dataset composed of a relatively small 
collection of datapoints or cases, so that their 
analysis can be performed single-handedly 
via human coding and with little algorithmic 
assistance, in contrast to Big Data strategies 
where computational support is required. Of 
course, just like ‘big’ in ‘Big Data’, a ‘small 
N’ is a fuzzy notion that may mean different 
things depending on the nature of datapoints. 
For instance, over a hundred participants, 
a corpus of semi-structured interviews is 
generally deemed large, while a hundred of 
140-character messages will be considered a 
small sample. Smallness therefore needs to 
be appreciated in relation to the idea of man-
ageability, which itself implicitly refers to the 
amount of human work, and time, needed to 
achieve the analysis. It is also influenced by 
accepted standards of statistical representa-
tiveness in positivist epistemologies. For 
instance, if a social network site has a popula-
tion of hundreds of million users, a sample of 
a few hundreds of them will generally be con-
sidered too small to be considered statistically 
relevant.3 In sum, small data is too small to be 
representative in a statistical sense, and small 
enough to be processed by a small team of 
human analysts in order to produce an exhaus-
tive representation of a situated phenomenon.

Another way thick data differs from Big 
Data is by the research questions it affords. 
Where Big Data is relevant to investigate 
connections among users, clusters, and large-
scale trends, thick data aims to capture the 
specificity of these uses, their motives and 
what they mean for the subjects. As Alice 
Marwick puts it:

Identifying large-scale patterns can be useful, but 
it can also overlook how people do things with 
Twitter, why they do them, and how they 

understand them. Quantitative studies often 
determine connections and networks, and inter-
pret them ‘objectively’ ex post facto, based on 
statistics and numbers. Instead, qualitative research 
seeks to understand meaning-making, placing 
technology use into specific social contexts, places, 
and times. (2013: 119, author’s emphasis)

Just like any data, ‘big’ and ‘thick’ data are 
constructed: each form of data enables certain 
types of analysis, and limits others (Gitelman 
and Jackson, 2013). Thickening data refers 
to one aspect of this construction process, 
which is supplementing data with richly tex-
tured information or, in other words, adding 
layers of thickness to them. One could see 
thick data as onion-structured. It is ‘coated’ 
with several layers of rich metadata – in the 
literal sense of data on data. Like in our 
example of the ground made of superposed 
layers of matter, each layer has its individu-
ality, but it interacts with surrounding lay-
ers, forming an organic whole. Instead of 
points, thick data are whole little structured 
worlds. Added at different times through 
the research process, multiple layers –  
of description, historical and social context, 
cultural meaning… – contribute to data thick-
ness, but each layer is itself ‘thick’ in that it 
is textured in complex ways and does not 
easily lend itself to separation into discrete, 
computable elements. Hence the notion of 
stickiness and the comparison with spaghetti 
evoked above.

The process of ‘thickening’ data is in line 
with the interpretive/constructivist paradigm 
of qualitative inquiry, which recognizes that a 
social phenomenon can only be understood 1) 
in context; 2) through fine-grained accounts; 
3) in light of the meaning attributed by actors to 
their own actions (Geertz, 1973; Lincoln and 
Guba, 1985; Schütz, 1967). Drawing on this 
idea we suggest a simple three-layer model of 
data thickening.4 When undertaking a qualita-
tive social media research based on a small 
dataset, the first layer consists of contextual 
information. The researcher seeks to under-
stand the circumstances in which the online 
practice emerged as well as the technical 
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affordances and cultural conventions shap-
ing it (Hine, 2015). A second layer is added 
by enriching it with ‘thick descriptions’ of 
the practices under study. Such descriptions 
can be produced through an active engage-
ment with the field of inquiry and the data 
itself. As any ‘social products’, the digital 
practices under study cannot be understood 
independently form the multiple perspectives 
of the actors and meaning-making processes 
(boyd and Crawford, 2012). Therefore, the 
researcher should add a third layer captur-
ing users’ experiences and the meaning they 
attribute to them. The content of this layer 
is produced through direct interactions with 
the subjects whose practices are the object 
of study, in an effort to make explicit their 
understanding of what they do online and the 
value they attach to it.5

Within these three main layers – 
contextualization, description, signification, 
sub-layers can be distinguished in order to 
meet specific research objectives. They can 
also lead to different data collection points 
and analysis methods. As an example, a 
researcher focusing on the presentation of the 
self could enrich the second layer by adding 
details about the visual organization of online 
profiles, or by providing a semiotic analysis 
of users’ pictures (Hand, this volume). If a 
corpus of online publications constitutes the 
main dataset, collecting comments upon them 
and analyzing them may contribute to thicken 
the third layer by uncovering other social 
meanings attributed to these publications.

As the reader may have noted, we do not 
consider data as neutral or ready-made enti-
ties. We should be aware of the frames that, 
as situated scholars, we use to construct 
data (Markham, 2013). To put it another 
way, data are not just sitting there waiting 
to be gathered and consumed by research-
ers (Gitelman and Jackson, 2013), nor are 
they self-explanatory. Rather, data ‘should be 
cooked with care’ (Bowker, 2005: 183–184), 
that is, trimmed, prepared and dressed before 
they can be useful and enlightening. With 
such a prospect in mind, thickening data can 

be seen as a particular form of ‘data cook-
ery’ besides others (formatting, labelling, 
standardization…). But this way of cooking 
data takes special care to respect the highly 
situated nature of qualitative data, by coating 
it with as much as possible of the field from 
which it originates, in its many dimensions.

How to thicken trace data?

Rather than a general method, we propose 
three main strategies to thicken trace data 
when conducting qualitative social media 
research. These strategies are adaptable, may 
be mixed, and can be used when conducting 
studies on various platforms like blogs, 
wikis, Twitter, or Facebook, and for different 
uses on this kind of digital environment. 
They are not limitative and we expect that 
researchers will propose many other ways to 
thicken their trace data in the same methodo-
logical spirit that we intend to outline here.

The first strategy is the trace interview. 
Trace interviews are interviews in which 
users reflect on their own digital traces, there-
fore providing a metadiscourse about them. 
In a sense, they are a form of co-analysis 
of trace data by the researcher and the sub-
ject whose traces are examined. They come 
in different forms and shapes. For instance, 
Dubois and Ford (2015) have used a two-step 
protocol, where the participant’s trace data 
is first captured and quantitatively processed 
in order to generate visualizations which are 
then presented to the interviewee for them to 
comment on. This hybrid approach is inter-
esting in that it is an integration of Big Data 
tools within a qualitative research design. 
However, with this method, traces are for 
the most part not directly discussed with the 
participant. Visualizations may be difficult 
to interpret by interviewees and they steer 
attention to specific aspects while overlook-
ing others; however, they are useful to ‘kick 
off’ the interview (Dubois and Ford, 2015). A 
variant is the use of a ‘dashboard’ presenting 
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statistics of a user’s social media account 
(e.g. Twitonomy). A different approach con-
sists of examining a selection of actual traces 
with the interviewee. It requires a carefully 
reasoned selection method in order to prevent 
the interview from being excessively lengthy. 
The next section will present an instantiation 
of this approach.

The second strategy is based on a manual 
collection of digital traces, particularly mes-
sages, images, and other kinds of content 
posted by social media users. This approach 
is particularly fruitful when the boundaries 
of the ‘field’ are fuzzy, fluid and situated. 
Researchers can face this situation when their 
study is not circumscribed to a well-defined 
community, or if data search criteria cannot 
be predefined around a specific sociodemo-
graphic profile, subject matter, or event. In 
such cases it is impossible to use text mining 
functionalities to reach a moving target that 
cannot be delineated in advance. These chal-
lenges call for a flexible approach by which 
a corpus is built through serendipity and 
bricolage. As an additional benefit, manual 
data collection encourages exploration and 
fosters greater familiarity with the traces in 
their ‘native’ format, as they are envisioned 
by social media users. The second case study 
will show how this approach can be effective 
in thickening data.

The third strategy draws from ethnographic 
principles6 and is based on long-term obser-
vation of the online phenomenon, jointly 
with an agility in following users from one 
platform to another (from Twitter to blogs, 
from blogs to Facebook, etc.). Ethnographers 
would stay on the field for a long period of 
time in order to collect a vast amount of data 
about the language, culture, rituals, symbols 
and values of the community. This third strat-
egy would inform researchers about users’ 
point of view, and immersion with them over 
months or even years would significantly 
contribute to this understanding. The agil-
ity component becomes an important aspect 
if the researcher wants to be able to follow 
users online. They quite often communicate 

in a transplatform fashion (Millette, 2013), 
tweeting about a blogpost they made, com-
menting on Facebook about news they read 
elsewhere. Agility implies an ability to move 
quickly and to be flexible in following users 
as they jump from platform to platform, so 
that a researcher focusing on Twitter may end 
up gathering data in blogs and Instagram, in 
addition to the main research site. This is in 
line with the principles of ‘connective eth-
nography’ (Hine, 2007). We will see in the 
third case study how this ethnographic influ-
ence can be translated into a thickening data 
strategy when studying an online group of 
users.

Case studies

The authors of this chapter have experi-
mented with qualitative methods to develop 
innovative strategies to study social media 
uses. Each case study illustrates one of the 
thickening strategies that were applied on a 
small-N study in recent research.

Case 1: A Commented Visit of 
Facebook Users’ Activity Logs

The first case combines in-depth interviews 
with content analysis, using a special type of 
trace interview based on the interviewers’ 
active exploration of the participant’s traces 
of activity on social media. The aim of the 
study was to better understand the part 
played by social media in the circulation of 
information around a major public issue, 
namely the massive student protests that 
soared in 2012 in Quebec in response to the 
provincial government’s decision to steeply 
increase tuition fees. Conducted by Gallant, 
Latzko-Toth and Pastinelli (2015), the study 
sought to understand to what extent young 
adults had used Facebook to get informed, to 
have conversations, and to form their opin-
ions on the student strike and related issues.
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Since the study started over a year after 
the events took place, the research team had 
to devise a way to observe Facebook uses in 
an asynchronous way. The first step was to 
construct a sample of 30 young adults (aged 
18–25 at the beginning of the crisis), provid-
ing an equal representation of key demo-
graphic characteristics (sex, region, student 
and non-student status, political orientation). 
While the typical face-to-face interview 
could provide background information on 
participants’ media usage as well as insights 
on their experiences with social media dur-
ing the events, it was not expected to yield 
a sufficiently faithful and detailed account 
of their actual daily practices. This is why 
researchers complemented a conventional 
semi-structured interview with an analysis of 
participants’ digital traces as part of a trace 
interview protocol.

Rather than using a computer script requir-
ing participants to provide their Facebook 
account log on information, the researchers 
took advantage of the ‘activity log’ feature of 
the platform, which keeps track of every sin-
gle action of the user. The activity log is acces-
sible to the user only, but instead of capturing 
these ‘traces of activity’ in bulk, the research 
team opted for a data exploration approach. It 
consists in a ‘commented visit’ of the activity 
log with the user around preselected dates.7 
Research assistants conducted the interviews 
and the exploration of the traces.8 Sitting 
next to the participant, they would open the 
participant’s Facebook activity log and sys-
tematically ‘visit’ items appearing under the 
specified dates. By clicking on the hyperlink 
appearing on the brief description of each 
activity, the interviewer could open the actual 
content – a ‘status’, a user-generated picture, 
or a media content – and see who liked it, who 
commented on it, etc. Often, the mere view 
of the trace prompted a comment, sometimes 
an emotional reaction, and the interviewee 
would tell a story related to the context of 
production or posting of the content (depend-
ing on its nature), or about the relationship 
with other users.

It was decided to limit the exploration to 
a set of predefined periods of two to three 
days each, the same for all participants. Some 
dates corresponded to key events and turns 
in the social and political crisis, while oth-
ers (e.g. before and after the crisis) served as 
reference points allowing to check whether 
practices were stable or had evolved through 
the one-year time-span covered by the study. 
Guidelines were provided to interviewers in 
case they would find no traces or if traces 
were too abundant at the specified dates. If no 
activity was found at the specified date, the 
investigator would jump to the first ‘active’ 
day. If there was too much activity, the inter-
viewer would sample it, guided by input from 
the user – with a focus on items that appeared 
most significant. This ‘commented visit’ was 
video-recorded using a dynamic screen cap-
ture software. The program used (Camtasia) 
produces a high-resolution video file and 
captures ambient sound as well. This allowed 
researchers to perform a post hoc content 
analysis of the digital traces – about 3,700 
were captured on the screenshots – informed 
by the participants’ oral comments about the 
contents shown on the screen.

This collection method showed two 
advantages. First, it effectively reduced the 
amount of traces collected, making the data-
set ‘human-codable’, while maximizing the 
signal/noise ratio. Second, it enlightened 
captured traces with insights that only the 
user who generated them could provide – 
Why was a content shared or ‘liked’? Who 
were the people appearing in it or comment-
ing on it? What kind of relationships existed 
between them? Why was it humorous? This 
was particularly helpful to answer some 
research questions, notably whether shar-
ing or ‘liking’ content was reflecting politi-
cal views of participants, or if they would 
engage in political discussions with strangers 
through Facebook.

In short, the ‘commented visit’ approach 
is a data collection and thickening strategy 
involving a selective exploration and cap-
ture of social media traces in their original 
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setting, and in presence of the person who 
produced them. The concomitant dialogue 
between the interviewer and the participant 
about the traces is what constitutes the mate-
rial which will thicken the data with layers 
of context, description and meaning. Overall, 
collecting digital traces in context and with 
interpretive inputs from the subjects proved 
very insightful. It revealed aspects not cov-
ered by the conventional part of the interview 
and highlighted a contrast between what par-
ticipants reported and their actual practices 
as recorded in the logs (e.g. sharing/liking 
patterns, and social network composition).

Case 2: Construction of the  
Field Site through a Manual Data 
Collection Approach

This case is based on an ongoing research 
project focusing on an emergent online prac-
tice referred to as ‘working out loud’ 
(Bonneau and Sergi, 2015; Sergi and Bonneau, 
2015), which can be described as a process of 
continuously narrating the work during the 
course of its realization. When ‘working out 
loud’, workers talk about how they go about 
their tasks at hand and share their results as 
they are being produced, instead of waiting 
until a final deliverable is ready to publish to 
a broader audience. What is unusual about 
this narration of work is that it takes place on 
social media, in a very public fashion.

While most researchers interested in micro-
blogging practices at work have focused on 
enterprise social networking sites (SNSs) 
aimed at an internal audience (DiMicco 
et al., 2008; Zhang et al., 2010), the research-
ers investigate working out loud by starting 
directly from Twitter, rather than stemming 
from the context of a particular organization.

Their objective was to reflect on what 
these tweets accomplish, for the persons who 
do work out loud on Twitter and to docu-
ment, empirically, the variety of forms that 
it can take. The researchers posited that the 
working out loud phenomenon is a practice 

(Nicolini, 2012) marked by diversity in its 
manifestations. In other words, that it can be 
practiced in many ways, producing a variety 
of effects. This plurality can be explained by 
the fact that working out loud is mainly infor-
mal, and does not correspond to any organi-
zational requirement. Furthermore, working 
out loud can be practiced by any worker, 
employee or professional, in virtually any 
field of activity and in a wide range of set-
tings, from temporary self-employment in 
a one-person business to being a permanent 
employee in a transnational firm. The only 
condition necessary to be working out loud, 
in the sense that we explore here, is to be 
using Twitter to convey, in the form of tweets, 
comments, observations and material related 
to the daily experience and processes of 
work. In this context, data collection cannot 
be circumscribed to specific organizations 
where it is encouraged by the employer, nor 
limited a priori to one professional commu-
nity where working out loud would already 
be quite common.

Such open-endedness poses methodologi-
cal challenges. While most social studies of 
Twitter practices focus on individuals and/
or collectives sharing an interest (like the 
French-speaking minorities in the follow-
ing case study) or auto-organized around an 
event (such as the student strike described in 
the previous case), the content of the work-
ing out loud related tweets is as diverse as 
work practices themselves. This means that 
text mining functionalities cannot be used to 
collect data, simply because it is impossible 
to predefine search queries using semantic 
or narrative patterns, nor specific keywords 
or hashtags. This is why a manual data col-
lection strategy inspired by online ethnogra-
phy was adopted (Hine, 2015) to build the 
corpus through serendipity and bricolage. 
On an operational level, the researchers’ 
Twitter accounts were used to immerse in 
the setting of the practice. The initial tweets 
were identified by following users who were 
already part of the researchers’ network 
(mainly scholars, journalists and knowledge 
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workers) and by selecting tweets that cor-
responded to the definition of working out 
loud, that is: any tweet narrating the work as 
it is being done, spontaneously published by 
any worker or professional that can take the 
form of observation, description, question-
ing, reflection or exclamation. The tweet can 
be directed (or not) to other people and can 
include pictures, videos and/or links to exter-
nal web pages or online documents (Sergi 
and Bonneau, 2015).

This definition is the main element that 
guided the researchers through the con-
struction of the field. It is voluntarily inclu-
sive to take account of a wide spectrum of 
work-related tweets, but at the same time, it 
excludes tweets consisting of content cura-
tion (e.g. selecting and sharing existing 
content, even if it is work-related) and pro-
motion of finalized realization (for instance, 
journalists or scholars referring to their latest 
publications).

In order to collect WOL tweets in other 
professional areas, the researchers also per-
formed queries on Twitter’s internal search 
engine based on intuitions made by asking 
themselves: ‘Who would share their work 
and what would they say to do it?’ Using a 
snowball sampling approach, new users were 
found through their discussions and retweets. 
This data collection has been initiated in 
February 2014 and is still in progress. So far, 
a preliminary corpus of 200 public tweets in 
English and French has been collected and 
analyzed. All the tweets collected were docu-
mented in a log file, along with their date of 
publication, URL, user’s professional status 
(if publicly available) and details about how 
we found them. The recording of the tweet’s 
URL allows the researchers to retrieve them 
again a month later in order to capture discus-
sions that followed their original publication. 
The log file also includes field notes, where 
researchers’ impressions were recorded, 
along with provisional thoughts about what 
these observations may mean and ideas 
about what to look at next (Hine, 2015). The 
researchers relied on these metadata to build 

detailed accounts of each trace collected (2nd 
layer: description).

This method allows for the discovery of 
unpredictable events along the way. For 
instance, the researchers found that dedicated 
hashtags were adopted by some profession-
als (e.g. #showyourwork, #shareyourwork, 
#WOL, #WOLWeek) following the unex-
pected publication of books and articles on 
the topic of working out loud. The practice 
also started to get coverage from professional 
blogs and mainstream media, which drew the 
researchers’ attention to users in unexpected 
domains, such as farming. The researchers 
documented these new practices and moni-
tored the corresponding hashtags closely, 
while not limiting their selection to tweets 
found through those means. By examining 
the users’ profile and their previous tweets, 
the researchers were able to include new con-
texts in which different types of working out 
loud practices unfold (1st layer: contextual-
ization). Even if Twitter users do not need to 
pre-define their recipients, other users who 
are interested by the same topic can respond. 
The examination of such responses allowed 
the researchers to witness the potential of 
working out loud practices for creating new 
relationships, sharing knowledge and devel-
oping collaborations.

The thematic codification of the tweets 
allowed the identification of six distinct 
forms of practices reflected their nature and 
outcomes (see Sergi and Bonneau, 2015). 
In a following phase, trace interviews will 
be conducted (similar to those described in 
the first case) with users that were part of the 
initial corpus. This will add thickness to the 
data by discussing these digital practices ret-
rospectively with the subjects and will pro-
vide a space for interpretations to be checked 
(3rd layer: significations).

In sum, such manual data collection strat-
egy has proven beneficial to enhance the 
depth of trace data, by allowing the research-
ers to document their context of production, 
to identify new areas of interest and to make 
sense of the emerging patterns.
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Case 3: Long-term Observation 
and Transplatform Agility

In this last case study, Millette (2015) ana-
lyzed a social minority’s political uses and 
strategies of visibility involving social media. 
Users were selected among a geographically 
scattered group of social media users in 
Canada: francophone minorities located in 
various areas throughout the country. These 
minorities are distinct from the majority of 
English-speaking citizens in terms of culture 
and language, and also in terms of size, 
demographic profile, historical and symbolic 
heritage. The research focused on French-
speaking minorities living outside Quebec; 
because Quebec is the only officially French-
speaking province, francophones constitute 
the majority there, and were thus excluded. 
French–Canadians outside Quebec represent 
a bit less than a million people. Because of 
their varying demographic realities and 
social media adoption, and of a lack of recent 
data on social media uses in French–Canadian 
minorities, the researcher had to start with 
preliminary questions: who are the French–
Canadian users? Which platforms do they 
use? Why and how do they use these? What 
do they talk about? Ultimately, this research 
sought to provide a better understanding of 
the potential of social media uses for citizen-
ship and political visibility in an English-
dominant media environment.

Four months of online observation on dif-
ferent platforms online (namely Facebook, 
Twitter, and a dozen of blogs and forums) 
as well as preliminary interviews with com-
munity leaders from grassroots organiza-
tions led the researcher to identify Twitter as 
the main locus of French–Canadian politi-
cal uses online. While Twitter was selected 
as the main research field, the researcher 
decided to keep observing other platforms, 
mainly Facebook, and two online webzines. 
This decision was based on the preliminary 
observation that some of the communica-
tions overflowed Twitter to be pursued else-
where, in a very embedded and organic way 

(e.g. through an URL in a tweet, linking to 
a detailed blogpost written by the author of 
the tweet). In order to constitute the first layer 
of data thickness (contextualization), an agile 
observation of online uses was needed.

The online observation spanned over more 
than 2.5 years. In the meantime, to get a more 
systematic sense of the activities in the fran-
cophone Twittersphere (i.e. what was being 
discussed, and in which terms, by whom, 
and from what locations), the researcher per-
formed data mining from Twitter, targeting 
selected words, accounts, and hashtags. This 
technique was inspired by Big Data strate-
gies, but because of the scattered nature of 
the minorities, the sample collected was small 
compared with the massive amounts of tweets 
usually gathered through data mining. A total of 
8,764 tweets were collected over four months 
of digging. The researcher manually coded 
these tweets and identified key actors she 
wanted to get in touch with. This led to the last 
phase of data collection, where she travelled 
to nine different cities to conduct in-depth 
semi-structured interviews with 25 users.

To stay abreast of developments in 
the French–Canadian twittersphere, the 
researcher maintained an online involvement 
on an almost daily basis for the whole dura-
tion of the research (2.5 years). As an exam-
ple, she made a private list of Twitter users 
she would consult every morning, paying 
attention to emerging or persisting political 
topics, new hashtags, and even new users 
being vocal about French–Canadian politics. 
Agility to extend observation from Twitter 
to other platforms was important to gather 
a detailed view on what was going on. This 
exercise would sometimes be as easy as to 
follow a hyperlink included in a tweet, or 
it could involve looking up a username in 
Google in order to identify his or her other 
online presences, comments on blogs or 
forums, and so on.

Cumulating different data collection 
methods contributed to the scientific valid-
ity of this research. Long-term commit-
ment and agility in following users outside 
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the main research site was key to develop a 
deep understanding of social media uses by 
French–Canadian minorities. For instance, 
this strategy allowed the researcher to wit-
ness fluctuations in the use of hashtags and 
the emergence of new ones (Rocheleau and 
Millette, 2015). She saw heavy users in 
Alberta and Ontario asking their peers from 
other provinces to develop their own hashtags 
in order to structure the online communica-
tion better. As #frcan got established as the 
main tag (meta-hashtag) to identify coun-
trywide French–Canadian issues, provinces’ 
specific hashtags emerged for more local top-
ics, such as #skfr (for French Saskatchewan), 
#cbfr (for French British-Columbia), and so 
on. She also followed all the online conversa-
tions and comments about a new federal pro-
gram for French minorities called ‘Roadmap 
for Canada’s Official Languages 2013–2018’. 
This program was heavily discussed online 
under the hashtag #ollo (for official languages 
– langues officielles). Finally, she observed 
the rise and decline of a group of young 
franco-activists called TaGueule! (Millette, 
2014). This group, whose name means ‘shut 
up’ in French, was very active on Twitter and 
Facebook, yet its main online presence was a 
well-fed webzine where the users were post-
ing strong, often ironic statements addressing 
French–Canadian identity, cultural and politi-
cal challenges. All those activities, although 
not directly related to the core of the research, 
contributed to thicken the data by educating 
the researcher about both the context and the 
meaning of the social media uses under study.

In this case study, the thickening process 
took shape in a subtle way, through long-
term engagement alongside with agile, fluid 
observation: both aspects were instrumental 
in ‘cooking’ data, coding them, and inter-
preting them. Through the agile transplat-
form observation of users on their blogs, 
Facebook pages, webzine posts, and tweets, 
the researcher developed a fine-grained 
understanding of their activities, news, local 
issues, etc. It highly contributed to thicken 
the second layer of data, where the researcher 

could describe various contextual dimensions 
of the French–Canadian uses. The interviews 
fed the thickening of their semantic dimen-
sion, thus contributing to thickening the third 
layer by capturing the meaning attached to 
the tweeting practices. Above all, the long-
term observation was crucial, because being 
familiar with certain past events and debates 
increased the researcher’s capacities in two 
ways. First, she used this knowledge of the 
field when coding the tweets and interviews 
to grasp ironic strategies, cynicism, and aspi-
rations, which could have been missed other-
wise. Second, it contributed to her legitimacy 
when she interacted with users. Consequently, 
participants engaged more genuinely dur-
ing the interviews, revealing a lot about their 
values, political beliefs, and motivations. In 
the end, long-term observation contributed to 
thickening the data of every layers: both con-
textualization, description, and signification 
gained from this strategy.

Another important aspect of this research is 
the researchers’ decision to manually code the 
traces in order to leverage the richness of the 
content and the format of collected messages. 
It does not represent a thickening strategy per 
se, but it was a coherent decision regarding 
all the time invested into getting to know the 
field. It was also the best way to capitalize on 
the agile observation of the online French–
Canadian transplatform uses to shed light on 
the Twitter ones. Consequently, manual cod-
ing contributed to thicken both layers 2 and 3 
(context and meaning), as it was informed by 
the researcher’s knowledge gathered along 
the data collection process.

Inspired by netnography and qualitative 
research canons, this third thickening strat-
egy based on long-term and agile observa-
tion may not be sophisticated in terms of 
technology or devices, but it does require a 
dedicated work routine to be maintained for 
a long period of time. As demonstrated with 
this case study, when conducted rigorously, 
such strategy does generate thicker data. By 
virtue of its low-key aspect, this strategy can 
be easily adapted to many different research 
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agendas and settings, and it should be con-
sidered by young researchers and research-
ers who have little technological resources as 
an effective way to make sense social media 
qualitative research.

Conclusion

Several thoughtful critiques of Big Data 
methodologies have been articulated in the 
field of social media research, pointing toward 
their pitfalls and limitations (see boyd and 
Crawford, 2012; Ekbia et al., 2015; Tufekci, 
2014). Beyond the mere affirmation that small 
data research conducted by a single or a hand-
ful of human analysts is not obsolete in an era 
where the assistance of computers and digital 
infrastructures has opened unprecedented 
opportunities for massive data analysis, the 
aim of this chapter was to offer concrete 
qualitative research strategies to make small 
datasets ‘thick’ and therefore insightful.

We outlined a layer-oriented approach to 
thickening trace data, where we distinguished 
between three ‘layers of thickness’: descrip-
tion, contextualization, and significations. 
We then proceeded to describe three thick-
ening strategies and how they contributed to 
the three layers. It should be noted that each 
strategy was developed for a specific research 
project. We think that they are adaptable to 
other projects, but it is important to see 
them first and foremost as examples of the 
many ways by which qualitative researchers 
can creatively develop their own thickening 
strategies for small datasets. These strategies 
can also be combined, as they can complete 
each other in contributing to thicken the three 
layers in different respects. Adding multiple 
layers of information to trace data using dif-
ferent thickening approaches helps achieving 
a form of ‘triangulation’ increasing trustwor-
thiness of researchers’ analyses and conclu-
sions (Erlandson et al., 1993; Guba, 1981).

The commented visit of user traces is 
more than a data collection method. To some 

extent, like other types of trace interviews, 
it constitutes a form of co-analysis of data 
between researchers and participants (Dubois 
and Ford, 2015: 2073). Besides contribut-
ing to thicken the traces with insights from 
the participants themselves, it comes with 
an ethical benefit. Contrary to bulk capture 
of personal digital traces, the selective, pro-
gressive, and joint exploration of these traces 
made participants fully aware of what they 
shared with researchers, therefore increas-
ing trust and making the notion of ‘informed 
consent’ more meaningful. A participant may 
have even decided not to ‘expand’ a trace of 
activity to show the actual content, or specifi-
cally ask that a trace should be removed from 
the dataset while it is shown to the investiga-
tor. In practice, it didn’t happen. Instead of 
being reluctant to letting researchers navigate 
into their Facebook account, participants 
enjoyed the commented visit of their activity 
log, thereby confirming that this approach is 
not perceived as more intrusive than a typical 
interview.

In the second case, what would seem at 
first like a last resort solution (e.g ‘going 
manual’) was used as an opportunity to gather 
valuable informations. The act of manually 
collecting and analyzing a modest corpus 
of tweets produced contextual insights that 
would have been difficult to interpret at the 
large scale of Big Data research projects. 
While an automated data collection would 
have forced the researchers to circumscribe 
their corpus around specific criteria (e.g. 
keywords, hashtags, user profiles, profes-
sional domain, timeframe, geography, etc.), 
the manual process allowed them to con-
sider tweets that did not seem work-related 
at first. Such manual processing constitutes a 
relevant method for ‘mapping unknown terri-
tory’ and ‘reveal[ing] the unexpected’, a typ-
ical affordance of thick data (Wang, 2013). 
It may also lead to formulating research 
intuitions that could hardly emerge through 
a quantitative analysis of a large dataset – 
for instance, the role that Twitter can play in 
workers’ daily lives.
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In the third case, it would have been 
impossible to acknowledge hashtags strate-
gies, ironic messages, and on-going issues 
of French minorities by quantitative meth-
ods. Because of their small number, French–
Canadian minorities can easily fall off the 
charts and global patterns. Furthermore, 
qualitative methods were necessary to grasp 
these users’ point of view that is embodied 
in ways that can hardly be captured by quan-
titative approaches (Marwick, 2013) – like 
rhetorical tropes, humour and satire, things 
that are quite common in Twitter and very 
grounded in culture. More fundamentally, the 
third thickening strategy (long-term, agile 
observation) contributed to each of the three 
layers of information around collected traces, 
thereby enhancing the researchers’ capac-
ity to make sense of the data and to produce 
trustworthy analyses based on them.

While each of the three strategies has its 
own unique characteristics, one can iden-
tify three common features that might be 
used as guidelines when it comes to figur-
ing out a trace data thickening strategy: 1) 
Contextuality – traces are examined in con-
text, and more specifically, in their original 
setting. In cases 1 and 2 (and also, in part, 
in case 3), social media contents are seen as 
users see them, as opposed to data that would 
be extracted in bulk from an application pro-
gramming interface (API). This allows for 
a ‘naturalistic’ observation of digital traces, 
providing information that might be lost in the 
decontextualization of traces resulting from 
the extraction process – for example, spa-
tial organization of content, proximity with 
other contents, and so on. 2) Temporality –  
A slow collection process (cases 1 and 2) 
and long-time engagement with the field 
(case 3) foster immersion with and in data, 
which are key in developing a fine-grained 
understanding and insightful interpretations 
of them. Slowness seems an important factor 
in thickening data. In that regard, thick data 
approaches are in line with the principles of 
‘slow science’.9 3) Flexibility in sample con-
struction. While it is most stressed in case 3, 

this flexibility in picking relevant data is also 
present in the first two strategies. In case 2, 
selection criteria are not set in advance, but 
rather continuously revised (for instance, 
by including newly discovered hashtags). In 
case 1, dates used to pick activity traces are 
flexible in case no activity is found at these 
dates. And interviewers have some latitude in 
selecting traces when they are too plentiful. 
Together, preserved contextuality, extended 
time, and flexibility contribute to increase the 
relevance, diversity and density of informa-
tion elements aggregated around traces that 
constitute the primary data.

Data thickening is essentially a relational 
process: it happens when connections are 
made with other data sources. Consequently, 
it is not unidirectionally oriented. In the pro-
cess of thickening trace data, the thickening 
occurs not only on the side of digital traces, 
but it also happens with other qualitative 
data collected along the way. For instance, in 
cases 1 and 3, interview data was as much 
‘thickened’ by their references to partici-
pants’ traces as the traces where thickened 
by insights stemming from the interviews. 
Thus, thickening methods should be seen as 
research strategies whose scope crosses the 
boundaries between ‘small’ and ‘big’ data-
sets, and between ‘trace data’ and data of 
other origins.

Our intent in this chapter was not to con-
tend that small samples are always the best 
choice in social media research. Small data 
projects cannot lead to the kind of robust, 
generalizable results that some large-scale, 
quantitative studies may yield. Nor should 
thickening strategies be conceived of as a 
‘cure’ to the inherent limitations of ‘small 
data’ methodologies. Instead, we think that 
data thickening strategies can be highly bene-
ficial to Big Data research designs too, which 
argues for increased collaboration between 
the two types of research (Ford, 2014; Lewis 
et al., 2013); for instance, in-depth interviews 
can help shed light on trends and findings 
based on Big Data studies (Quan-Haase et al., 
2015). These benefits can be highlighted by 
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imagining what would have been lost with-
out them. Life stories, actual experiences and 
motivations, to name a few, cannot be uncov-
ered by online behavioral data traces or met-
rics alone. These strategies can also be used 
to assess what is missing from the data traces. 
For instance, user activities that do not leave 
any trace – like the mere view and reading of 
a content on a Facebook or Twitter news feed.

Notes

 1 	 This chapter stems from a panel presented at the 
5th Social Media and Society conference held 
in Toronto in July 2015. The authors are grate-
ful to organizers and participants for providing 
them with this unique opportunity to exchange 
with other social media researchers on this topic. 
They would like to thank the two anonymous 
reviewers, whose comments and suggestions 
were helpful in clarifying our ideas and pushing 
them further. First author also thanks Madeleine 
Pastinelli and Nicole Gallant for fruitful discus-
sions that helped outline the ideas that inspired 
both the panel and the core arguments of this 
chapter. Second author also thanks Viviane Sergi 
for her essential contribution to the development 
and refinement of the strategy presented in the 
second case study.

 2 	 For instance, the Computing Research Associa-
tion, which gathers both academic and entities, 
advocates for an increase of the budget of the 
National Science Foundation (NSF) in order for it 
to fund research initiatives in Big Data science, 
based on the joint benefits expected for ‘com-
merce, science and society’ (Bryant et al., 2008). 
See also Bollier (2010: 20–22).

 3 	 Anyhow, the ultimate goal of researches based 
on small samples is not to produce generalizable 
results, but rather to understand complex human 
issues.

 4 	 We are aware that this model can be complexi-
fied and refined. More layers can be considered 
and they may be ordered differently. Our point 
here is not to offer a definitive, exhaustive model, 
but rather to insist on the process of adding ‘lay-
ers of thickness’ to data.

 5 	 This echoes ‘member checking’ procedures by 
which researchers validate their interpretations of 
data with participants (Lincoln and Guba, 1985).

 6 	 See, for instance, Lincoln and Guba’s (1985) 
proposed techniques of ‘prolonged engage-
ment’ and ‘persistent observation’ to achieve 

trustworthiness in qualitative research. On flex-
ibility in defining boundaries of the field, see 
Green (1999) and Wittel (2000).

 7 	 At the time, Facebook activity log navigation 
interface allowed a quick jump to a specific 
month, which was no longer the case at the time 
this chapter was written.

 8 	 They were trained to follow a precise protocol, 
which was tested through interview simulations 
using the team’s Facebook accounts. These pre-
tests were debriefed with the researchers, which 
allowed to refine and standardize the exploration 
technique.

 9 	 The Slow Science Academy has released a ‘Slow 
Science Manifesto’ (2010): http://slow-science.
org/
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Visuality in Social Media: 

Researching Images,  
Circulations and Practices

M a r t i n  H a n d

This chapter identifies key issues in social 
media research related to broader concerns in 
visual culture. Visuality in social media is 
conceptualized as comprising three broad 
elements, each of which requires methodo-
logical negotiation. First, images in social 
media take many forms, and need careful 
consideration of established approaches in 
visual culture studies while acknowledging 
the specific qualities of social media. Second, 
the circulation of visual data in social media 
destabilizes research objects in ways that 
challenge visual analyses of textual meaning. 
Third, while the visualization of social prac-
tices through social media appears to offer 
unprecedented access to social life, the detail 
of such practices often remain obscure if we 
focus solely on images, however many. 
Social media researchers need to ask how 
visual objects are generated and used, and 
how people make sense of the visual in using 
social media. Pulling these dimensions apart 
and then together is difficult. This is the cur-
rent predicament of visual studies of social 

media. The example of selfies is used to 
illustrate these points. Several approaches 
being used to address these issues are identi-
fied, highlighting some continuities of 
method in social media research, while point-
ing to some novelties in social media that 
offer challenges.

Introduction

Social media have become a significant part 
of contemporary visual culture (Duggan 
et  al., 2015). In the global north, we now 
encounter many kinds of visual data for 
much of our daily lives, such that our interac-
tion with the world is visually shaped. One 
reason for this is the rapid expansion and 
proliferation of visual technologies (televi-
sion, photography, film, web, etc.) that con-
struct particular ways of seeing the world 
(Rose, 2012, 2014). Social media such as 
Facebook, Twitter, Instagram, Pinterest, 
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Snapchat, Vine and others arguably extend 
and intensify, but also alter, many forms of 
visuality in ways that directly question exist-
ing methods of interpretation. Social media 
are now fully integrated into social life such 
that they multiply mediate social life (Hand, 
2014a; Marres, 2012). They enable novel 
ways of organizing sociality while at the 
same time making social interaction availa-
ble for established and emerging modes of 
analysis, most clearly in terms of the visibil-
ity of social media interactions. A key chal-
lenge for visual studies researchers is whether 
and how to extend existing methodologies to 
social media forms. Similarly, for non-visual 
researchers in media and communications, a 
central question now is how to apply existing 
methods to the increasingly visual phenom-
ena encountered in and through social media.

There has been relatively little qualita-
tive research in this field. Initial responses to 
these challenges are taking several directions, 
focusing on rather different aspects of visual 
social media. First, there have been studies 
seeking to understand user behavior (rather 
than visual content) within explicitly visual 
social media platforms such as Instagram, 
identifying key motivations for using these 
sites among distinct populations using survey 
methods (e.g. Sheldon and Bryant, 2016). 
Second, analyses of large data sets comprised 
of social media data and metadata have 
traced temporal and spatial patterns of events 
made visible. This has included the use of 
Google Street View, sentiment analysis of 
Twitter data, mapping geo-tagged photos in 
Flickr, Foursquare check-in data, and so on 
(Hochman and Schwartz, 2012; Kisilevich 
et  al., 2010; San Pedro and Siersdorfer, 
2009). In line with the premise that it is the 
volume of images requiring analysis, many 
studies here have been quantitative in ori-
entation, seeking to develop algorithms for 
understanding complex patterns within thou-
sands of images or using the ubiquity of user-
generated images in Instagram to visualize 
the spatiotemporal dynamics of urban events 
(e.g. the Phototrails.net project). As part of the 

burgeoning digital humanities and ‘big data 
analytics’, these large-scale methodological 
innovations are often initially descriptive, but 
provide pertinent avenues for more specific 
qualitatively orientated research (Bruns and 
Burgess, 2012; Burgess and Green, 2009). It 
is not that new modes of quantitative research 
enabled through ‘big’ data visualizations 
replace qualitative data and analysis, but 
might complement one another or be recom-
bined in interesting and productive ways.

Third, for others, the use of a range of qual-
itative methods such as in-depth interviewing, 
discourse and content analysis, has proved 
particularly useful in contextualizing a range 
of social media data (see boyd and Crawford, 
2012; Miller, 2011) and these have the poten-
tial for researching the visual specifically.

There are three clear methodological 
issues regarding images in social media. 
First, the sheer volume of images present 
in social media platforms and the increas-
ing rate of upload confront the qualitatively 
oriented researcher with novel problems of 
scope, scale and selection. It could be said 
that the numbers of ‘found’ images mean 
we have to abandon any idea of analyzing 
individual ones. Secondly, the production, 
distribution or ‘circulation’ of these images 
through different devices and platforms 
makes it very difficult to treat them as simply 
analogous to print images. Third, the alter-
able and malleable nature of these images 
raises difficult questions about establishing 
the contexts of interpretation, leading to the 
potential obscuring of the social practices of 
which the images are part.

All of this suggests complex dynamic rela-
tionships between the visual, social media, 
and practice that require careful methodo-
logical consideration. On the one hand, this 
presents new opportunities for drawing upon 
visual data to enrich our understanding of 
social media, and on the other hand, it illumi-
nates some key problems in analyzing social 
media data in general. I suggest these issues 
are further complicated if we expand our 
understanding of social media:
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•• As ‘visual phenomena’ in their own right
•• As the ‘means of circulation’ for visual objects 

of all kinds
•• As the ‘means of visualizing’ culture and 

social life
•• As sites for new ‘visual practices’
•• As diverse contexts for the interpretation of 

the visual
•• As visual modes of participation
•• As modes of participatory research.

If we adopt this broad view of visuality in 
social media there is much scope for ‘thick-
ening’ our accounts (Latzko-Toth, Bonneau 
and Millette, Chapter 13, this volume). Such 
visual overload would seem to offer unprec-
edented access to social life, given that 
people often share images of what they are 
doing, and substantial amounts of this visual 
data are accessible by researchers. Much of 
this data is also connected with locational and 
temporal data (see Klein and Reips, Chapter 25,  
this volume). There is a seductive pitfall, 
however, of treating visual phenomena as 
simply transparent or naturalistic rather than 
mediated and ambivalent, as direct evidence 
rather than a partial account or construction. 
Visual phenomena are ‘never transparent 
windows on the world. They interpret the 
world; they display it in very particular ways; 
they represent it’ (Rose, 2012: 2). This recog-
nition applies to individual and institutional 
practices of image making and sharing, but 
also to how particular ‘ways of seeing’ are 
socially and historically specific. A lack of 
recognition of this is evident in some attempts 
to visualize social media data using new data 
tools, where the visual form this takes is not 
subject to critical methodological reflection; 
for example, in the use of visualization tools 
for the structuring and analysis of social 
media data (e.g. Truthy for visualizing social 
media memes, http://truthy.indiana.edu/).

By contrast, in visual culture studies the 
central question of concern is commonly 
establishing meaning. This is not always 
treated as something to be gleaned solely from 
the image itself, but from the inter-textual 
dimensions of specific images and the social 

practices of which they are a part, becoming 
meaningful in viewing and circulation (see 
Sturken and Cartwright, 2010; Van House, 
2011). Intertextuality refers to how the mean-
ings of an image (or text) derive from that 
image but also from the meanings of other 
images and texts that might be closely related 
(a photograph within a particular newspa-
per text) or in broader cultural practices (a 
photograph being placed in a family album). 
Such meanings are made when people look at 
images, and allow them to be shared in par-
ticular ways (e.g. as a gift). The inter-textual 
visuality of social media allows us to exam-
ine broader issues of method, from access, 
scope and scale to indexicality, authenticity 
and ethics. These issues will be discussed in 
more detail later in the chapter.

Visual Culture and Social 
Media: issues and approaches

Many of the problems faced by social media 
researchers – how to assess meaning, how to 
develop critique, how to identify continuity 
and discontinuity – are paralleled with those 
interpreting visual culture (Banks, 2008; 
Heywood and Sandywell, 2012; Jencks, 
1995). In this section, I want to identify what 
might be novel in social media such that 
methodological innovation is required.

The scale and distribution dynamics of 
social media complicate issues of identify-
ing the original and subsequent sources of 
visual data, which in turn makes it difficult to 
establish meaning. With this in mind, a use-
ful orientation is Rose’s (2012: 19) articula-
tion of the three ‘sites’ where the meanings of 
images are made:

1	 the site of production, including the technologies, 
genre conventions, and socioeconomic condi-
tions shaping that production

2	 the site of the image itself, including its mean-
ings, its composition, and the effects it is thought 
to have, and
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3	 the site of ‘being seen’ by audiences, including 
how it is being interpreted and by whom, the 
range of viewing options, and the ways it is cir-
culated and displayed.

Rose (2012) argues that each of these sites 
has three modalities: technological, composi-
tional, and social. Multimodal research seeks 
to interpret the visual across these dimen-
sions, but also recognizes that communica-
tion is rarely confined to the visual. For 
example, in interpreting an image embedded 
within a Tweet, a researcher would seek to 
analyze the production, composition, and 
audiencing of the image, but also the textual, 
visual and classification (#) dimensions of 
the Tweet. The relative emphasis placed on 
each of these modalities (e.g. technical, eco-
nomic or cultural determinism) depends on 
the theoretical perspective and argument 
framing the analysis. In referring to this 
model of ‘sites’, we can identify ways in 
which social media might present methodo-
logical challenges. I will limit this discussion 
to images here, rather than video and other 
visual forms, although there are many simi-
larities at a general level.

Analyzing Images in Social Media

Qualitative research that seeks to identify 
and interpret the meaning of specific images 
or sequences of images tends to adopt one or 
several techniques. First, content analysis – a 
methodologically explicit way of analyzing 
texts or images involving quantitative and 
qualitative procedures (Bell, 2011; 
Krippendorff, 1980; Mitchell, 2011) – has 
been a significant technique across disci-
plines. Qualitative content analysis tends to 
look for ‘latent content’ in images that is 
primarily symbolic, or has underlying mean-
ings that can be systematically coded for 
(e.g. gender in advertising images). Social 
researchers usually distinguish between read-
ily available or ‘found’ visual data (advertis-
ing, publically accessible photos, etc.) and 

visual data produced by the researcher or 
research subjects within the context of the 
research. In this latter case, researchers might 
produce screen capture, stills or video of the 
activities being researched, or ask research 
participants to make visual accounts of their 
practices.

Selection and Classification
In either of these processes, a daunting prob-
lem for the social media researcher is how to 
identify and select images for analysis. There 
is nothing new about this problem, but social 
media enables access to billions of images 
that are at the same time difficult to classify. 
Even if the researcher limits their scope to 
taking screen shots of a social media gaming 
event, these might run into the thousands (see 
Boellstorff et  al., 2012). For qualitative 
researchers, the identification, selection and 
organization of visual materials always 
involve negotiating complex issues of 
sample, representation, authenticity and 
‘exhaustiveness’. For example, if we wanted 
to identify the dominant visual representa-
tions of social difference (e.g. race) during a 
particular event (e.g. protest) across a social 
media platform (e.g. Twitter), images could 
be selected through hashtags and coded 
accordingly. Given the aforementioned issues 
of scale, researchers have to constrain their 
analyzes to very discrete geo-temporal 
frames – tweets within a specific month, 
linked to a particular location, for example. 
Often, this will also require the use of the 
platform’s own codes and classifications 
(e.g. in Flickr, YouTube, Twitter) that then 
requires researchers to have a robust knowl-
edge of how those classifications will shape 
their analysis (see Rogers, 2013). A key 
example of this is the difficulties surrounding 
hashtag classifications. Researchers seeking 
to identify the ‘right’ hashtag to follow an 
event (e.g. a political demonstration) might 
select to follow the organizers’ classification, 
or identify emerging hashtags throughout the 
event. These will be different ways of clas-
sifying the boundaries, nature, content and 
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duration of any event, and thus involve cru-
cial negotiations with issues of power and 
authenticity. Similar issues arise in any clas-
sification such as ‘trending’, or categories 
such as ‘most popular’ or ‘most viewed’ in 
platforms such as Twitter or Netflix.

Another immediate issue for the researcher 
is to acknowledge the multiple sources of 
visual data in social media. Social media 
can make the source of the still or moving 
image unclear. Images might be corporately 
or institutionally produced and regulated, or 
they might be user-generated, and the distinc-
tion between these might be unclear and may 
change (e.g. images reclassified in Pinterest). 
Perhaps more significantly, there are plat-
form specific dynamics of making things 
visible and invisible, of classifying images 
differently. For users in a site like Flickr, 
uploaded images can be classified (tagged) 
and reclassified according to any number 
of subjective criteria from the ground up (a 
folksonomy), rather than in a top-down insti-
tutional framework. One of the difficulties 
for the researcher here is the role of largely 
invisible algorithmic processing in ordering 
images and thereby constructing a narrative. 
Photographic images are partly made mean-
ingful in relation to sequence (think here of 
the care in making family albums), and so 
knowing how and why that sequence has 
been organized is essential for establishing 
meaning and making any kind of selection of 
‘found’ images.

A related set of methodological approaches 
might be semiotics and discourse analy-
sis, focusing on the broader sign systems 
of which specific images are part (Penn, 
2000). As Rose (2012) has discussed, these 
approaches are not limited to understanding 
the image itself, but also how it is interpreted 
by audiences in specific social contexts. 
Briefly, a semiological approach to images 
attempts to take them apart and develop a 
critical analysis of how their meanings are 
generated. The meaning(s) of any particu-
lar image are related to broader systems of 
meaning (ideology) operating in a society 

(e.g. Alper, 2014; Ibrahim, 2015). Such sys-
tems might be dominant ideological forms 
of gender, ethnicity and class, examining 
how specific images (e.g. an advertisement) 
construct social difference in these ways. As 
advertising and branding have become ele-
ments within almost all social media, semiot-
ics can provide resources for ‘decoding’ these 
images, and also for looking at how people 
make use of ‘semiotic resources’ in participa-
tory social media practices (e.g. visual tropes 
in Pinterest). Recent research into the popu-
larity of politicians’ selfies on Twitter (Farci 
and Orefice, 2015), and how specific ele-
ments in consumer’s photos generate ‘word-
of-mouth’ marketing in social media (Farace 
et al., 2015) have employed combinations of 
visual and social semiotics, alongside content 
analysis to ‘decode’ sequences of images. 
The visual tropes associated with adver-
tising and marketing are part of a general 
vernacular in contemporary social media, 
especially Instagram, making the issues  
of ‘inter-textuality’ particularly significant. 
This has been central to discourse analyses 
of visual materials, which focus on the sites 
of images themselves in relation to a broader 
discursive framing. For example, we might 
approach the making and sharing of selfies as 
part of broader discourses of the ‘disciplined’ 
female body, the ‘makeover’, projected ‘hap-
piness’, or as discursive ‘technologies of the 
self’ (Hall, 2015). This would be another way 
of interpreting the meaning of these images. 
There are some emerging efforts to automate 
such analyses, through algorithmic APIs like 
Immaga.com. Like cultural analytics, these 
processes aim to categorize images on a large 
scale, identifying ‘context’ through match-
ing tags, colour extraction and basic visual 
characteristics, garnered toward companies 
understanding of how their brand might be 
visually managed.

What is a Digital Image?
There is a bewildering array of images in 
social media, from the banal to the iconic, the 
corporate to the activist. In tandem with 
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challenges of scale and source, social media 
researchers have to think about what a visual 
object in social media actually is. There is a 
basic distinction we can make between those 
approaches that view images in ‘realist’ or 
‘constructionist’ terms. In realist terms, 
images in social media (e.g. photos in an 
Instagram account) are approached in terms 
of whether their content accurately corre-
sponds to what it represents, allowing the 
researcher to potentially access and analyze 
the social world represented (in terms of self-
representation, say). In constructionist terms, 
those images would be approached as partial 
constructions of a social world (of gender 
norms, say). These approaches construct dif-
ferent ontologies of the image: on the one 
hand, the image is an evidential document of 
something else (communities, identities, 
events), where on the other hand, the image 
is more like an inter-textual site of discursive 
relationships. Both approaches may treat 
images as representational or pictorial forms, 
meaning that images are taken to represent 
something, regardless of whether this is 
thought to ‘mirror’ or ‘construct’ that object.

There is an extensive literature on debates 
about the question of how differently pro-
duced images might have specific qualities 
and effects. Briefly, analogue and digital 
images are produced differently, and can be 
altered and distributed in different ways. To 
what extent this alters the ways in which they 
are viewed and interpreted is a matter of con-
siderable debate (see Lister, 2013). In terms 
of photography, Barthes (1977) showed how 
the analogue image could have ‘indexical’ 
qualities – that it has a ‘being thereness’ 
because of the imprint of light – but the 
notion that this was ‘natural’ is itself a his-
torically and cultural specific way of think-
ing about visuality. In mobile cellphone and 
smartphone photography, often immediately 
streamed in social media, it would be easy 
to assume that reality has simply been ‘cap-
tured’ in this way, and can be interpreted on 
that basis. But it is not only that there will 
be multiple interpretations of images by 

different viewers (the sites of the audience), 
but also that the architecture of social media 
platforms shapes the possible and preferred 
meanings of images just like any other mode 
of classification (i.e. in the album, gallery, 
archive, or database).

Digital images uploaded to social media 
have several characteristics that make their 
interpretation arguably more complex than 
the printed photograph. As Murray (2013: 
174) argues, platforms such as Flickr encour-
age ‘transience’ rather than permanence. 
This is significant for the relationship 
between self-presentation and photogra-
phy, where ‘there is an accepted temporari-
ness to the sense of a public-presented self’ 
(Murray, 2013: 176). This does not mean 
that self-presentation in social media has no 
coherence or autobiographical narrative, but 
rather that such narratives embrace the speed 
and immediacy of social media and need to 
be understood in that light. In methodologi-
cal terms, this temporariness encourages 
‘presentism’, as images need to be contextu-
alized within the ‘feed’ or webpage ‘in the 
moment’. Archivists, for example, are finding 
this problem continually as they try to trans-
form digital visual objects into ‘documents’ 
(Hand, 2008). The same problem arises for 
the qualitative researcher, simply trying to 
make sense of single images in a dynamic 
stream. It is arguable that a methodological 
focus on single images may miss important 
dynamics of visual social media, especially 
regarding fluid inter-textual meanings.

As Lister has argued, all still photography 
was intertextual anyhow; the photographic 
image has always been inserted within other 
contexts that have given it meaning, it is never 
‘met in isolation’ (1995: 12). Anthropologists 
have long recognized this, where the mate-
riality of photographs has been the outcome 
of how they are used rather than how they 
have been made (Edwards and Hart, 2006). 
What is now the case, however, is the sheer 
difficulty of identifying and capturing stable 
moments of intertextuality, as images move 
into different contexts both across platforms 
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and mobile devices, and are meshed with 
other media forms and locational and tem-
poral data, or simply ‘layered’ on top of 
one another. Many social media applica-
tions have recently developed their image 
uploading and sharing capacities, transform-
ing themselves into primarily image-based 
media (e.g. Twitter, Facebook, Tumblr). In 
this sense, for some, images are explicitly 
communicative rather than commemorative 
(van Dijck, 2007), meaning that we have to 
conceptualize them differently as meaningful 
‘texts’. For example, in their significant work 
on the ‘networked image’ Rubenstein and 
Sluis (2008) argued that the significance of 
the ‘stream’ now outweighs that of the single 
image. The multiple ways in which images 
can be organized and reorganized in different 
sequences is quite different to the linear nar-
rative of the album:

Within this flow of images the value of a single 
photograph is being diminished and replaced by 
the notion of a stream of data in which both 
images and their significances are in a state of flux. 
Disassociated from its origins, identified only by 
semantic tags and placed in a pool with other 
images that share similar metadata, the snapshot’s 
resonance is dependent on the interface which 
mediates our encounter with it (Rubenstein and 
Sluis, 2008: 22).

It is also worth commenting here on our 
assumptions about human agency and image 
making. An important question with methodo-
logical implications is whether images have 
been produced ‘intentionally’ by subjects (i.e. 
Instagram selfies) or ‘automatically’ (i.e. video 
surveillance, face recognition), with the latter 
becoming more prevalent. The recent concept 
of the ‘algorithmic image’ (Rubenstein and 
Sluis, 2013) has been employed to understand 
how images in social media never reach a 
‘fixed state’ because they can always be altered 
or circulated in the future. This is highly sig-
nificant for how researchers identify and ana-
lyze images, and the claims they can make 
about their representative or ‘indexical’ char-
acter as their context changes through distribu-
tion. For example, the algorithmic image is not 

an image ‘of something’ and cannot be used in 
that sense, but can of course tell us something 
about the dynamics of algorithmic classifica-
tion in social media. Put in simpler terms, 
many social media images may have the same 
compositional form, especially in advertising, 
but the nature of their mobility and therefore 
their viewing are likely to be very different. 
Similarly, digital images are subject to differ-
ent forms of ‘decay’, from distribution in 
databases that are no longer readable, to 
almost immediate disappearance from one day 
to the next in applications such as Snapchat. 
This dynamic of ‘persistence’ and ‘potential’ 
is especially important for interpretations of 
visual memory in social media (see Hand, 
2014b).

As a consequence, social media research-
ers have to think about what specific images 
‘do’ socially over time and space and how 
this might be accessed and assessed given 
the multiplying audiences. In addition, the 
dynamics of social media are such that the 
question of ‘what people do’ with images 
becomes paramount to understanding com-
positional and interpretive issues. In other 
words, the ‘meaning’ and ‘doing’ aspect of 
images being researched will partly be an 
outcome of everyday practices, and cannot be 
assumed by appealing to the history of a prior 
medium (photography, film, print, and so on).

Analyzing Visual Traces and 
Circulations

As discussed above in reference to streams, a 
key component of visual social media is 
mobility. This means several things. First, the 
ways in which visual objects circulate 
through platforms, databases and devices. 
Second, how these processes are not simply 
user-directed, but involve algorithmic pro-
cesses that are often obscured from view 
(e.g. the underlying structures of ‘feeds’). 
Third, the sites of production, image and 
viewing can also involve mobilities in terms 
of people and devices being ‘on the move’ 
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(see Frith, 2015). All of these are involved in 
the production of ‘visual digital traces’ that 
are difficult to capture for analysis. Why is 
this? In terms of the images themselves many 
have argued that visual objects produced and 
stored in digital formats are ephemeral: 
sometimes fluid, often re-workable and less 
‘durable’ than print equivalents (Bowker, 
2005; Garde-Hansen, 2009; Hoskins, 2012; 
Murray, 2008; van Dijck, 2007, 2011, 2015). 
Much of this fluidity is the result of continual 
algorithmic classification and reordering dis-
cussed in recent scholarship on sociotechni-
cal agency (Gillespie, 2013; Schwarz, 2014). 
This has been well documented in relation to 
digital images: how images and the contexts 
of their interpretation are subject to continual 
reconfiguration in networked environments 
such as Flickr, Facebook and Pinterest, unlike 
in the photo album or shoebox (Lister, 2013; 
van Dijck, 2007).

The issue of context is central here. It is a 
common statement that, say, tweets are often 
‘taken out of context’, but there is an impor-
tant point here about how, methodologically, 
to know what the context of an image actu-
ally is. The dynamic combinations of people, 
devices, and platforms that form the sites of 
image production and consumption are not 
always easily identifiable simultaneously. 
In other words, there is a distinctive chal-
lenge in being able to identify the ‘sites’ of a 
social media image in relatively stable terms. 
For example, an object as simple as a tagged 
Facebook photo is being redistributed across 
these sites, and is subject to ongoing socio-
technical re-composition and re-audiencing. 
In social media, it is often the circulation 
of an image that is the primary focus rather 
than its composition – how many times is an 
image retweeted, shared, liked, deleted. With 
iconic images – some of those in the ongo-
ing Syrian refugee crisis for example – it is 
the multiplication of sites of viewing through 
social media that appears to ascribe affec-
tive power to the image. Furthermore, we are 
almost always dealing with multiple cultural 
forms – graphics, moving images, sounds, 

shapes, spaces, and texts mashed together 
and re-formed through metadata ‘tagging’ in 
social media and microblogging.

As such, a key problem with visual objects 
in social media is determining their context. 
There are quantitative methods for map-
ping ‘traces’ of ‘likes’ and other tags, but in 
qualitative terms the circulation of the ‘same’ 
image through different material contexts 
(e.g. phone, platform, screen, feed) shaped 
by algorithmic processes presents intractable 
problems of identifying multiplying audi-
ences, sites of interpretation, and therefore 
the ‘ways of looking’ crucial to understand-
ing meaning (Hartley, 2012). One approach is 
to focus on the vast numbers of visual objects 
but try to map patterns in what is being made 
visible and share in a geographically limited 
space through specific applications such as 
Instagram (Hochman and Manovich, 2013). 
Another is to try and understand the contexts 
of interpretation among users – how visual 
objects are being made, viewed and shared, 
but also how such objects are ‘performative’ 
in particular settings (Pink et al., 2015). I will 
concentrate on this latter, qualitative set of 
methods – particularly in-depth interview-
ing which may or may not be part of a larger 
ethnography – showing how they attempt to 
address key problems of content and context.

Practices of Image Making and 
Sharing

As visual technologies have become embed-
ded in a range of other consumer-level tech-
nologies (e.g. phones), visual communication 
has become part of the infrastructure of eve-
ryday sociality. Qualitative interpretive 
researchers are faced with more visual data, 
but more significantly with the embedding of 
visual data within multiple uses and diverse 
practices that are not necessarily ‘photo-
graphic’. Indeed, the general uses of social 
media are primarily visual in that they occur 
via screens; visual mediation via social 
media on portable screens has increased 
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exponentially. People routinely use still and 
moving images in ordinary communication, 
access the majority of news visually in social 
media, and co-exist with their personal 
screens (e.g. smartphones) as they go about 
their daily activities. For those researchers 
trying to understand how people are making, 
viewing, and distributing visual objects in 
social media there are significant debates 
about how to conceptualize social media. 
Digital ethnographic research has followed 
two main directions: detailed immersion 
studies of ‘life online’ (Hine, 2000; Kozinets, 
2010; Markham, 1999) and ethnographies of 
how the practices of everyday life incorpo-
rate and integrate (or not) elements of net-
worked media into the rhythms of place and 
practice (boyd, 2014; Quan-Haase et  al., 
2016; Miller and Slater, 2000; also Horst & 
Miller, 2006, 2012; and Miller, 2011). This 
latter direction provides insight into the 
embeddedness of social media in everyday 
life, employing methods of participant obser-
vation and in-depth interviewing to research 
practices of making, seeing, looking, and 
participation (see Ball and Smith, 2011; 
Buse, 2010; Gomez Cruz and Ardévol, 2013). 
I will privilege qualitative interviewing as 
one set of methodological practices that can 
address several problems raised so far. This 
is not to suggest that these are the ‘best’ 
methods for visual studies of social media; 
simply that they can fruitfully be used as part 
of a broad methodological toolkit.

In visual research that adopts a small-
scale qualitative or perhaps ethnographic 
approach, a common technique has been 
to conduct in-depth interviews with those 
making the images. There is a strong tra-
dition of in-depth interviewing in domes-
tic environments such as households, for 
example, where researchers try to generate 
a thick description of the contexts (Geertz, 
1973) in which family photography is prac-
ticed and made meaningful (e.g. Rose, 2014; 
Van House, 2011). The continued signifi-
cance of this approach lies in its deflation 
of the social media/daily life divide as part 

of a broader ‘de-centering’ of the digital 
within ‘digital ethnography’ (see Pink et al., 
2015). In this latter sense, social media are 
part of meaningful multi-sensory environ-
ments (Pink, 2012), with their many visual 
components experienced in particular physi-
cal places, rather than as an external virtual 
landscape. The notion that people simply 
‘look at’ images on the screen seems inade-
quate; rather, social media visuality involves 
‘moving through a digital environment while 
rooted in the materiality of our immediate 
circumstances’ (Pink, 2012).

Although most in-depth interviewing about 
images would likely involve some attention 
to specific images, there are approaches that 
aim to make the images themselves the focus 
of question and conversation. Interview par-
ticipants may be asked to handle and discuss 
images in order to generate new questions. 
This is particularly salient for understanding 
the ambivalence of specific images, or how 
their meanings have changed over time, or 
the significance of their materiality. From 
this perspective, digital visual objects and 
traces are often the unintended outcome of 
intersecting practices. Understanding this 
requires an analytic focus upon the material-
ity and mediating capacity of digital devices, 
in terms of the quotidian contexts in which 
they are used, and the ways in which com-
binations of devices and platforms enable 
accomplishment of diverse social practices 
(Couldry, 2015; Shove et al., 2012). In meth-
odological terms, this requires techniques 
such as in-depth interviewing, ethnographic 
participation and observation, and visual 
methods. For example, Boellstorff et  al. 
(2012) offer a comprehensive account of 
screen shot capture, video and audio capture 
of ‘virtual objects’, arguing that this is fruitful 
as part of a broader ethnographic approach to 
understanding virtual worlds.

One of the advantages of in-depth inter-
viewing in relation to social media is to avoid 
the reification of ‘social media’ as an onto-
logical domain rather than a complex range of 
situated meaningful practices (Miller, 2011). 
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However, in-depth interviewing potentially 
ignores compositional and technological 
issues, rarely moving beyond localized con-
texts that arguably miss the more challenging 
aspects of circulation described above. There 
are therefore clear limitations to a com-
plete reliance on interview data such as this. 
Researchers are prone to rely on people’s 
accounts of image content, there are often 
self-presentation issues that skew access to 
the detail of practices, and the fine grain of 
individual engagements perhaps neglects 
the formation of more ‘networked publics’ 
that remain hidden. Furthermore, while the 
argument might be made that ‘visual data’ 
often tells us about that data rather than the 
practices that have produced it, it might also 
be said that interview data tells us primarily 
about individual practices of self-reflection 
and confession, rather than the practices that 
they are actually referring to.

Given that social media involves multiple 
forms of visual content, in-depth interviews 
benefit from the incorporation of larger 
amounts of personal visual data into the pro-
cess. As Rose (2012) suggests visual research 
methods of this kind can reveal more than the 
interview talk itself. For example, a useful 
technique is to ask participants to download 
or make available a temporally defined per-
sonal data archive (or simply their Facebook 
timeline) prior or during interviewing in 
order to contextualize that data more ethno-
graphically, but also inter-textually through 
‘trace interviews’ where dynamic screen 
capture software is used to see how people 
navigate their images (see Dubois and Ford, 
2015; Latzko-Toth, Bonneau and Millette, 
Chapter 13, this volume). This requires atten-
tion to the reflexivity of both the interview 
process (co-construction of a narrative) and 
the sequencing and archiving of visual con-
tent (co-construction of visual content). For 
example, a participant may critically reflect 
on their timeline in ways that they might never 
do ordinarily, thus producing an account of 
visual phenomena that is constructed as a 
research artifact, but potentially rewarding in 

terms of revealing different registers of emo-
tion or affect.

In the remainder of the chapter, I will use 
the example of the ‘selfie’ to illustrate how 
social media researchers are negotiating 
these techniques and problems. Although 
selfies themselves are likely to morph into 
other cultural forms over time, I suggest here 
that analytically they offer us a particularly 
useful means for understanding visuality in 
social media in the longer term.

Researching Selfies as Visual 
Social media

In this final section I will use the example of 
the ‘selfie’ to briefly illuminate some of the 
issues above, showing how selfies have been 
approached methodologically in quite differ-
ent ways. Selfies are a particularly useful 
example of visual objects in social media. 
There are benefits and limitations to all these 
approaches, but when taken together we can 
get a sense of how mixed and multimodal 
methods might enable a promising – perhaps 
necessary – starting point for visual research 
in social media (Kress, 2010).

Selfies as Images

One approach has been to analyze the selfie 
in representational terms as a particular 
image or compositional genre, using con-
tent, semiotic and/or discourse analysis. In 
terms of the image itself, it has been argued 
that selfies constitute a ‘genre unto them-
selves, with their own visual conventions 
and clichés’ (Marwick, 2015: 141), as part 
of a more general shift toward visual self-
expression for consumption by others via 
social media. It is important to note the dif-
ferences in platforms here; people are 
engaged in arguably very different modes of 
self-presentation on Facebook, Flickr, 
Instagram and Twitter. In acknowledging 
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this, Marwick (2015) observes that 
Instagram has its own set of visual expecta-
tions with ‘nostalgic’ and ‘retro’ filters built 
into the app, shaping the possible aesthetics 
of how people display themselves. It is also 
significant that celebrities, who have been 
influential in making selfies such a signifi-
cant and recognizable aesthetic form, use 
Instagram routinely as a key element in 
personal branding. Selfie aesthetics, then, 
depend upon conjunctions of technology, 
self, practice and dominant expectations 
around impression management.

An aspect of selfie aesthetics is the extent 
to which images such as selfies are routinely 
altered. As Sheehan and Zervigón (2015) 
observe, while there is nothing new about 
photographic manipulation, the current prev-
alence of altered photography is part of a 
broader ‘makeover culture’ in the developed 
world, in which the body is increasingly sub-
ject to scrutiny and ‘improvement’. Through 
Photoshop and similar editing tools, the abil-
ity to crop, to remove blemishes, lighten 
and darken the skin, and so on, positions the 
selfie at the conjunction of immediacy and 
alterability.

Another direction beginning with the 
image shows how the composition of self-
ies indicates the limitations of analyzing 
images in isolation. The selfie is a ‘trace 
of action’ rather than indexical of ‘reality’ 
(Frosh, 2015). The selfie brings people into 
communicative or conversational practice, 
and ‘foregrounds the relationship between 
the image and its producer because the pro-
ducer and referent are identical’ (Frosh, 
2015: 1610). It says ‘see me showing you’ 
(ibid.). It is, for Frosh, a trace of the per-
formance rather than of an object (self). The 
key difference between the selfie and other 
modes of self-portraiture is the necessity of 
the arms length image – the arms are often 
visible in the image. The camera becomes 
incorporated in the image as part of the 
hand-camera assemblage. But the whole 
body also has to reshape itself to make the 
selfie happen. It is not ‘natural’, so to speak, 

because the smartphone has radically reor-
ganized relationships between body, space, 
and image. In all these ways, the selfie is 
a reflexive technology: it directs our atten-
tion toward the conditions and contexts of 
production. This includes ‘place expres-
sion’ (often indicated by tags and hashtags), 
expectations and conventions of embodi-
ment and mobility, and the malleability of 
self-identity. So, selfies are a novel form of 
image, in that they are an image of making 
an image (Frosh, 2015), but this immedi-
ately suggests that we need to think beyond 
the image itself in methodological terms, 
toward the intertextuality and sociotechnical 
construction of such images.

Selfies as Discursive

Selfies are already framed in a cultural con-
text that attaches value to them, most com-
monly in gendered terms, or as ‘evidence’ 
of generational orientations. The selfie is 
also enveloped in a broader news culture of 
‘scandal’, gossip and moral panics. In the 
case of selfies, such concerns are as much 
about camera phone technology and its cen-
trality to self-expression as it is about the 
images themselves (Miltner and Baym, 
2015). Questions such as when taking a 
selfie is acceptable, and who or what is suit-
able in the making of a selfie, and with who 
and through what means a selfie should be 
shared, and so on, have become moral ques-
tions, framed by existing gendered, raced 
and classed expectations. Indeed, selfie 
takers are routinely subject to social regula-
tion, particularly young women (Burns, 
2015). Burns argues that selfies have been 
gendered as ‘feminine’ when discursively 
framed as ‘trivial’ and embodying a ‘deval-
ued femininity’. Such an approach has 
employed content and discourse analysis to 
locate specific ‘signs’ in particular images, 
but position them inter-textually within 
dominant ideologies of gender, class, sexu-
ality and ethnicity, across broader news 
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networks. In this way, the pictorial or com-
positional elements of images are less sig-
nificant than their status as discursive 
modes of regulation. It is found that there 
are particularly significant gendered expec-
tations concerning sexual self-representa-
tion in selfies, with women experiencing 
greater levels of condemnation (see Burns, 
2015).

Selfies as Mobile and Mutable

Selfies appear and disappear rapidly across 
platforms, being both personalized and 
globally dispersed objects. Accordingly, 
another approach might be to think of the 
selfie as a more or less stable ‘moment’ in 
social media circulations or mobilities (see 
Hess, 2015). Selfies are distributed via 
social media, with that distribution ena-
bling ongoing re-contextualization and 
additional elements to be added (e.g. com-
ments, tags). Some selfies are conspicu-
ously ‘valued’ and others are not, depending 
on not only the image, but also the net-
works through which it is viewed. Following 
the movement of selfies through, say, social 
media platforms and mainstream media 
channels is one way of doing this. In the 
recent communications literature, there has 
been serious engagement with the selfie as 
a gendered performance (Albury, 2015), 
but also paying attention to how selfies may 
be positioned within networked publics. A 
key idea here is to employ methods that 
reveal how people classify visual objects. 
For example, according to Albury (2015) 
employing interviews to understand teens’ 
perceptions of selfies we find that individu-
als routinely make distinctions between 
‘public’ and ‘private’ selfies, particularly 
with pictures considered ‘sexual’ or ‘sexy’. 
Private selfies are not to be deliberately 
shared, but with the anxiety that they might 
be found by others looking at their phone. 
Public selfies are more communicative –  
of ‘presence’, of the ‘pursuit of likes’, of 

temporal and spatial location (Albury, 
2015: 1736). These are relatively strategic, 
often employing irony and sarcasm to 
deflate accusations of ‘finding an excuse’, 
especially, for semi-naked portrayals of the 
self.

Another example is how Lobinger and 
Brantner (2015) focus on the perception 
of authenticity in vernacular photogra-
phy. They employ a concept of ‘expressive 
authenticity’, whereby people evaluate 
selfies as equating with the true nature of 
the depicted person (or not) using a Q-sort 
design – in which participants rank a range 
of statements (variables) – and Q-factor 
analysis method – through which correla-
tions between those subjective viewpoints 
are identified. Asking participants to sort 
selfies into categories allows people to 
express thoughts about visual culture in 
ways that may have been impossible to 
voice (in an interview). They found that 
some of this authenticity is achieved some-
what self-consciously through filters and 
apps that produce a simulated analogue 
authenticity. Such expressive as opposed to 
‘nominal’ authenticity refers to the ‘moral 
features’ of the image, in its ability to rep-
resent the ‘true’ character and personality 
of the self (Lobinger and Brantner, 2015). 
In their study, some participants reject self-
ies as ‘inauthentic’ precisely because of the 
apparent staging or visibility of the photo-
graphic process – clearly imitating rather 
than representing the true nature of self. For 
others, the situation of the photograph (the 
ordinary or everyday) achieves authentic-
ity, rather than the person. Finally, the per-
ceived ‘fun’ of a selfie (rather than anything 
‘artistic’) denotes authenticity, relating 
to choosing ‘naturalness’ over ‘designed’ 
images. The study shows how the category 
of authenticity is ambivalent but not mean-
ingless concerning selfies, drawing upon 
audience expressions. Lobinger and Bratner 
(2014) have also employed this method to 
understand perceptions of visual portrayals 
of politicians.
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Selfies as Practices

A practice-oriented approach to visual social 
media positions selfies as the outcome of 
diverse practices. It is those practices – of 
‘presencing’, of political activism via 
hashtags and memes, of visual communica-
tion, of friendship maintenance, and so on - 
that we have to understand to make sense of 
the images (Gibbs et  al., 2015; Sweetman, 
2009). Following earlier studies of family, 
tourist or journalistic photography, this often 
entails interviewing and participant observa-
tion within geographically situated commu-
nities, users of particular apps, or participants 
within networked publics (Larsen, 2005; 
Lasén and Gomez-Cruz, 2009; Sarvas and 
Frohlich, 2011). This could also entail a 
mixed-method approach of the kind 
employed by Pink et al. (2015) as part of a 
‘digital ethnography’, in which visual 
resources are used as elements of method. It 
would explore people’s reflexive engage-
ments with devices and varieties of visual 
data, seeking to avoid any analytic separa-
tion of that data from the devices through 
which it is produced and circulated (e.g. 
Hand, 2012, 2014b). People’s image making 
and viewing devices are part of co-evolving 
systems both within and beyond the partici-
pants’ control, all of which is shaping their 
relation to the visual and therefore the visual 
data ‘we’ see in social media. There is con-
siderable promise in qualitative empirical 
data of this kind at present that pulls together 
devices, platforms, people, place and visual 
data in these ways, as a means to explore, 
for example, the management of connected 
presence and personal analytics. This could 
be a particularly useful way of grounding 
analysis of how new data visibilities are 
being enacted, negotiated and appropriated 
in daily life. It is worth reiterating that, as 
shown above, social media are the vehicle, 
form, context and mode of distribution of 
this visual object, and as such have to be 
approached in ways that enable all those 
‘modalities’ to be accounted for.

Conclusion

Visuality in social media prompts us to think 
about new methods. I suggest that this is 
initially a result of sheer volume, which argu-
ably produces properties requiring research 
in their own right. At present, research into 
the ubiquity of images tends to be quantita-
tive or pursues the cultural analytics route, 
seeking to pull the ‘global’ and ‘local’ 
together around specific events or though 
particular modalities. If we think qualita-
tively about specific images, observable 
streams of images, particular contexts of 
visual social media use and engagement, or 
the meaningful activities of producing, con-
suming and distributing images, then we tend 
toward the recalibration of established inter-
pretive methods in the social sciences and 
humanities. This might be content or dis-
course analyses, social semiotics, surveys, 
interviews, participant observation, and so 
on. I have intimated how each of these comes 
up against difficult problems when faced 
with the dynamics of social media.

I have stressed three particular issues in 
different ways throughout. First, images in 
social media are exponentially increasing  
in volume and also have several novel quali-
ties (not necessarily ‘essential’) including 
potential for unlimited algorithmic classifi-
cation, malleability, transience, and potential 
persistence. Second, relatedly, visual data 
circulates in social media in ways that are 
difficult to capture qualitatively. Third, the 
apparent transparency of visual social media 
obscures material contexts of engagement 
necessary to understand its dynamics. In other 
words, it is extremely difficult for researchers 
to identify and qualitatively analyze the mul-
tiple ‘sites’ of the image (production, image, 
audiences) that are beyond the platform and 
screen. The most challenging methodological 
issue for this kind of qualitative research is 
trying to research the relationships between 
these three dimensions and the issues of 
authenticity, trust and ethics that accompany 
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them. A brief focus on the selfie is sugges-
tive of how a multimodal, mixed method 
approach might begin to negotiate this, mov-
ing beyond an analysis of the compositional 
aspects of selfies and toward an acknowl-
edgement of the diversity of meaning-making 
contexts in which they are being produced, 
circulated and viewed. The emphasis here is 
precisely on understanding how people are 
making sense of the visual data they produce  
and is produced about them. I have privileged 
in-depth interviewing often employed as part 
of larger ethnographies simply because there 
is a dearth of qualitative empirical attention 
being paid to the ways in which people make 
sense of their own and others’ visual data in 
the course of everyday life. We know quite 
a lot about the kinds of visual objects that 
appear in social media, and are beginning to 
understand how these are structured and clas-
sified by the specific requirements of plat-
forms in negotiation or ‘struggle’ with their 
users (see van Dijck, 2015). Developments in 
quantitatively oriented research fields need to 
be complimented and enhanced by varieties 
of ‘small visual data’ that focus on the con-
stant production of visual data by ourselves, 
such as ethnographic analyses of the condi-
tions in and though which people routinely 
produce and consume visual objects. Visual 
data is indeed routinely produced and circu-
lated, but it is also reflected upon, negotiated, 
deleted, and analyzed by those producing it in 
presumably diverse ways. All of which raises 
novel ethical questions about the publicness, 
consent, and proper use of found visual mate-
rials (boyd and Crawford, 2012; Clark, 2012; 
Wiles et al., 2012).

References

Albury, K. (2015) ‘Selfies, sexts and s hats: 
Young people’s understandings of gendered 
practices of self-representation’, Interna-
tional Journal of Communication, 9(2): 
1734–1745.

Alper, M. (2014) ‘War on Instagram: Framing 
conflict photojournalism with mobile pho-
tography apps’. New Media & Society, 16(8): 
1233–1248.

Ball, M. and Smith, G. (2011) ‘Ethnomethodol-
ogy and the visual: practices of looking, visu-
alization, and embodied action’, in Margolis, 
E. and Pauwels, L., The SAGE Handbook of 
Visual Research Methods. SAGE Publica-
tions, London, pp. 392–413.

Banks, M. (2008) Using Visual Data in Qualita-
tive Research. SAGE Publications, London.

Barthes, R. (1977) Image, Music, Text, Tr. S. 
Heath, Fontana Press, London.

Bell, P. (2011) ‘Content analysis of visual 
images’, in van Leeuwen, D. and Jewitt, C., 
Handbook of Visual Analysis, SAGE Publica-
tions, London, pp. 10–34.

Boellstorff, T., Nardi, B., Pearce, C. and Taylor, 
T. L. (2012) Ethnography and Virtual Worlds: 
A handbook of method. Princeton University 
Press, Princeton, NJ.

Bowker, G. (2005) Memory Practices in the Sci-
ences. MIT Press, Cambridge, MA.

boyd, d. (2014) It’s Complicated: the social lives 
of networked teens. New Haven: Yale Uni-
versity Press.

boyd, d. and Crawford, K. (2012) ‘Critical 
questions for big data’, Information, Com-
munication and Society, 15(5): 662–679.

Bruns, A. and Burgess, J. (2012) ‘Researching 
news discussion on Twitter: New methodolo-
gies’, Journalism Studies, 13(5-6): 801–814.

Burgess, J. and Green, J. (2009) YouTube: 
Online Video and Participatory Culture. 
Polity, Cambridge.

Burns, A. L. (2015) ‘Self (ie)-Discipline: Social 
regulation as enacted through the discussion 
of photographic practice’, International Jour-
nal of Communication, available http://eprints.
whiterose.ac.uk/83965/ (accessed 30 July 
2015).

Buse, P. (2010) ‘Polaroid into Digital: technol-
ogy, cultural form, and the social practices of 
snapshot photography’, Continuum, 24 (2): 
215–230.

Clark, A. (2012) ‘Visual ethics in a contempo-
rary landscape’, in Pink, S. (ed.) Advances in 
Visual Methodology, SAGE Publications, 
London, pp. 17–35.

Couldry, N. (2015) ‘Social media: human life’, 
Social Media + Society, 1(1): 1–2.

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   228 08/12/16   3:53 PM

http://eprints.whiterose.ac.uk/83965
http://eprints.whiterose.ac.uk/83965


Visuality in Social Media: Researching Images, Circulations and Practices 229

Dubois, E. and Ford, H. (2015) ‘Qualitative 
Political Communication/Trace interviews: 
An actor-centered approach’, International 
Journal of Communication, 9: 2067-2091.

Duggan, M., Ellison, N. B., Lampe, C., Lenhart, 
A. and Madden, M. (2015) Social media 
update 2014. Retrieved January 5, 2016, 
from http://www.pewinternet.org/2015/ 
01/09/social-media-update-2014/

Edwards, E. and Hart, J. (ed.) (2006) Photo-
graphs, Objects, Histories: On the Materiality 
of Images. Routledge, London.

Farace, S., van Laer, T., Ruyter, K. and de Wet-
zels, M. (2015) ‘The Selfie: Understanding 
Visualization of Stories in Consumer Photos’, 
Available at SSRN: http://ssrn.com/
abstract=2638273 or http://dx.doi.
org/10.2139/ssrn.2638273

Farci, M. and Orefice, M. (2015) ‘Hybrid Content 
Analysis of the Most Popular Politicians’ Self-
ies on Twitter’, Journal of MeCCSA, 8(6).

Frith, J. (2015) Smartphones as Locative Media. 
Polity, Cambridge.

Frosh, P. (2015) ‘“Selfies” the gestural image: 
the selfie, photography theory, and kines-
thetic sociability’, International Journal of 
Communication, 9(22): 1607–1628.

Garde-Hansen, J. (2009) ‘MyMemories? Per-
sonal Digital Archive Fever and Facebook’, in 
Garde-Hansen, J., Hoskins, A., Reading, A. 
(eds.) Save As…Digital Memories. Palgrave, 
Basingstoke, pp. 135–150.

Geertz, C. (1973) The Interpretation of Cul-
tures: selected essays. New York: Basic Books.

Gibbs, M., Meese, J., Arnold, M., Nasen, B. and 
Carter, M. (2015) ‘# Funeral and Instagram: 
death, social media, and platform vernacu-
lar’, Information, Communication and Soci-
ety, 18(3): 255–268.

Gillespie, T. (2013) ‘The Relevance of Algo-
rithms’, in Gillespie, T., Boczkowski, P. and 
Foot, K. (eds.) Media Technologies: Essays on 
Communication, Materiality, and Society. 
MIT Press, Cambridge, MA.

Gomez Cruz, E. and Ardévol, E. (2013) ‘Per-
forming photography practices in everyday 
life: Some ethnographic notes on a Flickr 
group’. Photographies, 6(1): 35–44.

Hall, K. (2015) ‘Selfies and self-writing: cue 
card confessions as social media technolo-
gies of the self’, Television & New Media 17 
(3): 228–242.

Hand, M. (2008) Making Digital Cultures: 
access, interactivity, and authenticity. Ashgate, 
Aldershot.

Hand, M. (2012) Ubiquitous Photography. 
Polity, Cambridge.

Hand, M. (2014a) ‘From Cyberspace to the 
Dataverse’, in Hand, M. Hillyard, S. (eds.) Big 
Data? Qualitative Approaches to Digital 
Research. Emerald, Bingley, UK.

Hand, M. (2014b) ‘Persistent traces, potential 
memories: smartphones and the negotiation 
of visual, locative and textual data in per-
sonal life’, Convergence, August Online First.

Hartley, J. (2012) Digital Futures for Cultural 
and Media Studies. John Wiley, Chichester.

Hess, A. (2015) ‘The Selfie Assemblage’, Inter-
national Journal of Communication, 9(2): 
1629–1646.

Heywood, I. and Sandywell, B. (eds.) (2012) The 
Handbook of Visual Culture. Berg, Oxford.

Hine, C. (2000) Virtual Ethnography. SAGE 
Publications, London.

Hochman, N. and Manovich, L. (2013) ‘Zooming 
into an Instagram City: reading the local 
through social media’, First Monday, 18(7) July.

Hochman, N. and Schwartz, R. (2012) 
‘Visualizing Instagram: Tracing cultural visual 
rhythms’, Proceedings of the Workshop on 
Social Media Visualization in conjunction 
with the Sixth International AAAI Conference 
on Weblogs and Social Media (ICWSM–12), 
pp. 6–9.

Horst, H. and Miller, D. (2006) The Cell Phone: 
An Anthropology of Communication. Berg, 
Oxford.

Horst, H. and Miller, D. (eds.) (2012) Digital 
Anthropology. Bloomsbury, London.

Hoskins, A. (2012) Digital Network Memory. In: 
Erll, A. and Rigney, A. (eds.) (2012) Media-
tion, Remediation and the Dynamics of Cul-
tural Memory. Berlin/Boston: DeGruyter, 
91–106.

Ibrahim, Y. (2015) ‘Instagramming life: Banal 
imaging and the poetics of the everyday’, 
Journal of Media Practice, 16(1): 42–54.

Jencks, C. (ed.) (1995) Visual Culture. Rout-
ledge, London.

Kisilevich, S., Krstajic, M., Keim, D., Andrienko, 
N. and Andrienko, G. (2010) ‘Event–based 
analysis of people’s activities and behavior 
using Flickr and Panoramio geotagged photo 
collections’, IV ‘10: Proceedings of the 2010 

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   229 08/12/16   3:53 PM

http://www.pewinternet.org/2015
http://ssrn.com/abstract=2638273
http://ssrn.com/abstract=2638273
http://dx.doi.org/10.2139/ssrn.2638273
http://dx.doi.org/10.2139/ssrn.2638273


The SAGE Handbook of Social Media Research Methods230

14th International Conference Information 
Visualisation, pp. 289–296.

Kozinets, R.V. (2010) Netnography: doing eth-
nographic research online. SAGE Publica-
tions, London.

Kress, G. (2010) Multimodality: A Social Semi-
otic Approach to Contemporary Communi-
cation. Routledge, London.

Krippendorff, K. (1980) Content Analysis: An 
Introduction to its Methodologies. SAGE 
Publications, London.

Larsen, J. (2005) Families seen sightseeing: 
performativity of tourist photography, Space 
and Culture, 8: 416–434.

Lasén, A. and Gómez-Cruz, E. (2009) ‘Digital 
photography and picture sharing: redefining 
the public/private divide’, Knowledge, Tech-
nology & Policy, 22: 205–215.

Lister, M. (ed.) (1995) The Photographic Image 
In Digital Culture. Routledge, London.

Lister, M. (ed.) (2013) The Photographic Image 
In Digital Culture. Routledge, London. 2nd 
Edition.

Lobinger, K. and Brantner, C. (2015) ‘In the Eye 
of the Beholder: Subjective Views on the 
Authenticity of Selfies’, International Journal 
of Communication, 9: 1848–1860.

Markham, A. (1999) Life Online. Lanham: 
Rowman and Littlefield.

Marres, N. (2012) ‘The redistribution of meth-
ods: on intervention in digital social research, 
broadly conceived’, The Sociological Review, 
60: 139–165.

Marwick, A. (2015) ‘Instafame: Luxury selfies in 
the attention economy’, Public Culture, 27(1 
75): 137–160.

Miller, D. and Slater, D. (2000) The Internet: an 
ethnographic approach. Berg, Oxford.

Miller, D. (2011) Tales from Facebook. Polity, 
Cambridge.

Miltner, K. and Baym, N. (2015) ‘Selfies| the 
selfie of the year of the selfie: reflections on 
a media scandal’, International Journal of 
Communication, 9(15): 1701–1715.

Mitchell, C. (2011) Doing Visual Research. 
SAGE Publications, London.

Murray, S. (2008) ‘Digital images, photo-sharing, 
and our shifting notions of everyday aesthet-
ics’, Journal of Visual Culture, 7(2): 147–163.

Murray, S. (2013) ‘New Media and Vernacular 
Photography: Revisiting Flickr’, in Lister, M. 

(ed.) The Photographic Image in Digital Cul-
ture, 2nd edition, Routledge, New York.

Penn, G. (2000) ‘Semiotic analysis of still images’, 
in Bauer, M.W. and Gaskell, G., Qualitative 
Researching with Text, Image and Sound. 
SAGE Publications, London, pp. 227–245.

Pink, S. (ed.) (2012) Advances in Visual Meth-
odology. SAGE Publications, London.

Pink, S., Horst, H., Postill, J., Hjorth, L., Lewis, T. 
and Tacchi, J. (2015) Digital Ethnography. 
SAGE Publications, London.

Quan-Haase, A., Martin, K. and Schreurs, K. 
(2016) Interviews with digital seniors: ICT use 
in the context of everyday life. Information, 
Communication & Society, 4(5) 691–707.

Rogers, R. (2013) Digital Methods. MIT Press, 
London.

Rose, G. (2012) Visual Methodologies. Third 
Edition. SAGE Publications, London.

Rose, G. (2014) ‘On the relation between 
“visual research methods” and contempo-
rary visual culture’, The Sociological Review, 
62: 24–46.

Rose, G. (2014) ‘How digital technologies do 
family snaps, only better’, in Larsen, J. Sand-
bye, M. (eds.) Digital Snaps: the new face of 
photography. IB Taurus, London.

Rubenstein, D. and Sluis, K. (2008) ‘A Life More 
Photographic’, Photographies, 1:1.

Rubinstein D. and Sluis K. (2013) ‘The digital 
image in photographic culture; The algorith-
mic image and the crisis of representation’. 
In: The Photographic Image in Digital Cul-
ture, ed. Martin Lister, Routledge, London.

San Pedro, J. and Siersdorfer, S. (2009) ‘Rank-
ing and classifying attractiveness of photos 
in folksonomies’, WWW ‘09: Proceedings of 
the 18th International Conference on the 
World Wide Web, pp. 771–780.

Sarvas, R. and Frohlich, D. M. (2011) From Snap-
shots to Social Media – The Changing Picture 
of Domestic Photography. Springer, London.

Schwarz, O. (2014) ‘The past next door: Neigh-
bourly relations with digital memory-arte-
facts’, Memory Studies, 7(1): 7–21.

Sheehan, T. and Zervigón, A.M. (2015) ‘Intro-
duction’, in Sheehan, T. and Zervigón, A.M. 
(eds.) Photography and its Origins, Rout-
ledge, New York.

Sheldon, P. and Bryant, K. (2016) ‘Instagram: 
Motives for its use and relationship to 

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   230 08/12/16   3:53 PM



Visuality in Social Media: Researching Images, Circulations and Practices 231

narcissism and contextual age’, Computers in 
Human Behavior, 58: 89–97. Online First Janu-
ary 2nd.

Shove, E., Pantzar, M. and Watson, M. (2012) The 
Iynamics of Social Practice, SAGE, Los Angeles.

Sturken, M. and Cartwright, L. (2010) Practices 
of Looking: An Introduction to Visual Cul-
ture. Oxford University Press, Oxford.

Sweetman, P. (2009) ‘Revealing habitus, illumi-
nating practice: Bourdieu, photography and 
visual methods’, Sociological Review, 57 (3): 
491–511.

van Dijck, J. (2007) Mediated Memories in the 
Digital Age. Stanford University Press, Stanford.

van Dijck, J. (2011) ‘Flickr and the culture of 
connectivity: sharing views, experiences, 
memories’, Memory Studies, 4(4): 401–415.

van Dijck, J. (2015) ‘After connectivity: the era 
of connection’, Social Media + Society, 1(1) 
1–2.

Van House, N.A. (2011) ‘Personal photography, 
digital technologies, and the uses of the 
Visual’, Visual Studies, 25(1): 125–134.

Wiles, R., Coffey, A., Robinson, J. and Heath, S. 
(2012) ‘Anonymisation and visual images: 
issues of respect, “voice” and protection’, 
International Journal of Social Research 
Methodology, 15: 41–53.

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   231 08/12/16   3:53 PM



15
Coding of Non-Text Data

D i a n e  R a s m u s s e n  P e n n i n g t o n

This chapter overviews the domain of ‘non-
text’ data that can be found on social media, 
such as videos and photographs. It then out-
lines research methods that can be applied to 
analyzing and coding these non-text docu-
ments and their associated texts. These meth-
ods include compositional interpretation, 
quantitative content analysis, qualitative con-
tent analysis, and approaches related to con-
tent analysis such as document analysis and 
musical analysis. Analysis methods influ-
enced by cultural understandings stem from 
the disciplines of cultural studies, visual 
sociology, visual anthropology, semiotic 
analysis, and iconography/iconology. Finally, 
analyses influenced by social understandings 
involve discourse analysis, visual social 
semiotics, and multimodal research. The 
chapter concludes with a call for future 
development of methods specific to non-text 
data to continue advancing research in this 
emerging and essential area of social 
science.

Introduction

Non-text data possesses the unfortunate dis-
position of being described as what it is not 
rather than what it is. The non-text domain is 
defined as a wide range of formats which 
encompasses everything but language-based 
text, such as photographs, films, music, dia-
grams, charts, video games, paintings, and 
maps, all of which can be found in abun-
dance online (Rasmussen Neal, 2012). The 
exponentially growing presence of non-text 
documents on popular social media outlets 
such as Facebook, Twitter, Instagram, Flickr, 
Pinterest, Snapchat, YouTube, and Vine has 
created an opportunity for social science 
researchers to understand the products of 
digital society through analyzing this data in 
many formats. Like almost all social media 
content, non-text social media posts are natu-
ralistic. In other words, social media users 
post, share, and discuss items and topics of 
interest to them in their own settings and on 
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their own terms rather than in a controlled 
setting, thus avoiding any potential 
Hawthorne effect on their interactions (Adair, 
1984). Since they are posted online, rich data 
sources such as user-generated photographs 
and videos can be viewed, paused, and 
played back as many times as necessary in 
order to maximize the potential of the 
researcher’s analysis (Gibson, 2008).

Computer and information scientists 
attempt to automatically extract non-text 
data for quantitative or algorithmic analysis 
(Rorvig, 1993; Downie, 2003). These tech-
niques have not yet succeeded in identifying 
or communicating the interpretive, conno-
tative meanings that are important to social 
scientists; therefore, this chapter focuses pri-
marily on qualitative approaches. Researchers 
can think of non-text social media data as 
found documents, just as they would view 
photographs in a newspaper’s print archive 
as found documents. Also, due to the prolific 
social interactions that take place on social 
media websites, they can also observe how 
people interact with each other and with doc-
uments posted online (Markham, 2008). For 
example, a user-generated music video on 
YouTube can provide insight into how the cre-
ators of the video portrayed themselves, their 
surroundings, and the music. The viewers’ 
comments on the video can help researchers 
understand the culture surrounding the video, 
viewers’ opinions of the video, and the affec-
tive and intertextual features that are impor-
tant to a given fan community (Rasmussen 
Pennington, 2016). Researchers have been 
studying the psychological and sociological 
impact on users who interact with non-text 
documents on social media. In one study, 
75% of young people aged 18–29 said they 
posted photos on Facebook. Viewing their 
friends’ Facebook photos caused them to feel 
self-conscious about their bodies (Hayes, van 
Stolk-Cooke, and Muench, 2015).

The continuously growing number of 
non-text documents shared on social media 
demonstrates the opportunity and the need 
for social science researchers to make use of 

these artefacts. For example, the photograph 
sharing website Flickr has 115 million users 
(Flickr, 2015), 300 million photographs are 
uploaded to Facebook daily (Zephoria, 2015), 
and 8,333 videos are uploaded every minute 
to the video sharing website Vine (Smith, 
2015a). In 2014, 26% of online adults used 
Instagram, and 28% of them used Pinterest; 
both of these websites centre on photograph 
sharing (Pew Research Center, 2014). Society 
can only expect these numbers to continue 
increasing, as they have since the inception 
of Web 2.0.

Despite these proliferations, very few 
methods have been developed specifically 
for analyzing non-text social media data, or 
for non-text data in general. Content-rich, 
non-text documents such as photographs 
and videos have historically been overlooked 
due to the high priority that textual language 
holds in social science research (Bauer, 2000,  
p. 278). However, ‘[L]anguage is not at all 
at the centre of all communication’ (Iedema, 
2003, p. 39), so it is useful to incorporate 
documents that exist in a range of formats as 
research data. Pauwels (2011) stated, ‘social 
scientists are well-prepared to derive valua-
ble knowledge from sources other than verbal 
or numeric’ (p. 573), but he also stressed that 
social scientists are lacking in research tools 
to create this knowledge. Visual data is per-
haps more complex to decipher than printed 
text, but both are necessary and one informs 
the other. Van Leeuwen (2008) described the 
relationship as follows: ‘words provide the 
facts, the explanations … images provide 
interpretations, ideologically colored angles, 
and they do so not explicitly, but by sugges-
tion, by connotation, by appealing to barely 
conscious, half-forgotten knowledge (Berger, 
1972)’ (van Leeuwen, 2008, p. 136).

Standard social science analysis meth-
ods can be applied to non-text data, but they 
require slightly different approaches. The 
subjective nature of interpreting non-text 
documents is a unique concern to qualitative 
social scientists because their concrete, deno-
tative elements are not easily extracted as 
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they are in text-based documents (Svenonius, 
1994). Keywords and subjects can be directly 
pulled out of a textual document, but in order 
to find the subject of a photograph or a video, 
researchers must either locate the associ-
ated caption, title, or description, or assign 
a denotation based on their own analysis. As 
this chapter will demonstrate, it is sometimes 
useful to analyze non-text documents such as 
photographs in conjunction with their associ-
ated textual counterparts. Photographs are not 
words, and words are not photographs. While 
ideas can get lost in translation between the 
two modes of communication, each provides 
something different and complementary 
to the viewer (O’Connor and Wyatt, 2004; 
Neal, 2010a). Neal (2010a) referred to a 
photograph and its associated tags, captions, 
descriptions, and viewer comments that are 
posted on a social media website as a ‘pho-
tographic document’ because the text and 
the image work together to create meaning 
(Lemke, 2002).

For example, imagine a couple has posted 
photographs of their Caribbean honeymoon 
on a social media website. The pictures will 
connote different meanings for the couple 
than they will for their friends and family, 
and friends and family will interpret them 
differently than strangers will. The couple 
knows without looking at the photos’ associ-
ated textual descriptions that the pictures rep-
resent their honeymoon, and the photos help 
them recall how they felt and what they did 
when they were there. Friends and family will 
remember attending the wedding, and they 
will easily recognize the couple in the photos, 
but they will not be able to associate the same 
memories with the photographs because they 
did not take the trip. If the photos are marked 
as public on their social media website, any-
one can view them. Members of the general 
public will see a couple enjoying a beach, but 
they would not know exactly who the peo-
ple are. They also would not know that the 
photos represented a honeymoon, or that they 
were in the Caribbean, without reading the 
associated tags or captions.

Some non-text research requires active 
engagement from participants, such as photo 
elicitation, in which participants are shown 
photos and are asked to discuss their con-
tent and meaning (Collier, 2001). Photovoice 
is a method in which participants are asked 
to take pictures on the topic of the research 
and they are then interviewed about their 
photographs (Watson and Douglas, 2012). 
Other non-text studies are performed using 
researcher-created data, such as video record-
ings shot during live observation (Banks, 
2007). The practice of ethnomethodology, 
which studies conversations and how people 
interact socially, can benefit from using video 
recordings because ethnomethodologists can 
not only transcribe the dialogue, but they 
can also observe non-verbal communica-
tion (Goodwin, 2001; Banks, 2007; Ball and 
Smith, 2011).

Since the focus of this handbook is social 
media research methods, this chapter will 
summarize approaches that can be used to 
analyze non-text social media data, which 
are ‘found’ or pre-existing documents. These 
approaches can be used in a variety of dis-
ciplines. According to Banks (2007), ana-
lyzing found images ‘is generally practiced 
by scholars in the fields of communication 
studies, cultural and media studies, and infor-
mation design, although sociologists, anthro-
pologists, and others have also contributed’ 
(p. 37).

When designing a non-text study, the 
following overarching questions must be 
answered:

•• Theoretical approach: What theoretical approach 
and analysis method will be used? Banks (2007) 
recommended choosing the theoretical approach 
and the method of analysis before finding data.

•• Data identification: What types of documents will 
be analyzed? For example, are they still images 
(photographs) or moving images (videos)? In 
part, the form dictates what information can be 
gathered from the data (Banks, 2007). For exam-
ple, a video can demonstrate sequential actions, 
while a photograph can capture only a single 
instant in time.
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•• Scope or boundaries: What exactly will be 
included in the analysis? A study comprised of 
only visual analysis will enable the researcher to 
look at the images or videos, but will not incor-
porate the context that accompanying text can 
provide (van Leeuwen and Jewitt, 2001).

•• Unit of analysis: What is the unit of analysis? 
Comparing and contrasting dog photographs 
with cat photographs would require using a 
collection of images as the unit of analysis. 
Conversely, looking at how happiness is con-
veyed in photographs would call for an individual 
image as the unit of analysis (van Leeuwen and 
Jewitt, 2001; Neal, 2010a).

This introduction has overviewed the domain 
of ‘non-text’ data that can be found on social 
media, such as videos and photographs. The 
chapter will next outline research methods 
that can be applied to analyzing and coding 
these non-text documents and their associ-
ated texts. They are listed in Table 15.1. The 
methods include compositional interpreta-
tion, quantitative content analysis, qualitative 
content analysis, approaches related to con-
tent analysis such as document analysis and 

videography, and musical analysis. Other 
methods stemming from cultural and social 
epistemologies will be covered as well.

Compositional interpretation

Before embarking on one of the analysis 
methods described later in this chapter that 
incorporate surrounding cultural and social 
contexts and other elements into non-text 
analysis, it could prove useful to first per-
form what Rose (2012) calls ‘compositional 
interpretation’ (p. 51), which is concerned 
with the appearance of an image on its own. 
While this method primarily applies to paint-
ings, it can be applied to any visual image, 
including photographs, films, and the  
socially oriented Massive Multiplayer Online 
Role Playing Games (MMORPGs), which 
contain a practically infinite number of 
images. Rose (2012) suggested looking at 
content, color (hue, saturation, and value), 
spatial organization (the geometrical per-
spectives of the image’s layout), film editing, 
and the image’s affective expression. For 
example, in Figure 15.1, the author’s photo-
graph of one of her dogs enjoying the water 
communicates a happy, joyous feeling when 
the viewer looks at her blissful face. When 

Figure 15.1 T he author’s ‘happy’ dog

Table 15.1 O verview of research methods 
for non-text social media data

Method Key citation(s)

Compositional 
interpretation

Rose, 2012

Quantitative content 
analysis

Bell, 2001; Banks, 2007; 
Rose, 2000; Rose, 2012

Qualitative content 
analysis

Julien, 2008; Mayring, 
2000

Document analysis Prior, 2008; Saumure and 
Given, 2008

Videography Knoblauch and Tuma, 2011

Musical analysis Bauer, 2000

Cultural studies Lister and Wells, 2001

Visual sociology/
anthropology

Collier, 2001; Pauwels, 
2012

Semiotic analysis Penn, 2000

Iconography/iconology Müller, 2011

Discourse analysis van Leeuwen, 2008

Visual social semiotics Jewitt and Oyama, 2001

Multimodal research Iedema, 2003

Multimodal ethnography Dicks et al., 2006
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the author posted this photograph on her 
Facebook account, she received comments 
from her friends such as ‘Happy dogs make 
life worthwhile!’ ‘She’s smiling!’ ‘Happy 
dog!’ and ‘That pic is so epic lol’. These 
comments validate the compositional inter-
pretation that the author would have applied 
to it. Other research by the author (Neal, 
2010a; Neal, 2010b) has shown that pets and 
smiling faces are two items that are associ-
ated with Flickr photographs tagged with the 
word ‘happy’.

Content analysis

Content analysis, which allows researchers 
to classify their data into meaningful catego-
rizations, can be performed either quantita-
tively or qualitatively. An overview of each 
type follows.

Quantitative Content Analysis

In some cases, content analysis is positivist 
and quantitative, and the aim is to be as 
objective as possible. When performing 
quantitative content analysis, researchers 
count the manifest, denotative content that is 
under scrutiny, which is what makes it quan-
titative in nature. The researcher provides a 
list of codes to two or more coders, and the 
coders are asked to code the data in the same 
fashion, which hopefully leads to reliability 
in the study. It can be used to analyze any 
type of data that can be observed concretely 
(Bell, 2001; Banks, 2007). Banks (2007) 
explained that in content analysis of film, the 
researcher can also code for elements unique 
to moving images, such as video editing, 
dialogue, and background music.

Imagine that a researcher is investigating 
what types of photographs people post of their 
pets. A sample of 100 pet photographs could 
be collected by searching for ‘pets’ on Flickr 
or another photograph-sharing website. The 

unit of analysis would be each image. One 
variable might be ‘type of pet’ and possi-
ble values might be ‘dog’, ‘cat’, ‘bird’, and 
‘fish’. Another variable could be ‘humans in 
photograph’ and the values could be ‘0’, ‘1’, 
‘2’, and ‘3 or more’. The results might find 
that in the sample, there were 42 dog pictures, 
37 cat pictures, 12 bird pictures, and 9 fish 
pictures. Seventy-six pictures had no humans 
present, 17 had one human, and 7 had two 
humans. This study would obtain reliable 
results if the coders have received applicable 
codes and appropriately detailed instructions. 
However, this approach to studying images 
cannot answer questions about the context or 
environment surrounding the pictures, and it 
cannot incorporate the thoughts of the crea-
tors or the viewers (Bell, 2001). Additionally, 
analyzing the content of a still image, such as 
a painting or photograph, using quantitative 
content analysis might define what the pic-
ture is of, but it will not tell the researcher 
what it is about (Shatford, 1986). While con-
tent analysis can be applied to a wide range 
of data types, some types are specifically 
designed for the purpose of studying non-
textual documents, such as videography.

Rose (2000) outlined another approach to 
using content analysis for video. She devel-
oped the method for television originally, 
but it can be applied to any video contain-
ing social interactions. The transcription 
includes not only the verbal dialogue, but 
also elements such as the angle of the cam-
era, lighting, and music that correspond in 
time to the dialogue. Next, ‘[d]evelop a cod-
ing frame based on the conceptual analysis 
and preliminary reading of the data set: to 
include rules for the analysis of both visual 
and verbal material; to contain the possibility 
of disconfirming the theory; to include analy-
sis of narrative structure and context as well 
as semantic categories’ (p. 261). The videos 
are then coded using the coding frame, and 
frequency tables are created for both the vis-
ual and verbal units of analysis. Rose (2000) 
emphasized the importance of using quota-
tions to enhance the numerical results.
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Other sources can be consulted in order 
to learn more about the quantitative content 
analysis process in general (Krippendorff, 
1980). Rose (2012) provided a description of 
the process as it applies to images. After find-
ing the images to analyze using an appropri-
ate sampling strategy, create a list of codes 
to be applied; codes should be exhaustive, 
exclusive, and useful. Coders can record 
what codes they have assigned to each image 
in a spreadsheet, in data analysis software, 
or on index cards. Frequency counts are then 
produced from the coding results.

Qualitative Content Analysis

Content analysis was originally developed as 
a quantitative analysis method, but it can also 
be performed qualitatively. While quantita-
tive content analysis can answer ‘what’ ques-
tions, qualitative content analysis can answer 
‘why’ questions as well as investigate per-
ceptions (Julien, 2008, p. 121). It is tradition-
ally applied to text, but it can be used with 
visual data such as videos and pictures. 
When applying qualitative content analysis 
to photographs, ‘the researcher may identify 
content as straightforwardly as identifying 
objects evident in photographs or may con-
duct more subtle analyses of symbolic com-
munications that can be unconsciously 
determined from a physical space’ (Julien, 
2008, p. l21).

When performing qualitative content 
analysis, the codes or themes are produced 
through inductively analyzing the data in 
detail (Julien, 2008). The codes can represent 
categories that exist at a surface level, such 
as what is physically present in a picture, or 
they can reflect deeper levels of meaning, 
such as symbolic or connotative meanings. 
Performing iterations of analysis, and using 
more than one coder to complete it, creates 
its credibility. According to Julien (2008), a 
60% level of agreement between two coders 
is considered an acceptable level of agree-
ment in qualitative content analysis. Mayring 

(2000) provides a detailed explanation of 
how to approach content analysis inductively 
and iteratively.

Document Analysis

Document analysis, an analysis method in 
which existing documents are the data source 
rather than elicited data such as interview 
transcripts, is frequently performed using 
qualitative content analysis such as thematic 
coding and grounded theory. It can also 
involve quantitative content analysis or dis-
course analysis (Prior, 2008; Bowen, 2009). 
The documents to be analyzed can be in text 
or non-text format, such as video, audio, 
maps, and photographs (Prior, 2008; Saumure 
and Given, 2008). Existing documents such 
as items that have already been shared on 
social media are an unobtrusive data source 
for social scientists, because they do not have 
to ask people to participate or answer ques-
tions (Prior, 2008). With document analysis, 
researchers can look at ‘how individuals 
experience life events’ (Saumure and Given, 
2008, p. 927). For example, Instagram photo-
graphs could be analyzed to develop themes 
around how youth communicate the events in 
their daily lives to their followers based on 
the photographs they shoot and share.

Videography

Videography, defined as ‘the interpretive 
video analysis of social interaction’ 
(Knoblauch and Tuma, 2011, p. 427), is a 
form of content analysis that is used in natu-
ralistic settings. Videographers start their 
research process by finding video clips of 
interest through ethnographic approaches. 
Clips are coded iteratively using an approach 
similar to grounded theory (Strauss and 
Corbin, 1998). Codes are first informed by 
pre-existing knowledge, such as ethnographic 
data. Later codes make use of the deeper 
sequential analysis performed throughout the 
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study, such as transcripts of the videos and 
the order in which visually observable physi-
cal action takes place (Knoblauch and Tuma, 
2011). The focus of the camera, and the order 
in which things happen in the clips, are 
important for coding and interpretation. Other 
methods, such as observation and interviews, 
are used to gain relevant contextual knowl-
edge that also informs coding. It is possible to 
imagine using videography with many differ-
ent user-generated found videos, including 
family interaction and classroom participa-
tion. With the 300 hours of video content that 
is uploaded per minute to YouTube, a range 
of user-generated video content is available 
for researchers to analyze (Smith, 2015b).

Musical analysis

Music by itself must be considered sepa-
rately from other types of documents because 
it cannot be analyzed in the same way. This 
is largely due to the fact that music has very 
little connotation on its own; in other words, 
it holds little meaning itself apart from the 
meaning that its listeners attach to it, such as 
nostalgia or happiness. As Bauer (2000) 
questioned, ‘The status of music is contro-
versial: can music carry meaning on its own, 
or only in conjunction with images or lan-
guage?’ (p. 278).

Very little has been written about the use 
of music in social media research, although 
it should take priority, because music is an 
essential component of the human sociocul-
tural experience (Bresler, 2008). According 
to Bresler, the ‘sociology of music’ incor-
porates sociological research approaches ‘to 
examine the role of music in society and to 
study music behaviour and attitudes as part 
of social action’ (p. 535). Whether people are 
sharing links to music videos by their favorite 
artists, creating their own music to share with 
others, or commenting on shared music, their 
posts can provide perspectives about cultures 
and opinions. Ethnomusicology is a method 

that helps researchers understand the role 
that music plays in a particular culture (Nettl, 
1983). Additionally, music creates a sig-
nificant emotional impact on people (Juslin 
and Sloboda, 2010; Rasmussen Pennington, 
2016). It can change how people react to 
visual documents such as film (Bravo, 2014). 
Interplay frequently exists between music 
and associated images, such as in the case 
of music videos; this interplay can influ-
ence meaning (Cook, 1998; Vernallis, 2013; 
Werner, 2012). For these reasons, it is impor-
tant to not discount music as a data source.

Bauer (2000) provides a process for find-
ing social and cultural meaning in music. 
First, transcribe the music in a way that 
makes sense for the research, such as stand-
ard Western music notation or ‘acoustic cues’ 
(Juslin and Laukka, 2003, p. 770). Next, 
keeping in mind that music holds more deno-
tation than connotation, look for meaning in 
the music. It may exist in internal, intertex-
tual references to other music, or it could be 
found externally, such as in a reminder of 
the listener’s past memories. Bauer explains 
how to analyze musical features, including 
its melody, harmony, dynamics, form, and 
orchestration, to characterize music, and he 
shows how each feature can express intan-
gible qualities such as cultural information 
(Bauer, 2000).

Neal et  al. (2009) used qualitative con-
tent analysis to explore how users of the 
music website last.fm tag emotion in music. 
They examined the musical features present 
in songs that were frequently tagged with 
each of the five basic emotions proposed by 
Power (2006): happy, sad, anger, disgust, and 
fear. Songs tagged with ‘Happy’ elicited the 
highest level of agreement among the cod-
ers, especially on the ‘Pitch’ and ‘Temporal’ 
musical facets. The researchers questioned 
whether other emotions, and other musical 
features, prompted a high enough level of 
agreement among the coders to be able to say 
that there is a universality present in how peo-
ple denote music. More exploration in this 
area is needed; the results were inconclusive.
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Non-text analysis methods 
influenced by culture

A variety of disciplines offer methods for 
analyzing non-text documents that take cul-
tural influences into account. These disci-
plines include cultural studies, sociology, 
anthropology, and semiotics. The methods 
are discussed in detail in this section. This 
section should be considered in tandem with 
the following section on methods incorporat-
ing social influences, because social and 
cultural influences frequently exist together. 
The distinction is made in this chapter for 
grounding the reader’s understanding in the 
predominant influence present in each 
method.

A Cultural Studies Approach

Lister and Wells (2001) discuss the applica-
tion of approaches from the cultural studies 
field, which ‘is interested in the enabling and 
regulating institutions, and less formal social 
arrangements, in and through which culture 
is produced, enacted and consumed’ (p. 61) 
to analyzing images. Cultural studies 
researchers look for the relationship between 
cultural production and social practices, 
which can be readily studied through images 
created by members of the culture. The first 
step in the process of analysis is to consider 
the context of the viewing: determine where 
the image exists socially and physically, and 
why a consumer might be looking at the 
image. For example, when people post pho-
tographs on social media, they intend for 
their friends to see them, and their friends 
will look at the photos if they want to find out 
what is happening in their lives. Next, ana-
lyze the context of production: how did the 
image get there? In most cases involving 
social media, this answer will be quite 
simple: the person or institution holding the 
account posted it.

When analyzing the image itself, consider 
its semiotics (discussed later in this section). 

In the case of photographs, look at the com-
position of the image, such as how it was 
framed, the gaze of any people in it, the cam-
era’s position, and the background. These 
comprise the ‘photographic code … A set of 
signs that, taken together, means something 
to us’ (Lister and Wells, 2001, p. 76). Visual 
elements in a photograph, including how 
people are dressed, body language, and inan-
imate objects present in the image provide 
social clues about the context of the image; 
for example, what can be learned about peo-
ple in a picture if they are smiling, gathered 
around a tree, and wearing winter clothing?

Lister and Wells (2001) acknowledged 
that cultural studies is not prescriptive in its 
method of analysis; rather, it holds strengths 
in using a variety of methods and in encour-
aging researchers to draw on their individual 
experiences. They pointed out how ‘pho-
tographs are often treated as if they were a 
source of objective and disinterested facts, 
rather than as complexly coded cultural 
artefacts’ (p. 89). It is, therefore, up to the 
researcher to learn how to decode photos in 
order to understand the social and cultural 
contexts in which a photo was shot.

Visual Sociology and Visual 
Anthropology Approaches

Pauwels (2012) provided a framework for 
performing research in visual sociology and 
visual anthropology, which ‘are grounded in 
the idea that valid scientific insight in society 
can be acquired by observing, analyzing, and 
theorizing its visual manifestations: behavior 
of people and material products of culture’ 
(p. 179). Found images, such as the ones a 
researcher would collect on social media 
websites, will communicate historical, social, 
and cultural information of both the photog-
rapher and the viewers, but it may not be 
possible to learn the history of the images 
because the photographer is not present to 
discuss it. In visual sociology and visual 
anthropology, researchers should look at 
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what is depicted as well as how objects are 
represented. Despite this unique approach, 
Pauwels (2012) insisted that visual research 
should not be treated as a specialized type of 
sociological research, but rather as an 
approach that influences the entire research 
process.

While Pauwels (2012) covered the frame-
work, Collier (2001) outlined the specific 
steps in how to perform a study using vis-
ual anthropology. In what he called ‘direct 
analysis’, the researcher uses the content of 
images as data. First, look at the dataset as a 
whole and write down the feelings, impres-
sions, and questions that come to mind. Next, 
log all the images and consider categorizing 
them if necessary. Then structure the analy-
sis, answer specific questions, conduct sta-
tistical analysis as appropriate, and describe 
them. Finally, return to the dataset as a whole 
and write the conclusions. Collier (2001) 
noted the value in comparing images side by 
side within each step in this process. Direct 
analysis can also be used with sound and 
with video.

For example, imagine researchers perform-
ing direct analysis on a set of Twitter photo-
graphs and videos posted by attendees of a 
rock concert. The researchers want to learn 
more about the fan culture of the particular 
band. Viewing all the items located that were 
shot at the concert can provide an overview 
of what the concert experience was like gen-
erally, such as an anxiously excited audience, 
a crowded stadium, and long lines for pur-
chasing refreshments. The overview should 
then be written down. Then, each image and 
video might then be viewed individually to 
determine what aspect of the concert it por-
trays, such as the band’s performance, fans’ 
behaviors toward the band, and interactions 
between fans. Next, the researchers could 
then answer their research question about 
the fan community and culture by comparing 
each document to one another, describing the 
set of visual documents qualitatively through 
description, and describing the set quantita-
tively through statistics. The answers to the 

research questions and the discussion can 
then be written.

Semiotic Analysis

Semiology, or the study of signs, leads to 
‘detailed accounts of the exact ways the 
meanings of an image are produced through 
that image’ (Rose, 2012, p. 106). Semiological 
analysis focuses on the image itself as well as 
the composition of the image, since the com-
position of the image contains the signs. 
Semiotic studies are used for ‘approaching 
sign systems systematically in order to dis-
cover how they produce meaning’ (Penn, 
2000, p. 227). In pictorial semiotics, ‘pic-
tures are signs’ (Nöth, 2011,  
p. 300).

In semiotics, a sign is the most basic level 
of language, and a sign contains two parts: 
the signified, which can be an abstract or 
concrete idea or object (‘a furry, four-legged 
animal that loves humans’) and the signifier, 
a word or image that is connected to the sig-
nified (‘dog’) (Saussere, 1966). Semiotics is 
used frequently in advertising to sell prod-
ucts. Looking at humans as signs in adver-
tisements can help researchers understand 
how signs are used to communicate sym-
bols, such as an attractive man’s face in an 
advertisement for male skin care products. 
Advertisements frequently involve signified 
stereotypes that audiences are accustomed to 
interpreting, such as a mother serving a pre-
sumably healthy and delicious breakfast to 
her smiling son.

There are several philosophical models 
for describing types of signs, but perhaps the 
most useful model for thinking about signs 
in social media documents is that of Barthes 
(Barthes, 1967; 1973; 1977; Penn, 2000; van 
Leeuwen, 2001). According to his approach, 
a sign’s denotation, or a simple descrip-
tion of what the sign is picturing, is easy to 
decode and requires limited knowledge. For 
example, a woman wearing a wedding dress 
is a bride. The diegesis is everything that is 
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denoted in the image, such as ‘a man wearing 
a tuxedo standing next to a woman wearing 
a white veil and an elaborate white dress’. 
Anchorage is the text that accompanies the 
image and may clarify the denotation for 
viewers, such as a Facebook comment stat-
ing, ‘Here we are right after the ceremony 
and on our way to the reception together, as 
Mr. and Mrs. for the very first time!’ Barthes 
calls this function of the text a relay-function. 
A connotation of the image, or its higher and 
more abstract levels of meaning, requires 
cultural knowledge. A connotation can be 
metonymic, which associates the picture 
with something else (e.g., a wedding photo 
connotes love), or synecdochal, in which one 
part of something communicates something 
else (a gold ring, which is part of a wedding, 
connotes marriage). Barthes called the deno-
tation a first-level semiological system, and 

the connotation a second-level semiologi-
cal system. Myth, according to Barthes, is a 
second-level signification; it is ‘the means by 
which a culture naturalizes, or renders invis-
ible, its own norms and ideology’ (Penn, 
2000, p. 231).

Barthes believed that a photograph ‘always 
carries its referent with itself’ (Barthes, 
1982, p. 5) in a way that other images do not 
because a photograph is so close to what it 
represents. He defined two methods for inter-
preting a photograph: a studium is an edu-
cated, informed viewing and interpretation 
of a photo, while a punctum speaks loudly 
to a viewer in unintended ways: ‘while the 
studium is ultimately always coded, a punc-
tum is not’ (Barthes, 1982, p. 51). A punctum 
typically relates to an emotional reaction to a 
photograph, so it can be difficult to translate 
it into a textual description. For example, the 

Figure 15.2  Glencoe, Scotland
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author of this chapter has a photo of her late 
father that holds a punctum for her. When she 
views it, she thinks about fun times she had 
with him, how much she loved him, and how 
devastating it was to watch him decline and 
pass away at a young age due to dementia. 
Social media sites tend to be places where 
people can express their feelings surround-
ing grief and loss of loved ones (Carroll and 
Landry, 2010). The author’s father was never 
active on social media, so she cannot post on 
his profile pages. However, she makes that 
special photo of him her profile picture on 
significant anniversaries, such as his birthday 
and the day he passed away.

Penn (2000) described the steps to under-
take when performing semiotic analysis. 
The goal is to find and explain the cultural 
knowledge that the viewer must understand 
in the image. First, choose the images, keep-
ing in mind that semiological studies do not 
utilize statistically representative sampling 
(as is done in quantitative content analysis); 
instead, they provide detailed analysis of a 
few related and purposively selected images. 
Next, list what is denoted in the image as 
well as in any associated text. Third, find the 
connotation or myth in the image by looking 
at each denotative portion of the image and 
determining what cultural knowledge it rep-
resents. Consider syntagm, or how all the ele-
ments relate to each other. After the research 
question has been answered and all possible 
denotational relationships have been consid-
ered, present the findings for each level of 
signification in a narration or in a table.

For example, perhaps a researcher wants 
to learn about what cultural knowledge peo-
ple from other countries think about when 
they see photographs of Scotland. Consider 
the photograph in Figure 15.2. The author 
took this picture in Glencoe, a region of 
the Scottish Highlands. She posted this pic-
ture and a few other pictures of Glencoe 
on her Facebook page. She simply labelled 
each one ‘Glencoe’. A friend commented 
on it: ‘Where’s the piper? When I went to 
Glencoe there was someone in a kilt playing 

the bagpipes J’. If researchers included 
this photograph in a collection of Scottish 
cultural images for semiotic analysis, they 
might first list items directly observable in 
the image, such as ‘hills’, ‘waterfall’, ‘rocks’, 
‘green grass’, the photographer’s description 
of ‘Glencoe’, and the friend’s comment about 
the bagpipes. At the connotative level, this 
natural scene of the Scottish Highlands could 
be said to represent the stereotypical cultural 
traditions of Scotland, such as kilts and bag-
pipes, as expressed denotatively through the 
textual description, the comment, and the 
hilly, green content of the image. Perhaps  
the photograph’s connection to Scotland 
could not be made without the syntagm, or 
the relationship between the textual and the 
visual elements.

Iconography/iconology

Iconography is a method of determining 
meaning in an image. It has been described as 
‘a qualitative method of visual content analy-
sis and interpretation, influenced by cultural 
traditions and guided by research interests 
originating both in the humanities and social 
sciences’ (Müller, 2011, p. 285). It is some-
what related to Barthes’ visual semiotics in 
that they both investigate levels of meaning in 
a visual image. Panofsky (1955) provided 
three levels of meaning in pictures within his 
discussion of iconography. While he applied 
it to art history, it can be applied to any 
image. The first level, pre-iconographical 
description, is simply an explanation of what 
is in the picture. This level, described as the 
‘primary or natural subject matter’ (Panofsky, 
1955, p. 40), is similar to Barthes’ notion of 
denotation (van Leeuwen, 2001). Panofsky 
noted that it can be difficult to denote the 
subject matter if practical experience has not 
prepared the researcher for recognizing the 
representation. Van Leeuwen (2001) sug-
gested trying to identify what is in the image 
by looking at the title, referring to personal 
experience, doing background research, 
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considering intertextuality, or reading the 
image’s verbal description. The second level, 
iconographical analysis, denotes not only the 
specific people or items signified in the 
image, but also the ideas, or the ‘secondary or 
conventional subject matter’ (van Leeuwen, 
2001, p. 40), attached to it. Iconography 
requires a certain amount of cultural knowl-
edge; to cite Panofsky’s example, not every-
one would see a painting of the Last Supper 
and realize that it connoted something more 
than a dinner party. The third and highest 
level, iconological analysis, is ‘intrinsic 
meaning or content, constituting the world of 
“symbolical’ values” (van Leeuwen, 2001,  
p. 40). It is the most subjective and the most 
difficult to determine of the three levels, and 
may include viewers’ interpretations that the 
creator of the image did not intend.

Müller (2011) provided guidelines for 
performing an iconographical/iconological 
analysis. First, begin research by collect-
ing images and writing a research question. 
Classify the images, perhaps by their pre-
iconographic description at first. Look for 
images that are prototypical for the research, 
and describe them. Compare them with one 
another. To complete the higher levels of anal-
ysis, examine both visual and textual informa-
tion that can possibly attribute meaning to the 
images. Consider the form (e.g., photographs 
posted on Instagram), and think about how 
the production as well as the consumption 
of the images could create or influence their 
meaning. Finally, determine what ‘the stud-
ied visuals convey about the social, political,  
and cultural context in which they were pro-
duced and perceived’ (Müller, 2011, p. 294).

Müller provided the example of American 
presidential campaigns to illustrate the steps 
in a visual iconological analysis. First collect 
the photos or videos that relate to the cam-
paign; she uses press photos and debate foot-
age as examples, but these could also come 
from social media posts. Next, reference the 
information about the items, such as the pho-
tographer’s name and the time of publication. 
Ensure that the research question can fit into 

an iconographical approach. The three steps 
in the analysis should be as follows:

1	 Describe the content of the images in a neutral 
way (pre-iconographical). For example, ‘Barack 
Obama talks about education to a group of 
university students and faculty.’ ‘Hillary Clinton 
discusses her plans for health care reform to a 
group of supporters in Virginia.’ ‘John McCain 
outlines Sarah Palin’s qualifications for the posi-
tion of Vice President to Republican voters.’

2	 Create categories that reflect the images in the 
study (iconographical). Categories might include 
‘speeches’, ‘health care’, ‘education’, or ‘running 
mate’.

3	 Situate the images within the social, political, 
and cultural contexts of their point in time. 
‘Ideally, the iconological method will enhance the 
understanding of the subtle messages and ideas 
conveyed through the visual presentations of the 
candidates, and thus implicitly allow identifica-
tion of the expectations raised by the winning 
candidate on which his or her presidency will 
be tested’ (Müller, 2011, p. 290). For example, 
in the 2008 American presidential election, one 
strength in Obama’s campaign was his ability to 
deliver powerful speeches with which Americans 
connected (Lister, 2008).

Non-text analysis methods 
influenced by social 
understandings

Methods for non-text analysis that have 
social influences, including discourse analy-
sis, visual social semiotics, and multimodal 
research are discussed in this section. As 
noted previously, social and cultural impacts 
do not exist in their own silos; one frequently 
forms the other.

Discourse Analysis

Discourse analysis has many different theo-
retical and practical underpinnings which 
cannot all be covered in this chapter. Potter 
(2008) defined it as ‘a cluster of related 
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methods for studying language use and its 
role in social life’ (p. 112). Historically, it has 
been used to study textual language, such as 
interview transcripts, but discourse analysis 
is an increasingly popular practice in studies 
involving non-text documents (Iedema, 
2003; Clark, 2008; van Leeuwen, 2008; 
Neal, 2010a; Vernallis, 2013; Werner, 2012; 
Rasmussen Pennington, 2016).

Without linguistic transcripts to examine 
closely for discourses, different social cues 
must be examined in a film or a still image. 
Van Leeuwen (2008) described his meth-
ods in performing a visual critical discourse 
analysis. He watches a document to find out 
how people are depicted and how the viewer 
is related to the depicted. He includes three 
dimensions: ‘the social distance between 
depicted people and the viewer, the social 
relation between depicted people and the 
viewer, and the social interaction between 
depicted people and the viewer’ (van 
Leeuwen, 2008, p. 138). For example, peo-
ple who are shown in a close-up image are 
shown to the viewer to be ‘one of us’, while 
people who appear far away from the camera 
are ‘strangers’.

Discourse analysis is particularly con-
cerned with the role of social interactions in 
constructing meaning. Also central to creat-
ing discourses is intertextuality: how does 
the meaning of a document depend on mean-
ings of other related documents? For exam-
ple, in Rasmussen Pennington’s (2016) study 
of user-created videos featuring U2’s ‘Song 
for Someone’, many producers made refer-
ences to other U2 songs, U2 concerts, books 
about U2, and presented mashups of other U2 
songs in their videos. For example, one pro-
ducer commented in her description, ‘I’m the 
singer–songwriter who was pulled on stage 
during U2’s Elevation tour in Las Vegas to 
sing and jam with my heros [sic]!’ U2 para-
phernalia appeared in the videos, such as a 
poster hanging on the wall containing the 
cover of the band’s Achtung Baby album. 
Some producers dressed like members of the 
band, such as a singer who was wearing an 

earring, sunglasses, and black clothing that 
appeared very similar to how Bono (U2’s 
singer) dresses. This illustrates the impor-
tance of learning as much as possible about 
the subject of interest in a study when exam-
ining how discourses are constructed.

When performing discourse analysis of 
visual materials, view the documents mul-
tiple times while beginning to find obvi-
ous key themes. Consider how meaning is 
assigned to the images or words. For exam-
ple, in Werner’s (2012) study of YouTube 
videos in which girls danced like Beyoncé, 
the girls intertextually alluded to a range of 
past videos using imitation, parody, similar 
dress, and similar dance moves, which con-
structed social discourses about race and gen-
der. Throughout the interpretation process, 
continue to examine the documents in detail, 
and refine the themes as they are devel-
oped. The discourse analysis process is not 
as rigid as the development of codes in con-
tent analysis, so themes will evolve through-
out the research (Rose, 2012). Examine the 
social influence on the production, content, 
and consumption of the images. Producers of 
social media documents tend to be concerned 
with how their potential audience will receive 
their creations, so they are likely conscious 
of potential social reception (McCay-Peet 
and Quan-Haase, 2016). Additionally, the 
element of consumption can be quite promi-
nent in social media posts due to the ubiquity 
of commenting, liking, disliking, and sharing 
them.

Visual Social Semiotics and 
Multimodal Research

Visual social semiotics and multimodal 
research are closely linked approaches that 
also relate to discourse analysis. Perhaps it 
could be said that they are first steps in devel-
oping research methods that are designed 
specifically to analyze non-text data.

Visual social semiotics. Visual social semi-
otics is an approach to semiotics that focuses 
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on the audience’s reception to the image and 
how the meaning of an image is socially cre-
ated (Rose, 2012). Jewitt and Oyama (2001) 
provided an example of a print-based cartoon 
featuring naked young men and their internal 
thoughts about their interest in sexual activ-
ity. The only one who is wondering why he is 
not interested in sex is visually depicted as an 
‘other’ by means of ‘his unbalanced posture, 
“limp wrist”, foppish hair and glasses: he rep-
resents “wimp”’ (Jewitt and Oyama, 2001,  
p. 138). The authors provided this example to 
demonstrate how visual cues can be used as 
a representational ‘syntax’ that creates mean-
ing for the viewer.

Iedema (2001) performed visual social 
semiotic analysis on a documentary film, and 
identified six levels of analysis in film, from 
lowest to highest level: frame, shot, scene, 
sequence, generic stage, and work as a whole. 
Jewitt and Oyama (2001) presented three 
different types of simultaneously occurring 
meaning that can be observed through visual 
social semiotics. Representational meaning 
is communicated through what is depicted 
in the picture, either by actions of the people 
in the picture or by concepts in the picture. 
Interactive meaning is conveyed by the rela-
tionship between who or what is in the picture 
and the viewer; this tells the viewer how the 
image should be viewed. Compositional 
meaning is created through value commu-
nicated by physical placement in the image, 
physical contrast between items depicted in 
the image, or other compositional elements.

Multimodal research. The terms ‘social 
semiotic research’ and ‘multimodal research’ 
are sometimes used interchangeably (Rose, 
2012). Driven by the increase in the number of 
images, films, and other non-text documents 
in the media and online, the term ‘multimodal-
ity’ was initiated in an attempt to encourage 
researchers to incorporate non-text documents 
into semiotic research. Multimodal research 
lifts the traditional language-only restriction 
and ‘provides the means to describe a practice 
or representation in all its semiotic capacity in 
richness’ (Iedema, 2003, p. 39). According to 

Iedema (2003), multimodal research is a dis-
course analytical practice that can expand the 
identification of discourses through the anal-
ysis of multiple modes. This is an important 
approach for social media; when people are 
online, they tend to interact with more than 
one document at a time, and many of these 
documents are likely non-textual (Markham, 
2008; Rasmussen Neal, 2012). Additionally, 
different parts of a social media docu-
ment work together to create and commu-
nicate meaning, such as pictures and words 
(Neal, 2010a) as well as music and images 
(Vernallis, 2013).

On the Internet, images, sounds, written 
language, videos, and other formats are all 
considered part of a text, and all are worthy 
of analysis. Visual elements, including facial 
expressions, colors, and movement, as well 
as music, become interlinked data in multi-
modality. In transcribing multimodal docu-
ments, all these elements should be present at 
a level of detail necessitated by the research 
question. They could be presented in a ‘tran-
script’ that is actually a table containing these 
multiple elements. For example, in transcrib-
ing a video, the people present, their physical 
actions, words spoken, and facial expressions 
could be described at relevant time intervals. 
Multimodal transcriptions can include textual 
as well as non-textual descriptions (Flewitt 
et al., 2012). For example, imagine transcrib-
ing a YouTube video that shows a family inter-
acting with each other in a park. Researchers 
could note not only what the family members 
said to each other, but also details about what 
they did (3:54 – mother hands a cup of ice to 
daughter), nonverbal communication (3:56 –  
daughter rolls her eyes at mother), screen 
shots of frames taken at regular intervals or 
at significant points (screen shot of toddler 
beginning to scream at 4:35), and sounds (a 
sound clip of the song that daughter was sing-
ing along with at 2:00–2:17).

Van Leeuwen (2011) asserted that multi-
modal analysis should not be limited to look-
ing at images because today’s technologies 
allow visual design elements such as colors, 
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typefaces, and spatial layouts to communicate 
meaning. He discussed how writing on web-
sites and presentation slides are both word-
oriented and image-oriented, ‘and they hang 
together, not as webs of words, but as multi-
modal compositions’ (p. 568). Additionally, 
since people do not read text in a sequential 
or linear fashion online, online text takes on a 
spatial element as well (van Leeuwen, 2011). 
The communicative nature of these multiple 
modes adds layers of meaning to web docu-
ments (Mautner, 2012). Mautner (2012), in a 
discussion about using multimodal discourse 
analysis on web-based documents, pointed 
out how intertextuality is an inherent prop-
erty of hypertext, since hyperlinks send peo-
ple to related websites. This property reflects 
the very nature of the World Wide Web.

Adami (2014) developed a ‘social semi-
otic framework for the multimodal analysis 
of website interactivity’ (p. 133). She defined 
interactivity as the relationship between a user 
and a text; more specifically, a person and a 
website. Users’ interactivity with websites, or 
what they can do to a webpage, happens when 
they click, touch, or type something onto the 
screen. These actions change the text physi-
cally, and from a social perspective, a user 
gains something from the action. Forms (ele-
ments containing hyperlinks), actions (click-
ing, typing, or anything else that can activate 
forms), and effects (things that change the 
screen, such as ‘liking’ a post), are all semi-
otic signs that engage the user in interactivity. 
Her framework proposed the juxtaposition 
of syntagmatic and paradigmatic dimensions 
with the sign’s ideational function, interper-
sonal function, textual function, and interac-
tive value in order to understand the meanings 
and the discourses surrounding interactivity. 
This framework should be used in conjunction 
with methods that are used to analyze the text-
based content on websites in order to create a 
more complete picture of the interactions.

Multimodal ethnography. Multimodal eth-
nography, as the term suggests, is used to find 
meanings through integrated media, or ‘multi-
semiotic modes’ (Dicks et  al., 2006, p. 77).  

Dicks et  al. (2006) outlined this approach 
by means of describing their project that 
sought to understand how children play in 
a hands-on science centre. The researchers’ 
digital recordings of interviews and observa-
tions allowed them to observe the modes that 
create the experience of the science center, 
including ‘colour, texture, light, gesture, and 
so forth’ (Dicks et al., 2006, p. 86), and they 
noticed how different media provided differ-
ent semiotic information. They found that 
video recordings provided much more data 
than their field notes.

Also reflecting on multimodal ethnogra-
phy, Dicks and Mason (2012) share the advan-
tages of using ‘hypermedia’ in ethnographic 
research, where ‘hypermedia’ is defined as a 
type of hypertext incorporating ‘a wide vari-
ety of media other than text’ (p. 131). With 
multimodal approaches and hypermedia, 
ethnographers can easily link and integrate 
different types of modes, whether still and 
moving images, printed or spoken words, or 
graphical representations. The possible links 
are beneficial because they help the data keep 
their contexts.

Methods that typically accompany eth-
nography such as participant observation and 
interviews cannot be used in ethnographic 
studies of social media documents, since the 
data consists of found items from frequently 
anonymous creators. That being said, mul-
timedia ethnography still holds promise for 
studying the social construction of meaning 
through the rich artefacts that producers of 
user-generated YouTube videos, Instagram 
photos, and so on share online in order to 
communicate their lived experiences to their 
audiences.

Future directions

The social and societal impact of information 
shared by users on the Web continues to grow 
in influence. As Mautner (2012) explained, 
‘[i]n a variety of domains – from the intensely 
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personal and local to the public and global – 
discourse on the web is now a key factor in 
constructing representations of reality and 
social relationships, while also establishing 
new conventions for both textuality and inter-
textuality’ (p. 89). These elements of com-
munication are not merely textual in the 
traditional definition of ‘textual’ (words on a 
page), but are also communicated through a 
range of outlets, such as films, photographs, 
music, spoken words, and video games. On 
social media, these outlets communicate so 
much about individuals and their worlds: 
feelings, interpersonal relationships, inter-
ests, milestones, and anything else that people 
find important enough to share with their 
audiences. In turn, their audiences, who can 
consist of friends and family or complete 
strangers depending on the user and the 
social media channel, have the opportunity to 
interact with these documents by viewing 
them, ‘liking’ or ‘disliking’ them, leaving 
comments on them, and sharing them 
(McCay-Peet and Quan-Haase, 2016).

The interplay between language-based and 
non-language-based documents on social 
media must be examined together if social 
science researchers intend to maximize their 
findings, but the methods they use must dif-
fer from the status quo. While this chapter 
has presented a range of methods that can be 
used (given the right datasets and appropriate 
research questions) to analyze non-text social 
media documents, more work is needed to 
develop methodologies that will encompass 
the rich interactions, possible interactivities, 
and modes of digital communication that can 
be found today and in the future. As the doc-
umentation of lived experience and societal 
norms evolve, so must the toolkit of a social 
science researcher.

In conclusion, it is perhaps a responsibil-
ity to ensure that research methods enable 
timely analysis of society’s creations, but 
many questions regarding the development 
and implementation of these methods have 
yet to be answered. For example, how can 
the relatively recent appearance of non-text 

documents in social science research achieve 
the same status as the long-standing text-
based documents possess? How can the tex-
tual and the non-textual be integrated with 
one another in data collection and analysis 
while still observing the special challenges 
that non-text items present to researchers? 
Although all existing analysis methods to 
date are described in text, could social sci-
ence researchers envision a research environ-
ment in which we use formats other than text 
to describe future approaches to analyzing 
non-text documents? The potential to shape 
the unchartered non-text territory is wide 
open, and social science researchers who 
study social media phenomena must answer 
the call to form it.
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16
Twitter as Method: Using Twitter 

as a Tool to Conduct Research

B o n n i e  S t e w a r t

This chapter explores the use of Twitter as a 
platform for – and subject of – academic 
research. While Twitter practices and societal 
impacts are the subject of increasing research 
interest, Twitter is also a viable and flexible 
means of engaging in the research process. 
Twitter offers a rich environment for the 
examination of social and material practices 
within the digital sphere, and generates 
public and private data that can be analyzed 
via a variety of methods and methodological 
approaches. This chapter explores emergent 
uses for the platform as a tool, technique, or 
process in the pursuit of research goals.

Introduction

The word ‘ethnography,’ in traditional social 
science circles, does not necessarily call to 
mind images of laptops, smartphones, or 
Twitter hashtags. Described by Boellstorff, 
Nardi, Pearce, and Taylor (2012) as ‘the pre-

mier modality of qualitative research’  
(p. xiii), ethnography centers on detailed and 
situated accounts of specific cultures. Yet the 
ubiquity and techno-centricity of contempo-
rary social media platforms is a far cry from 
the exoticized landscapes of classic ethno-
graphic fieldwork. Yet while it is difficult to 
imagine ethnographic pioneers like Mead or 
Malinowski tweeting, ethnography need not 
entail unmediated, face-to-face investigation, 
nor refer to a study of Otherness.

Rather, ethnography offers a means to 
examine the practices, knowledge, and life-
worlds of members of a specific culture 
(Boellstorff et al, 2012), whether familiar 
or exoticized, mediated or face-to-face. As 
digital technologies have become integrated 
into cultural practices – and indeed become 
sites of cultural practice on their own – 
ethnography has been adopted and adapted 
extensively for research into online practices. 
Turkle (1995) examined interactions within 
early online multi-user environments, Green 
(1999) conducted an ethnography of virtual 
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reality, and Baym (2000) used ethnography 
to study an online community of soap opera 
fans. Ethnography in the digital sphere has 
given rise to neologisms: the work of Hine 
(2000) is heavily associated with the term 
‘virtual ethnography,’ while the work of 
Schau and Gilly (2003) and Kozinets (2010) 
framed its own ethnographic investigations 
into online practices as ‘netnography.’

This chapter recounts the role Twitter 
played at each step of an ethnographic study 
examining networked scholarship (Stewart, 
2015a). Framing Twitter as a subset of par-
ticipatory culture (Jenkins, 2006) suited to 
ethnography’s focus on cultural meaning-
making, and continuing through recruitment, 
participant observation, analysis, and dis-
semination, this case analysis of a Twitter-
based research study examines how Twitter’s 
conventions operate and impact research. 
I outline my use of Twitter profiles to elicit 
participants’ perspectives on networked 
influence and identity, and share the resulting 
findings – and their implications for research-
ers wanting to work successfully on Twitter. 
The chapter also examines the practical and 
ethical challenges of doing research in a site 
where communications are by default public 
but not necessarily intended for all publics.

My 2015 dissertation was an ethnography 
of influence and identity within the partici-
patory culture of what is sometimes called 
‘academic Twitter,’ a specific microcosm of 
the broader lifeworld of networked scholar-
ship (Greenhow, Robelia, & Hughes, 2009; 
Quan-Haase, Suarez, & Brown, 2015). I had 
the privilege of researching and analyzing a 
small set of participants through a period of 
relatively dramatic shift in Twitter as a par-
ticipatory culture. The study described in 
this chapter was conducted between October 
2013 and February 2014, with analysis and 
writing taking place into early 2015.

While it was ethnography’s depth and 
attention to culturally-specific practices that 
drew me towards the method, I did not ini-
tially intend to deploy Twitter as a methodo-
logical tool, only a site of investigation. It was 

during the emergent process of developing a 
methodological framework for my research 
questions that I realized I could go one step 
further, and utilize Twitter as a method of 
sorts; a space for soliciting and collecting 
data. This chapter is the story of that process.

Background

My field of study sits at the intersection of 
digital pedagogies and higher education stud-
ies, and is itself as emergent as my disserta-
tion methods. In a thesis proposal begun in 
2012, I set out to examine a phenomenon that 
went, variously, by terms like digital scholar-
ship (Weller, 2011) and open scholarship 
(Wiley & Hilton, 2009). It would, later that 
year, be encompassed by an appellation I 
eventually adopted for my own work, net-
worked participatory scholarship or NPS 
(Veletsianos & Kimmons, 2012). NPS asserts 
that ‘[s]cholars are part of a complex techno-
cultural system that is ever changing in 
response to both internal and external stimuli, 
including technological innovations and 
dominant cultural values’ (Veletsianos & 
Kimmons, 2012, p. 773), and encourages 
examination of that complex techno-cultural 
system and the practices that constitute it.

My study originated in my own desire to 
understand and articulate not only my own 
lived experience but that of the culture and 
communities in which I was engaged. When 
I began to frame my investigation in 2012, I 
was more aware of Weller or Veletsianos as 
Twitter colleagues than I was of their formal 
scholarship on the topic. My use of Twitter 
dates back to 2007. By the time I returned to 
academia for a Ph.D in 2010, I had a sizeable 
network and used the platform daily, sharing 
links and engaging in conversations. It was 
an extension of my established blog network, 
which was primarily comprised of writers and 
players in the amorphous but growing field 
of social media professionals. As an educator 
long-employed in higher education settings,  
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I was also interested in the implications of 
social media for education, and had always 
included in my Twitter network a wide range of 
scholars and educators active in the medium. 
Thus when I entered my Ph.D program in 
2010, I gradually added further contingents of 
senior scholars, thinkers, and fellow Ph.D stu-
dents who offered camaraderie and a support 
network not always available in my tiny, new, 
regional program. By 2012, I was, in effect, 
both a junior scholar in the academy and a 
robustly networked scholar on Twitter, regu-
larly engaged in blogging and micro-blogging 
conversations with leaders in my field. Yet, 
research exploring the distinctions between 
lived experiences of institutional identity and 
networked identity for scholars was minimal.

My literature review turned up studies 
that showed Twitter self-disclosures among 
professors might increase student percep-
tions of instructor credibility (Johnson, 2011) 
and that social media in general encouraged 
institutional innovation (Weller, 2012) and 
helped scholars strengthen existing relation-
ships and build new ones in their areas of 
research (Gruzd, Wellman, & Takhteyev, 
2011). Research into Twitter use at academic 
conferences (Reinhardt, Ebner, Beham, & 
Costa, 2009) suggested that the platform could 
enhance connections and make delegates 
aware of emerging issues and conversations 
they might otherwise have missed. However, 
very little research exploring Twitter’s effects 
on scholarly peer relations or perceptions was 
as yet available at that time. Rather, as Harley, 
Acord, Earl-Novell, Lawrence, and King 
(2010) reported, ‘experiments in new genres 
of scholarship and dissemination are occurring 
in every field, but they are taking place within 
the context of relatively conservative value and 
reward systems that have the practice of peer 
review at their core’ (p. 13). Even where digital 
practices were considered within the academy, 
they were seldom taken up on their own terms 
but rather as shadows of conventional prac-
tices. Thus, I set out to study the lived experi-
ence of NPS and particularly academic Twitter. 
As ethnography, the investigation focused on 

the social, cultural, and material practices that 
circulated within academic Twitter as a micro-
cosm of participatory culture and NPS.

My immersion in both academia and 
scholarly networks led me to suspect that 
influence and identity in academic Twitter 
are, in Geertz’s (1973) foundational ethno-
graphic terms, ‘suspended in webs of signifi-
cance’ (p. 2) not broadly visible through the 
lens of conventional academic practices and 
concepts. To individuals acculturated to the 
practices of the academy, networked, Twitter-
based webs of significance may sometimes 
appear arbitrary as compared against institu-
tionally-legitimated concept(s) of academic 
influence and identity. Yet as Geertz (1973) 
noted, ‘(L)ooking at the ordinary in places 
where it takes unaccustomed forms brings 
out not, as has so often been claimed, the 
arbitrariness of human behavior…the degree 
to which its meaning varies according to the 
pattern of life by, which it is informed’ (p. 7). 
The central premise of my dissertation was 
that participatory practices are informed by a 
different – if increasingly ordinary to many –  
pattern of life, one whose webs of signifi-
cance have implications for higher education.

My own embeddedness within the research 
site situated the study in what Boellstorff 
(2008) frames as the ethnographic tradition 
of Boas, as opposed to that of Malinowski. 
The Boasian tradition works against the 
separation of ethnographic Self and Native 
Other, embracing researchers who ‘are simi-
lar to (or personally involved with) those 
they study’ (Boellstorff, 2008, p. 69), and 
seeking ‘equality and complicity rather than 
hierarchy and distance’ (Boellstorff, 2008,  
p. 69). Thus I wanted my research process to 
be participatory, engaging participants as fel-
low knowers and opening spaces for feedback 
and input not only from participants but from  
the broader network. The study made no 
claims of neutral, generalizable knowledge 
but, rather, focused on the ways in which 
open scholarly influence is experienced and 
understood by specifically located individuals. 
These ‘situated knowledges’ (Haraway, 1988) 
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are perspectives shaped by particular social 
locations, material realities, and power rela-
tions. This emphasis on situated knowledges 
extended to my own locations and relation-
ships to the research context. This relational-
ity and situatedness was, for me, a form of 
responsibility to the work I engaged in and 
the multiple realities I engaged with.

What Types of Research 
Questions Can Twitter Address?

As a relational, networked cultural environ-
ment, Twitter is particularly well-suited to 
research into situated knowledges. Since the 
platform is based around curated, cultivated 
identities (Hogan, 2010) and their interac-
tions with other entities, its lens is always 
multiple, fluid and relatively non-hierarchi-
cal. That it is non-hierarchical does not mean 
that the power laws of networks and the 
power relations of the societies its users 
belong to do not privilege some voices over 
others, often significantly, but simply that its 
structure is based on a logic of virality rather 
than entrenched hierarchy. This means that 
Twitter serves as a particularly apt site for the 
study of cultural virality, but also offers the 
means by which to gain novel perspectives on 
a phenomenon or culture normally bound by 
institutional frameworks, such as scholarship. 
Additionally, Twitter is a valuable platform 
for research into decentralized, non-gatekept 
professional cultures, at least within profes-
sions whose members congregate on the site.

The purpose of my own study was twofold. 
It aimed to articulate the practices and indica-
tors by which networked scholars build public, 
credible identities, status positions, and influ-
ence in scholarly networks and on Twitter in 
particular. I also set out to provide an ethno-
graphic portrait of academic Twitter as a site of 
scholarship, care, and vulnerability. Ultimately, 
the study concluded that networked scholarly 
practices of engagement align broadly with 
Boyer’s (1990) framework for scholarship 

(Stewart, 2015c), yet enable and demand schol-
ars’ individual cultivation of influence, vis-
ibility, and audiences (Stewart, 2015b). I also 
found that performative deployment of tradi-
tional conventions of orality, including ‘agonis-
tic, informal, and playful speech forms tended 
to generate by far the most signals of attention 
in terms of likes and retweets,’ (Stewart, 2015d, 
Section Orality & Literacy Collapsed, para 
3), even within academic Twitter circles. The 
in-depth investigations recounted in this chap-
ter, which I undertook using Twitter and other 
methodological tools, allowed me to make vis-
ible the ways in which networked scholarship 
rewards connection, collaboration, and curation 
between individuals rather than roles or institu-
tions, and fosters cross-disciplinary and public 
engagement and a bridging of the personal/
professional divide. My study contributes to  
knowledge by situating networked scholarly 
practices within the scholarly tradition, while 
articulating the terms on which networked prac-
tices open up new spheres of influence – as well 
as visibility, care, and vulnerability – for scholars.

Twitter as Method – How I did 
My Study

My study of academic Twitter utilized tradi-
tional ethnographic methods adapted for a 
geographically distributed, digital-communi-
cations-based study. The study’s primary 
methods were participant observation, inter-
views, and document analysis, all aimed at 
investigating the circulation of identity and 
influence within NPS. However, with the 
exception of the interviews, each method had 
a specific Twitter-based component to it, as 
did each phase within the broader study.

Selection

My first use of Twitter in the study was to 
employ it, in conjunction with my longstand-
ing blog, as a means of soliciting participants. 
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Since the study focused on scholars whose 
networked participation was a central, sus-
tained aspect of their scholarly work, identity, 
and influence development, I wanted to use 
social networking sites (SNS) – primarily 
Twitter – as an apt way of spreading the call 
for volunteers. I wanted participants who were 
deeply embedded in networks and in Twitter 
particularly. My criteria demanded that par-
ticipants be situated within academia as well 
as in NPS, so as to enable comparison of lived 
experiences within the two scholarly spheres. 
In order to examine whether the cultivation of 
influence operated differently in the two 
spheres, I needed the study to include gradu-
ate students as well as full professors and 
administrators, and the gamut of academic 
status positions in between. I also aimed to 
recruit participants from a wide range of geo-
political and identity locations within the 
Anglo-academic world, and from across aca-
demic disciplines, as research has shown that 
there can be disciplinary distinctions in Twitter 
use (Holmberg & Thelwall, 2014; Quan-
Haase, Suarez, & Brown, 2015). I sought at 
least twelve participants.

Recruitment occurred through an open, 
public call for volunteers, disseminated via 
Twitter and scholarly networks more broadly. 
I developed an official call for participants, 
approved by my Research Ethics Board 
(REB1) and posted it to my longstanding 
blog, along with a meme-generator image of 
Uncle Sam’s famous war recruiting poster. 
The image read ‘I want you, for research pur-
poses.’ My goal, while signaling formally to 
scholars with my carefully constructed and 
approved REB language, was also to signal – 
through the wry and web-native meme format 
of the image – my own facility with networked 
spaces and conventions. I wanted to position 
myself as an insider, someone to be trusted to 
understand the structures and webs of signifi-
cance of networks and academic Twitter, and 
to make participant contributions legible in 
terms the academy could also understand.

When my blog post containing the call 
for volunteers was posted, I shared the link 

via Twitter and Facebook. It was shared and 
re-tweeted over 150 times, and ultimately 
resulted in 33 formal responses expressing 
interest in participating. The post was viewed 
over 600 times in the first 24 hours. At that 
time, I had approximately 5,000 Twitter fol-
lowers, at least half of whom were in some 
way higher education-focused, which was 
likely helpful in ensuring the call’s circula-
tion on Twitter. However, even had I had 
a newer account or less reach, I could have 
strategically maximized the call’s circulation 
by including or addressing network leaders in 
the tweet that shared the link, or by repeat-
ing the tweet more than a couple of times. I 
had enough response in a short period of time 
that I chose not to spread the call further, but 
Twitter was absolutely key in getting the word 
out there to the people I wanted to recruit.

In order to operationalize NPS’ partici-
patory ethos and select participants from 
the pool of volunteers, I drew from two key 
concepts of networked practice: White and 
LeCornu’s (2011) visitors and residents 
typology for online engagement, and Bruns’ 
(2007) concept of produsage.

The visitors and residents continuum is a 
framework for engagement in digital environ-
ments, which draws on metaphors of tool and 
place to differentiate the ways users perceive 
the web and its purposes. White and LeCornu 
argue that while visitors tend to see digital 
environments in tool-oriented or instrumen-
tal terms, residents operate from a relational 
sense of place and presence with others.

My call for participants was designed 
specifically to recruit resident networked 
scholars, rather than visitors. It centered on 
resident practices, asking for participants who 
had blogged and used Twitter for at least two 
years. However, ‘even Twitter and blogs can 
be approached in the less-visible visitor mode 
when people use them to consume rather 
than produce Internet content’ (Connaway, 
Lanclos, & Hood, 2013, Mode and Mode 
Combinations section, para. 5). Thus, to try 
to ensure that participants were also engaged 
in participatory, relational sharing, I drew on 
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Bruns’ (2007) idea of produsage, in which 
networked production and consumption are 
collapsed and combined, creating reciprocal 
audiences through the sharing of communi-
cations and artifacts. Thus only volunteers 
who actively shared their work on Twitter, 
engaged with the work of others, and curated 
relevant scholarly content for their network 
were considered for the study.

From the pool of volunteers, I chose 14 
participants and eight ‘exemplar’ identities, 
selecting for maximal diversity within the 
overall participant group. The exemplars 
were not participants in the research but 
supporters who allowed their Twitter pro-
files to be assessed by the participants as 
part of the research process. The 14 active 
participants came from the United States, 
Canada, Mexico, Ireland, South Africa, Italy, 
Singapore, and Australia. 10 were female; 
four male. Eight self-identified as part of the 
dominant ethnic population for their area; six 
did not. Four identified as gay. One partici-
pant withdrew before the completion of the 
study; no individual data on her was used in 
the dissertation.

Before disseminating the call for partici-
pants through my blog and social media, I 
had been concerned that my embeddedness 
within scholarly networks might limit the 
scope of volunteers to people already known 
to me. While not an issue in terms of Boasian 
ethnography, I did want to try to mitigate the 
potential issue of what Pariser (2011) calls 
a ‘filter bubble,’ wherein network selection 
limits input to that which does not challenge 
pre-existing concepts or biases. However, the 
circulation of the call for participants was 
wide enough that almost half of the volun-
teers were unknown or almost-unknown to 
me. Thus, of the 14 selected participants, 
three were entirely new names whom I hadn’t 
encountered before via Twitter or blogging, 
while four were loose ties, four were moder-
ately familiar contacts, and three were indi-
viduals with whom I’d had ongoing direct 
networked interactions over the previous 
couple of years. Additionally, seven were 

Ph.D students or candidates at various stages 
of completion, two of whom also held long-
standing administrative or teaching positions 
within their institution. Three were early 
career scholars, one on tenure-track; three 
were senior professors or researchers. They 
came from various disciplines, and their 
ages ranged from late twenties through fif-
ties. Their network scale varied as well; their 
Twitter accounts ranged from a few hundred 
followers to 15,000 followers.

Participants all chose to be openly identi-
fied in the research by their public Twitter 
handle, with the exception of the one par-
ticipant who withdrew. The Twitter accounts 
of identified participants were all public, as 
was the account created for the participant 
observation process; to an extent these serve 
as open data. Drafts of the research process 
and findings were blogged for public input as 
well as shared with participants, as an effort 
to keep the process open and participatory 
and in keeping with the ethos of NPS. Four of 
13 participants commented on my blog about 
the participant observation process (Stewart, 
2014), adding their perspectives to the public 
record of my own reflections on the experi-
ence. Overall, the commitment to openness 
meant that the research project involved con-
stant communications and iterative knowledge 
claims; since my goal with the project was to 
come to a deeper understanding of a collective 
cultural experience, the effort to be account-
able and inclusive towards the perspectives of 
members of that collective felt imperative.

Participant Observation

Boellstorff (2008) calls participant observa-
tion ‘the centerpiece of any truly ethno-
graphic approach’ (p. 69), entailing a deep 
and embedded – if also always situated and 
partial – experiential as well as elicited 
knowledge of the culture under study. I made 
the decision to conduct participant observa-
tion for my study primarily via Twitter, over 
a period from November 2013 through the 
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end of February 2014. During this period, 
participants also made their blogs, Facebook 
accounts, and other sites of networked schol-
arly participation available and open to me 
for observation, but Twitter was at the core of 
my daily observations. The fact that Twitter 
as a platform allows for public posting and 
non-reciprocal visibility and following, and 
that the vast majority of scholarly accounts 
my participants engaged with were public 
rather than locked, made it easy to observe 
participants’ conversations and their retweet-
ing (RT) behaviours in real time.

In order to conduct participant observa-
tion on Twitter, I created the @BonResearch 
Twitter account for observation purposes, 
as separate from the @bonstewart account I 
have used since June 2007 and continued to 
use during the research period. With the @
BonResearch account, I followed only my 
research participants, exemplars, and disser-
tation committee members, enabling me to 
focus my field of vision. I logged into the @
BonResearch account from one to three times 
daily, trying to accommodate for vast time 
zone differences among my participants, as 
I wanted to observe them in action and not 
just from the records they left on their Twitter 
feeds. Being located on the east coast of North 
America, one hour ahead of New York and 
Toronto time, had unintended but significant 
benefits; I seldom logged in for observation 
without finding some participant also active.

I observed – and noted, in an offline note-
book – the ways in which participants pre-
sented themselves, engaged with others, and 
shared their work and that of other people. 
When participants engaged with others, I 
tended to click through to see the entire con-
versation, except where non-participants’ pri-
vacy settings did not allow. I did not include 
non-participant data in my observations, but 
did note the profile characteristics of partici-
pants’ conversation partners, paying particu-
lar attention to issues of scale and status in 
relation to engagement.

I tweeted minimally from the @
BonResearch account, but did sometime 

share public ‘notes to self’ on my observa-
tions regarding academic Twitter norms and 
emergent patterns. I also utilized the Twitter 
‘favorites’ feature to mark daily participant 
tweets that I saw as relating to perceptions of 
identity and self-presentation. The favorites 
feature appears as one of three available 
actions under any given tweet, along with the 
‘reply’ and ‘retweet’ (RT) features. Favorites 
has traditionally been made actionable on 
most platforms via a star-shaped icon that, 
when pressed by a user, adds the tweet to a 
searchable collection of that user’s personal 
favorites.2 At some point after favorites were 
introduced, Twitter shifted its functionality 
and made favorited tweets visible in their 
originators’ notifications, thus acting as a 
communications signal between users. Thus, 
favorites operate similarly to the Facebook 
‘like’ feature, except with storage capacity. 
Favoriting tweets during the research pro-
cess allowed me to gather a body of stored 
data that I was able to return to for ongo-
ing in-depth examination, without identified 
tweets getting swept away in ongoing Twitter 
streams. This allowed me, even before formal 
analysis began, to gain a broad sense of pat-
terns of usage and common themes.

At the same time, my use of favorites also 
served as a visible signal to my participants 
that I was present and active in their feeds. 
I experience some trepidation about the 
potential for my favoriting practices to shape 
users’ behaviors, but since all participants 
were longstanding Twitter users and schol-
ars with a sophisticated understanding of 
research, and because I approached Twitter 
as a performative space (Papacharissi, 2012), 
I chose to favorite anyhow. My reasoning 
was, first, that making the process visible and 
as transparent as I could was more in keep-
ing with the participatory ethos I wanted to 
foster. Additionally, since my participants 
were researchers operating in an environ-
ment always already marked by conscious 
self-presentation and audience awareness, to 
assume that there was an authentic pattern 
of behavior that my favorites interfered with 
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seemed like a pretense. For the most part, 
after the research participants expressed that 
they would miss my favorites, though I’m not 
sure whether that indicates that they blended 
into the mix or not. However, had I not been 
researching a highly resident Twitter popula-
tion already accustomed to the (supposed) 
positive reinforcement of favorites, and with 
a professional understanding of research, I 
might have made a different choice.

24-hour Reflections

The first document analysis portion of the 
research involved an in-depth analysis of 
what participants deemed a representative 
24-hour period within their networked par-
ticipation. Participants were asked to select 
and identify this period either during or 
shortly after its conclusion, at which point 
both they and I would embark on a close 
examination – and in their case, self-analysis –  
of their interactions and perceptions. 
Essentially an intensive period of participant 
observation aimed at helping me gain con-
textual perspective on individuals’ practices 
and their understandings and perceptions of 
those practices, the 24-hour reflection invited 
participants to create and submit a short 
document with screen captures outlining and 
interpreting their networked participation 
over the course of a particular window  
in time. I invited each participant to ‘be on 
watch for a time when your networked 
engagement is reasonably high and reasona-
bly representative of the ways in which 
Twitter/social media/blogging enhances and/
or challenges you as a person and as an aca-
demic identity’ and then, after notifying me 
that their chosen period was underway or 
recently concluded, to collect screen captures 
of their interactions and ‘write short contex-
tualizing commentary for the screen shots, 
explaining your thought processes as best as 
you remember behind the things I’ll see. I’m 
interested in what the screenshots illustrate in 
terms of your strategies and signals around 

influence and connections, even if these 
strategies haven’t been things you’ve thought 
about consciously until this point’ (research 
email, November 27, 2013).

While Twitter was at the core of the major-
ity of submitted 24-hour reflection docu-
ments, this was one of the few methods within 
the broader study where I branched out to 
observe participants in other sites, so long 
as they invited me to engage in those spaces 
and allowed me access. Three participants 
incorporated blog posts or blog comments 
into their 24-hour reflection documents;  
five included Facebook interactions while two 
featured Google Plus and four, Instagram.

Of the 14 participants, 11 submitted short 
reflective documents with screen captures of 
their interactions and understandings. Before 
receiving the documents, I engaged in my 
own screen capturing. I traced their conversa-
tions and interactions with extra care during 
the 24-hour windows. Then, after receiving 
documents from the participants themselves, 
I checked their highlighted interactions and 
perspectives against my own notes, to verify 
and contextualize.

Profile Assessments

Of all the specific methods for data collection 
that I employed in the study, this was the most 
directly Twitter-focused, though it did not actu-
ally employ Twitter as a tool. Eight ineligible 
volunteers generously agreed to be indirect 
participants and to allow their Twitter profiles 
to be used as exemplar identities. As a result, I 
was able to examine participants’ logics of net-
work influence and identity. This step in the 
research process served as a form of written 
interview, but relied on the visual signals of 
Twitter profiles to elicit specific information. Its 
goal was to investigate how participants ‘read’ 
other scholars’ Twitter profiles and to consider, 
by extension, how Twitter’s affordances shape 
dominant NPS concepts of influence.

The exemplar identities were a diverse group, 
drawn from different disciplines, geographic 
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locations, and academic status positions. They 
had Twitter followings ranging from approxi-
mately 200 to more than 23,000. All eight 
identified in their profiles as in some way as 
interested in higher education or the academy. 
I took screen captures of the exemplar pro-
files, and then created Word documents that 
showcased five different profiles. I asked par-
ticipants to assess the five different exemplar 
profiles according to the following guidelines.

Please look at each screenshot and make a few 
notes about how you interpret the (limited) infor-
mation available to you about a) this person’s influ-
ence and b) this person’s potential value to your 
network. If these people were to follow you on 
Twitter, would you consider following them back 
or otherwise engaging? Why? Why not? (Be as 
honest as you are comfortable being. Critical com-
ments can be anonymized.)

If you are familiar with these people – even just 
by reputation – please outline how that affects 
your perception of them.

If you were to follow only one or two of the 
people below, which would you be likely to choose 
and why? (Research email, January 6, 2014).

I aimed to match participants with exemplars 
they might not be overly familiar with, though 
I recognized that participants might have pre-
existing perceptions of some of the profiles 
they encountered. There were 12 participants 
who completed and submitted this assignment.

While this method of data collection was 
designed to operate using a simple Word 
document with images pasted on it, nine of 
the 12 participants who completed it overtly 
mentioned that they did not simply assess 
exemplars based on the screen captures that 
I provided, but actually went to Twitter and 
looked up the individuals before making 
judgments. Many of them noted that this 
broader assessment of a user’s feed before 
deciding to follow was their regular practice, 
and they wanted either to enact it or at least to 
have it reflected in the research data. I had not 
wanted to ask people to make the extra effort 
to go to the Twitter platform, nor had I wanted 
to direct their behavior in regards to assess-
ment and following practices, but the extent 
to which participants noted this extra step was 

interesting. The preponderance of participants 
who chose to go out of their way to Twitter 
for an additional, more dynamic assessment 
of exemplars may reflect the highly resident 
population of networked scholars from whom 
my sample was drawn. In combination with 
the responses to the profile questions, how-
ever, it contributed to the overall conclusion 
that resident networked scholars have com-
plex literacies and logics surrounding the 
way they ‘read’ the influence and identities of 
peers they encounter on Twitter.

Interviews

While interviews within the study discussed 
participants’ practices and perceptions regard-
ing Twitter, they did not employ Twitter as a 
platform in any way. Rather, 10 participant 
interviews were via Skype, and in one case, I 
conducted a follow-up interview, also via 
Skype, some months later. The interviews were 
semi-structured, recorded, and lasted approxi-
mately 60–75 minutes. Since ethnographic 
interviewing emphasizes rapport and an 
exchange of views as part of a broader, respect-
ful, ongoing relationship (Heyl, 2001, p. 369), 
I did not begin the interviews until a few weeks –  
and in some cases more than a month – into 
participant observation, with its daily Twitter 
exchanges and more in-depth email exchanges 
in the background. In the interviews, I asked 
open-ended questions related to the partici-
pant’s networked practices, relationships, net-
works, reputation, and scholarly identity. 
Questions were individuated for each partici-
pant depending on the specifics of his or her 
24-hour reflection on networked engagement. 
Conversations were encouraged to emerge and 
diverge from the interview script.

Coding and Analysis

I transcribed the interviews using unfocused 
transcription technique, ‘without attempting 
to represent…detailed contextual or 
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interactional characteristics’ (Gibson & 
Brown, 2009, p. 116) and collated the tran-
scripts with the documents participants had 
submitted, creating 13 individual participant 
documents. In a number of cases, relevant 
participant blog posts were also included in 
these individual documents. All 13 active par-
ticipants completed either an interview or the 
24-hour reflection, so data for the study were 
comprised of the 13 participant documents 
plus my notes, favorites, and screen captures 
from participant observation. Drawing on the 
guiding literature and framework for the 
research, I then identified key themes (Ryan &  
Bernard, 2003) emerging from the participant 
documents and from the 334 screen captures 
of tweets and other interactions, the more than 
700 favorites, and my own offline notes. To 
analyze the situated knowledges represented 
within the participant documents and the 
other data, I used open coding, creating cate-
gories and checking data for patterns which 
might suggest ethnographic webs of signifi-
cance (Geertz, 1973) and cultural meaning I 
hand-coded all data in order to try to trace 
commonalities, distinctions, and relation-
ships, and then a form of axial coding in 
which I re-read the data against my themes, 
codes, and subcodes, looking for patterns of 
difference and relationality.

Rigor

Since my intention was for the study to be as 
open and participatory as possible, I took rigor 
in this context to mean an overt commitment to 
accountability, credibility and confirmability to 
participants, as well as to the research’s episte-
mological and ethical tenets (Guba & Lincoln, 
2005). In order to try to enact this rigor, I was in 
regular communication with participants at each 
step of the analysis and writing process con-
densed each document using emerging themes 
and codes, and sent documents back to partici-
pants for approval or further clarification.

The goal of a qualitative study is believ-
ability, based on coherence, insight, and 

instrumental utility (Eisner, 1991) and trust-
worthiness (Lincoln & Guba, 1985), achieved 
through a process of verification rather than 
through conventionally privileged quanti-
tative validity measures. In this study, the 
verification process involved sharing themes, 
processes, and preliminary conclusions with 
participants and more broadly via email and 
my blog, inviting discussion, input and cri-
tique before publication. All interviewees 
were sent their coded transcripts and invited 
to expand, clarify, and reframe them as they 
wished. Four added more to their reflections 
based on this invitation and two condensed or 
anonymized sections where they had identi-
fied others in their networks. Throughout the 
research process, participants’ confirmation 
of both broad conclusions and statements 
attributed to them was sought and achieved.

At the same time, because the study privi-
leged not only participants’ accounts of net-
worked scholarship but also the material and 
relational aspects of networked scholarship 
as a techno-cultural system, I also informally 
mapped participants’ written and interview nar-
ratives against their conversations and participa-
tion, drawing out key points from the thematic 
analysis and verifying statements of practice 
against actual material practices enacted in 
the participant observation data. For instance, 
when a participant claimed to follow an ethni-
cally diverse group of scholars, I attempted to 
triangulate and confirm that information using 
the scholar’s Following list. When a participant 
suggested s/he believed in sharing the work of 
others, I looked for examples of this practice.

Limitations of the Study

My selection of ethnography as a methodo-
logical approach was by no means the only 
methodology appropriate to an examination 
of networked scholarship. Ethnography’s 
small sample size precludes the study from 
claiming the breadth and generalizability that 
could have been achieved through survey 
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methods, for example, and ethnographic 
methods do not generate the powerful visual 
and structural data that social network analy-
sis (SNA) could have offered. However, I 
decided that the depth of experiential under-
standing and complexity made possible 
through ethnography’s ‘thick description’ 
(Geertz, 1973, p. 3) was of more value than 
generalizability at this early stage of inquiry 
into networked scholarly practices and under-
standings. Still, future research into whether 
this study’s findings hold true at a larger scale 
could be very interesting to pursue. Likewise, 
SNA visualization would have offered an 
alternate perspective on the interactions I 
observed in depth during the research pro-
cess, and perhaps triangulated some of the 
findings. Yet, while I initially aimed to utilize 
SNA as a complementary approach within 
the investigation, the structural focus of SNA 
alone would not have enabled the same 
extensive investigation into participatory cul-
tural and material practices as ethnography. I 
did look into using both Node XL and TAGS 
Explorer to visualize interactions and rela-
tionships between study participants, but as I 
was working solely on a Mac platform, Node 
XL was not feasible. I downloaded TAGS 
Explorer and examined the scale of tweets of 
each study participant for a few consecutive 
weeks, however, my study was not designed 
around central hashtags, and thus the tool 
was limited in its application.

Practical and Ethical 
Challenges of Twitter as 
Method

Nonetheless, I was able in the end to explore 
Twitter not only as a site of scholarship, but 
also as a means to engage in scholarly inves-
tigation. As a window on daily cultural prac-
tices and interactions, Twitter offered me a 
rich site for ethnographic participant observa-
tion of the networked scholarly culture under 
study. For my particular topic, and given the 

fact that my participants and I were all resi-
dent users of the platform, the choice to 
employ Twitter in the majority of my methods 
increased their pertinence and relevance to the 
broader research questions. Foregrounding 
Twitter aligned the research process with the 
practices of the participants, which I believe 
amplified and reinforced the participatory 
quality I tried to foster within the study.

Twitter also enabled me to engage with the 
environment under study from a new perspec-
tive, in spite of its familiarity. Researching 
with Twitter deepened my own analytical 
understanding of Twitter as a site of schol-
arship and my reflexivity about the research 
process itself. As I investigated the webs of 
significance that participants enacted on 
Twitter, I was acutely conscious of being part 
of those webs, at least temporarily, and of the 
responsibility that entailed, both to partici-
pants and to careful, ethical research practice. 
My participant observation data in particu-
lar was open even during the research pro-
cess to the participants themselves, through 
the Following list of the @BonResearch 
account. Thus the study was from the first 
day of observation visible and open to the 
guidance, feedback, and critique of a popula-
tion of trained – and in many cases, senior 
to myself – scholars who were collectively 
aware of the research questions. This visibil-
ity heightened my sense of accountability to 
participants and to the position of trust I had 
been accorded, and made the research pro-
cess a powerful learning experience.

Yet there were challenges to the process, 
and aspects of it that might not have worked 
so well with other populations. To conclude 
the chapter, I want to outline some of the 
more difficult aspects of using Twitter as a 
platform for ethnographic research.

One of the challenges of working with 
Twitter, even with a very small participant 
population, is scale. At the time I began the 
project, I was following nearly 1,000 users 
with my regular, personal Twitter account, 
and had expected that following only 23 peo-
ple would allow me to separate signals from 
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noise with great facility. Instead, I realized in 
the first 12 hours that my small group of par-
ticipants, exemplars, and committee members 
had tweeted and RTd the words of 74 sepa-
rate accounts just in that short time period. 
Working with Twitter as a site of participant 
observation is demanding, just in terms of 
managing the sheer volume of data generated 
even by a small sample of participants.

Twitter’s affordances or platform features –  
and the types of interaction and identity 
performance they enable – can also change 
without warning. Conversation threading, 
wherein a user’s public conversations with 
other users can be traced at a click, was cen-
tral to my investigation. Partway through 
the study there was an evening where my 
‘view conversation’ option disappeared 
for approximately an hour, then returned. I 
assumed – as has happened previously over 
Twitter’s lifespan – that the platform had 
simply removed the feature without warning. 
I experienced genuine panic at the idea of my 
research site undergoing such a significant 
and limiting structural shift in the middle of 
my work. Twitter did change the structure of 
user profiles drastically just after the conclu-
sion of my research. Had this happened a few 
months earlier in the middle of the profile 
assessments, it might have necessitated start-
ing that whole section of the study over again 
for consistency, which would have inconven-
ienced my participants. It might even have 
invalidated the premises of that method, 
since it was premised on the assumption that 
participants were literate in reading profiles, 
which might not have held true in the same 
way after the change.

Finally, there are practical and ethical 
challenges to doing research in a site where 
communications are by default public but 
not necessarily intended for all publics. 
The first is context collapse (Marwick & 
boyd, 2011) or the need for a Twitter user to 
anticipate the ‘nearly infinite possible con-
texts he or she might be entering’ (Wesch, 
2009, p. 23) before engaging in communi-
cations. I completed my data collection at 

the end of February 2014. Over the ensuing 
year, #notallwomen, #Ferguson, #gamer-
gate, #blacklivesmatter, #salaita and other 
hashtags convulsed communities both in the 
flesh and on Twitter, signaling issues, inci-
dents, abuses, and tragedies. Hashtags can 
propel small-scale tweets or minority mes-
sages to extremely large publics, and galva-
nize disparate people around issues of shared 
interest, but the hypervisibility they signify 
is double-edged. Mobs, tactical lobbies, and 
media all seize and amplify out-of-context 
tweets, which, as McMillan-Cottom (2015) 
notes, strips users of their autonomy to exert 
control ‘over how and when and where I per-
form the identity I think most appropriate for 
a situation’ (p. 16). In writing up my disserta-
tion and papers, I have become increasingly 
attuned to the ways I present my participants’ 
tweets from the year previous, as my work 
may bring these texts to audiences for whom 
they were unintended. It is important for 
researchers to recognize the risks amplifica-
tion and context collapse bring to specific 
populations, who may encounter vulnerabil-
ity, hostility, or misunderstanding when they 
agree to have their tweets replicated in new 
venues.

Secondly, the question of whether public 
tweets are by default public data is an ethi-
cal issue that the academy has yet to resolve 
(boyd & Crawford, 2011; Kitchin, 2014). 
In the kinds of ethnographic work that I 
engaged in, it was easy to elide this question 
by simply excluding non-participant conver-
sational data from my notes and records, but 
some SNA research works entirely with pub-
licly generated tweets, even within hashtags 
and sub-communities of vulnerable popu-
lations and ‘communities of care’ (Hogue, 
2015, para. 4). While platforms like Twitter 
allow scholars to harvest enormous data sets, 
it is important for us to consider the human 
effects of working with and representing peo-
ple’s statements out of context, particularly 
when the public nature of Twitter that makes 
the data available also makes individual 
tweets searchable and traceable. Twitter has 
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powerful potential for research, but – like all 
SNS – it is not merely ‘technology,’ but a site 
comprised of people, and ethical, respectful 
research practices must approach it from that 
perspective.

In the end, in spite of ethnography’s roots 
in studies of exoticized Otherness, it proves 
an apt method by which to examine contem-
porary social media practices and understand-
ings, even for a scholar embedded within 
the community under study. Ethnography’s 
capacity to investigate systems of cultural 
meaning, or what Geertz (1973) called ‘webs 
of significance’ allowed me to engage in a 
thorough exploration of the relational, mate-
rial, and performative aspects of Twitter, in 
a participatory fashion befitting the tenets of 
networked scholarship.

Notes

 1 	 REB is the Canadian equivalent of the US Institu-
tional Review Board (IRB).

 2 	 As of June 2015, Twitter’s android app began 
showing a heart icon instead of the familiar star 
(Wright, 2015).
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17
Small Stories Research: 

A Narrative Paradigm for the 
Analysis of Social Media

A l e x a n d r a  G e o r g a k o p o u l o u

In this chapter I present the main rationale, 
methods and analytical tools for extending 
small stories research, a narrative and identities 
analysis paradigm, to social media. I show what 
methods can be used and how we can extend 
the vocabulary of small stories to online con-
texts. I specifically introduce two key concepts 
that aid the analysis of stories on social media 
platforms, namely narrative stancetaking and 
rescripting. I illustrate these two concepts with 
reference to my analysis of data from Facebook 
and YouTube. Finally, I sketch certain avenues 
for further development of the paradigm, stress-
ing the need for a critical agenda.

Introduction

The aim of this chapter is to present the main 
rationale, methods and analytical tools for 
extending small stories research to social 
media. Small stories research is a paradigm 

for narrative and identities analysis that has 
been developed by this author and, in the early 
stages, in collaboration with Michael Bamberg 
(e.g., Bamberg 2006; Georgakopoulou 2006, 
2007; Bamberg & Georgakopoulou 2008). It 
was initially put forth as a counter-move to 
dominant models of narrative studies that:

a)	 defined narrative restrictively and on the basis of 
textual criteria;

b)	 privileged a specific type of narrative, in particu-
lar the long, relatively uninterrupted, teller-led 
accounts of past events or of one’s life story, typi-
cally elicited in research interview situations.

In previous work (Georgakopoulou 2007), I 
made the case for the significance of such 
stories in everyday life and as part of the 
fabric of social practices that ordinary people 
engage in. I therefore highlighted the need 
for small stories, be they in conversational or 
interview contexts, to be included in the 
remit of narrative and identity analysis, as 
equally worthy data as the life stories which 
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had monopolized the attention of narrative 
studies.

Below, I will first briefly provide the 
starting points of small stories research, 
its disciplinary context and outreach (for 
an extended version of this discussion, see 
Georgakopoulou 2015a). I will then present 
three main reasons for extending small stories 
research to the analysis of social media and 
further systematizing it to suit online contexts. 
I will show what methods can be used and how 
we can extend the vocabulary of small stories 
to online contexts. I will specifically intro-
duce two key concepts that aid the analysis 
of stories on social media platforms, namely 
narrative stancetaking and rescripting. I will 
illustrate these two concepts with reference 
to my analysis of data from Facebook and 
YouTube. Finally, I will sketch certain ave-
nues for further development of the paradigm, 
stressing the need for a critical agenda and the 
scope for further methodological innovation.

Small Stories Research in  
Face-to-face Conversations

Small stories research was developed so as to 
account conceptually and analytically for a 
range of narrative activities that had not been 
sufficiently studied nor had their importance 
for the interlocutors’ identity work been rec-
ognized. These mainly involve stories that 
present fragmentation and open-endedness of 
tellings, exceeding the confines of a single 
speech event and resisting a neat categoriza-
tion of beginning–middle–end. They are 
invariably heavily co-constructed, rendering 
the sole teller’s story ownership problematic. 
Small stories research thus made a case for 
including in conventional narrative analysis ‘a 
gamut of under-represented and “a-typical” 
narrative activities, such as tellings of ongoing 
events, future or hypothetical events, shared 
(known) events, but also allusions to tellings, 
deferrals of tellings, and refusals to tell’ 
(Georgakopoulou 2006: 124). To do so, small 
stories research has drawn on a synthesis of 

frameworks from diverse disciplinary tradi-
tions, including sociolinguistics and bio-
graphical studies. There has also been a 
recognition that empirical work needed to be 
done to add nuance to the general descriptor 
of ‘small stories’, so as to bring to the fore the 
specific genres of small stories that occur in 
specific contexts and that ought to be included 
in the narrative analytic lens.

Small stories research has been intended as 
a model for, not a model of (Duranti 2005) 
narrative analysis. Duranti (idem: 421ff) sees 
‘models for’ as more open-ended frames 
of inquiry that are not controlled tightly by 
their proponents and their original assump-
tions. In this spirit, many of the delights 
of small stories research have come from 
imaginative and utterly unexpected applica-
tions and extensions of the model beyond 
sociolinguistics (for a detailed discussion see 
Georgakopoulou 2015a).

Context for Small Stories  
Research

The broader context of small stories research 
is to be found in anti-essentialist views of self, 
society and culture which stress the multiplic-
ity, fragmentation, context-specificity and 
performativity of our communication prac-
tices (see De Fina & Georgakopoulou 2012 
ch 6). Within sociolinguistics, these views 
have informed the turn to identities-in-inter-
action (see Bucholtz & Hall 2005), while in 
literary studies of narrative, they have precipi-
tated a combined focus on the content, the 
author/narrator, the form, and the readers as 
active participants (cf. rhetorical narratology). 
More importantly though, such views have 
relativized the evaluative hierarchies of texts 
and cultures, problematizing distinctions 
between high and low, official and unofficial. 
If we extend this to the study of stories, we 
can talk about an opening up of the analysis 
beyond literary stories and certainly beyond 
stories in research-regulated environments, 
such as interviews. Sociolinguistics has 
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played a key role since the 1960s, in showing 
that it is worthwhile studying stories in diverse 
contexts: for example, from friends’ conver-
sations, family dinnertime and school runs to 
classroom settings, asylum seekers’ applica-
tion and job interviews (Ochs & Capps 2001).

The influences of small stories research 
have come from the study of narrative both 
within sociolinguistics and outside of it, for 
example, narrative psychology, sociology, 
narratology. Specifically, it has drawn insights 
from conversation analysis that views stories 
as talk-in-interaction, as sequential activities 
that are co-constructed between teller and 
audiences. It has also benefited from the bio-
graphical research on stories that stresses the 
experiential, affective and subjective ways in 
which people make sense of their self over 
time and legitimates the study of lay experi-
ence, at the same time as reflecting on the role 
of the researcher in it (Andrews, Squire &  
Tamboukou 2008). Beyond these influ-
ences, small stories research has mainly been 
informed by practice-based approaches to lan-
guage and identities (e.g., Hanks 1996), which 
view language as performing specific actions 
in specific environments and as being part of 
social practices, shaping and being shaped by 
them. All narrative meaning making is seen as 
contextualized but also as having the poten-
tial to be lifted from its original context and 
to be re-contextualized, that is, to acquire new 
meanings in new contexts (cf. Bauman & 
Briggs 1990). Narrative thus ceases to be just 
a single event and its historicity and circula-
tion become part of the analysis.

Three reasons for extending 
small stories research to 
social media

In my latest work I have documented a close 
association of small stories with the explo-
sion of social media and their pervasive 
presence in everyday life, as that is facilitated 
by the increasing media convergence 

(Georgakopoulou 2013c, ). I have noted a set 
of features that conventional narrative ana-
lysts would see as a-typical or non-canonical, 
being salient in different social media plat-
forms and practices, from Facebook to 
YouTube and Twitter, from statuses to spoof 
videos and retweets. These features involve 
fragmentation and open-endedness of stories, 
exceeding the confines of a single posting 
and site and resisting a neat categorization of 
beginning-middle-end. They also involve 
multiple authoring of a post, as it may 
become shared across media platforms. In 
addition, there is a tendency for reporting 
mundane, ordinary and in some cases, trivial 
events from the poster’s everyday life, rather 
than big complications or disruptions. These 
‘textual’ features have led me to recognize 
the role of small stories research as a para-
digm that prefigured the current situation 
when social media affordances have made 
what I called ‘small stories’ much more 
widely available and visible in public arenas 
of communication through circulation (see 
Georgakopoulou 2013a). The – so far, scarce –  
sociolinguistic work on stories in social 
media by other scholars confirms the validity 
of this view of small stories research and in 
turn the usefulness of the model for describ-
ing and analyzing narrative activities on digi-
tal media (e.g., Georgalou 2015; Page 2012; 
West 2013).

I have also been in a position to document 
the migration and remediation of a specific 
genre of small stories, which I have called 
‘breaking news’, from face-to-face conver-
sational contexts to media-facilitated conver-
sational contexts where new technologies are 
present to various activities on digital media, 
including text messages, status updates on 
Facebook, (re)tweets, and titles of YouTube 
videos (Georgakopoulou 2013a,b; 2016a). 
Breaking news are stories of very recent (yes-
terday) and in some cases evolving (just now) 
events that, once introduced into a conversa-
tion, can be further updated. In my study of 
a peer-group of female best friends in a small 
Greek town in the late 1990s, breaking news 
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proved to hold a salient place in the group’s 
communication practices: they filled in one 
another on events that had happened in the very 
few hours between school and home study 
when the friends had not communicated with 
one another. As a lot of these events literally 
unfolded in the town’s streets, new scenarios 
arose while the friends were piecing together 
what had just happened, providing them with 
more material and opportunities for story 
plots. In this way, breaking news tended to 
lead to further narrative making with updates 
on the unfolding events and/or projections to 
the near future. Similarly, in an ESRC funded 
project entitled Urban Classroom Culture and 
Interaction (2005–2008, www.identities.org.
uk) in which we studied Year 9 and Year 10 
students in a London comprehensive school, 
breaking news stories were also salient but in 
this case, intimately linked with the pupils’ 
engagements with new media: for instance, 
a breaking news story would be told about a 
conversation the teller had had the previous 
evening on MySpace. Then, this story would 
be updated and co-constructed with friends, 
as more communication with the story’s 
character(s) would happen during the school 
day, for example, by text messaging.

The attested proliferation of breaking news 
on social media platforms is no accident: 
social media environments afford opportu-
nities for sharing life in miniaturized form 
at the same time as constraining the ability 
of users to plunge into full autobiographical 
mode (e.g., the constraint of 140 characters 
on Twitter). In particular, they offer users 
the ability to share experience as it is hap-
pening with various semiotic (multi-modal) 
resources, to update it as often as necessary 
and to (re)-embed it in various social plat-
forms. This readily observable prevalence of 
small stories on social media platforms, often 
engendered by media affordances, is the first 
empirical reason as to why small stories 
research holds relevance for the analysis of 
online data. At the same time, activities which 
I call ‘small stories’ have often prompted 
dystopic views by numerous commentators 

(e.g., see Baym 2010) about what constantly 
announcing (trivial) slices of one’s every-
day life means for how we see and present 
ourselves and how this is endangering more 
conventional forms of autobiography (Jongy 
2008). In the light of this, the second reason 
for extending small stories research to social 
media is methodological: narrative analysts 
need to engage with these phenomena with 
questions that pertain to both what narrative 
analysis can offer for their scrutiny and how 
it can respond to the new challenges that they 
pose. Small stories research, having devel-
oped tools for examining fragmented, trans-
posable and a-typical stories, is well-placed 
to provide a sound methodological basis for 
exploring stories on social media, in particu-
lar for interrogating what is distinctive about 
them, but also how they draw on or depart 
from other forms and practices of storytelling.

The third reason for extending small sto-
ries research to social media is epistemologi-
cal. The numerous applications and outreach 
of small stories research, as discussed above, 
recommend it as a critical micro-perspective 
on social media engagements, one that can 
help answer a key-question currently being 
investigated in social media research: what is 
the socio-political potential of social media 
engagements for transformation? What coun-
ter-cultural, hidden and unofficial practices of 
meaning-making do social media engender?

Taking these three reasons into account, 
my aim has been to show the need for a radi-
cal re-thinking of how we define a ‘narrative’ 
on social media, how we can analyze it and in 
what ways small stories research can enable 
this re-positioning of conventional narrative 
analysis. In particular, my claim has been that 
the starting point of a narrative analysis on 
social media should be the recognition that 
stories produced on social media normally:

•• announce and perform the minute-by-minute 
everyday life experience

•• are transportable and circulatable in different 
media platforms

•• are embedded into a variety of online and offline 
environments
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•• are multi-semiotic and multi-authored
•• address simultaneously different, potentially big 

and unforeseeable, audiences.

Below, I will show how employing small sto-
ries research for the analysis of social media 
has involved methodological innovation, in 
particular links with emerging digital ethnog-
raphy, and a broad view of interaction.

Key-assumptions for Small Stories 
Research on Social Media

Working with small stories on social media 
involves exploring the intersection of narra-
tive and social media affordances and their 
role in what stories will be told and how. This 
should not be viewed as a deterministic per-
spective but as a productive engagement with 
previous insights into the role of stories in 
context. A volume of research in everyday 
stories has documented the role of narrative in 
enabling specific communicative affordances. 
These include the imaginative and affective 
presentation of self as grounded in specific 
spatiotemporal realities and the ability to 
invoke other worlds, real or possible, to bear 
on the here-and-now of the narrating act, but 
also to position self over time and across 
places (see De Fina & Georgakopoulou 2012 
chs 1 & 5). Establishing more or less mean-
ingful connections between people, place, 
time and events lies at the heart of interweav-
ing narrative plots. Sociolinguistic studies of 
storytelling have also demonstrated how these 
connections are always done in context and in 
interaction with participants (idem: chs 3 & 4).  
These insights should be tested out vis-à-vis 
the multi-semioticity, multi-authorship, and 
transposability of communicative activities 
that social media platforms have been found 
to enable (boyd 2010). Media scholars have 
shown that the digital architecture of social 
networking sites (henceforth SNSs) and 
recent changes in them have increasingly 
become ‘directional’ to specific forms and 
practices of communication that encourage 

users to share their lives with wider audiences 
(van Dijck 2013). There is nonetheless little 
empirical research to show how the interplay 
between affordances and constraints on social 
media platforms shapes the users’ subjectivity 
and self-presentation as well as their interac-
tions with other users. Given that social 
media affordances are defined as perceived 
possibilities and constraints for action (Barton 
& Lee 2013: 27, citing Gibson 1977), there is 
also much scope to explore how actual com-
munication practices follow, resist, counter-
act social media design and what mismatches 
there may be between the two.

I have employed the heuristic for the anal-
ysis of small stories I developed for small 
stories in face-to-face contexts, due to its 
flexibility and open-endedness. The heuristic 
explores the connections of three separable 
but interrelated layers of analysis: (1) ways 
of telling, (2) sites (of the stories’ tellings 
and tales), and (3) tellers (in the broad sense 
of communicators). It dictates a combined 
focus on online postings and various types of 
engagement with them, including transposi-
tion across media and sites, without, how-
ever, pre-determining what from each of the 
multi-layered ways of telling, sites and tell-
ers will be of analytical importance and how 
their relations will be configured in different 
stories and media environments.

Analyzing Participation and 
Interaction

Interactional approaches to everyday conver-
sations have amply documented the systema-
ticity of sequential phenomena to be found 
within turn-taking as well as their close links 
with participant roles and relations. 
Furthermore, they have shown how any pre-
allocated telling rights and rules (e.g., in insti-
tutional contexts involving asymmetrical 
relations between participants) may be visibly 
oriented to, managed or departed from by the 
participants with their exploitation of conver-
sational structures (for an overview, see 
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Wooffitt & Hutchby 2008). In similar vein, 
participation frameworks (Goffman 1981), 
i.e., the roles and statuses assumed by inter-
locutors in the course of a conversation, have 
been found to be shaped by the type of dis-
course activity underway, for instance, the 
telling of a story, as we will see below. Finally, 
participants’ differential degrees of knowl-
edge and expertise in the topic at hand are also 
linked with who contributes what and how. A 
comparable interactional approach to social 
media communication is lagging behind, 
despite the fact that much of the social media 
pre-designing is specifically aimed at getting 
users in some kind of a ‘dialogue’, for exam-
ple, between posters and respondents, and that 
it projects specific responses to posts with 
facilities such as Like, Comment, Share, etc.

Existing work has begun to document the 
same kind of systematicity in patterns of 
social media communication as in face-to-
face interaction, thus clearly illustrating the 
benefits of such an approach. For instance, a 
study of comments on Facebook (FB) as ‘con-
versational’ features has shown how respond-
ents create coherence and ‘tie’ their comment 
with previous ones and with the original post, 
by exploiting the time and space organiza-
tion of the FB environment (e.g., Frobenius &  
Harper 2015. Similarly, language-focused 
analyses of YouTube comments have begun 
to document the complexity and multiplicity 
of participation frameworks of contributors in 
their interaction with the video and with one 
another, compared to the viewing roles that 
films and television programmes traditionally 
allowed (e.g., Bou-Franch et al. 2012; Dynel 
2014). This complexity is partly linked with 
the fact that multiple audiences can be col-
lapsed into a single context in many social 
media. Context collapse (Marwick & boyd 
2011) refers to the infinite audience possible 
online as opposed to more limited numbers of 
people a person normally interacts with face 
to face. In situations of a well-defined, lim-
ited group, speakers can ‘size up’ the situa-
tion and adjust their presentation of self. In a 
situation of context collapse, however, which 

Wesch (2008) compares to a ‘building col-
lapse’, it becomes much more difficult to 
gauge what is appropriate and for whom (see 
Quan-Haase 2009). This makes the intended 
or imagined audience of a posting poten-
tially very different to the actual audience. 
The manifold ways in which different audi-
ences may be targeted by the posters, that is, 
implicitly selected and addressed or equally 
de-selected and excluded, have begun to be 
unearthed (see Tagg & Seargeant 2016). In 
this respect, I have argued that any study of 
participation frameworks and interaction on 
social media platforms cannot be discon-
nected from the heightened possibility for 
circulation of a discourse activity in different 
sites and for different audiences. More spe-
cifically, I have claimed that the posting of 
an activity as a story or its becoming a story 
through subsequent sharing and engagement 
with it has important implications for interac-
tion (Georgakopoulou 2013a,b).

In the light of the above discussion, we can 
claim that there is already some evidence for 
the validity and usefulness of an interactional 
approach to the analysis of online data. At the 
same time, there is also recognition that not all 
of the interactional modes of analysis and tech-
niques originally developed for face-to-face 
conversations can be automatically transferred 
to the analysis of online data, and that digitally 
native methods will have to complement them, 
as we will see in ‘Methods’ (cf. Gillies et al. 
2015: 45–51). A prime challenge is to explore 
how interaction is achieved when multiple par-
ticipants may tune in at different time zones 
and with different degrees of familiarity with 
the original poster: from friends with whom 
there are multiple interactions across media 
to complete strangers and ‘de-individuated’ 
users whose offline, demographic identities 
cannot possibly be established.

My aim with small stories research has 
been to provide answers to these questions 
and, in doing so, to contribute to the grow-
ing line of inquiry into the interactional 
aspects of social media communication 
(see Georgakopoulou 2012, 2013a,b, 2014). 
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I have shown how narrative arrangements, in 
particular roles of storyteller and story recipi-
ent, afford participation and how this partici-
pation is interactionally achieved.

To do so, I adopt a broad perspective on 
interaction online that takes into account, 
when applicable, the sharing of a posting 
across multiple events and spaces with multi-
ple and unforeseen recipients and the multiple 
related stories that this may generate through 
media enabled processes of linking, replica-
bility and remixing.

Methods

A (re)mix

I have been examining the ways in which we 
can extend small stories research to social 
media as part of a larger project entitled ‘Life 
writing of the moment: The sharing and 
updating self on social media’.1 My aims 
have been to chart the multi-semiotic forms 
(linguistic/textual, visual, auditory, etc.) that 
life-writing of the moment takes on a range 
of social media (e.g., YouTube, Facebook, 
Twitter), with emergent and remediated 
genres (e.g., selfies, retweets, spoof videos 
and remixes) and, where applicable, on the 
basis of specific (personal, political, social, 
etc.) incidents and issues (e.g., the Eurozone 
crisis). With a small stories analysis of the 
above, I also document the kinds of subjec-
tivities, including ethical and political selves 
that life-writing of the moment engenders 
and how these are interactionally achieved.

In addition to specific social media plat-
form explorations, small stories research is 
well-suited to incident-based work. This may 
be necessary in cases where it is important to 
track the phases and stages of a story’s shar-
ing as part of building a ‘thick description’ 
(see Latzko-Toth, Bonneau and Millette, 
Chapter 13, this volume). I have used popu-
larity indexes and Google trends that show 
when the circulation of an incident has peaked 

and on which platform. YouTube videos have 
emerged as a prime circulation phase of story 
sharing in my data. I have employed the con-
cepts of telling case (Mitchell 1984) and criti-
cal moment (Vaajala, Arminen, & De Rycker 
2013) to identify postings worthy of further 
investigation. Both concepts suggest that a 
micro-scale event or incident may serve as a 
disruptive moment that sets larger processes 
in motion: it may, for instance, provide a 
glimpse of meanings, ideas, and values that 
are normally taken for granted or remain tacit, 
hidden and backgrounded under ‘normal’ 
circumstances. Such moments may allow 
‘condensing a complex subject […] to a few 
symbolic issues’ (Oberhuber et al. 2005: 230).

Small stories research is routinely done 
in my study with the help of an open-ended, 
adaptive ethnography (Hine et al. 2009): this 
involves applying flexible routes to fieldwork 
over time to suit the mobile, ever-shifting 
landscape of social media. It also involves 
being open-minded about the use of ‘remix’ 
methods, in Markham’s terms (2013), in the 
spirit of social media practices of bringing 
together unlikely modes in imaginative and 
reflexive ways. For instance, the researcher’s 
own immersion and participation in social 
media culture with processes of catching 
up, sharing, and real-time tracking, are rec-
ognized as a major part of the development 
of ethnographic understanding. In addition, 
I have adapted digitally native methods for 
fieldwork: for instance, observing system-
atically, as a ‘lurking’ participant in a specific 
site, activities and postings, so as to identify 
key-posters of small stories and respondents. 
Some of these methods involve auto-phenom-
enology, that is, the researcher’s reflexivity 
about her own position, stakes, and interests 
in the field of social media engagement. For 
instance, I have often examined my position 
as a ‘digital tourist’, even using it strategically 
in off the record chats with teenage partici-
pants and their use of FB. I have also drawn 
upon observations and developed analytical 
lines as a result, on the basis of my identity as 
mother to a media-saturated teenage daughter.
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Data from Facebook
I have specifically employed the above meth-
ods as part of a small stories research project 
in two datasets. The first involves status 
updates and responses to them posted on 
Facebook walls. From my list of friends, I 
identified a female friend in her 30s, who 
posted the most status updates (Sus) and I 
followed her wall for a period of six months, 
having secured consent from her and the 
friends involved in 2013. Since then, I have 
triangulated these data with postings of a 
group of teenage friends who I selected from 
my daughter’s friends, as part of a study of 
selfies (Georgakopoulou, 2016b). The selec-
tion was done in March 2015 on the basis of 
who were the top five selfie-posters after a 
systematic observation of one year. Principles 
of heavy disguise have been followed in both 
these cases and no reproduction of any visual 
material. Both data-sets were collected after 
the format of FB pages had changed in late-
2011 so as to create a personal timeline for 
users. In addition, the news feed were intro-
duced which inform users about activities of 
their friends: users may opt out of receiving 
this information but they cannot opt out of 
having this information about themselves 
displayed. For the purposes of this study, I 
have analyzed quantitatively a random 
sample of 500 postings, 250 from each data-
set, in terms of small stories in the posting 
and responses in the comments. I have also 
coded numbers of Likes and created a net-
work profile that consists of the ‘friends’ 
who over time emerge as those who like and/
or comment most.

Data from YouTube
As the principle of small stories methods is 
that there is merit in establishing interactional 
processes across media platforms which 
allow for differentiated degrees of publicness, 
I have also chosen to use comparable princi-
ples of analysis for the participation frame-
works of YouTube videos and comments. 
There are clear differences in terms of public-
ness between (private) FB and YouTube. FB 

is more oriented to one’s offline network and 
although it is possible to have complete stran-
gers as ‘friends’, it would be highly unusual 
for friends’ lists not to be populated by people 
known to the user offline, too. This renders 
the possibility for complete re-invention and 
anonymity far less than on YouTube, although 
context collapse still applies to the many dif-
ferent degrees of closeness that a user may 
have with their ‘friends’. So, FB users still 
have the task of ‘navigating concealing and 
revealing information to people who blur the 
boundaries of work and home, school and 
private life, or friends and family’ (Marwick &  
boyd 2011: X) that a user may have. On the 
other hand, YouTube is much more public, 
‘semi-public’ as Bitvitch puts it (2010), in 
that most users have never met face-to-face, 
there are no registration requirements for 
them to view videos and, even though they 
need to register and have a password so as to 
post comments or videos, their ‘identities’ 
can still be demographically non-verifiable. 
In the light of the above differences, explor-
ing how users interact with stories on FB and 
YouTube promises to bring to the fore rich 
insights into how different aspects and 
degrees of context collapse may be managed 
so as to create common ground in the case of 
(more or less close) friends as opposed to 
complete strangers.

The incident I have focused upon on 
YouTube emerged, on the basis of the afore-
mentioned methods, as a prime critical 
moment right after it had happened and with 
the benefit of hindsight it remains the most 
circulated incident in post-2010 Greece. In 
the run up to the 2012 election in Greece, 
which at the time was viewed as crucial for 
the future of the Greek bailout and of the 
EU, a particular incident became ‘viral’: The 
assault of two female leftwing party MPs 
(Rena Dourou & Liana Kanelli), in particu-
lar throwing water at Dourou and ‘slapping’ 
and ‘punching’ Kanelli, by a male MP can-
didate (Ilias Kasidiaris) from the far-right 
party Golden Dawn, on a breakfast news 
show of live TV (7 June 2012). The first key 
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transposition of the incident was the upload-
ing of the scene of the incident that took place 
on the TV breakfast show onto YouTube by 
ordinary people, and this seemed an intui-
tive point of departure for the analysis. The 
video clip selection averaged one minute 
and hundreds of videos with the scene were 
posted on YouTube with varying numbers of 
viewers from a few hundred viewers to sin-
gle thousand figures. Of this large number 
of uploaded videos, I chose to single out for 
close qualitative and quantitative analysis 
the 50 most viewed (and commented upon) 
YouTube videos. I have reported the results 
of this analysis elsewhere: in particular, I 
have shown the significance of whether the 
incident was circulated as a story or not for 
the ways in which the context of the crisis 
was made sense of (Georgakopoulou 2013b; 
2014). A subsequent transposition of the 
incident involved the production of spoof/
fake videos and remixes and their uploading 
on YouTube: these are a recognizable genre 
of Web 2.0 production around popular sto-
ries. In this case, the number of videos pro-
duced was small and readily capitalized on 
existing popular videos for fake video pro-
duction, such as The Downfall (see below).  
I closely analyzed all videos produced  
and all comments for each video until 
April 2015. The results of this analysis are 
beyond the scope of this chapter: in brief, I 
have shown how creative and largely satiri-
cal engagements with the original incident 
involved ‘rescripting’ (‘Narrative stance-
making and rescripting as sharing’) the place 
of the incident that in turn effected changes 
in the plot and the evaluative stances on the 
original incident (Georgakopoulou 2015).

Coding Data from YouTube and 
Facebook
Building on sampling from previous quanti-
tative analyses, as my analysis progressed, I 
added more coding to both the sampled 
YouTube comments from the YouTube data-
set and the FB postings from the FB data-set 
to check for the frequency of certain knowing 

participation patterns that had emerged as 
salient from the qualitative analysis. In par-
ticular, I coded explicit and implied refer-
ences to knowledge of specific events, 
activities and/or characters and any informa-
tion about the provenance of this knowledge 
(e.g., shared participation in an activity 
offline). I also coded references reaction to 
the state of non-knowing. In all these cases, I 
took into account the form that such refer-
ences took and if and how they were linked 
with FB and YouTube affordances (e.g., tag-
ging, uploading videos and photographs).

Bracketing in Analysis
In addition to adaptive ethnographic meth-
ods, as discussed above, I have found that I 
have needed to employ a sort of back and 
forth process that Gubrium and Holstein 
(2009) refer to as bracketing in narrative 
analysis. Bracketing involves keeping a bal-
anced focus through mode shifting on the 
what and the how of research, and I would 
include the who and why of research, gliding 
between processes, conditions, and resources. 
Although bracketing has been proposed and 
developed for the study of offline narrative 
data, it is in my view transferrable to the 
analysis of social media data too, as it does 
justice to their ever-changing nature, which 
resists a neat separation between data collec-
tion and analysis, as new contexts and data 
are aggregated.2 For instance, to take an 
example from my analysis of YouTube data, 
many political changes and events happened 
subsequent to the aforementioned circulated 
incident of the assault of the two female poli-
ticians by I. Kasidiaris, such as the imprison-
ment of Kasidiaris in 2014, as part of a 
crackdown on GD’s criminal activities as 
well as his acquittal for the incident under 
study (March 2015). All these events resulted 
in a flurry of new comments and a social 
media re-engagement with the original inci-
dent: tracking these ‘diachronic’ types of 
contribution, as Bou-Franch & Blitvitch 
(2014) have put it, was important, as they 
allowed me to chart the creation of a social 
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mediatized biography for the main protago-
nists of the incident, particularly Kasidiaris 
and Kanelli, and the sedimentation of specific 
evaluative viewpoints about the incident. As I 
have claimed elsewhere (Georgakopoulou, 
2016c), in the light of this enlarged time 
frame of the research, my research ethics 
questions and requirements changed consid-
erably and in unforeseeable ways.

Narrative stancetaking and 
rescripting as sharing

My analysis has enabled me to identify two 
main story-sharing practices on social media: 
(1) narrative stancetaking and (2) rescripting. 
Narrative stancetaking involves posts in 
which conventionalized story framing 
devices are used to suggest that there is a 
story in the making, a story that can be told, 
developed and updated later if requested. 
More generally, narrative stancetaking indi-
cates that an activity is:

•• being offered or taken up as a story, thereby 
positioning participants as tellers-recipients-(co)-
tellers, etc. and/or,

•• consisting of events and characters in specific 
spatiotemporal scenarios whose actions and 
speech are assessable.

As I have shown elsewhere (2013b), small 
stories often begin with or are confined to nar-
rative stancetaking. This signaling positions 
participants as story (co-)tellers and recipients, 
and interactional partners thus anticipating and 
even proposing subsequent sites of circulation 
and audiences. Narrativity is therefore an 
emergent property, a process of becoming a 
story through engagement, as we will see in 
‘Small stories for “friends” in the know’ below. 
Narrative stancetaking is a common practice 
that I found cuts across personal and other 
people’s or news stories: for example, posting 
updates on Facebook, tweets and retweets 
about current affairs, YouTube video postings, 
for instance, in the titles of YouTube videos. I 

have shown that in all these different cases, 
there is systematicity in how narrative stance-
taking is responded to and taken up by users 
and this has implications for what stories are 
told on which platforms, by whom and how.

Rescripting involves media-enabled prac-
tices of visually and/or verbally manipulating 
previously circulated stories so as to create 
alternative stories. These are in turn offered 
and taken up as humorous, satirical takes on the 
original story. I have shown (Georgakopoulou 
2015b) that this creative manipulation mainly 
involves changing the place of the original 
tale on its own or along with other aspects 
of the plot, including the characters, so that 
a ‘new’ tale emerges with ‘new’ characters, 
‘new’ narrator, ‘new’ audiences, etc. YouTube 
videos such as spoofs, memes, remixes, and 
mashups, form a main site of rescripting. For 
instance, the incident of the aforementioned 
assault was satirically re-enacted from ordi-
nary, and as it turns out from the comments 
that ensued, genuinely ‘amateur’ users, on 
a Greek beach, with the ‘politicians’ wear-
ing swimsuits. The spoof video was entitled: 
Kasidiaris Kaneli sfaliara paralia (Kasidiaris 
Kaneli slap beach) http://www.youtube.com/
watch?v=Cx-RXZLP9wI.

Another form of rescripting involved 
‘inserting’ the politicians into places other 
than the TV studio. This capitalized on video 
editing and remixing techniques that allow 
image manipulation. Unlikely settings in 
which the protagonists of the original inci-
dent were visually placed included: a boxing 
ring where Kasidiaris and Kanelli had a con-
test; a video game; a Star Wars scene with 
Kasidiaris and Kanelli battling it out.

A detailed discussion of the two concepts, 
i.e. narrative stancetaking and rescripting, 
is beyond the scope of this chapter. Story-
making and story-altering processes are of 
paramount importance for the construction of 
shared story worlds on YouTube and for rela-
tions of solidarity and alliance on a platform 
that is often conducive to conflicts and ‘rants’ 
(Georgakopoulou 2014, 2015). Below, I will 
single out that main ways in which narrative 
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stancetaking processes work on the intersec-
tion between social media affordances with 
examples from FB and what participation 
roles this allows for ‘who’ and ‘how’.

Narrative Stancetaking: Media 
Affordances

This projection of narrative participation is 
enhanced by FB platform facilities which 
contain elements of narrative stancetaking 
inasmuch as they are reminiscent of 
Jefferson’s ‘story openers’ (1978). In face-to-
face conversations, story openers are conven-
tionalized routines that preface an extended 
telling. In the case of FB, what will follow 
narrative stancetaking is more open-ended 
and contingent upon audience engagement, 
as we will see below. Narrative stancetaking 
elements include:

•• Temporal framing and notifications of activities 
that have just happened: e.g., Mary changed her 
profile picture; Mary added a picture; Mary was 
with Abby & another 2 people

•• Localizations: e.g., with X at café dolce
•• Assessments: e.g., feeling amused with X …
•• Events/activities: e.g., ice-skating with X …
•• References to characters (and relationships): 

e.g., Me & my gorgeous girl; my top girl; lovers;  
getting ready with the bae

•• Tagging

These FB affordances encourage the inclu-
sion of time, place, events, characters and/or 
condensed or indexical associations amongst 
them. Furthermore, posters can ‘select’ cer-
tain friends as ratified and knowing recipi-
ents on the basis of their ‘named’ inclusion in 
the post. This can happen verbally: for 
instance, on FB, you can include a friend by 
clicking on their name which subsequently 
allows viewers of the post also to click on 
their name. It can also happen visually, for 
example, by including a photograph from an 
outing, and with tagging, which allows the 
posters to decide on who is more relevant for 
and connected with the post. Posting a shared 

status also allows from the outset a posting to 
include specific participants as ‘addressees’ 
(specifically addressed ‘friends’; Dynel 
2014; Tagg & Seargeant 2016).

In all these cases, I have found that the 
overwhelming preference for tagged or oth-
erwise ‘named’ and ‘signalled’ individu-
als is not just to produce a Like, but also to 
contribute a comment. References to shared 
events, even in the absence of any visual or 
tagging material, also introduce the require-
ment for certain individuals to display their 
knowing status, as we will see below. All 
these affordances end up creating a ‘private 
chat’ on a public forum with certain friends 
appearing as being in the know and in the 
loop and others not. We will see examples of 
this in 4.2 below.

Small Stories for ‘Friends’ in  
the Know

As I have shown elsewhere (Georgakopoulou 
2013a,b), narrative stancetaking on FB and 
YouTube postings presents systematic interac-
tional implications: this means that it may 
project certain kinds of audience engagement 
but it is the actual audience engagement that 
shapes further telling and terms of telling. In 
particular, on FB, posts that report disruptive 
events in the poster’s life are more likely to 
receive comments from their friends than a 
simple Like. (‘Like’ only is the case for rou-
tine everyday events.) The report of disrup-
tions is also more likely to lead to a further 
post from the poster where she/he thanks for 
any wishes and interest and updates on the 
situation. A similar interactional pattern of a 
task of reciprocation to comments from the 
original poster is to be found in the case of 
posting selfies. There, a comment on a selfie 
from a respondent raises the task of replying 
and thanking for the initial poster. Most of 
such reciprocal exchanges are dyadic, that is, 
between commenter and original poster, and 
so the commenters routinely post atomized 
contributions in relation to other commenters.
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In addition to the above, narrative stancetak-
ing in the original post or some other selection 
of knowing participants (e.g., tagging in a selfie) 
is ‘read’ by recipients as an invitation and even 
a requirement for participation that displays 
knowing status. This participation separates 
friends in the know from other friends, however 
aligned the latter may be with the post or poster. 
Validation and alignment with the action of an 
initial post can be done with a simple Like or 
some kind of appreciative comment. Knowing 
status, however, allows commenters to extend 
beyond broadly affiliative actions to some form 
of elaboration and co-authoring of the initial 
post. Specifically, the task of showing knowl-
edge takes the following forms: commenters 
can expand on the narrative stancetaking of 
the initial post by constituting it as a story or 
providing more of the story; they can also refer 
more or less allusively to pre-posting shared 
activities, which I call the backstory.

In the following example, from the data-set 
from FB (see ‘Coding data from YouTube and 
Facebook’), knowing status serves as an oppor-
tunity for the recipient who was out with the 
poster the previous night to display their offline 
shared knowledge and provide a ‘second’ story 
that bridges the gap between their offline activ-
ities and the current online interaction:

(1)
Elisa Dante’s Inferno had nothing on the 134 

through Camden at Stupid O’Clock in the morning…
o �Like · Comment · Share 22 people like this.
Ben Maxwell Oh nooo night bus misery. 

SORRY! Thanks for coming last night, was so nice 
to see your face!! xx

March 22 at 11:23am · Like · 2
Elisa SHUT IT Maxwell It was worth it to see 

you, beauty! Did y’all get home ok? Xxx
March 22 at 11:24am · Like · 3
Ben Harris We got a cab ride home by an insane 

lady who treated us like children. (Probably because 
we were eating cake on the street when she picked 
us up.) The prospect of getting night buses all the 
way to Siberia (Totteridge) was too grim. I’m glad 
you eventually got home; have a lovely Sunday! xx

March 22 at 11:30am · Like · 1

The example illustrates the common phe-
nomenon of dyadic exchanges between a 

poster and a knowing commenter which 
serve as a hybrid of private, near-synchronous 
chats (note the one minute of time-lag 
between turns) on the publicly visible (to the 
rest of the ‘friends’) space of FB walls. 
Knowing participants emerged in the analy-
sis as overlapping considerably with what 
Tagg and Seargeant (2016) have described as 
‘active friends’ on FB: those who are more 
likely to contribute to posts. In our case 
though, knowing contributions invariably 
display some kind of knowing status, even 
when the post responded to announces break-
ing news from the poster’s life.

Comparable patterns of knowing participa-
tion apply to selfies, in particular what I have 
called (Georgakopoulou, 2016b, forthcom-
ing) ‘[AG9]significant other’ selfies (selfies 
of the poster and a best friend or other spe-
cial person in their life) and ‘group selfies’. 
These raise the requirement for participation 
from the friend(s) in the selfie with a com-
ment. In this way, the same post serves dif-
ferent purposes for different FB ‘friends’: it 
may be an announcement for non-knowing 
recipients, as we will see in example 3 below, 
and an opportunity for display of offline 
selfie-taking and other knowledge for know-
ing friends, as we can see below in the com-
ments that ensue by the two friends who are 
on the selfie that one of them has posted. In 
particular, with the reference to Mike and 
Brian, a backstory of shared interactional his-
tory is referred to allusively and this has the 
hallmarks of a private conversation.

(2)
o �Elena:3 [next to selfie of her and her best 

friend Anna, which is not reproduced here].
o �Waaaay up I feel blessed. With Hannah 

Bates.
o Hannah: Awh luv u. xx
o May 7 at 9 pm
o �Elena: Luv u too heart. We’re gonna have so 

many more great times esp. now that we’ve 
got Mike ☺☺

o May 7 at 10.47 pm
o �Hannah: Ha ha very tru two hearts let’s hope 

we don’t run into bryan again tho …
o May 7 at 10.58pm
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The private chat which develops between 
the two friends above elaborates on the 
caption of their selfie, a line from a song 
in fact (‘Way up I feel blessed’), in ways 
which allude to their closeness. In particular, 
with the reference to ‘Mike’ and ‘Brian’, a 
backstory of shared interactional history is 
referred to allusively.

We can see the juxtaposition of contri-
butions from knowing vs. non-knowing 
friends in the comments to another ‘signifi-
cant selfie’ (of the female selfie-poster with 
a young man) which suggests a developing 
romance, as it is accompanied by hearts.

(3)

SNL

Kate L.

Helena H. Kate see I take ur advice on board

Megan R.

Megan R.

Megan R.

Is there anything you want to tell me Miss Harris?! Like NIOW!!!!

LoIs... But what have I done Miss Ryan? Whent out for bubble tea with a mate [wink]

Bubble tea, huh? Miss Ryan would like to have a chat with you Miss Harris now ...

Helena H.

Helena H.

Megaaan

Hmmm ... what have I missed?????!!!!!!

*Cute couple

yes this is piff ngl
March 29 at 2.21pm . Like . 1

March 29 at 2.27pm . Like . 2

March 29 at 2.28pm . Like . 2

March 28 at 10.05pm . Like . 3

March 28 at 10.50pm . Like . 1

March 28 at 10.51pm . Like . 2

March 28 at 10.53pm . Like . 1

Knowing friends such as Kate L. propose a 
positive assessment of the selfie which is 
based on offline/or any other insider’s knowl-
edge in relation to the selfie posted. This is 
seen in Helena’s response to Kate’s comment 
that makes a typically cryptic reference to a 
‘backstory’ of Kate and Helena having dis-
cussed this relationship and Helena ‘having 
taken her advice on board’. The backstory 
normally is part of the events surrounding a 
selfie and any allusions to it arguably elabo-
rate on the selfie as part of a narrative and thus 
propose how it should be understood. Put dif-
ferently, knowing participation may narrow 
down the interpretative options around a 
selfie. This narrative engagement with selfies 
is seen in cases of non-knowing recipients too 
who routinely ask for the ‘backstory’ as a 
means of getting into the ‘loop’. Such 
responses from non-knowing recipients tend 
to lead to some kind of (more) storying in 
relation to the selfie from the poster. In this 

way, the selfie retrospectively serves as a story 
preface for them, if we look at it within Sacks’ 
three steps (1992) of a story preface. We can 
see this in the example above with Megan’s 
comment which seeks to find out ‘what she 
has missed’. Helena begins to provide an 
explanation in small story form in the publicly 
available comments (‘went out for bubble tea 
with a mate’) but the fuller story, we can 
speculate, is provided in the private chat area 
to which the friends claim they will switch. (I 
did not have access to private messages.)

Conclusion

In this chapter, I presented the key assump-
tions, disciplinary context and outreach 
(beyond sociolinguistics) of small stories 
research, a recent model for narrative and 
identities analysis originally put forward for 
the analysis of a-typical stories in conversa-
tional data. Narrative analysis has a pivotal 
role to play in social media research for the 
documentation of genres of stories and (new) 
forms of subjectivities but to do so, a radical 
departure from certain tropes and modes of 
conventional narrative research is needed. I 
argued that small stories research is well 
placed to offer alternative tools and concepts 
needed for such an inquiry. I charted the 
main directions that the current extension of 
small stories research is taking into social 
media, particularly with reference to narra-
tive stancetaking processes. I showed how 
narrative stancetaking on Facebook is an 
important means of counter-acting the phe-
nomenon of context-collapse, a hallmark of 
many social media platforms, according to 
numerous studies. With narrative stancetak-
ing, users seem to be signalling certain audi-
ences as more included, ratified and suitable 
than others. Put differently, they create con-
ditions of knowing narrative participation 
which places certain members of the audi-
ence in a position to align with the stance in 
the original posting and to elaborate on, 
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amplify and co-author it, on the basis of 
(shared) knowledge.

Overall, I showed that working with small 
stories research on social media requires both 
methodological and conceptual innovation. 
Moving forward will involve engaging small 
stories with various mixed methods, includ-
ing data visualization and big data mining. 
There is much scope for combining qualita-
tive, ethnographic, micro-analyses, such as 
the ones routinely associated with small sto-
ries, with quantitative analyses. At the same 
time, further analyses of small stories need 
a critical agenda that will revisit the initial 
association of the suppressed and non-norma-
tive activities. Reflecting on the implications 
of the prevalence of small stories – and the 
social actions often associated with them – in 
many online forums has led me to reconsider 
their role in counter-hegemonic processes 
(see Georgakopoulou 2016c, forthcoming). 
Uncovering ideological forces in the creation 
of social media-amplified, dominant accounts 
through small stories, is emerging as a new 
priority for small stories research agenda.

Notes

 1 	 This is a sub-project of the ERC funded Project 
‘Ego-media: The impact of new media on forms 
and practices of self-presentation’ (with Max 
Saunders, PI, Claire Brant & Leone Ridsdale, 
King’s College London’ (2014–2019).

 2 	 Similarly, Burrows and Savage (2014) have also 
claimed from experience that while standard 
methods, even longitudinal ones, allow a demar-
cation of the fieldwork and acquisition of data 
from the analysis, with online data, this proves 
much more problematic.

 3 	 All names used are pseudonyms.
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18
Geospatial Analysis

O l g a  B u c h e l  a n d  D i a n e  R a s m u s s e n  P e n n i n g t o n

This chapter is about geospatial analysis of 
social media. It summarizes major issues 
with retrieving, sampling, geocoding, and 
analyzing social media data. The chapter 
discusses geospatial analysis from the per-
spectives of different domains of knowledge, 
including information science, geographic 
information science, geovisualization, infor-
mation visualization and visual analytics by 
presenting numerous illustrative examples 
and case studies. It also shows benefits and 
shortcomings of these methods and defines 
existing gaps in geospatial analysis.

Introduction

Blogs, tweets, comments, images, videos, RSS 
feeds, online games, accounts in social media 
and clouds are inundated with references to 
geographic locations due to the proliferation 
of location-aware devices. On the one hand, 

social media systems track locations implicitly 
where people go, where they search or share 
information from. On the other hand, social 
media users voluntarily share the location of 
their travel routes, destinations, hotels, and 
restaurants as well as images enhanced with 
geospatial coordinates. As Goodchild (2007) 
noted, citizens have become sensors who 
actively collect and contribute geospatial 
information. This phenomenon gave rise to the 
convergence of geographic information sci-
ence and social media (Sui and Goodchild, 
2011). These volunteered crowd-sourced data 
reduce the burden of data collection (Stefanidis 
et al., 2013), and they open up exciting oppor-
tunities to study human movement from the 
perspective of their socio-spatial behaviour 
(De Longueville et  al., 2009). This chapter 
summarizes a variety of techniques used in the 
investigation of information flows and social 
networks on human-defined landscapes.

This chapter takes a multidisciplinary 
approach as techniques are now being 
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developed not only in geography, but many 
other research domains, particularly visual 
analytics, geovisualization, social sciences, 
and information science. In addition, geo-
graphic analyses are now integrated with other 
methods such as semantic analysis, machine 
learning, network analysis, econometrics, and 
human-computer interaction, and are being 
used for enhancing the understanding of spa-
tio-temporal contexts of various phenomena. 
In other words, researchers use geographic 
locations shared in social media not only for 
understanding locations, but also to get better 
insights about phenomena under investigation 
(e.g., communities, economic and political 
impacts of events, disease outbreaks, commu-
nication patterns, emergency situations, and 
many others).

The section Background Information pre-
sents key properties of geographic locations 
which are crucial for understanding how geo-
spatial analyses should be carried out. We also 
explain how geospatial analyses are compli-
cated by semantic properties of information 
spaces and social networks and where refer-
ences to geographic locations can be found in 
social media systems. In the Analyzing Spatial 
Locations section, we first give examples of 
research questions social media can be used 
for, a summary of how researchers prepare 
data for spatial analysis and how they assign 
coordinates to locations, and we highlight 
difficulties with extraction and disambigua-
tion of place names. We then proceed to the 
discussion of pros and cons of the techniques 
used in geography, visual analytics and other 
research areas in order to extract insights about 
phenomena under investigation. We focus on 
Exploratory Analysis, Standard Deviational 
Ellipses, and Spatio-temporal Analysis. The 
next section on Geo-social Visual Analytics 
addresses current limitations of geospatial 
analysis and describes new techniques that 
attempt to bridge network and map repre-
sentations. The Spatial Data Mining section 
presents techniques for automated pattern 
extraction. We conclude our chapter with a 
debate about potential dangers of geospatial 

analysis associated with the breach of users’ 
privacy, and give recommendations on how to 
protect privacy of social media users in geo-
spatial analysis.

Background Information

Spatial information in social media is recorded 
in two forms: geospatial footprints and text 
(i.e., references to place names such as 
‘Toronto’ or ‘Paris’). A footprint is a repre-
sentation of the spatial location or extent of a 
geographic object expressed in terms of geo-
spatial coordinates (Hill, 2006). It can take 
many different forms: a dot, a line, a polygon, 
a set of dots, a boundary box, an image, or 
pixels. Footprints are required for creating a 
visualization on a map. Textual representa-
tions can take many forms too; they can be 
expressed in different languages or as codes, 
tags, ZIP Codes, mailing addresses, postal 
codes, time zones, IP addresses, or other 
notations. On the one hand, assigning a foot-
print no longer constitutes a difficulty due to 
an abundance of geocoding services. On the 
other hand, geocoding services are not always 
able to recognize location names in texts, or 
to match them with proper footprints due to 
place name changes, variations in translitera-
tions, homonyms, variant spellings, or other 
semantic variations.

Back in the 1990s, when research on online 
geospatial systems was just starting, research-
ers in geodigital libraries, who were at the 
forefront of modeling geospatial descrip-
tions, talked about feature types as important 
attributes of geospatial descriptions. Feature 
types are natural and cultural categories of 
geospatial locations (Hill, 2006). Natural fea-
tures include continents, mountains, lakes, 
seas, forests, grasslands, and so on. Cultural 
features include types of businesses, man-
made constructions, and places. These types 
help bridge place names with coordinates. 
They improve accuracy and precision for 
information retrieval, and they help people 
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interpret the context in which communication 
takes place. For example, consider a medical 
instructor who often visits military conflict 
zones. Comments and messages from her 
on social media might differ in tonality and 
content according to the type of the location. 
In her native city she might look relaxed and 
happy, and involved in volunteering. In zones 
of military conflict her behavior will change; 
she will share fewer comments and post pic-
tures in a military uniform after she returns 
from the zone. Actions and comments of her 
close friends would also differ depending on 
her location. If she is getting ready to go to the 
zone of military conflict, friends would try to 
help her right away because they understand 
that she might need help urgently before she 
leaves for the zone. Without understanding 
location types, her comments are difficult to 
interpret. Designers at Facebook realize the 
drawback of not having location types in their 
social media platform; for this reason, they 
now offer a location check-in service. This 
service mostly provides places of interest as 
well as businesses that allow data scientists 
at Facebook to conduct research on check-
ing in to certain location types (e.g., Chang 
and Sun, 2011). Using check-in data Chang 
and Sun (2011) built a model that helped 
them predict where people will check into 
next. Such predictions can improve ranking 
of places of interest and create better adver-
tisement targeting. How to capture or extract 
other types of locations is a question that has 
yet to be addressed by researchers, social 
media developers, and analysts.

Besides place names and footprints, geo-
graphic references can also be classified 
in terms of accuracy, precision, scale, and 
uncertainty. Accuracy is ‘the degree to which 
the recorded value represents the “correct” 
value’ (Hill, 2006, p. 227). Accuracy of ref-
erence points collected with cell phones var-
ies from 500 meters to 20 meters (Ramdani, 
2011). Accuracy of IP geocoding services are 
only good enough to locate a particular city, 
or a country depending on the location in the 
world (Ramdani, 2011). In some countries 

accuracy is higher than in others. For exam-
ple, the accuracy of detecting IP addresses 
in the Philippines or Croatia is lower than 
60%, while in the USA and Canada, it is 84% 
(MaxMind, 2015). Accuracy of geocoding 
services will also differ due to different meth-
ods used for calculating coordinates (Whitsel 
et al., 2006). Precision refers to the potential 
amount of geographic extent represented by 
the locality. Coordinates are more precise and 
accurate than textual references because when 
textual references in the form of place names 
(not street addresses) are translated to coordi-
nates, they are commonly represented either 
as a pair of coordinates that correspond to the 
central point of the location, or as a bounding 
box (i.e., a rectangle drawn around the place).

Scale is a primary property of maps. It is 
the ratio between the linear distance on the 
map and the corresponding linear distance 
on the Earth’s surface (Longley et al., 2005). 
However, researchers in geographic informa-
tion science as well as in library and infor-
mation science have argued that geographic 
references form a semantic space of their own 
(Buchel, 2013; Fabrikant, 2001a, b; Fabrikant 
and Skupin, 2005; Fabrikant and Buttenfield, 
2001). As such, the space also has scale. The 
semantic space is defined by implicit rela-
tionships among geographic references, spe-
cifically relationships among countries and 
provinces as well as provinces and smaller 
geographic locations. Together they form a 
semantic hierarchy, different levels of which 
correspond to different geospatial scales. 
Accuracy, precision, and scale at which geo-
graphic locations are reported in social media 
affect spatial uncertainty of geospatial repre-
sentations. Uncertainty is defined as the differ-
ence between a real geographic phenomenon 
and the user’s understanding of the geographic 
phenomenon (Longley et  al., 2005). Things 
become even more complicated when we add 
semantic uncertainty to this mix (Bordogna 
et  al., 2012). Semantic uncertainty implies 
that social media users may give different 
meanings to the same term, phrase and/or 
actions, which may lead to false conclusions. 
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For instance, a phrase such as ‘close to the 
northeast of Milan’ can be interpreted differ-
ently as people’s perceptions of distance vary. 
Research in geographic information retrieval 
suggests that feature types may reduce geospa-
tial uncertainty and increase geospatial accu-
racy and precision (Bo and Baldwin, 2012).

Last but not least, it is important to take 
into account that references to geographic 
locations in social media are not the primary 
information objects. In other words, social 
media systems are not about geographic con-
cepts or geography, but they are rather about 
people, information objects (images or vid-
eos), relationships among people and objects, 
communities of people that engage in com-
munication, document sharing, information 
flows, and other activities. This suggests that 
geospatial analysis in such complex systems 
should take into account all these processes 
and relationships. Some researchers have 
already identified geospatial properties of 
social networks. Scellato et al. (2011) found 
that networks in Foursquare have different 
characteristic spatial lengths of interaction 
across both their social ties and social tri-
ads. Doytsher et al. (2010) found that human 
movements generate life patterns that include 
social connections and places a person visited.

Where can geospatial locations be found, 
and how often are they reported? Geographic 
references can be found in different contexts 
of social media systems. They are used to 
denote users’ home locations, events, and 
spatial coverage of microblog entries or 
images. Geographic references may refer to 
static states, dynamic states, or events. For 
example, references to home locations can 
be considered more or less static whereas 
references to tweets are regarded ambient, 
because they represent momentary social 
hotspots (Stefanidis et al., 2013).

Studies report different numbers of users 
who provided geospatial locations in their 
data samples. Java et al. (2007) reported that 
52% of Twitter users (39,000 out of 76,000) 
included in their study had geospatial loca-
tions. Hecht et  al. (2011) reported that two 

out of three users in their study had informa-
tion about their geospatial locations. Cheng 
et al. (2010) reported that 5% of users in their 
study listed locations in the form of coordi-
nates, and 21% reported locations at the city 
level. Several studies have shown that loca-
tional information can be inferred from the 
content that users post in social media (Cheng 
et al., 2010; Popescu and Grefenstette, 2010; 
Backstrom et  al., 2010). MacEachren et  al. 
(2011b) studied people who were trying 
to use Twitter for crisis management, and 
reported that the proportion of users with 
geolocation turned on is probably still in the 
single digits. Stefanidis et  al. (2013) sug-
gested that such variations in location report-
ing can be attributed to an uneven distribution 
of the latest mobile devices.

Analyzing Spatial Locations

In this chapter, we emphasize that spatial 
analysis is not only about linking microblogs 
to a map, but it is also about understanding 
how they relate, what they mean, and what 
should be done about them. It is about meas-
uring geospatial footprints of online and 
offline communities, determining their 
volume, finding their proximity to other 
communities, overlaps and intersections, 
identifying spatial clusters, locating hotspots 
of activities, and making predictions about 
possible outcomes of events (ESRI, 2015). 
The Geospatial Analysis pipeline reminds us 
of the standard data science pipeline, shown 
in Figure 18.1.

Geospatial analysis of social media 
requires a wide array of interdisciplinary 
skills (not limited to knowledge of geo-
graphic information systems) including the 
ability to do semantic analysis, network anal-
ysis, retrieval analysis, and statistical analy-
sis. It also requires good programming skills 
in order to be able to retrieve data from appli-
cation programming interfaces (APIs), and to 
scrape data, do data cleaning and preprocess-
ing, and perform data transformations.
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Research Questions

Researchers use social media and geospatial 
analysis for forecasting political opinions on 
the web (Sobkowicz et al., 2012), identifying 
and mapping global virtual communities 
(Stefanidis et al., 2013), making meteorologi-
cal observations (Hyvärinen and Saltikoff, 
2010), studying structure and dynamics of 
natural cities (Jiang and Miao, 2015), tracking 
infectious diseases (Padmanabhan et  al., 
2013), managing crisis situations (MacEachren 
et al., 2011a), capturing human movement pat-
terns across political borders (Blanford et al., 

2015), discovering significant events and pat-
terns (Andrienko et al., 2010b), understanding 
protest movements (Gleason, 2013), finding 
geographic patterns of communication net-
works (Conover et  al., 2013), and answering 
many other questions related to human move-
ments and communication. The general trend 
is the following: researchers use maps 1) to 
report their findings, 2) to verify whether 
social media is more reliable than other tech-
niques, 3) to discover new patterns and insights 
about phenomena, 4) to generate hypotheses 
about phenomena, and 5) to understand laws 
that can explain how networks work. For 

Figure 18.1 G eospatial analysis pipeline 

Source: Authors.
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example, in a recent paper, Krings et al. (2009) 
investigated the network of mobile phone cus-
tomers and analyzed the geographical patterns 
of the customers. After aggregating by city, 
these authors found that the inter-city commu-
nication intensity follows a gravity law. In 
other studies researchers compare patterns 
observed in empirical networks with patterns 
in spatial network models (Barthélemy, 2011).

Throughout its existence, the geographic 
information science community has developed 
a number of tools and techniques that can help 
with geospatial analysis. These techniques 
focus on identifying clusters in space and 
time, predictive modeling, exploratory analy-
sis, and others. It is important to pay attention 
to what questions these techniques can answer 
and how. This may affect how the analysis 
will proceed. It may help expand the original 
set of questions social scientists are coming 
up with and may help them better understand 
social phenomena in terms of space and time. 
Using geographic information shared through 
social media is likely to produce a larger and 
more accurate dataset compared to geographic 
information collected in other ways, because it 
is created both automatically by users’ mobile 
devices as well as by the users themselves. 
They are motivated to share it because they 
want their social networks to see it, whether it 
is for political organizing purposes or simply 
for staying in contact with friends and family.

Sampling

Most of the studies that we review in this 
chapter have used some sort of statistical 
sampling technique. Given the overwhelm-
ingly large size of information spaces in each 
social media platform, researchers develop 
testbed collections by using queries. Queries 
can be geospatial and/or textual. For example, 
Purcell and de Beurs (2013) used only textual 
queries to collect queries about weather, but 
they had to eliminate many noisy tweets that 
their queries retrieved (e.g., ‘hot girls’). 
Stefanidis et al. (2013) retrieved tweet hours 

within a 10-kilometer radius from Tahrir 
Square during the Egyptian revolution. It is 
unclear whether all their tweets were relevant, 
as their study focused on analysis of net-
works, not analysis of semantics.

Noise, multiple variables, and uncertainty 
may potentially hinder exploration, hypothe-
sis generation/exploration, and decision mak-
ing. Researchers could improve their samples 
by using some of the query expansion tech-
niques from information science and natural 
language processing. In information retrieval, 
the most common technique for query expan-
sion is using a thesaurus, defined as a diction-
ary of terms related to the words in a query. 
Each word in a query can be automatically 
expanded with synonyms and related words 
from the thesaurus. This technique can be 
enhanced with term weighting, depend-
ing on how distant these terms are from the 
words in the query. Massoudi et  al. (2011), 
for example, suggested using quality indica-
tors to model retrieval of microblog posts. In 
their retrieval model, they assigned weights 
to emoticons, post length, shouting, capitali-
zation, the existence of hyperlinks, reposts, 
followers, and recency of tweets. Other stud-
ies in information retrieval have also looked 
at more contextual searches, including event 
detection (Sayyadi et al., 2009), and mining 
consumer and political opinions (Sobkowicz 
et  al., 2012). Using such techniques in 
the context of geographic analysis would 
improve the accuracy of geospatial analysis.

Also, it is important to keep in mind that 
even after all proper techniques of informa-
tion retrieval are in place, it is possible to 
make mistakes in geospatial analysis. For 
example, in 2013, Google Flu Trends, which 
claimed to be an efficient public health tool 
for accurately monitoring the flu, far over-
stated its predictions. This overstatement can 
be seen in Figure 18.2. In all previous years 
it indeed provided very accurate results, 
but in 2013 their predictions went wrong. 
Butler (2013) reported on the huge discrep-
ancy between Google Flu Trend’s estimated 
peak flu levels and data collected by the U.S. 
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Centers for Disease Control and Prevention 
(CDC) earlier in winter 2013. More precisely, 
Google doubled the numbers. The problem 
is that Google relies on searches related to 
flu symptoms, but in 2013 increased media 
attention to the flu season skewed Google’s 
search engine traffic and consequently their 
geospatial predictions (Wagner, 2013).

Geoparsing, Geocoding and 
Disambiguation of Geographic 
Place Names

Extraction of geographic place names (also 
referred to as geoparsing) from short 

comments and tweets is different from 
extraction of place names from long and 
grammatically correct texts, (Lingad et  al., 
2013). Whereas in grammatically correct 
texts geographical locations are usually capi-
talized, in short microblog posts such as 
tweets and comments, they are often placed 
in limited context and are not capitalized 
(e.g., British Columbia versus bc). Gelernter 
and Mushegian’s (2011) analysis of Twitter 
messages from the February 2011 earthquake 
in Christchurch, Canterbury, New Zealand, 
showed that named entity recognition soft-
ware recognizes places as proper nouns when 
locations are capitalized, but does not iden-
tify locations that are: not capitalized, local 

Figure 18.2 A  visualization of three different methods for measuring flu prevalence in the US

Sources: Nature; Google Flu Trends (www.google.org/flutrends); CDC; Flu Near You.
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streets and buildings, non-standard place 
abbreviations, or misspellings. Karimzadeh 
et  al. (2013) claimed that they solved this 
issue; they designed a tool called GeoTxt 
API that extracts, disambiguates, and geoco-
des place names in short microblog posts. 
They did not mention, however, whether they 
used feature types.

Geotagging can be defined as ‘the process 
of adding geographical identification metadata 
to resources (websites, RSS feed, images or 
videos). The metadata usually consists of lati-
tude and longitude coordinates, but they may 
also include altitude, camera heading direction 
and place names’ (Torniai et al., 2007). Many 
newer cameras contain GPS receivers that add 
geographic coordinates to a photograph at the 
time it is taken. Also, social media users some-
times add semantic geotags to photographs 
such as ‘Paris’ when they upload them.

A small but growing body of research 
involving geotagged photographs is develop-
ing. Rorissa et  al. (2012) extracted geotags 
from Flickr images in order to examine their 
level of abstraction, and found no statistical 
significance with these levels, but suggested 
ways in which geotags can help people find 
photographs online more easily. O’Hare and 
Murdock (2013) used the tags and geotags 
of photographs to predict the locations of 
where photographs were taken with varying 
levels of accuracy. Sevillano et al. (2015) per-
formed a similar experiment using only audio 
and visual information in a set of videos.

Kipp et  al. (2014) extracted location 
information from the accounts of comment-
ers, image descriptions (location field), and 
image titles. They investigated images and 
postcards posted on Flickr by the Library 
of Congress. All titles and descriptions of 
images in this collection have correct gram-
mar and full texts. The extraction from image 
titles was complicated because all words in 
the titles were capitalized, and geographic 
names were often separated by other words. 
In the end, they assigned locations manually.

Besides adding coordinates to places 
extracted from unstructured texts or geotags, 

researchers often have to geocode from 
address-like strings (this process is also 
known as forward geocoding). Forward geoc-
oding is a process of assigning coordinates 
for a full or partial address. A large array of 
services can be used for geocoding: Google 
Maps, Bing Maps, Twofishes, MapQuest, 
and other. A bit more challenging is the pro-
cess of reverse geocoding, in which coordi-
nates are mapped to addresses and toponyms. 
Uncertainty of the queried location compli-
cates this process. For examples, it is unclear 
how to map GPS coordinates to one of many 
possible stores in a shopping mall (McKenzie 
and Janowicz, 2015).

Static versus Interactive Maps

Web 2.0 introduced us to not only social 
media platforms, but also interactive maps 
like Google Maps (https://www.google.com/
maps/) and OpenStreetMap (https://www.
openstreetmap.org). These maps have APIs 
which can be used for mashups, or custom 
maps that can be linked to databases on 
users’ servers. These new technologies 
directly affect geospatial analysis. Many pro-
grammers who know how to link maps to 
data sprang into action and developed mash-
ups for already existing databases (e.g., real 
estate databases, image repositories, public 
health databases and many others). However, 
many of these maps are not maps in a conven-
tional sense, but rather retrieval tools; their 
purpose is to show users where information 
objects are located and allow them to click on 
the map to retrieve information about the 
objects. See the Flickr map in Figure 18.3 for 
an example of a map as a retrieval tool.

Researchers in academia welcomed these 
new developments too as this opened up 
an opportunity for crowdsourced mapping 
(Goodchild, 2007), ambient information 
mapping (Weidemann, 2013), real-time crisis 
maps (Middleton et al., 2014) and for moving 
geospatial analysis from proprietary mapping 
applications to the web. Some cartographers 
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started referring to maps as visualizations 
(MacEachren, 1995). The emphasis of visu-
alizations is ‘not on storing knowledge but 
on knowledge construction’ (MacEachren 
and Kraak, 1997, p. 336), which implies that 
maps have to be interactive. Web 2.0 gave rise 
to new techniques for representing informa-
tion (e.g., linking social networks to maps and 
embedding other visualizations in maps), and 
for interacting with geospatial information 
(Buchel and Sedig, 2014) which was not pos-
sible to achieve with static maps. However, at 
the same time, analytical techniques that were 
developed in previous-generation geographic 
information systems (especially ESRI prod-
ucts; see http://www.esri.com/products) are 
hardly available for conducting geospatial 
analytics in web applications. For instance, 
it is still difficult to analyze hotspots or do 
grouping analysis without ESRI ArcGIS. 
ESRI is making attempts to bring their  
analytical techniques to the web; the company 
now offers an API that allows developers to 
embed them in their maps (see a list of availa-
ble analysis tools from ESRI’s ArcGIS API for 
JavaScript at https://developers.arcgis.com/
javascript/). In addition, geospatial analysis 

can now be carried out in cloud-based mapping 
applications such as Fusion Tables (https:// 
sites.google.com/site/fusiontablestalks/sto-
ries), GIS Cloud (http://www.giscloud.com), 
CartoDB (https://cartodb.com), visualization 
frameworks such as D3.js (http://d3js.org), 
and R (https://www.r-project.org). QGIS 
(http://www.qgis.org) is a free, open source 
alternative to ArcGIS. These tools offer a 
wide range of new and traditional analytical 
techniques. At first glance, cloud comput-
ing applications might look simple, but with 
additional programming, they can be used for 
fairly complex analysis.

Whereas static maps allowed carrying 
out analysis at the level of ‘flat’ snapshots, 
interactive maps opened many new options 
for analysis. It became possible to carry out 
dynamic analysis, such as tracking data 
related to human movement, and following 
the dynamics of social movements. Analysis 
in interactive visualizations is complicated by 
the motion of people and network dynamics 
in time and space. In interactive maps, great 
attention is paid to the conceptualization of 
time. Time has a complex structure; that is, it 
has a hierarchical system of units, including 

Figure 18.3  Example of a map as a retrieval tool

Source: http://www.flickr.com.
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seconds, minutes, hours, days, weeks, months, 
years, decades, centuries and so on, which can 
be grouped into different calendar systems, 
cycles, etc. Time can be represented as a line, 
a cycle, a branch, or a hierarchy (Andrienko 
et al., 2010a). For example, Figure 18.4 shows 
health data over time represented as a linear 
plot graph on the left and as a cyclic spiral on 
the right. It can also be represented and parsed 
as sound in the form of data sonification (see 
Jamieson and Boase, Chapter 24, this volume).

In the next section, we review both ana-
lytical and interactive techniques, how they 
can be used for analysis, what questions they 
can answer, and what the pros and cons of 
each technique are. Our examples are drawn 
from several disciplines including geography, 
social sciences, visual analytics, health sci-
ences, and others.

Data Classification Techniques

The starting point for any analysis usually 
involves proportional symbology or a choro-
pleth map. Proportional symbology or 

choropleth maps rely on data classification. 
Researchers and analysts must decide which 
values should be associated with each bubble 
size on a symbol map or which values should 
be used for each class on a choropleth map. 
In other words, which units should be in the 
lowest class, which units should be in the 
highest class, and how should the rest of  
the units be distributed among the remaining 
classes? Most classification schemes in geo-
graphic information science provide a range 
of techniques for classifying univariate 
attributes; for example, mapping the number 
of tweets by county or state/province. 
Classification is an interesting topic on its 
own. There is a large number of classification 
schemes in geographic information science, 
including classifications based on unique 
values, manual classification, defined inter-
val, exponential interval, equal count or 
quantile, percentile, natural breaks/Jenks, 
standard deviation, and box. Due to the size 
restrictions on this chapter, we are not able to 
explain the pros and cons of these methods; 
rather we refer readers to Mitchell (1999) 
and Longley et al. (2005).

Figure 18.4  Health data over time as a linear plot graph and as a cyclic spiral

Source: Andrienko et al., 2010a.
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In this chapter, we will explain the quantile 
method, as it is one of the most frequently 
used (Brewer and Pickle, 2002). Suppose we 
retrieved the following number of images 
per each location from Flickr. The frequency 
distribution of these counts is shown in 
Figure 18.5 above. Frequencies range from 
1 to 1,056. As you can see in the histogram, 
locations have very uneven counts of images 
linked to them, and the majority of locations 
have fewer than 20 images.

The quantile classification method distrib-
utes equal numbers of observations into each 
class. The advantage to this method is that it 
often excels at emphasizing the relative posi-
tion of the data values (i.e., which locations, or 
counties, or provinces/regions/states contain 
the top 20% of visualized objects). The major 
shortcoming of this classification is that loca-
tions placed within the same class can have 
wildly differing values, particularly if the data 
are not evenly distributed across its range (see 
the bars at the end of Figure 18.5). In addi-
tion, values with small range differences can 
be placed into different classes, suggesting a 
wider difference in the dataset than actually 
exists. For instance, in our case, locations with 
values of 1 can be placed in different classes.

Note the possible pitfalls of this method. 
With a four-category quantile classifica-
tion, there is an equal number of cities in 
each class, and some locations with identi-
cal attribute values are placed in different 
classes. This suggests that this method may 
lead to a misleading visualization. This prob-
lem with classifications is not only true for 
quantile classification, but also for other clas-
sifications. They all may have problems with 
inclusions and exclusions. Discussion about 

how maps can lie can be found in Monmonier 
(2005, 2014). A technique that can be useful 
for avoiding potential pitfalls with visuali-
zations is to have controls for classification 
schemas in maps (see Figure 18.6). With such 
controls, the effects of classifications can be 
easily explored. Such controls can be added 
for interactive maps/mashups.

One critical issue to understand about data 
classification is that they enable map design-
ers and analysts to layout all information on 
a flatland – a two-dimensional surface (Tufte, 
1991), which is the major drawback of this 
approach. Social media data is multivariate in 

Figure 18.5 D istribution of counts of images linked to different locations 

Source: Authors.

0.32

0.25

0.20

0.15

0.07

Figure 18.6 C lassification control

Source: OECD Regional Explorer, http://stats.oecd.org/
oecdregionalstatistics/.
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nature, not limited to longitude and latitude 
variables. For this reason, data classifications 
can be regarded both useful and harmful for 
geospatial data analysis. They are useful 
because they create nice overviews and sum-
maries, but they are harmful because they 
hide many details about the data. They dis-
play only one or two columns from a dataset, 
but we live in a world of very complex data-
sets. Each social media API has hundreds of 
descriptors that are commonly ignored dur-
ing the analysis as they hardly fit into a clas-
sification schema in a visualization tool.

Exploratory Analysis

Geographers suggest beginning geospatial 
analysis with exploratory analyses (Anselin, 
1999). The problem is that a collection of geo-
graphic data from a particular region may have 
many latent relationships which are difficult to 
display and communicate without explicit 
explanation about what is going on in the 
region. Exploratory analysis in professional 
GIS tools is often supported by additional 
statistical charts and graphs that show statisti-
cal distribution of data (e.g., scatterplots, scat-
terplot matrices, and box plots). These 
additional graphs and charts provide insight 
into the complex and subtle relationships that 
occur in geographic space (Gahegan, 1998).

To get started with exploratory analysis, we 
recommend novice researchers first study tasks 
that can be accomplished with such analysis 
(Andrienko and Andrienko, 2006). Andrienko 
and Andrienko (2006) give a comprehensive 
typology of the possible data analysis ques-
tions that ‘need to be answered by means of 
data analysis’ (p. 8). They divide tasks into 
elementary and synoptic. Elementary tasks 
deal with individual elements of data and 
their properties; synoptic tasks deal with the 
datasets as the wholes and the patterns in the 
wholes. The main purpose of exploratory 
spatio-temporal analysis is to understand the 
overall behaviour captured by data. For exam-
ple, in the context of social media analysis, 

research may be able to answer the following 
questions: How can the behaviour of social 
media users be characterized in terms of time 
and space? Is it changing over time? How does 
it change in terms of spatial dispersion? How 
does it change in terms of temporal aspects? Is 
there any periodicity in the behaviours?

Exploratory analysis of social media, how-
ever, should not be conducted solely in terms of 
space and time. Social media researchers should 
investigate not only the entire datasets, but also 
pay great attention to subsets (i.e., specific com-
munities). This will allow the identification 
of differences in the behaviour of individual 
groups. Compare groups in terms of spatial 
relationships (proximity, intersections, overlaps, 
and so on). How do social structures differ in 
communities from different geospatial areas?

In the next two sections we give two exam-
ples of analytical techniques which we think 
might be useful for analysis of social media 
datasets. Both techniques have long history 
and have been well established in geospatial 
analysis.

Voronoi Diagrams

A Voronoi diagram is an analytical technique 
to divide a map into geographic regions that are 
not equivalent to geographic regions. Its idea is 
simple: given a set of isolated points, points are 
associated with the closest member of the point 
set. The result is the partitioning of the space 
into a set of regions (Okabe et  al., 2009).  
The Voronoi diagram implies that all possible 
points inside a polygon are closest to its cen-
troid than to any other polygon (Manni et al., 
2004). The external part of a Voronoi tessella-
tion tends to infinity. Commonly, Voronoi dia-
grams are used to find the largest empty circle 
amid a set of points (e.g., to build a new phar-
macy as far as possible from all the existing 
ones). Voronoi diagrams have been used in 
various knowledge domains, such as astron-
omy, business analytics, and soil analysis.

The earliest use of Voronoi diagrams in the 
context of geospatial analysis is attributed 
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to John Snow (Brody et al., 2000). He used 
this technique in his second map of cholera 
investigation. At that time, he compiled the 
map and the diagram for illustrative rather 
than investigative purposes. The technique 
can be used for investigative purposes as 
well. For example, he could have drawn 
polygons around the pumps and then calcu-
lated the number of deaths in each polygon. 
That would have immediately shown that the 
pump that was at the center of the epidem-
ics was an outlier, because the polygon that 
the pump was in had the largest number of 
deaths. Imagine using such techniques with 
health clinics providing flu shots and tweets 
about flu symptoms. If clinics posted the 
dates and times of their flu shot clinics in late 
autumn, along with their geographic loca-
tions, it might be easier for people to access 
the needed vaccinations. This technique can 
also be used for visualizing categorical data. 
For example, Manni et al. (2004) visualized 
genetic, morphologic, and linguistic patterns 

with Voronoi diagrams. Voronoi diagrams 
have also been used for enhancing spa-
tial browsing and exploration of images on 
Flickr (Peca et  al., 2011; Andrienko et  al., 
2010b).

Figure 18.7 below shows a Voronoi dia-
gram of Craigslist which relays how the 
site redirects its users to local subdirectories 
based on their IP address (Nelson, 2011). The 
map approximates geographic coverage of 
Craigslist to Voronoi polygons. It is at least 
a start at visualizing the geographic cover-
age and distribution of the community-driven 
instances of Craigslist. Voronoi polygons 
might provide some useful context for other 
data, demographic or market information.

Standard Deviational Ellipse

This technique was first introduced by 
Lefever (1926). What is remarkable about 
this analytical approach is that it shows the 

Figure 18.7 M ap showing Craigslist market territories

Source: John Nelson, uxblog.idvsolutions.com.
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orientation of the distribution. Human eyes 
can see the distribution on a map, but they 
cannot determine a trend in the data. The 
ellipse shows a spatial trend, so to speak; 
see Figure 18.8. Specifically, the ellipse 
shows the degree to which a distribution of 
features is concentrated or dispersed around 
its center (Wade and Sommer, 2006). The 
major axis shows the orientation of disper-
sion, the minor axis shows the minimum 
dispersion and the area of the ellipse is 
indicative of the spread (Gong, 2002). This 
type of analysis can be used for determining 
the orientation of opinions in social media, 
such as in survey analysis. For instance, 
Orchard et al. (2012) used this technique to 
analyze qualitative data about the life histo-
ries of sex workers. With the help of this 
technique, the researchers were able to 
determine that the areas where the women 
go for health and social services overlap the 
areas that are most dangerous for them 
(Orchard et al., 2012).

Visual Analytics, Geovisualization, 
and Information Visualization

Visual analytics, geovisualization, and infor-
mation visualization chart new directions in 
map visualization. Although they have distinct 
research agendas, they take similar approaches 
to geospatial analysis. Geovisualization 
research focuses on web-based, multi-view 
geospatial interfaces that support foraging and 
sensemaking (MacEachren et  al., 2011b). 
Representative examples of geovisualizations 
are described in MacEachren et al. (2010) and 
Peca et  al. (2011). Information visualization 
deals with visualization of abstract data that 
unlike spatial data usually have no intrinsic 
representation (Fekete and Plaisant, 2002, p. 1).  
The purpose of visual analytics is to ‘provide 
technology that combines the strengths of 
human and electronic data processing’ (Keim 
et  al., 2008, p. 162). Its key goal is to make 
data and information processing transparent 
for an analytic discourse. Geovisualization 
researchers in visual analytics aim to combine 

Figure 18.8  Standard deviational ellipse
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the strengths of human and electronic data 
processing in analyzing spatio-temporal data 
and solving spatio-temporal problems 
(Andrienko et  al., 2010a). All these research 
directions put a great emphasis on interactions 
with visualizations that aim to enhance ana-
lytical tasks and expand an array of questions 
that can be asked about data. Interactions in 
this context are actions that provide users with 
the ability to directly or indirectly manipulate 
and interpret visual representations (e.g., 
rotate, select, and filter) (Yi et  al., 2007). 
Interactions enable users to not only look at 
maps, but to change them according to their 
research questions. For example, if a map 
shows tweets, analysts should be able to 
search for specific tweets, topics in tweets, 
sentiments and so on to narrow down the rep-
resentation of a map only to patterns that are 
relevant. The website http://www.onemil 
liontweetmap.com allows people to visual-
ize in real time how many tweets are coming 
from geographic locations worldwide, and 
they can also filter them by keyword, 
hashtag, and so on. For example, Figure 
18.9 shows a map of the last 10 million 

tweets posted starting from 15:50 BST on 
15 December 2015.

Many of these systems are not yet avail-
able as commercial products; they are mod-
els and prototypes that demonstrate how 
support for data analysis, problem solving, 
decision-making and knowledge discovery 
can enhance geospatial analysis. For exam-
ple, MacEachren et  al. (2011a) described a 
prototype that enables information foraging 
and sensemaking using ‘tweet’ indexing and 
display based on place, time, and concept 
characteristics. Schreck and Keim (2013) 
presented a model of an epidemic outbreak 
in a fictitious metropolitan area. Andrienko 
et al. (2010b) demonstrated a suite of meth-
ods for reconstructing past events from the 
activity traces that people leave in social 
media. Their method combines geocomputa-
tion, interactive geovisualization and statis-
tical methods. They exemplify the utility of 
their methodology on a collection of Flickr 
photos.

A commercially available product that sup-
ports visual analysis is GeoTime (http://www.
geotime.com). GeoTime is capable of detecting 

Figure 18.9 R eal time tweet map

Source: http://www.onemilliontweetmap.com.
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geo-temporal patterns and integrating narration 
in analytical processes. It improves understand-
ing of entity movements, events, relationships, 
and interactions over time within a geospatial 
context. It uses narratives, hypertext-linked 
visualizations, visual annotations, and pattern 
detection to create an environment for ana-
lytic exploration and communication, thereby 
assisting analysts in identifying, extracting, 
arranging, and presenting stories within the 
data (Eccles et al., 2008). A snapshot from a 
GeoTime story can be seen in Figure 18.10. 
It shows the life patterns of two people; these 
patterns are described in terms of space and 
time. GeoTime has been successfully used in 
many real life decision-making tasks, including 
crime detection, analysis of telecommunica-
tion patterns, military, government and busi-
ness analysis tasks. In 2011, the London Police 
purchased GeoTime to study the behaviour of 
users on Facebook (Gayle, 2011).

GeoTime brought to life the famous space-
time model, first envisioned by Hägerstrand 
in 1970 who planned to use this model as ‘a 
socio economic web model’ (Hägerstrand, 
1970, p. 10) to analyze people’s interactions 
across space and time. It also materializes 
Tufte’s dream of escaping data flatlands. 
Unlike other tools that visualize space and 
time, GeoTime visualizes the complexity of 
spatio-temporal relationships in a single 3-D 
view. GeoTime has multilingual support, and 
its latest version also has support for network 
analysis that is combined with geospatial 
analysis.

A tool that can largely complement analy-
sis of social media in GeoTime by powerful 
semantic analysis is nSpace2. Like GeoTime, 
nSpace2 has won numerous IEEE Visual 
Analytics Science and Technology (VAST) 
Conference Contests as well. It supports natu-
ral language processing and innovative visual 

Figure 18.10  Sample GeoTime story snapshot

Source: http://nickmalleson.co.uk/wp-content/uploads/2012/01/geotime_movements.jpg.

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   300 08/12/16   3:53 PM

http://nickmalleson.co.uk/wp-content/uploads/2012/01/geotime_movements.jpg


Geospatial Analysis 301

analytic techniques. It helps analysts effi-
ciently and collaboratively produce insightful 
evidence-based reports. GeoTime and nSpace 
have been tested at VAST with an epidemiol-
ogy analysis scenario using new reports. Tools 
enabled analysts to carry out trend analysis 
using the Country and Time dimensions as 
well as develop and validate hypotheses about 
why disease events and patterns occur (Proulx 
et al., 2006). This can be useful in the context 
of social media analysis too.

Geo-social Visual Analytics

A new trend is growing within the science of 
visual analytics known as geo-social visual 
analytics. In a research agenda for geo-social 
visual analytics, Luo and MacEachren (2014) 
explained that geo-social visual analytics dif-
fers from visual analytics by ‘explicit inte-
gration of social network perspectives and 
methods into the approach and tools’ (p. 29), 

while still focusing on integration of interac-
tive visual interfaces and computational ana-
lytical methods that can facilitate scientific 
reasoning. Another goal of geo-social visual 
analytics is to bridge the gap between meth-
ods used in geography, social sciences and 
network analysis. At the moment, spatial 
analysis and social network analysis solve 
social processes in their own contexts. While 
geographers look at movements, sociologists 
consider the relationships among people. 
Geographers also treat networks much more 
simply than physicists, who emphasize the 
power of networks, but ignore properties of 
geographic space (Curtin, 2007) and spatial 
constraints (Barthélemy, 2011). Geo-social 
visual analytics intends to pay more attention 
to overlaps between these two approaches 
and hopefully find better solutions for merg-
ing these two spaces. In the rest of this sec-
tion, we give a few examples of how networks 
are analyzed in the framework of geo-social 
analytics.

Figure 18.11 N etwork topology represented on a map

Source: Koylu et al. (2014).
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Some geo-social analytics studies use 
integrated approaches that demonstrate 
how topology and geography interact with 
each other. For example, Luo et  al. (2011) 
designed GeoSocial App, which reveals how 
groups identified in networks are positioned 
in geographic space over time. It enables 
capturing the dynamics of social relation-
ships which is hard to understand from static 
graphs. Discovering interaction patterns 
between geographic space and network topol-
ogy is useful for understanding individual- or 
group-level patterns that may have unique 
characteristics. Many studies suggest that 
certain processes in networks have structural 
and spatial constraints and that they have 
yet to be understood in empirical networks 
(Onnela et al., 2011; Barthélemy, 2011).

Such integrated approaches, however, do 
not summarize spatial or temporal as well 
as relational aspects of such networks. They 
allow researchers to examine how changes 
and processes in topologies affect geogra-
phy and vice versa, but they do not provide 
an overview of what is going on in networks 
in space over time. Recently, an interest-
ing solution for overcoming this limitation 
has been proposed by Koylu et  al. (2014). 
Koylu et al.’s method takes into account dis-
tance, time (duration of interaction between 
individuals), and type of social relationship 
between each pair of individuals which are 
represented on a kernel density map (see 
Figure 18.11). Although Koylu et al. (2014) 
demonstrated the utility of this approach in 
the context of genealogical data, not social 
media data, their approach is well-suited 
for social media research. The results of 
Koylu et al.’s study reveal that family con-
nectedness patterns in genealogical data are 
similar to migration and population growth 
patterns.

Spatial Data Mining

Spatial data mining is concerned with ‘the 
extraction of useful information and 

knowledge from massive and complex spatial 
databases’ (Mennis and Guo, 2009, p. 403). 
Spatial data mining techniques include spa-
tial regression, spatial clustering, spatial 
autocorrelation, point pattern analysis, spatial 
classification and prediction, regionalization, 
and other. These techniques are useful for 
algorithmic detection of spatially-dependent 
patterns in data. They are not limited to tradi-
tional data types but also to newly emerged 
data types such as trajectories of individuals 
and groups of individuals with similar trajec-
tories, data flows and other. Spatial patterns 
detected by spatial data mining techniques 
may yield important insights about individual 
and crowd behaviours, preferences, senti-
ments, human mobility networks (Gonzalez, 
Hidalgo, and Barabasi, 2008), and even prop-
erties of locations (Weiler et al., 2015). Data 
mining techniques could also help define 
rules for discovery of patterns, the purpose of 
which is to model human mobility patterns 
and consequently make predictions about all 
phenomena associated with human mobility 
(e.g., epidemics, information diffusion). For 
example, the co-location rule discovery pro-
cess finds the subsets of features whose 
instances are frequently located together in 
geographic space (Shekhar and Huang, 
2001).

A suite of tools for spatial data mining is 
available from the Spatial Data Mining and 
Visual Analytics Lab (http://www.spatialda-
tamining.org/software). Among these tools 
the most relevant tools for social media 
analysis are EntroMap and Flow Mapping. 
EntroMap helps detect the existence of multi-
variate relationships without assuming a prior 
relationship form. It can be used for analysis 
of opinions and estimating the results of elec-
tions. Flow Mapping can be used to explore 
communication flow patterns. In addition, 
grouping analysis in ArcGIS which is based 
on K-means can used for clustering net-
worked datasets.

When mining spatial patterns, it is impor-
tant to know that mobile networks pre-
vailing in social media are limited in their 
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predictability (Song et  al., 2010; Gonzalez, 
Hidalgo, and Barabasi, 2008). Although 
human mobility patterns are ‘characterized 
by a deep-rooted regularity’ and can be pre-
dicted and systematized, they lack variabil-
ity: they have no significant gender-, age-, 
language-, or population-based differences 
(Song et al., 2010).

Privacy Issues

Protecting the privacy of social media users’ 
geographic data is an ethical concern for 
researchers. Not all use of geographic data is 
unethical, but its use should be considered 
before research or development is under-
taken. Martin (2015) suggested that ‘benefi-
cial uses’ of GPS data include ‘location-based 
coupons; traffic predictions; directions on 
map’ while ‘questionable uses’ would be 
‘location-based stalking; iPhone as a homing 
beacon’ (p. 68). Vicente et al. (2011) reviewed 
the basic features of social networks utilizing 
geographic information, such as friend track-
ing and ‘check-ins’ at points of interest, and 
outlined potential ways to protect users’ pri-
vacy. Puttaswamy et  al. (2014) described a 
tool they developed that shields the actual 
location data from servers, but still allows 
users to share location information with each 
other as desired. Reverse geocoding, or the 
process of obtaining highly specific location 
information about users through maps that 
have points indicating their geographic posi-
tions, raises confidentiality and privacy con-
cerns, especially in the case of sensitive 
topics such as health data (Brownstein et al., 
2005; Krumm, 2007).

Very little research has been accomplished 
in this important area, and more is needed. 
For now, researchers should consider what 
levels of scale, accuracy, and precision are 
absolutely necessary in order to carry out 
the analysis and visualization. For example, 
MacEachren et  al. (2011a) aggregated fre-
quency counts for tweets to two degree grid 
cells in order not to show point locations.

Conclusion

In conclusion, we would like to emphasize 
that geospatial analysis of social media is 
overwhelmingly complex. It requires an inter-
disciplinary approach that is well-grounded in 
geospatial, social, linguistics, and information 
retrieval theories. It is not enough to know 
only geospatial or social networking methods. 
It is highly important to understand how 
social space interacts with geographic space 
and time. Not all tools can answer the whole 
spectrum of these questions. Some tools can 
provide only fragmentary snapshots of phe-
nomena where explicit and implicit contex-
tual differences in individual behaviours are 
flattened by data classifications. Therefore, 
they can hinder our understanding of phe-
nomena, rather than enhance it. Emerging 
visual analytics technologies, however, can 
help researchers understand how social, tem-
poral, and spatial properties converge.
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Pragmatics of Network Centrality

S h a d i  G h a j a r - K h o s r a v i  a n d  M a r k  C h i g n e l l

Since networks can be laid out in many dif-
ferent ways, it is perhaps not surprising that 
there are a number of different ways of defin-
ing network centrality. In this chapter we will 
examine some of the constructs of network 
centrality that have been proposed. It is evi-
dent that different centrality measures are 
affected differently by networks with differ-
ent topological properties and perhaps differ-
ent interaction types among their users. We 
will present a case study showing how cor-
relations between centrality measures can 
vary widely depending on properties of the 
network that are related to topology. Using 
factor analysis followed by clustering we 
show how it is possible to characterize 62 
real-world social networks in terms of two 
key factors: shape and reach. We will then 
proceed to organize the networks into three 
clusters based on their shape and reach 
scores. We show the networks of three clus-
ters will not only differ in their topology but 
also in the type of interactions among their 

members. The role of measuring network 
centrality is likely to be particularly impor-
tant in using measures of social influence to 
guide marketing initiatives and related 
applications.

Introduction

In a physical or statistical system the con-
struct of centrality is usually well-defined 
and monolithic. The centre of a large city is 
typically a consensually defined area defined 
by high population density, high commercial 
density, and high land values. The centre of a 
physical object is typically defined as its 
centre of gravity. In applied mathematics and 
statistics, the centre of a univariate distribu-
tion is frequently described as a mean, 
median, or mode. Although measured differ-
ently, these statistics all encapsulate the 
notion of central location. In a multivariate 
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distribution, the central location is typically 
defined by a centroid (the mean of means for 
each of the component dimensions making 
up the multivariate distribution).

In contrast to physical and statistical sys-
tems, the concept of centrality in social net-
works represents multiple constructs, which 
can be characterized as answers to a set of 
questions that address different issues. The 
following questions capture some of the main 
constructs corresponding to popular meas-
ures of network centrality.

•• Which nodes in a network are most critical to 
cohesion and connectivity across the network? 
Or which nodes would result in the most damage 
to the network if they were removed (e.g., 
betweenness centrality)?

•• Which nodes tend to be closest to other nodes in 
the network (e.g., closeness centrality)?

•• Which nodes are connected to a dense geo-
graphical region that exists around them (e.g., 
clustering coefficient)?

•• Which nodes are most influential in propagating 
messages and behaviors across networks?

How can we transform these constructs into 
practical measures of network centrality? 
Due to the fact that we are mostly dealing 
with a large social network graph, rather than 
a metric space, there is no direct path from a 
network centrality construct to a correspond-
ing measure. Various measures of centrality 
exist and each has different characteristics 
that would make them a more suitable choice 
over the others depending on the targeted 
research questions. Analogously, if we have a 
large network or graph consisting of many 
nodes and links between the nodes (i.e., 
edges), there is no unique way to visualize 
the network or to characterize its dimension-
ality. A large network can be laid out in two, 
three, or N dimensions, and within each 
space of a particular dimensionality it can 
look very different depending on the algo-
rithm used to lay it out or visualize it.

In this chapter we will examine some of the 
key constructs of network centrality, and we 
will review the network analysis techniques 

and algorithms with which each of those con-
structs are measured. We will also provide 
some case studies of how network centrality 
measures can be used to answer interesting 
questions about people, communities, and 
networks, and we will show how central-
ity measures can be used to characterize the 
shape and potentially the type of interactions 
in social networks. Past research has gener-
ally contrasted the characteristics of social 
networks with other types of networks such 
as random or regular networks. However, in 
this chapter we will contrast the character-
istics of 62 real-world social networks with 
different interaction types (e.g., friendship, 
co-authorship, or information exchange). We 
will start by considering structural analysis 
of social networks in general, with measure-
ment of centrality being a particular kind of 
structural analysis.

Analyzing the Structure of Social 
Networks

Why is structural analysis of social networks 
an important undertaking? Our answer to this 
question is pragmatic. Understanding the 
structure of social networks should lead to 
more useful and usable social network appli-
cations. Social network sites are currently 
among the most popular websites on the 
internet with Facebook, Twitter, and 
Linked-In ranked 2, 8, and 12 respectively by 
Alexa’s traffic ranking (https://en. 
wikipedia.org/wiki/List_of_most_popular_
websites) as of March 2015. With the grow-
ing popularity of social network sites and the 
availability of their large-scale datasets, 
researchers now have the opportunity to 
understand the effect of networked influence 
(Gruzd & Wellman, 2014) on behaviors and 
connections of online users. As Gruzd & 
Wellman explain, influence is networked as 
it occurs in social networks and propagates 
via the communication features proposed by 
social network sites. Adjacent users of social 
networks tend to trust each other more than 
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others and tend to have shared interests 
(Mislove, Marcon, Gummadi, Druschel, & 
Bhattacharjee, 2007).

An analysis of online users’ actions, and 
the graph structure of their inter-relation-
ships, should help not only in understand-
ing current social roles within a network, but 
also in predicting future user behaviors and 
connections and designing improved social 
networking based applications. For example, 
understanding the structure of online social 
networks might enable researchers to design 
new algorithms capable of detecting ‘influ-
ential users’.

Social network centrality measures are 
commonly used structural measures to 
identify central and potentially influen-
tial members of a social network or a local 
neighborhood (Freeman, 1978; Wasserman 
& Faust, 1994). Three of the best-known 
measures were proposed by Freeman  
(1978) – degree, closeness, and between-
ness centrality. These measures were then 
extended to include eigenvector, clustering 
coefficient, PageRank, and group centralities 
(Wasserman & Faust, 1994). How do these 
various measures differ in terms of how they 
are computed, and what is the role of differ-
ent types of networks in determining how 
and when those measures act differently from 
each other?

There is limited empirical research on how 
different centrality measures compare with 
one another. However, understanding how 
the properties of different centrality meas-
ures interact with network topology would 
allow researchers to make more informed 
decisions about which centrality measures or 
combinations of measures should be used in 
different contexts (Quan-Haase, 2009). Past 
research has not been consistent in finding 
the most useful or relevant set of central-
ity measures for predicting behaviors like 
information diffusion. This may be due to 
differences in the topological features of 
the networks investigated. It is possible that 
using network topology properties, aspects 
of information diffusion and social influence 

could be better predicted. In this chapter we 
describe the properties of some of the major 
centrality measures and we examine the sta-
tistical relationships that exist among them. 
The focus of this chapter will be on undi-
rected and unweighted social networks such 
as Facebook where friendship relationships 
(i.e., connections or edges) are mutual, unlike 
Twitter where users are not necessarily fol-
lowing all their followers.

Centrality Measures

Freeman (1978) defined social networks as a 
way of thinking about an existing social 
system with a particular focus on the rela-
tionships among its actors, members, or 
nodes. These relationships are referred to as 
links, ties, or edges (Borgatti, Everett, & 
Johnson, 2013). Finding the central nodes of 
a network and contrasting their online behav-
iors and influence with those of non-central 
nodes has been a major focus of research in 
social networking sites (Landher, Friedl, & 
Heidemann, 2010; Kiss & Bichler, 2008; 
Huang et  al., 2014). That research has 
assumed that people’s behavior, choices, and 
beliefs within a social system are determined 
by the structural position of people within a 
network. For instance, it has been hypothe-
sized that a person’s position in a social net-
work is a key determinant of the opportunities 
or constraints she is faced with inside the 
corresponding social system (Borgatti et al., 
2013).

Different centrality measures tend not to be 
strongly correlated with each other because 
they are based on different assumptions about 
the flow of information through network 
edges (Landher et al., 2010; Borgatti, 2005). 
Borgatti (2005) argued that each measure 
models a different concept and is appropri-
ate for a particular context depending on the 
topology of the network flow processes. He 
argued that the ‘node importance’ measured 
by various centrality measures is essentially 
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different between those measures. For exam-
ple, closeness centrality refers to time-until-
arrival of a message passed to the focal node; 
hence, it is a more appropriate measure when 
it is crucial for a message to be sent rapidly 
in a network. Nodes with high closeness are 
well-positioned to receive novel informa-
tion earlier than many others. In contrast, 
betweenness centrality refers to the fre-
quency of arrival of messages in the focal 
node (Borgatti, 2005); hence, it is a more 
appropriate measure when looking for bottle-
necks in the network or nodes that are in con-
trol of the network flow. Thus, depending on 
the construct of interest, different centrality 
measures will be better-suited for identifying 
the central nodes.

In this chapter, we will consider both 
node-level (microscopic) measures of net-
work activity as well as overall network 
(macroscopic) characteristics. The micro-
scopic centrality measures (node-level) of 
interest include: degree, clustering coeffi-
cient, PageRank, betweenness, ego network 
betweenness, and Eigenvector centrality of 
each node. Among these six measures, the 
computation of betweenness centrality is 
computationally expensive and not feasi-
ble for dealing with very large networks in 
a timely manner. For dealing with very large 
networks, ego network betweenness was 
first introduced by Freeman (1982) as a less 
computationally expensive estimator of the 
betweenness centrality of a node.

The macroscopic measures of interest 
(network-level) include a network’s size 
(i.e., number of nodes) and measures related 
to topology. Variables that are potentially 
relevant to topology include: density, aver-
age clustering coefficient, and the distribu-
tion characteristics of degree and clustering 
coefficient centralities of nodes within the 
network.

In the following subsections we character-
ize the centrality measures that will be con-
sidered in this chapter. These measures can 
be computed using the SNAP C++ package 
(http://snap.stanford.edu/), among others.

Degree Centrality (Deg)

Degree centrality is the most straightforward 
centrality measure (Freeman, 1978; Borgatti, 
Everett, & Johnson, 2013). In undirected net-
works, it basically measures the number of 
edges connected to a node or the number  
of contacts, nodes, friends, etc. having a direct 
link to a node. The degree centrality (di) of 
the node i is given by:

∑= xdi ijj

where xij is the (i, j) entry of the adjacency 
matrix. In an unweighted network, xij or the (i, j) 
entry of an adjacency matrix equals ‘0’ if 
there is no direct link between nodes i and j, or 
‘1’ if the two nodes are directly connected. In 
the case of directed networks, there are in-
degree and out-degree centrality measures. 
In-degree equals the number of edges con-
nected from other nodes to the focal node, 
while out-degree equals the number of other 
nodes to which the focal node is linked to.

Although degree centrality is a simple 
measure to compute, it provides interesting 
insights into the structure of a network. The 
degree distributions of many real-world com-
plex networks have been studied, including 
the World Wide Web, phone call networks, 
actors’ networks linked by movies, paper cita-
tions, etc. Typically, only a small proportion 
of nodes in large networks have very high 
degrees. Thus, the distribution of node degrees 
in many such networks form power distribu-
tions, with the majority of nodes having only 
a few links while a few nodes (‘hubs’) might 
have many links. Barabási & Bonabeau (2003) 
referred to such networks as ‘scale-free’.

Eigenvector Centrality and 
PageRank (EigV and PgRK)

Eigenvector centrality (Bonacich, 1972; 
Newman, 2003; Borgatti, Everett, & Johnson, 
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2013) is a variation of degree centrality. 
However, unlike degree centrality, which 
gives equal weights to all the neighbors, 
eigenvector centrality weights adjacent nodes 
by their centrality:

∑λ= x eei ij jj

where xij is the (i, j) entry of the adjacency 
matrix, ej is the eigenvector centrality score 
of node j, and λ is a constant called the 
eigenvalue.

PageRank is a variant of eigenvector cen-
trality and was popularized in the original 
algorithm used by Google for ordering its 
search results. The PageRank measure was 
initially proposed for link analysis in the 
World Wide Web (Brin & Page, 1998). As 
in the case of academic citations, PageRank 
counts the number of pages linking (i.e. in-
links) to a focal page. However, PageRank 
extends the citation system by 1) weight-
ing each of the links pointing to the focal 
node by their own PageRank scores and 2) 
by normalizing the PageRank values by the 
total number of outgoing links on each page. 
The PageRank PR(p) for a web page can be 
defined as:

∑ )
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where PR(pi) is the PageRank of page pi, 
C(pi) is the total number of outgoing pages 
for pi (i.e., the out-degree of pi), and pi is one 
of the pages pointing to p or is one of the in-
links to page p. N is the total number of web 
pages in the network and d (with 0 ≤ d ≤ 1) is 
a damping factor, usually set to .85. For fur-
ther information about the PageRank algo-
rithm see Brin & Page (1998) and Langville 
& Meyer (2004). PageRank is not one of 
Freeman’s (1978) initial centrality measures, 
and hence is not as widely used in social 
network analysis studies. However, like 
eigenvector centrality it is also a potential 

measure of influence. Examples of past 
research that has used the Page Rank measure 
in studies of influence include the research 
conducted by Heidemann, Klier, & Probst 
(2010); Langville & Meyer (2004); Yan & 
Ding (2009); Bollen, Rodriguez, & Van de 
Sompel (2006); Ding, Yan, Frazho, & Caverlee 
(2009); Kiss & Bichler (2008); and Huang 
et al. (2014).

Clustering Coefficient (Clscff)

The Clustering Coefficient was first intro-
duced by Watts and Strogatz (1998) as an 
indication of the extent to which nodes in a 
graph tend to cluster together, and as a meas-
ure of the ‘cliquishness’ of networks. The 
clustering coefficient is based on the com-
pleteness of transitivity of relationships 
involving a node. In a transitive triangular 
relationship, if B is A’s friend, and B is C’s 
friend, then A will also be C’s friend (Scott, 
2000). The clustering coefficient measures 
what proportion of all the possible pairings 
between the friends of the particular node of 
interest actually exist. If the node v has kv 
neighbors, the maximum number of edges 
that can exist among its neighbors would 
equal kv(kv–1)/2. The (local) clustering coef-
ficient of node v, C(v), equals the fraction of 
the potential number of kv(kv–1)/2 edges that 
actually exist in the network. This measure 
is the local clustering coefficient of node v. 
The overall level of clustering, C, in a net-
work is then defined as the average C(v) 
across all the nodes of the network. Thus the 
clustering coefficient measures clustering at 
the node level, while the average clustering 
coefficient measures clustering at the net-
work level.

Cliquishness is a common property of 
social networks where there are groups of 
friends and everyone knows everyone else. 
The value of the average clustering coef-
ficient C reflects the ‘cliquishness’ of the 
network.
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Betweenness and Ego 
Betweenness Centrality

Betweenness centrality (Freeman, 1978; 
Borgatti, Everett, & Johnson, 2013) of a 
focal node is calculated as the proportion of 
shortest paths between pairs of other nodes 
that pass through the focal node. The formula 
for measuring betweenness centrality of node 
j is given by:

∑=
<

g

g
BC ijk

ik
i kj

where gijk is the number of shortest paths 
between any two nodes i and k that pass 
through a third node j, and gik is the total 
number of shortest paths connecting the 
instances of i and k. Hence, the inherent 
assumption in the definition of betweenness 
centrality is that any information passing 
through the network flows only through the 
shortest paths among pairs of users. If there 
are multiple shortest paths, one of them 
would be chosen at random.

Betweenness centrality measures the vol-
ume of traffic passing through a node or the 
‘amount of network flow that a given node 

“controls” in the sense of being able to shut 
it down if necessary’ (Borgatti, 2005, p. 60). 
Nodes with high betweenness centrality can 
play a ‘gatekeeper’ role for the efficient 
transmission of information in the network. 
In other words, they have extra value because 
information in the network will be transmit-
ted less efficiently if they stop operating.

Since the standard measure of between-
ness centrality is computationally complex 
to compute, in particular for the new gen-
eration of vast social network datasets col-
lected from online services such as Facebook 
or Twitter, researchers have turned to ways 
of computing an ‘approximate’ between-
ness centrality by applying techniques such 
as: random sampling of edges, vertices, or 
shortest paths (Chehreghani, 2014; Riondato 
& Kornaropoulos, 2014; Bader, Kintali, 
Madduri, & Mihail, 2007; Brandes & Pich, 
2007); or by limiting the search for shortest 
paths to paths shorter than a certain length 
(Pfeffer & Carley, 2012) or to the ego net-
works around each node (Marsden, 2002; 
Everett & Borgatti, 2005).

The ego network of a node (ego) consists 
of the ego and all the other nodes it is con-
nected to (alters) and all the edges among 
those alters (Figure 19.1).

Figure 19.1 A n example ego network surrounding the ego node. Alter nodes or neighbors are 
in dark grey and the rest of the network outside of the ego network is shaded in light grey
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The primary motivation for using ego 
betweenness centrality in lieu of betweenness 
centrality is the ease of collection of data in a 
local network compared with collecting data 
from the whole network (Everett & Borgatti, 
2005).

However, there has been limited research 
on the appropriateness of ego betweenness 
as a substitute for betweenness centrality 
networks. That research has involved a rela-
tively few social networks (Marsden, 2002;  
Everett & Borgatti, 2005; Kim, Kim,  
Han, Jeong, & Park, 2012; Pantazopoulos, 
Karaliopoulos, & Stavrakakis, 2014). The 
limited research thus far on this topic has 
found strong correlations between ego 
betweenness and betweenness centrality. 
However, with the exception of the work 
by Marsden (which was conducted on small 
size real-world social networks), the research 
has been conducted on simulated networks 
or computer networks. Thus, it is unclear 
whether the strong relationship between ego 
betweenness and betweenness centrality that 
has been found in these previous studies will 
also apply to large social networks.

Topological Network 
properties

In this section, a summary of some of the key 
characteristics of networks are described. 
These features have been defined in past 
research and provide an overall view of the 
size and shape of networks to researchers.

Network size is perhaps the most obvious 
feature of a network. The number of nodes  
(n) in each network is usually referred  
to as the size of the network. The number  
of nodes determines the maximum number of 
edges that could possibly exist in a network.

Density is another important feature of net-
works and is defined (Scott, 2000) as the ratio 
of the actual number of edges to the total 
number of possible edges that could exist 
in a network with n nodes; i.e., n(n–1)/2 for 

an undirected graph and n(n–1) for directed 
graphs. The formula below returns the den-
sity of an undirected graph. E equals the 
actual number of edges in the network.

)(
=

−
E

n n
D

2

1

Average degree, average path length, and 
network diameter are three other common 
properties used by social network analyzers 
to compare different networks. Average path 
length equals the average of all the shortest 
path lengths while diameter equals the length 
of the longest shortest path calculated or the 
shortest path between the two most distant 
nodes in a network. The average clus
tering coefficient of nodes – i.e. global  
clustering coefficient of the network – is 
another important generic feature of net-
works, which indicates how connected the 
neighborhood of each node is.

Researchers have found that many real-
world complex networks differed from the 
Random Graph model (Erdős & Rényi, 1959; 
Barabási, & Albert; 1999; Albert, Jeong,  
& Barabási, 1999). The topologies of these 
real networks were not random and the 
Random Graph model did not adequately 
capture measures related to topology such as 
degree distribution, clustering coefficient, or 
average path length.

In random graphs, edges are distributed 
randomly and the degree distribution of 
nodes follows a Poisson distribution (Erdős & 
Rényi, 1959; Albert & Barabási, 2002; Watts 
& Strogatz, 1998). However, the degree dis-
tribution of many large networks such as the 
World Wide Web (Barabási & Albert, 1999), 
the topology of the routers of the Internet 
(Faloutsos, Faloutsos, & Faloutsos, 1999), 
social networks (Adamic, Buyukkokten,  
& Adar, 2003), movie actor collaboration, 
science collaboration networks, or scien-
tific publications citation networks (Albert  
& Barabási, 2002) follow a power-law dis-
tribution with clustering coefficients larger 
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than those that are predicted based on ran-
dom graphs. This finding suggests that these 
networks are highly clustered.

Small-world networks were introduced 
by Watts and Strogatz (1998) as networks 
with: 1) average shortest paths as small as 
their random graph counterparts with similar 
numbers of nodes and average degree, yet 
2) clustering coefficient values larger than 
their random graph counterparts. Examples 
of small-world networks include the World 
Wide Web (Albert, Jeong, & Barabási, 
1999; Broder et  al., 2000), the power grid 
of the western United States (Watts & 
Strogatz, 1998), social networks (Adamic, 
Buyukkokten, & Adar, 2003), scientific col-
laboration on research papers (Newman, 
2001), and the neural network of the worm 
Caenorhabditis elegans (Amaral, Scala, 
Barthelemy, & Stanley, 2000). However, the 
degree distribution of nodes in the Watts and 
Strogatz model does not necessarily follow a 
power-law distribution.

Scale-free networks have been introduced 
by Barabási & Albert (1999). The specific 
feature of these types of networks is their 
power-law degree distribution for large 
degrees (Albert, Jeong, & Barabási, 1999); 
a feature which was not observed in random 
graphs or Watts and Strogatz’s small-world 
model. In scale-free networks, the probabil-
ity of a node having a degree of k follows a 
power-law distribution:

)( γ−
P k k

where the exponent normally lies in the 
range 2 < γ < 3. The power law distribution 
of nodes in scale-free networks creates ‘hub’ 
nodes whose degree centrality greatly devi-
ate from the average degree in the network. 
In these networks, the mean degree centrality 
is highly skewed (the vast majority of nodes 
will have a degree centrality measure that is 
much lower than the mean). The two primary 
ingredients of scale-free networks include: 1) 
the growth of networks over time; i.e., new 
nodes joining the network over time and 2) 

the preferential attachment of the nodes; i.e. 
the likelihood of linking to a node depends 
on the node’s degree. In other words, a web-
page with many in-links attracts more new 
in-links than average. Preferential attach-
ment concept is analogous to ‘the rich get 
richer’ theory (Kiss & Bichler, 2008; 
Muchnik et al., 2013).

Relationships among Centrality 
Measures

How do different centrality measures relate 
to one another in networks with different 
topological features and what network char-
acteristics could predict these correlations? If 
they are highly correlated in all network 
cases, then there should be no need to com-
pute different measures. However, until 
recently the available research results were 
insufficient to determine the behaviour of 
different centrality measures across a repre-
sentative range of real networks.

While studies have looked at relationships 
among the different centrality measures of 
nodes in a network, those studies have typi-
cally used a limited number of mostly simu-
lated networks. Ronqui and Travieso (2014) 
showed that centrality measures tend to be 
correlated more strongly in network models 
than real networks. Examples included the  
correlations of closeness with eigenvector cen
trality and betweenness with eigenvector  
centrality. These two correlations were strong 
in the case of network models but weak or 
non-existent for the real networks that they 
analyzed. They concluded that the correspond-
ing correlation coefficients vary considerably 
between networks. They proposed the use of 
‘centrality correlation profiles’ to character-
ize networks. They conducted their studies on 
six real-world networks and in two network 
models. Costenbader & Valente (2003) stud-
ied the stability of centrality measures across 
samples of eight offline real-world social net-
works samples. They took samples (at eight 
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different sampling proportions) from each 
network using bootstrap sampling procedures, 
computed and averaged correlations, and con-
ducted multiple regression analysis on the 
average difference between actual and sam-
pled centralities, standard deviation of their 
difference, and the correlation between actual 
and sampled centrality measures. They found 
simple eigenvector centrality (calculated using 
the first eigenvector) to be the measure that 
was most robust to sampling and missing data. 
In other words, simple eigenvector centrality 
was the preferred centrality measure when 
networks are sparse or have incomplete data. 
They also found that network size was signifi-
cantly associated with the average difference 
between actual and sampled centrality meas-
ures in nine of the measures they investigated 
including directed betweenness, symmetrized 
closeness and eigenvector centrality.

Koschützki & Schreiber (2004) ran an 
analysis on two biological networks using 
five different centrality measures. They 
found a high correlation among eigenvec-
tor and degree centrality measures in both 
networks, while the correlations for the 
other centrality measures differed between 
the two networks. Batool & Niazi (2014) 
also found a correlation between degree and 
eigenvector centrality, while Yan & Ding 
(2009) found significant correlations only 
among PageRank, degree, and between-
ness centrality. An earlier study by Faust 
(1997) examined relatively small networks 
of CEOs, clubs, and boards and found cor-
relations ranging from .89 to .99 among 
degree, closeness, and betweenness central-
ity measures.

Given the relative paucity of earlier 
research findings in this area, there is a need 
for further studies on the relationships among 
different centrality measures across multiple 
real-world networks. There has been limited 
assessment of how Clustering Coefficient 
and PageRank relate to other centrality meas-
ures and more analysis is needed concerning 
the role of network topology features on the 
relationships among centrality measures.

Case Study: Structural Analysis 
of Social Networks using 
Centrality and Topology 
Measures

Datasets

This section reports on research reported by 
Ghajar-Khosravi (2015). Ghajar-Khosravi 
conducted structural analysis of 62 social 
networks. All the selected networks were 
undirected. In other words, the connections 
or friendships were mutual in all the studied 
networks. A summary of network analysis 
statics across the different types of networks 
within the 62 social networks is shown in 
Table 19.1. The 62 networks were drawn 
from the following data sets:

Facebook networks of 47 universities: 
Forty-seven of these networks were sampled 
from the Facebook networks of the 100 uni-
versities that were prepared and studied by 
Traud, Mucha, & Porter (2012). These initial 
Facebook networks were a single-day snap-
shot of the networks in September 2005. The 
100 files only included intra-school links; 
i.e. they included the full sets of links inside 
each school. At the time that these datasets 
were retrieved from Facebook, students were 
required to have an ‘.edu’ email account to 
become a Facebook member; hence, the 
majority of relationships within these data-
sets are within universities. The 47 networks 
were chosen based on their sizes. The goal 
was to have a wide range of network sizes. 
The networks with the smallest number of 
nodes included Reed and Caltech universities 
with 769 and 962 nodes, respectively. The 
networks with the largest number of nodes 
included Texas and Virginia universities with 
36,371 and 21,325 nodes, respectively.

Facebook, FB1–10, and physics: These 
datasets were retrieved from the Stanford 
Network Analysis Project (SNAP) website 
(http://snap.stanford.edu/data/index.html). 
The data in FB1 to FB10 and the Facebook 
networks were collected from survey par-
ticipants of a Facebook App called ‘Social 
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Circle’ (Leskovec & Mcauley, 2012). More 
information about these networks is provided 
on the SNAP website. The Physics network 
is referred to as ‘Arxiv ca-GRQC’ (General 
Relativity and Quantum Cosmology) on 
the SNAP website (Leskovec, Kleinberg, 
& Faloutsos, 2007). This is a network of  
collaborations among the authors who sub-
mitted their papers to the GR-QC category.

Netscience: The Netscience dataset was 
obtained from Mark Newman’s repository 
(www-personal.umich.edu/∼mejn/netdata/). 
The dataset contains a co-authorship net-
work of scientists working on network theory 
and experimentation and was compiled by 
Newman in May 2006 (Newman, 2006).

Delicious and LastFM: These two data-
sets were created from the users of Delicious 
(www.delicious.com) and LastFM (www.
lastfm.com) websites and were released by the 
2nd International Workshop on Information 
Heterogeneity and Fusion in Recommender 
Systems (Cantador, Brusilovsky, & Kuflik, 
2011). These datasets contain not only social 
networking but also resource consuming (i.e., 
music artist listening and webpage bookmark-
ing) information from around 2,000 users.

Structural Measures of 
Influence

For each of the 62 networks, the centrality of 
nodes was measured using six types of 
structural centrality measures:

•• Degree (Deg),
•• Betweenness (Btw),
•• Ego Betweenness (Ego1),
•• EigenVector (EigV),
•• ClusteringCoefficient (ClsCff), and
•• PageRank (PgRk).

The betweenness and ego betweenness vari-
ables were standardized (converted to stand-
ard normal, or z-scores). In the following 
discussion Zego11 is the standardized ego 
betweenness score and ZBtw is the standard-
ized betweenness score. The SNAP package 
and the code provided by Andreassend, 
Hironaka, & Thompson (2013) were utilized 
to compute the centrality measures.

The distribution characteristics of ClsCff 
and Deg centrality measures, along with 
network diameter and average shortest path 
length variables, have been found to be the 
most robust measures of a network’s topol-
ogy (Albert, Jeong, & Barabási, 1999). For 
each network, the network diameter and aver-
age shortest path length along with the fol-
lowing additional variables were computed 
using the igraph-R package and SPSS:

•• The average, standard deviation, kurtosis, and 
skewness of clustering coefficient centrality (avg-
Clustering, stdv_ClsCff, Skew_ClsCff, Kurt_ClsCff)

•• The average, standard deviation, kurtosis, and 
skewness of degree centrality (mean_deg, stdv_
deg, Skew_deg, Kurt_deg).

The correlations between degree, clustering 
coefficient, betweenness, ego betweenness, 

Table 19.1 A  summary of generic measures for 62 social networks

Network # Nodes # Edges Network Density Diameter Average Shortest Path

47 university Facebook networks* 8361.1* 645639.8* 0.0161* 7.7* 2.6938*

FB1 to FB10* 408.9* 34034.8* 0.0938* 7.7* 2.7873*

Delicious 1861 15328 0.0044 16 5.3698

Last.FM 1892 25434 0.0071 9 3.5186

Netscience 1461 5484 0.0026 17 5.8232

Facebook 4039 176468 0.0108 8 3.6925

Physics 5241 28968 0.0011 17 6.0485

* The values associated with these rows display the average of variables across the networks of each network group

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   318 08/12/16   3:53 PM

www.delicious.com
www.lastfm.com
www.lastfm.com


Pragmatics of Network Centrality 319

PageRank, and eigenvector centrality meas-
ures were calculated and recorded for the 62 
datasets (ClsCff.Zego1, PgRk.Zego1, EigV.
Zego1, Deg.Zego1, ClsCf.PgRkf, ClsCff. 
EigV., ClsCff.Deg, PgRK.EigV, PgRk.Deg, 
and Deg. EigV). In the notation being used 
here, the dot separates the two variables that 
were correlated (using the Pearson correla-
tion coefficient). For instance ClsCff.Zego1 
indicates the correlation between the cluster-
ing coefficient and standardized ego between-
ness (Zego1). Figure 19.2 shows a conceptual 
organization of these variables.

Factor Analysis of Network 
Topology Properties

A factor analysis was conducted to condense 
(i.e., reification of) the 11 network topology 
measures into one or two factors. Factor 
analysis seemed appropriate since the 11 
variables, and particularly the degree-related 
and clustering-related variables, were highly 
correlated with each other. It was hypothe-
sized that network topology might predict the 
relationships among different centrality 
measures. We hoped that by factor analyzing 
a relatively large set of networks that were 
likely to vary in shape, we might find under-
lying factors that reflect shape features. 
Based on the factor analysis, as well as 

subsequent reliability analyses, two factors 
were extracted using eight of the variables, 
with three remaining variables that were not 
involved in any of the factors. Further details 
are provided in Ghajar-Khosravi (2015). The 
two extracted factors included:

Factor1 (Network Shape, Non-clump
iness): The first factor consisted of six 
variables; Kurt_ClsCff, Skew_ClsCff, 
AvgClustering, stdv_ClsCff, Mean_deg, and 
stdv_deg. The Shape factor represents how 
non-clumpy the network is. As mentioned 
earlier, Everett & Borgatti (2005) defined 
clumpy networks as networks with ‘con-
trasting regions of highly cohesive subsets 
and regions of low density’ within the same 
network. The Shape factor in this case study 
reflected the clustering coefficient distri-
bution of the nodes, while also taking into 
account the average and the standard devia-
tion of their degree centralities.

Factor2 (Network Reach): The second 
factor consisted of two variables; Diameter 
and Average Shortest Path Length. Both 
of these variables were computed based on 
the distance among network nodes. The fac-
tor was labelled as ‘Network Reach’ since it 
seemed to reflect how reachable nodes were 
from one another.

Factor scores were computed using the 
weighted average technique with factor 
loadings considered as the weights for each 
contributing variable to a factor. Figure 19.3 

Figure 19.2 L ist of variables for the structural analysis of social networks
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shows an interpretation of the two factors in 
terms of the original variables used in the 
analysis.

K-means Clustering on Network 
Topology Factors

To investigate the effect of network topology 
on the type of relationships between different 
centrality measures, the 62 networks were 
grouped into three clusters using the cluster 
analysis method. The two factors derived in 
the previous section, along with the Density, 
Skew_deg, and Kurt_deg variables were used 
as the clustering variables in a cluster analy-
sis of the 62 networks. Based on the k-means 
analysis the networks were grouped into 
three clusters (Figure 19.4). Shape had a 
major impact on the clustering of the net-
works. The impact of Reach in clustering the 
networks was to separate Cluster 2 from 
Clusters 1 and 3. The nature of the connec-
tions in Cluster 2 (i.e., Physics, Netscience, 

and Delicious) were collaboration- and infor-
mation-consumption-based rather than 
friendship-based (Myers, Sharma, Gupta, & 
Lin, 2014). The three networks in Cluster 2 
had the largest Diameter and AvgShortPath 
(Average Shortest Path), and a relatively low 
Density, compared to the other networks. 
Although the networks in Cluster 1 and 3 
were all Facebook-based, in Cluster 3 the 
friendship connections were limited to uni-
versity friends and confined to university 
boundaries. The networks in Cluster 3 were 
found to be less clumpy than in Cluster 2.

The results of this clustering showed that 
social networks with different domains may 
have different topologies depending on the 
type of relationship that exists among their 
members. Past research has generally con-
trasted the topology of social networks with 
other types of networks such as random or 
regular networks. The limited research that 
has looked into the differences among social 
networks has involved few social network 
datasets. An example research includes Lee, 
Kim, & Marcotte (2015) that demonstrated 

Figure 19.3 N etwork topology variables before and after the factor analysis
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differences in topological properties of social 
networks with different interaction or con-
nection types. Lee, Kim, & Marcotte defined 
two classes of social networks: social net-
works with pairwise activities such as online 
dating (similar to Cluster 1 and 3 above) and 
those with group activities such as boards of 
directors of companies (similar to Cluster 2 
above). Although their result was in agree-
ment with the differences between the clus-
ters in Figure 19.4, their results were based 
on two datasets.

Network Topology and 
Centrality Correlation Profiles

To demonstrate the implications of network 
topology and the role it plays in other net-
work structure variables, we looked into 
network cluster differences across centrality 
correlations.

A MANOVA (Multivariate Analysis of 
Variance) analysis assessed whether the three 
clusters reported earlier differed significantly 
in terms of their node centrality correlations. 
The dependent variables (i.e., centrality cor-
relations) for this MANOVA test consisted 
of: ClsCf.Deg, ClsCff, EigV, ClsCff.PgRk, 
Deg.EigV, Deg.PgRk, and EigV.PgRk. The 
independent variable for the MANOVA anal-
ysis distinguished between the three clusters. 
The MANOVA analysis was followed by 
Hochberg’s GT2 post hoc tests as suggested 
by Field (2009, p. 375) for situations where 
sample sizes are not equal. Using Pillai’s 
trace, there was a significant effect of cluster 
number on the node centrality correlations, 
F(12,110) = 17.272, p<.001.

The post-hoc test results are summarized 
in Table 19.2. The three clusters were signifi-
cantly distinguishable from each other on the 
dependent variables ClsCff.Deg, PgRk.EigV, 
PgRk.Deg, and EigV.Deg. While clusters 1 
and 2 did not significantly differ from each 

Figure 19.4 T he three clusters with their members labelled by their names
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other (as indicated by the parentheses in the 
first two rows of Table 19.2), together they 
were significantly different from Cluster 3 on 
the ClsCff.PgRk and ClsCff.EigV variables. 
All F-ratios reported in Table 19.2 are signifi-
cant at p<.001.

As can be seen in Table 19.2, there are large 
(and statistically significant) differences in 
the mean correlations between the clusters. 
For instance, the average correlation between 
PgRk and EigV equals 0.23 in Cluster 2, 
0.65 in Cluster 1, and 0.85 in Cluster 3. This 
would indicate that for the social networks 
with collaboration-based connections, the 
correlation of Page Rank with eigenvector 
centrality will be probably low; hence, it 
would be beneficial to consider both meas-
ures into analyses as they would return dif-
ferent sets of influential nodes. The question 
of why the correlation is low for this clus-
ter of networks needs further investigation 
and was outside the scope of this case study. 
Another example would be the almost perfect 
correlation between Page Rank and degree in 
Cluster 3. This shows that when friendship 

relationships are limited to an institution or 
community, members of the community are 
equally weighted or influential within the 
network; hence, looking into both measures 
would be redundant. Yet, more extensive 
analyses with larger number of networks in 
each category, in particular for Cluster 2, are 
needed to be able make stronger conclusions.

In Figure 19.5, three samples of networks 
from Clusters 2 and 3 have been selected 
to visually present the differences between 
their clustering coefficient distributions and  
their PgRk.EigV correlations across the two 
clusters. As can be seen in this figure, the  
clustering coefficient distribution histograms  
and the scatter plots of PageRank vs. 
Eigenvector centrality measures show clear 
differences between Cluster 2 and 3.

Discussion

In the preceding section, centrality correla-
tions were used as a way to diagnose 

Table 19.2  Means of clusters in homogenous subsets are displayed. Clusters 1 & 2 make one 
homogenous subset together for the ClsCff.PgRk and ClsCff.EigV variables

Dependent variables Means of Clusters in Homogenous Subsets ANOVA

Cluster 2
(N:15)

Cluster 1
(N:3)

Cluster 3  
N:44)

F**

Mean(ClsCff.PgRk) (−0.124 −0.1978) −0.3567 29.59

Mean(ClsCff.EigV) (0.040 −0.0553) −0.2618 19.51

Mean(ClsCff.Deg) 0.09774 −0.1194 −0.3369 41.29

Mean(PgRk.EigV) 0.22533 0.64847 0.8523 38.22

Mean(PgRk.Deg) 0.72719 0.89337 0.98177 49.34

Mean(Deg.EigV) 0.59601 0.86272 0.91884 28.80

Mean_Shape* −5.3 −2.86 1.33 167.361

Range_Shape [−6.05,−4.64] [−4.68,−.8] [−.53,3.13]

Mean_Reach* 3.75 −0.17 −0.2 97.67

Range_Reach [3.35,4.02] [−1.54,1.19] [−.91,.51]

Mean_Density 0.002 0.134 0.014 29.59

Range_Density [.003,.001] [.007,.303] [.002,.057]

* Shape and Reach factors have been calculated based on the zscores of their underlying variables

** All F-ratios are significant at p <.001
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different behaviors of centrality measures. 
Centrality correlations are useful because 
they capture different aspects of networks 
than topology related features.

In the case study presented above the 
impact of topology was assessed not only 
through the shape and reach factors, but also 
through the clusters of networks that were 
identified based on their topological proper-
ties. The results of the clustering showed that 
social networks with different domains may 
have different topologies depending on the 
type of relationship that exists among their 
members. In other words, the clusters of net-
works, that were identified based on their 
topological properties, reflected on the type 

of the interactions among members. The top-
ological properties of social networks with 
collaboration-based or information-con-
sumption-based connections were different 
from those social networks with friendship-
based connections. For example, the average 
distance between the nodes of collaboration-
based networks (Cluster 2) was found to be 
much higher than friendship-based networks 
(Cluster 1). Moreover, when friendship rela-
tionships were limited to a certain university/
community (Cluster 3), those social net-
works had less clumpy shapes. Further anal-
yses that look into a wider range of social 
networks are needed to further validate these 
findings.

Figure 19.5 T hree samples of networks from Cluster 2 and Cluster 3. The first row presents 
the visualized graphs of the six networks. The second row presents their clustering coeffi-
cient distribution histogram. The third row presents the scatter plots of Page Rank centrality 
vs. Eigenvector centrality
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MANOVA analyses demonstrated that clus-
ters derived using the shape and reach factors 
showed clear differences, not only in terms 
of the shape and reach factors that formed 
the clusters, but also in terms of correlations 
between centrality measures. The means and 
ranges reported in Table 19.2 make a poten-
tially useful starting point in predicting the 
size of centrality correlations based on shape 
and reach factors of networks and vice versa 
or perhaps based on the type of interactions 
in networks. For example, for a new network 
with shape and reach values closer to the cen-
troid of Cluster 2 or a network with collabora-
tion-based connections, it could be predicted 
that the EigV and PgRk centrality measures 
would have fairly low correlations. The dis-
tance to typical cluster centroids could be cal-
culated using Euclidean distances in order to 
classify social networks into different types.

In the follow-up correlation analyses, it was 
found that the clumpier and denser the net-
work and the longer the shortest paths among 
the nodes, 1) the higher the correlations 
ClsCff.PgRk, ClsCff.EigV, and ClsCff.Deg in 
a network, and 2) the lower the correlations for 
PgRk.EigV, PgRk.Deg, and Deg.EigV. These 
results demonstrate that network topology has 
a significant effect on the relationships that 
exist between centrality measures.

Limitations

Some of the limitations of the case study 
reported above include:

Except for the Netscience and Physics social net-
works, the links in the rest of the studied networks 
were based on mutual friendships. Hence, all the 
resulting links were undirected and symmetrical. 
Thus the generalizability of the results is limited to 
networks with undirected links. For example, the 
analysis of a Twitter dataset which contains direc-
tional links may return totally different results as 
people have the option to follow or not follow 
their followers. So, the edges of networks with 
directed vs. undirected links bare different mean-
ings, potentially leading to different centrality cor-
relations or topological properties.

Moreover, the majority of the datasets were 
collected from Facebook hence affected by 
the interface design and friend recommenda-
tions in Facebook environment. Beside, all 
the datasets used for this thesis were col-
lected and provided by third parties. We had 
no control over how the data was collected or 
what was collected. Any potential biases in 
the sampling strategies potentially limit the 
generalizability of the results. However, the 
62 networks that were used were not all 
obtained from the same sources, so it is prob-
ably unlikely that they all suffered from a 
shared systematic bias. Lastly, the structural 
analyses of social influence were mostly 
based on objective measures of social net-
work centrality. It is possible that contextual 
factors such as the type of university environ-
ment might lead to different structuring of 
relationships, but such analyses were outside 
the scope of this case study.

Conclusion

Since networks can be laid out in many dif-
ferent ways, it is perhaps not surprising that 
there are a number of different ways of 
defining network centrality. It is also evident 
that the different centrality measures capture 
different properties of networks and are 
affected differently by networks with differ-
ent shapes or topological properties or per-
haps by networks with different types of 
connections.

Potentially informative centrality measures 
can be prohibitively expensive to compute in 
very large networks. Proxy measures approxi-
mate a desired centrality measure with a more 
computationally tractable version, which 
is assumed to be correlated to the original 
measure of interest. We gave the example of 
ego betweenness as an approximate measure 
of betweenness centrality and we discussed 
how the adequacy of ego betweenness as an 
approximation of betweenness centrality can 
vary widely between different networks.
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We also presented a case study showing 
how correlations between centrality measures 
(within networks) can vary widely depending 
on properties of the network that are related 
to topology. Using factor analysis followed 
by clustering we showed how it is possible to 
characterize 62 real-world social networks in 
terms of the factors of shape and reach, and 
to organize those networks into three clusters 
based on their scores on those two factors. 
Moreover, we showed how topological dif-
ferences among networks could potentially 
reflect on the type of interactions among the 
members of those networks. In other words, 
we showed that the type of relationships that 
exist among social network members may 
have an impact on the topological proper-
ties of those networks. The analyses reported 
should be extended by looking into a wider 
range of social networks to make these results 
more generalizable. Example applications 
of these findings include identifying cer-
tain types of interactions in a network (e.g., 
interactions among radicalized members of a 
social network) based on the topology of that 
network.

Centrality analysis of networks, and evalu-
ation of network topology, are highly active 
areas of research within social networks 
and we expect that there will be many new 
research results pertaining to this area in 
future years. In particular, we expect to see 
further exploitation of network centrality 
measures in terms of characterizing different 
networks, in terms of recognizing communi-
ties and subgroups within social networks 
(Chin & Chignell, 2008), and in terms of 
measuring and predicting social influence. 
The role of measuring network centrality is 
likely to be particularly important in using 
measures of social influence to guide market-
ing initiatives and related applications.

Note

 1 	 Z indicates standardization with z-scores and ego
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20
Predictive Analytics with Social 

Media Data

N i e l s  B u u s  L a s s e n ,  L i s b e t h  l a  C o u r  
a n d  R a v i  V a t r a p u

This chapter provides an overview of the 
extant literature on predictive analytics with 
social media data. First, we discuss the dif-
ference between predictive vs. explanatory 
models and the scientific purposes for and 
advantages of predictive models. Second, we 
present and discuss the foundational statisti-
cal issues in predictive modelling in general 
with an emphasis on social media data. 
Third, we present a selection of papers on 
predictive analytics with social media data 
and categorize them based on the application 
domain, social media platform (Facebook, 
Twitter, etc.), independent and dependent 
variables involved, and the statistical meth-
ods and techniques employed. Fourth and 
last, we offer some reflections on predictive 
analytics with social media data.

Introduction

Social media has evolved into a vital constitu-
ent of many human activities. We increasingly 

share several aspects of our private, interper-
sonal, social, and professional lives on 
Facebook, Twitter, Instagram, Tumblr, and 
many other social media platforms. The result-
ing social data is persistent, archived, and can 
be retrieved and analyzed by employing a 
variety of research methods as documented  
in this handbook (Quan-Haase & Sloan,  
Chapter 1, this volume). Social data analytics 
is not only informing, but also transforming 
existing practices in politics, marketing, 
investing, product development, entertain-
ment, and news media. This chapter focuses 
on predictive analytics with social media 
data. In other words, how social media data 
has been used to predict processes and out-
comes in the real world.

Recent research in the field of 
Computational Social Science (Cioffi-
Revilla, 2013; Conte et al., 2012; Lazer et al., 
2009) has shown how data resulting from the 
widespread adoption and use of social media 
channels such as Facebook and Twitter can be 
used to predict outcomes such as Hollywood 
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movie revenues (Asur & Huberman, 2010), 
Apple iPhone sales (Lassen, Madsen, & 
Vatrapu, 2014), seasonal moods (Golder 
& Macy, 2011), and epidemic outbreaks 
(Chunara, Andrews, & Brownstein, 2012). 
Underlying assumptions for this research 
stream on predictive analytics with social 
media data (Evangelos et al., 2013) are that 
social media actions such as tweeting, liking, 
commenting and rating are proxies for user/
consumer’s attention to a particular object/
product and that the shared digital artefact 
that is persistent can create social influence 
(Vatrapu et al., 2015).

Predictive Models vs. 
Explanatory Models

At the outset, we find that the difference 
between predictive and explanatory models 
needs to be emphasized. Predictive analytics 
entail the application of data mining, machine 
learning and statistical modelling to arrive at 
predictive models of future observations as well 
as suitable methods for ascertaining the predic-
tive power of these models in practice (Shmueli 
& Koppius, 2011). Consequently, predictive 
analytics differ from explanatory models in that 
the latter aims to: (1) draw statistical inferences 
from validating causal hypotheses about rela-
tionships among variables of interest, and; (2) 
assess the explanatory power of causal models 
underlying these relationships (Shmueli, 2010). 
This crucial distinction between explanatory 
and predictive models is best surmised by 
Shmueli & Koppius (2011) in the following 
statement: ‘whereas explanatory statistical 
models are based on underlying causal relation-
ships between theoretical constructs, predictive 
models rely on associations between measura-
ble variables’ (p. 556). For example, in political 
science, explanatory models have investigated 
the extent to which social media platforms such 
as Facebook can function as online public 
spheres (Robertson & Vatrapu, 2010; Vatrapu, 
Robertson, & Dissanayake, 2008) in terms of 

users’ interactions and sentiments (Hussain, 
Vatrapu, Hardt, & Jaffari, 2014; Robertson, 
Vatrapu, & Medina, 2010a,b). On the other 
hand, predictive models in political science 
sought to predict election outcomes from social 
media data (Chung & Mustafaraj, 2011; Sang 
& Bos, 2012; Skoric, Poor, Achananuparp, 
Lim, & Jiang, 2012; Tsakalidis, Papadopoulos, 
Cristea, & Kompatsiaris, 2015).

Distinguishing between explanation and 
prediction as discrete modelling goals, 
Shmueli & Koppius (2011) argued that any 
model, which strives to embrace both expla-
nation and prediction, will have to trade-off 
between explanatory and predictive power. 
More specifically, Shmueli & Koppius 
(2011) claim that predictive analytics can 
advance scientific research in six scenarios: 
(1) generating new theory for fast-changing 
environments which yield rich datasets about 
difficult-to-hypothesize relationships and 
unmeasured-before concepts; (2) develop-
ing alternate measures for constructs; (3) 
comparing competing theories via tests of 
predictive accuracy; (4) augmenting contem-
porary explanatory models through capturing 
complex patterns which underlie relation-
ships among key concepts; (5) establishing 
research relevance by evaluating the discrep-
ancy between theory and practice; and (6) 
quantifying the predictability of measureable 
phenomena.

This chapter discusses predictive model-
ling of (big) social media data in social sci-
ences. The focus will be entirely on what is 
often referred to as predictive models: mod-
els that use statistical and/or mathematical 
modelling to predict a phenomenon of inter-
est. Furthermore, the focus will be on pre-
diction in the sense of forecasting a future 
outcome of the phenomenon of interest as 
such predictions are the ones that have so far 
received most attention in the literature. To 
illustrate the concepts, models, methods and 
evaluation of results we use examples from 
economics and finance. The general princi-
ples are, however, easily employed to other 
social science fields as well, for example, 
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marketing. The concepts and principles 
that this section discusses are of a general 
nature and are informed by Hyndman & 
Athanasopoulos (2014) and Chatfield (2002).

This chapter does not discuss applicable 
software solutions. However, it is worth men-
tioning that there exist quite a few software 
packages with more or less automatic search 
procedures when it comes to model specifica-
tion. A few ones are, for example, SAS, SPSS 
and the Autometrics package of OxMetrics.

Predictive Modelling of Social 
Media Data

When performing predictive analysis on social 
media data researchers often have to make a 
lot of decisions along the way. Examples of 
the most important decisions or choices will 
be discussed in the sections below.

The Phenomenon of Interest and 
the Type of Forecasts

Quite often the focus will be on a single out-
come (univariate modelling – one model 
equation) where the goal is to derive a pre-
diction or forecast of, for example, sales in a 
company or the stock price of the company. 
In some cases, more than one outcome will 
be of interest and then a multivariate approach 
in which more than one relationship or model 
equation is specified, estimated, and used at 
the same time is worth considering. From 
now on let us assume that the phenomenon of 
interest is sales of a company and the social 
media data are among the factors that are 
considered as explanatory for the outcome. 
The discussion will then relate to the univari-
ate case. At this stage, a decision is also 
necessary in relation to the data frequency. Is 
the predictive model supposed to be applied 
to forecast monthly sale, quarterly sales or 
sales of an even higher frequency like weekly 
or daily?

The Data

Once the phenomenon of interest is identi-
fied, decisions concerning the data to be used 
have to be made. Data can be of different 
types: time series (e.g. sales per month or 
sales per day), cross sectional (e.g. individu-
als such as customers, for a given period in 
time) or longitudinal/panel (a combination of 
the former two such as a set of customers 
observed through several months). Predictive 
models can be relevant for all these types of 
data and many of the basic principles for 
analysis are quite similar. In the remaining 
parts of this section, for simplicity the focus 
will be on time series only.

As social media data have been growing 
in volume and importance during the last 
10 years, in some cases the final number of 
observations for modelling may be rather 
limited as the dependent variable may reflect 
accounting and book-keeping and be rela-
tively low-frequency like monthly or quar-
terly in nature. If this is the case, there may be 
a limit to how advanced models can be used. 
In other cases, daily data may be available and 
more complex models may be considered.

The frequency of the data is also impor-
tant for model specification itself. With more 
high frequency data, a researcher may dis-
cover more informative dynamic patterns 
compared to a case with less frequent data. 
Consider a case where sales of a company 
need to be forecasted. If the reaction time 
from increased activity on the Facebook page 
of the company to changes in sales is short 
(e.g. just a couple of days) then if sales are 
available only on a monthly basis the lag 
pattern between explanatory factors and out-
come may be difficult to identify and use.

In many cases there will be a large set of 
potential explanatory factors that may be 
included in various tentative model specifica-
tions. Social media data may be just a part 
of such data and it will be important to also 
include other variables. The quality as well 
as the quantity of data is very important for 
building a successful predictive model.
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Social Media Data  
and Pre-processing

When researchers consider using social 
media data for predictive purposes, at the 
outset the social media data will be collected 
at the level of the individual action (e.g. a 
Facebook ‘like’ or a tweet) and in order to 
prepare the data to enter a predictive model 
some pre-processing will be necessary. Often 
the data will need to be temporally aggre-
gated to match the temporal aggregation 
level of the outcome, for example, monthly 
data. Also as some of the inputs from social 
media are text variables, some filtering, inter-
pretation, and classification may be neces-
sary. An example of the latter would be the 
application of a supervised machine learning 
algorithm that classifies the posts and com-
ments into positive, negative or neutral senti-
ments (Thelwall, Chapter 32, this volume). 
At the current moment it is mainly the pre-
processing of the social media data that is 
considered challenging from the computa-
tional aspects of big data analytics (Council, 
2013). Once the individual actions (posts, 
likes, etc.) are temporally aggregated and 
classified, the set of potential explanatory 
factors are usually rather limited and as the 
outcome variables are of fairly low frequen-
cies like monthly or quarterly (stock market 
data are actually sometimes used at a daily 
frequency) which means that the modelling 
process deviates less from more classical 
approaches within predictive modelling.

In Search of a Model Equation – 
Theory-based versus Data-driven?

In very general terms a model equation will 
identify some relationship between the phe-
nomenon of interest (y) and a set of explana-
tory factors. The relationship will never be 
perfect either due to un-observable factors, 
measurement errors or other types of errors.

The general equation:  y = �f(explanatory factors) 
+ error

Where f describes some relationship between 
what is inside the parenthesis and y.

In principle, linear, non-linear, parametric, 
non-parametric and semi-parametric models 
may be considered. In general, non-linear 
models will require more data points/obser-
vations than linear models as the structures 
they search for are more complex.

There is a range of possible starting points 
for the search process. At one end lies tradi-
tional econometrics where the starting point 
is often an economic or behavioural theory 
that will guide the researcher in finding a set 
of potential explanatory factors. At the other 
end of the range machine learning algorithms 
will help identify a relationship from a large 
set of social media data and other potential 
explanatory factors. The advantage of start-
ing from a theory-based model specification 
is that the researcher may be more confident 
that the model is robust in the sense that the 
identified relationship is reliable at least for 
some period of time. Without a theory the 
identified structure may still work for pre-
dictions in the short run but may be less 
robust and in general will not add much to 
an understanding of the phenomenon at hand. 
In between pure theoretically inspired mod-
els and models based on data pattern discov-
eries are many models that include elements 
of both categories. As theoretical models are 
often more precise when it comes to selec-
tion of explanatory factors for the more fun-
damental or long-run relationships they may 
be less precise when it comes to a description 
of dynamics and a combination that allows 
for a primary theoretically based long-run 
part may prove more useful.

To finalize the discussion of theory-based 
versus data-driven model selection the con-
cept of causality is often useful. If a causal 
relationship exists a change in an explanatory 
factor is known to imply a change in the out-
come. A model that suffers from a lack of a 
causal relationship suffers from an endogene-
ity problem (a concept used in econometrics). 
A model that suffers from an endogene-
ity problem will not be useful for tests of a 
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theory of for policy evaluations. If the only 
purpose of the model is forecasting, iden-
tification of a causal relationship is of less 
importance as a strong association between 
the explanatory factors and the outcome may 
be sufficient. However, without causality 
the predictive model may be considered less 
robust (more risk of a model break-down) to 
general changes in structures and society and 
hence may be best at forecasting in the short 
run. If this is the case, some sort of monitor-
ing on a continuous basis to identify a model 
break-down at an early stage is advisable.

Fitting of a Predictive Model

In this step the researcher will adapt the 
mathematical specification of the predictive 
model to the actual data. In the case of a 
linear regression model this is done by esti-
mation using the ordinary least squares 
(OLS) method or the maximum likelihood 
(ML). For non-linear models such as neural 
networks, some mathematical algorithm is 
used. In rare cases estimation of a model  
is not possible (e.g. in case of perfect multi-
collinearity of a linear regression model). In 
such a case the researcher has to re-think the 
model specification.

Estimation (the use of a formula or a proce-
dure) may in itself sound simple, but already 
at this stage the researcher has to specify the 
set-up to be used for model evaluation in the 
following step as they are highly dependent.

Even though it may seem natural to use 
as many data point as possible for the model 
fitting, there are other considerations to take 
into account as well. For the estimation step, 
it is stressed that in addition to the decision 
of estimation or fitting method, a decision on 
exactly which sample or part of the sample to 
use for estimation is of importance too.

Evaluation of a Predictive Model 
for Forecasting Purposes

The true test of a predictive model that is to 
be used for forecasting of future values of the 

outcome of interest is by investigating the 
out-of-sample properties of the model.

This statement calls for the need of an esti-
mation (or training) sample and an evaluation 
(or test) sample. As a good in-sample model 
fit does not ensure good forecasting proper-
ties of a predictive model, the evaluation 
process then naturally starts by an analysis 
of the in-sample properties of the model and 
extends to an out-of-sample analysis.

In-sample Evaluation of the Model

The first thing to note is that if the model has 
a theoretical foundation the signs of the esti-
mated coefficients will be compared to the 
signs expected from the theory.

A second thing to be aware of is whether 
the model fulfils the underlying statistical 
assumptions (these may differ depending on 
the type of model in focus). In classical linear 
regression modelling, problems such as auto-
correlation and heteroscedasticity will need 
attention and a study of potential outliers is 
of high importance. When forecasting is the 
final purpose of the model multicollinearity 
is of less importance. Finally, indicators in 
relation to the functional form specification 
may provide useful information on how to 
improve the model.

The overall fit of the model may be cap-
tured by measures such as R2, adjusted R2, 
the family for measures based on absolute 
or squared errors (e.g. MSE, RMSE, MAE, 
MAPE), and information criteria such as 
AIC, and BIS. A small warning is justified 
here as too much emphasis on obtaining a 
good fit may result in overfitting of the model 
which is not necessarily desirable when the 
purpose of the model is forecasting.

Out-of-sample Evaluation

For an out-of-sample evaluation study the 
model is used to forecast values for a time 
period that was not used for the estimation  
of the model. In the ‘pure’ case neither 
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future values of the explanatory factors  
nor future values of the outcome are known 
and the model that is used to obtain the fore-
cast will need to rely on lagged values of the 
explanatory factors or to use predicted values 
of the explanatory factors. In the former case, 
the specification of the model equation in 
terms of lags will set a limit to how many 
periods into the future the model can predict. 
In many cases an out-of-sample forecast 
evaluation will rely on sets of one step ahead 
predictions, but predictions for a longer fore-
cast horizon (e.g. six months ahead for a 
model specified with monthly data) are also 
sometimes considered.

Once the out-of-sample forecasts are 
obtained it is possible to calculate forecast 
errors and to study their patterns. Focus 
areas will be of directional nature (the trend 
in the outcome captured), as they may be 
related to predictability of turning points 
and summary measures for the errors will 
again prove useful (e.g. MSE, MAPE, etc.) 
but this time for the forecasted period only. 
The idea of splitting the sample into different 
parts for evaluation can be extended in vari-
ous ways using cross-validation (Hyndman 
& Athanasopoulos, 2014).

Using a Predictive Model for 
Forecasting Purposes

Once a model has been chosen some con-
siderations concerning its implementation 
are important. This topic is very much 
related to the overall phenomenon and prob-
lem; hence a general discussion is difficult 
to provide.

There is, however, one type of considera-
tions that deserves mentioning: how often 
the model needs re-estimation or specifica-
tion updating. Given that often the general 
data pattern is quite robust, the specification 
updating may only take place in case of new 
variables becoming available or in case a suf-
ficiently large number of data points have 
become available such that more complex 
structures could be allowed for.

Finally, from a practical perspective a 
combination of forecasts from different basic 
predictive models is also a possibility and 
quite popular in certain fields.

Categorized List of Predictive 
Models with Social Media Data

Table 20.1 below presents a selected list of 
research papers on predictive analytics with 
social media data categorized across differ-
ent application domains in terms of social 
media platform (Facebook, Twitter, etc.) and 
the independent and dependent variables 
involved. For conceptual exposition and lit-
erature review on the predictive power of 
social media data (see Gayo-Avello et  al. 
(2013)).

Application Domains

As can be seen from Table 20.1, there have 
been many predictive models of sales based 
on social media data. Such predictive models 
work for the brands that can command large 
amounts of human attention on social media, 
and therefore generate big data on social 
media. Examples are iPhone sales, H&M 
revenues, Nike sales, etc., which are all prod-
uct categories around which there is a possi-
bility to have large volumes and ranges of 
opinions on social media platforms. For 
brands and products that don’t generate large 
volumes of social media data, for instance, 
insurance, banking, shipping, basic house-
hold supplies, etc. the predictive models tend 
not to work. One explanation for the success-
ful performance of the predictive models is 
that social media actions can be categorized 
into the phases of the different domain-spe-
cific models from the application domains of 
marketing, finance, epidemiology, etc. For 
example, the actual stock price for Apple is 
in rough terms mainly based on discounted 
historical sales and expectations to future 
sales. If social media can model sales, then 
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there is a high potential for the associated 
stock price to also being modelled with 
social media data. In the case of epidemiol-
ogy, all social media texts on flu can also be 
categorized in to the different domain-spe-
cific phases of spread, incubation, immunity, 
resistance, susceptibility etc.

Social Media Data Types

For modelling stock prices, Twitter and 
Google Trends have proven to be the best 
platforms. Twitter and Google Trends beat 
Facebook for stock price modelling because 
of higher data volume and immediacy. On 
the other hand, Facebook data have been suc-
cessfully used for modelling sales, human 
emotions, personalities and human relations 
to a brand. In general, picture and video 
based social media platforms such as 
Instagram, YouTube and Netflix are becom-
ing more prevalent and we expect them to 
become more relevant for predictive models 
in the future.

Independent and Dependent 
Variables

As can be seen from Table 20.1, a wide range 
of dependent variables have been modelled: 
sales, stock prices, Net Promoter Score, hap-
piness, feelings, personalities, interest areas, 
social groups, diseases, epidemics, suicide, 
crime, radicalization, civil unrest. The inde-
pendent variables used reflect the human 
social relations to the dependent variables 
mainly consist of measures of social media 
activity, feelings, personalities and 
sentiment.

Statistical Methods Employed

We find that a wide range of statistical models 
for predictive analytics have been used includ-
ing Regression, Neural Network, SVM, 

Decision Trees, ARIMA, Dynamic Systems, 
Bayesian Networks, and combined models.

In the next section, we present an illustra-
tive case study of predictive modelling with 
big social data.

An Illustrative Case Study of 
Predictive Modelling

In this section, we demonstrate how social 
media data from Twitter and Facebook can 
be used to predict the quarterly sales of 
iPhones and revenues of clothing retailer, 
H&M, respectively. Based on a conceptual 
model of social data (Vatrapu, Mukkamala, 
& Hussain, 2014) consisting of Interactions 
(actors, actions, activities, and artifacts) and 
Conversations (topics, keywords, pronouns, 
and sentiments), and drawing from the 
domain-specific theories in advertising and 
sales from marketing (Belch, Belch, Kerr, & 
Powell, 2008), we developed and evaluated 
linear regression models that transform (a) 
iPhone tweets into a prediction of the quar-
terly iPhone sales with an average error close 
to the established prediction models from 
investment banks (Lassen et  al., 2014) and 
(b) Facebook likes into a prediction of the 
global revenue of the fast fashion company, 
H&M. Our basic premise is that social media 
actions can serve as proxies for user’s atten-
tion and as such have predictive power. The 
central research question for this demonstra-
tive case study was: To what extent can Big 
Social Data predict real-world outcomes 
such as sales and revenues? Table 20.2 
below presents the dataset collected for pre-
dictive analytics purposes of this case study.

We adhered to the methodological sche-
matic recommended by Shmueli & Koppius 
(2011) for building empirical predictive 
models. We built on and extended the predic-
tive analytics method of Asur & Huberman 
(2010) and examined if the principles for 
predicting movie revenue with Twitter data 
can also be used to predict iPhone sales and 
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H&M revenues for Facebook data. That is, if 
a tweet/like can serve as a proxy for a user’s 
attention towards a product and an underlying 
intention to purchase and/or recommend it. 
We extend Asur & Huberman (2010) in three 
important ways: (a) addition of Facebook 
social data, (b) theoretically informed time 
lagging of the independent variable, social 
media actions, and (c) domain-specific sea-
sonal weighting of the dependent variable, 
sales/revenues. Figures 20.1 and 20.2 pre-
sent the predicted vs. actual charts for Apple 
iPhone sales and H&M revenues respectively.

With regard to our prediction models, 
we observed a 5–10% average error from 
our predictive models with the actual sales 
and revenue data over three-year period of 

2012–2014. In the case of the iPhone sales 
prediction model, our average error of 5% 
is not that far from the industry benchmark 
predictions of Morgan Stanley and IDC. That 
said, there are several challenges and limi-
tations to the predictive analytics processes 
and their outcomes. First, we lack multiple 
cases to extensively evaluate and validate the 
overall prediction model. A second limita-
tion is the emerging challenge for predictive 
analytics from social data associated with 
increasing sales in emerging markets such as 
China with its own unique social media eco-
system. By and large, the social media eco-
system of China does not overlap with that 
of Western countries to which Facebook and 
Twitter belong. We suspect that the effect of 

Table 20.2 O verview of dataset

Company Data Source Time Period Size of Dataset

Apple Twitter 01–2007 to 10–2014 ∼500 million+ tweets containing ‘iPhone’
Collected using Topsy Pro (http://topsy.thisisthebrigade.com)

H&M Facebook 01–2009 to 10–2014 ∼15 million data points from the official H&M Facebook page
Collected using the Social Data Analytics Tool (Hussain & Vatrapu, 2014)

Figure 20.1  Predictive model of iPhone 
sales from Twitter data

Figure 20.2  Predictive model of H&M  
revenues from Facebook data
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non-overlapping social media ecosystems 
might be somewhat ameliorated for Veblen 
goods such as iPhones given the conspicuous 
consumption aspirations of a global middle 
class. This however remains an analytical 
challenge and restricts the predictive power 
of our H&M prediction model.

Conclusion

Predictive models offer powerful tools as 
numerical forecasts and assessments of their 
uncertainty alongside quantitative statements 
more generally may improve decisions in 
companies and by public authorities.

The overall advice is to go for a parsimo-
nious, simple model that captures the most 
important features of the data, that fulfils 
the model assumptions and that provides a 
good fit both in sample and out of sample. 
Furthermore, it is important that even during 
the phase where the model is applied for its 
purpose, it performance is still monitored. 
We present a general model for predictive 
analytics of business outcomes from social 
media data below.

y a p d ot t t t t tA P D O= ¥ + ¥ + ¥ + ¥ +b b b b e

Where:
yt = Outcome variable of interest
At = Accumulated time-lagged social 

media activity associated with outcome vari-
able at time t

At = Σ Ast

Ast = Social media activity in terms of 
actions by actors on artifacts associated with 
outcome variable at time t

Pt = Individual or social psychological 
attribute(s) at time t

Dt = Social media dissemination factors
Ot = Other explanatory factors

A final word of caution will end this chapter: 
any predictive model is based on a certain set 

of information. It is necessarily backward-
looking as it relies on historical data and 
irrespectively of how carefully the model 
specification and evaluation is done, there is 
no guarantee that the prediction of future val-
ues of the variable of interest will be reliable. 
The patterns or theories that the model relies 
on may break down and render the model 
useless for predictive purposes. That being 
said, careful predictive modelling is probably 
the best that can be done and, if applied and 
used following the state of the art with most 
emphasis placed on short term forecasting, 
predictive modelling is a very valuable tool.
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Deception Detection and Rumor 

Debunking for Social Media

V i c t o r i a  L .  R u b i n

The main premise of this chapter is that the 
time is ripe for more extensive research and 
development of social media tools that filter 
out intentionally deceptive information such 
as deceptive memes, rumors and hoaxes, fake 
news or other fake posts, tweets and fraudu-
lent profiles. Social media users’ awareness 
of intentional manipulation of online content 
appears to be relatively low, while the reli-
ance on unverified information (often 
obtained from strangers) is at an all-time 
high. I argue that there is a need for content 
verification, systematic fact-checking and 
filtering of social media streams. This litera-
ture survey provides a background for under-
standing current automated deception 
detection research, rumor debunking, and 
broader content verification methodologies, 
suggests a path towards hybrid technologies, 
and explains why the development and adop-
tion of such tools might still be a significant 
challenge.

INTRODUCTION

The goal of this chapter is to introduce read-
ers to automated deception detection research, 
with a cursory look at the roots of the field in 
pre-social media data types. My intent is to 
draw attention to existing analytical method-
ologies and pose the question of their appli-
cability to the context of social media. This 
chapter is divided into five parts as follows.

The Problem Statement section sets the 
stage for why deception detection meth-
ods are needed in the social media context 
by calling attention to the pervasiveness of 
social media and its potential role in manipu-
lating user perceptions.

In the Background segment, I define decep-
tion and talk briefly about the roots and more 
contemporary forms of deception research. I 
provide the necessary background for what 
is currently known about people’s overall 
abilities to spot lies and what constitutes 
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predictive cues to tell the liars apart from 
truth tellers.

The Methodological Solutions part out-
lines some principles by which deception can 
be identified outside of social media context. 
I elaborate on predictive linguistic cues and 
methods used to identify deception. I follow 
up with an overview of several Online Tools 
that tackle the problem of deception detection 
and argue that more research and develop-
ment of deception detection tools is needed, 
taking into account the specificity of each 
type and format of the social media stream.

In Broader Content Verification, I consider 
several important related concepts: rumors, 
credibility, subjectivity, opinions, and senti-
ment, evaluating appropriate techniques and 
method for identifying these phenomena.

Open Research and Development Problems 
are discussed in terms of the needed meth-
odologies for three most recent social media 
phenomena: potential fraud on collaborative 
networking sites, pervasiveness of clickbait-
ing, and astroturfing by bots in social media. 
I briefly explain how each phenomenon 
relates to deception detection efforts, identi-
fying these areas as most up-to-date niches 
requiring research and development.

I conclude that social media requires con-
tent verification analysis with a combination 
of previously known approaches for decep-
tion detection, as well as novel techniques for 
debunking rumors, credibility assessment, 
factivity analysis and opinion mining. Hybrid 
approaches may include text analytics with 
machine learning for deception detection, 
network analysis for rumor debunking and 
should incorporate world knowledge data-
bases to fully take advantage of the linguistic, 
interpersonal, and contextual awareness.

PROBLEM STATEMENT: DECEPTION 
IN SOCIAL MEDIA CONTEXT

Although social media is difficult to define 
precisely as a phenomenon (McCay-Peet and 

Quan-Haase, 2016), most popular social net-
working and microblogging sites such as 
Facebook, Twitter, and LinkedIn include the 
function of online community building, per-
sonal messaging, and information sharing 
(Guadagno and Wingate, 2014). Digital news 
environments, I argue, are now becoming 
increasingly social, if not in the way they have 
been written, at least in the way they are 
accessed, disseminated, promoted, and shared.

The boundary between mainstream media 
news and user-generated content is slowly blur-
ring (Chen et al., 2015b). Kang, Höllerer and 
O’Donovan (2015) observe that microblog-
ging services have recently transformed from 
‘online journal or peer-communication plat-
forms’ to ‘powerful online information sources 
operating at a global scale in every aspect of 
society, largely due to the advance of mobile 
technologies. Today’s technology enables 
instant posting and sharing of text and/or mul-
timedia content, allowing people on-location at 
an event or incident to serve as news reporters’. 
They cite studies of traditional media journal-
ist practices showing that journalists rely heav-
ily on social media for their information, and 
report about 54% of all U.S. journalists use 
microblogs to collect information and to report 
their stories (Kang et al., 2015).

It is also common for  news readers to 
receive news via their social peers on net-
works like Facebook and Twitter. Thus, it 
is reasonable to consider tools and meth-
odologies from fuller-form communication 
formats such as news in ‘pre-social media 
era’ as a starting point for deception detec-
tion and rumor debunking methodologies for 
the newer platforms and formats, whether 
they are shorter or longer, hashed or not, 
video-based or image-based. In this chapter, 
I focus primarily on text-based social media 
application, those that use text primarily 
as their medium of communication, while 
image-sharing (such as Flickr and Picassa) 
and video-sharing websites (such as YouTube 
and Vimeo) are left aside for separate consid-
eration of potential ways to manipulate non-
textual content.
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A 2013 PEW research report (Holcomb 
et al., 2013) showed an increase in the number 
of users that keyword-search blogs as opposed 
to the traditional content streams. It means that 
a larger portion of information comes from 
complete strangers rather than from known or 
trusted sources (Kang et al., 2015). ‘With the 
massive growth of text-based communication, 
the potential for people to deceive through 
computer-mediated communication has also 
grown and such deception can have disastrous 
results’  (Fuller et al., 2011, p. 8392).

The majority of social media contributors 
presumably communicate their messages 
to the best of their knowledge, abilities, and 
understanding of the situation at hand. Their 
messages primarily match their own beliefs. 
Social media streams are awash in biased, 
unreliable, unverified subjective messages, 
as well as ads and solicitations. Most social 
media consumers are typically aware of the 
subjective nature of social media streams, 
as well as the typical promotional intentions 
to attract online traffic and revenue. What is 
rarer is the realization that there are instances 
of posts, tweets, links, and so forth, that are 
designed to create false impressions or con-
clusions. Creating false beliefs in the social 
media consumers’ minds can be achieved 
though disseminating outright lies, fake news, 
rumors or hoaxes, especially when the message 
appears to come from ‘a friend’ or another in-
group member. Spam and phishing attacks in 
e-mail messages are more recognizable now 
that most users have experience receiving and 
filtering them, while the issue of information 
manipulation via social media is still poorly 
understood and rarely atop of users’ minds. 
Malevolent intentions manifest themselves in 
inter-personal deception and can be damaging 
in person-to-person communication.

Social media users often hold a general 
presumption of goodwill in social media 
communication. Morris et  al. (2012) found 
that, for instance, Twitter users ‘are poor 
judges of truthfulness based on content alone, 
and instead are influenced by heuristics 
such as user name when making credibility 

assessments’. Some social media users may 
sacrifice caution for the sake of convenience, 
which may result in them being vulnerable 
to those who intend to deceive by dissemi-
nating false rumors or hoaxes in an effort to 
alter users’ decision-making and patterns of 
behavior (beyond incentivizing to purchase 
via pushed advertising).

There are well-documented instances 
of deceptive, unconfirmed, and unverified 
tweets being picked up by main-stream 
media, giving them undeserving weight and 
credibility. In October 2008, three years 
prior to Steve Jobs’ death, a citizen journalist 
posted a report falsely stating that Jobs had 
suffered a heart attack and had been rushed 
to a hospital. The original deliberate mis-
information was quickly ‘re-tweeted’ dis-
regarding the fact that it came from CNN’s 
iReport.com which allows ‘unedited, unfil-
tered’ posts. Although the erroneous infor-
mation was later corrected, the ‘news’ of 
Jobs’ alleged health crisis spread fast, caus-
ing confusion and uncertainty, and resulting 
in a rapid fluctuation of his company’s stock 
on that day (per CBC Radio ‘And the Winner 
Is’, 31 March 2012). This is just one, albeit 
very public, example of deceptive informa-
tion being mistaken for authentic report-
ing, and it demonstrates the very significant 
negative consequences such errors can cre-
ate. Earlier examples of companies ‘struck 
by phony press releases’ include the fiber 
optic manufacturer, Emulex, and Aastrom 
Biosciences (Mintz, 2002). Research further 
cites evidence of false tweets discovered in 
U.S. Senate campaigns, in reporting of the 
Iranian election protests, and in the cover-
age of unfolding natural disasters such as 
the Chilean earthquake (Morris et al., 2012). 
Social search tools (such as Bing Social 
Search [bing.com/social] and Social Seeking 
[socialseeking.com]) can also amplify unde-
sirable memes, and while some false report-
ing is relatively harmless (such as celebrity 
deaths), ‘increased reliance on social media 
for actionable news items (Should I vote for 
candidate X? Should I donate to victims of 
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disaster Y?) makes credibility a nontrivial 
concern’ (Morris et al., 2012).

A 2015 Pew report documents that ‘about 
six-in-ten online Millennials (61%) report 
getting political news on Facebook in a given 
week, a much larger percentage than turn to 
any other news source, according to a new 
Pew Research Center analysis’. About the 
same ratio of Baby Boomers [born 1946–
1964] (60%) rely by contrast on local TV 
sources for political news (Pew 2015; Report 
by Mitchell and Page, 2015). Considering that 
younger users tend to rely on social media to 
inform themselves on breaking news, politi-
cal issues, local and international events, the 
potential for harm from being intentionally 
misinformed over the internet is evident.

Researchers and developers for social 
media platforms are starting to consider 
methods and tools for filtering out intention-
ally manipulative messages and prompting 
unsuspecting users to fact-check. The context 
of social media is unique, diverse in formats, 
and relatively new, but lying and deceiving 
has been at play in other forms of human 
communication for ages. The next section 
overviews the roots of deception studies and 
the contemporary interpretation of the phe-
nomenon in deception research. I also out-
line how deception can be detected in texts, 
specifically, with the use of state-of-the-art 
text analytics. Though no ‘bullet-proof’ 
mechanism currently exists to screen out all 
memes, hoaxes, rumors, and other kinds of 
malevolent manipulative messages, it is per-
haps time to consider what methodologies 
can be harnessed from the previous years in 
deception detection research, and how those 
methods can be successfully ported to the 
new context of social media.

BACKGROUND: DECEPTION AND 
TRUTH BIAS

Since the ancient times, the concepts of truth, 
falsehood, lying, and deception have been 

pondered over by great thinkers, from the 
ancient Greek philosophers (Socrates, Plato, 
Aristotle) to central figures in modern 
Western philosophy (Emmanuel Kant, 
Ludwig Wittgenstein). Sissela Bok writes in 
her analysis of morality (1989) that ‘lying 
has always posed a moral problem’; for 
instance, Aristotle believed falsehood in 
itself to be ‘mean and culpable’, and Kant 
regarded truthfulness as an ‘unconditional 
duty which holds in all circumstances’.

In the 21st century truthfulness and honesty 
remain essential for successful communica-
tion, while deception is still largely frowned 
upon and widely condemned (Walczyk et al., 
2008). Deception (with or without computer 
mediation) violates the cooperative principle 
for successful communication, expressed as 
a failure to observe at least one of the four 
maxims, as postulated by a philosopher of lan-
guage, Paul Grice (1975): say what you believe 
to be true (Maxim of Quality), do not say more 
than needed (Maxim of Quantity), stay on the 
topic (Maxim of Relevance), and do not be 
vague (Maxim of Manner) (Rubin, 2010b).

Recent Inter-Personal Psychology and 
Computer-Mediated Communication studies 
define deception as an intentional and know-
ing attempt on the part of the sender of the 
message to create a false belief or false con-
clusion in the mind of the receiver of the mes-
sage (e.g., Buller and Burgoon, 1996; Zhou 
et al., 2004). The definition typically excludes 
self-deception and unintentional errors since 
in those exceptions the senders’ beliefs still 
match the intended communicated message. 
Lying is considered to be just one kind of 
deception – that of falsification – as opposed 
to other deceptive varieties such as omission, 
equivocation, or concealment.

From Inter-Personal Psychology stud-
ies we also know that people are generally 
truth-biased, or more predisposed towards 
veracity than deception. ‘The truth bias is 
the presumption of truth in interpersonal 
interactions and the tendency to judge an 
interpersonal message as truthful rather than 
deceptive, irrespective of the actual truth of 
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the message. Communicators are initially 
assumed to be truthful, and this assumption is 
possibly revised only if something in the sit-
uation evokes suspicion’ (Van Swol, 2014). 
‘Numerous studies have found that independ-
ent of actual message veracity, individuals are 
much more likely to ascribe truth to other’s 
messages than deceit’ (Levine et  al., 1999). 
There is no reason to presume that a subset of 
the general population wouldn’t exhibit simi-
lar truth-bias tendencies.

Truth bias is also one of the potential expla-
nations for why people are so inept at distin-
guishing truths from deception. Humans are 
notoriously poor lie detectors even when they 
are alerted to the possibility of being lied to 
(Vrij, 2004; Vrij, 2000; Vrij et  al., 2012). A 
widely cited source that conducted a meta-
analytical review of over 100 experiments with 
over 1,000 participants (DePaulo et al., 1997), 
concludes that on average people are able to 
distinguish a lie from a truthful statement with 
a mean accuracy rate of 54%, slightly above 
chance (Rubin and Conroy, 2012).

However, current theories of deceptive 
communicative behaviors suggest that deceiv-
ers communicate in qualitatively different 
ways from truth-tellers. Stable differences 
are found in behaviors of liars versus truth-
tellers, especially evident in the verbal aspects 
of behavior (Ali and Levine, 2008). Liars are 
said to be identified by their words – not by 
what they say but by how they say it (Newman 
et al., 2003). There have been efforts to com-
pile, test, and cluster predictive cues for 
deceptive messages in order to translate those 
findings into text analytical tools for detecting 
lies, primarily in longer forms of Computer 
Mediated Communication such as e-mail.

METHODOLOGICAL SOLUTIONS: 
DECEPTION DETECTION WITH 
LINGUISTIC PREDICTORS

Deception detection researchers generally 
agree that it is possible to detect deception 

based on linguistic cues. Several successful 
studies on deception detection have demon-
strated the effectiveness of linguistic cue 
identification, as the language of truth-tellers 
is known to differ from that of deceivers 
(e.g., Bachenko et  al., 2008; Larcker and 
Zakolyukina, 2012).

Though there is no clear consensus on 
reliable predictors of deception, deceptive 
cues can be identified in texts, extracted 
and clustered conceptually, for instance, to 
represent diversity, complexity, specificity, 
and non-immediacy of the analyzed texts. 
For instance, Zhou et  al. (2004) reviewed 
five main systems developed for the analy-
sis of the deception detection in textual 
communication: Criteria-Based Content 
Analysis (CBCA), Reality Monitoring (RM), 
Scientific Content Analysis (SCAN), Verbal 
Immediacy (VI) and Interpersonal Deception 
Theory (IDT). In each of the systems the 
authors identified criteria for classifying tex-
tual information either as deceptive or truth-
ful, which in turn contributed towards the 
creation of the list of 27 linguistic features  
in eight broad conceptual clusters, as shown 
in Figure 21.1 (Zhou et al., 2004).

When implemented with standard clas-
sification algorithms (such as neural nets, 
decision trees, and logistic regression), such 
methods achieve 74% accuracy (Fuller et al., 
2009). Existing psycholinguistic lexicons 
(e.g., LIWC by Pennebaker and Francis, 
1999) have been adapted to perform binary 
text classifications for truthful versus decep-
tive opinions, with classifiers demonstrating 
a 70% average accuracy rate (Mihalcea and 
Strapparava, 2009).

Human judges, by a rough measure of 
comparison, achieved only 50–63% success 
rates in identifying deception, depending on 
what is considered deceptive on a seven-point 
scale truth-to-deception continuum: the more 
extreme degrees of deception are more trans-
parent to judges (Rubin and Conroy, 2011).

Deception detection researchers also 
widely acknowledge a variation in linguis-
tic cues as predictors across situations (Ali 
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and Levine, 2008), across genres of com-
munication, communicators (Burgoon et al., 
2003) and cultures (Rubin, 2014). The main 
lesson we are learning is that the contexts 
in which deceptive communications occur 
matter greatly. For example, in synchronous 
text-based communication, deceivers pro-
duced more total words, more sense-based 
words (e.g., seeing, touching), and used 

fewer self-oriented but more other-oriented 
pronouns (Hancock et al., 2007). Compared 
to truth-tellers, liars showed lower cognitive 
complexity and used more negative emotion 
words (Newman et al., 2003).

In conference calls of financiers, Larcker 
and Zakolyukina (2012) found deceptive 
statements to have more general knowledge 
references and extreme positive emotions, 

Figure 21.1  Summary of Zhou et al’s (2004) linguistic features for deception detection. 
Twenty-seven linguistic-based features, amenable to automation, were grouped into nine 
linguistic constructs: quantity, complexity, uncertainty, nonimmediacy, expressivity, diversity, 
informality, specificity, and affect. All the linguistic features are defined in terms of their 
measurable dependent variables. (Redrawn from Zhou et al., 2004)
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and also fewer self-references, extreme nega-
tive emotions, as well as certainty and hesita-
tion words.

In police interrogations, Porter and Yuille 
(1996b) found three significantly reliable, 
verbal indicators of deception (based on 
Statement Validity Analysis techniques used 
in law enforcement for credibility assess-
ments): amount of detail reported, coherence, 
and admissions of lack of memory.

In descriptions of mock theft experiments, 
Burgoon and colleagues (2003) found deceiv-
ers’ messages in their text-based chats were 
briefer (i.e., lower on quantity of language), 
less complex in their choice of vocabulary 
and sentence structure, and lacked specificity 
or expressiveness.

Deception is prominently featured in 
several domains such as politics, business, 
personal relations, science, and journalism 
(Rubin, 2010a). The use of language changes 
under the influence of different situational 
factors, genre, register, speech community, 
text and discourse type (Crystal, 1969). 
Therefore, the verbal cues for deception 
detection across various knowledge domains 
and various formats of social media may dif-
fer, though the computational algorithms or 
broader concepts (such as Zhou’s clusters of 
diversity, complexity, specificity, and non-
immediacy) may remain constant. When pre-
dictive linguistic cues are developed based 
on general linguistic knowledge (Höfer 
et  al., 1996), linguistic cues could be port-
able to social media contexts (for instance, 
from e-mail to full-sentences forum posts). 
Nevertheless, if the subject areas are highly 
specialized, then when deciphering predic-
tive cues, researchers should account for 
context specificity and format (Höfer et  al., 
1996; Porter and Yuille, 1996a; Köhnken and 
Steller, 1988; Steller, 1989). Table 21.1 sum-
marizes various types of discourse or types of 
data that were addressed within various dis-
ciplines that study deceptive behaviors and 
their linguistic predictors. Notice that only 
a limited portion of data types can be found 
on social media (such as dating profiles and 

product and services reviews), while several 
non-social media types of discourse bare 
closer resemblance to each other (such as 
confessions and diary-style blogs).

How predictive cues of deception in 
microblogs (Twitter) may be different from 
more verbose formats (e-mails or confer-
ence call records) is yet to be studied. The 
social nature of the media can also provide 
other affordances that are typically inacces-
sible to face-to-face communication studies 
(such as past track-record, profiles, geoloca-
tion, and associated imagery) which could 
and should be matched against known truths 
or general world knowledge (encapsulated in 
such sources as Wikipedia and Wiktionaries). 
In other words, since context appears to be 
paramount to obtaining appropriate linguistic 
predictors of deceptive messages, contextual 
information should be intensely explored 
for social media deception detection. Past 
behaviors and profiles afford a more holistic 
interpretation of one’s linguistic behavior and 
its correspondence to reality, since (ethical 
issues of surveillance, tracking and profiling 
aside) incongruities can be directly identified 
based on one’s ‘footprints’ in social network-
ing and communication.

ONLINE DECEPTION DETECTION 
TOOLS

In the past several years, conceptual tools 
dealing with language accuracy, objectivity, 
factuality and fact-verification have increased 
in importance in various subject areas due to 
rising amounts of digital information and the 
number of its users. Journalism, online mar-
keting, proofreading and politics are to name 
a few. For example, in politics, Politifact 
(although based on manual fact-checking) 
and TruthGoggles sort the true facts in poli-
tics, helping citizens to develop better under-
standing of politicians statements.

In proofreading, Stylewriter and 
AftertheDeadline help users to identify 
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stylistic and linguistic problems related to 
their writings. These tools use not only lin-
guistic cues to resolve expression uncertainty 
problems, but also establish the factuality of 
events and statements using experts’ opin-
ions and additional necessary sources. For 
an overview of related content annotation 
and automation efforts, see Morante and 
Sporleder (2012); Sauri and Pustejovsky 
(2009; 2012).

Building on years of Deception Detection 
research in Interpersonal Psychology, 
Communication Studies, and Law 
Enforcement, a cutting-edge technology is 
emerging from the fields of Natural Language 
Processing and Machine Learning. Spurred 

by demand from practitioners for stable, 
quick and accurate deception detection tools, 
scholars have begun to create software for 
deception detection. A limited number of 
automated (or partially automated) online 
deception detection tools became avail-
able to the public by around 2010, including 
those by Chandramouli and Subbalakshmi 
(2012), Ott et  al. (2011), Moffit and  
Giboney (2012) (evaluated by Rubin and 
Vashchilko, 2012).

The majority of the text-based analysis 
software uses different types of linguistic 
cues. Some of the common linguistic cues are 
the same across all deception software types, 
whereas other linguistic cues are derived 

Table 21.1  Deception research disciplines and associated data type examples

Various contemporary disciplines that study deception for the purpose of its detection are listed with corresponding 
typical data types that have been studied in the recent past. The data type distinctions are made based on the mode of 
obtaining data and the predominant discourse variety in the data type. Both columns are non-exhaustive.

Deception Research Discipline Data Types

Inter-Personal Psychology,
Computer-Mediated
Communication

Elicited data
       Data generated with imaginary tasks
       Questionnaire data
       Interview data
       Case scenario discussions
       Observation data
        Lying games data
Pre-existing messages (e-mails, diaries, etc.)
Digitized records of any of the above
Transcripts of oral interactions

Law Enforcement,
Credibility Assessment,
Police Work,
Homeland Security

Court proceedings
Police interrogations
Credibility assessment transcripts
Testimonies
Pleas
Alibi
Court decisions

Deception Detection with Natural 
Language Processing and Machine 
Learning

Digital forms (texts, transcripts) of any of the above
Crowdsourced data (e.g., Mechanical Turk)
Crawled and harvested Web data
Social media data in contexts of
        fake product and service reviews
        fake dating profiles
        fudged online resumes
        fake social network profiles
        fake news
        spamming and phishing
        forged scientific work
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specifically for specialized topics to gener-
ate additional linguistic cues. The complete 
automation of deception detection in writ-
ten communication is mostly based on the 
linguistic cues derived from the classes of 
words from the Linguistic Inquiry and Word 
Count (LIWC) (Pennebaker et al., 2001). The 
main idea of LIWC coding is text classifica-
tion according to truth conditions. LIWC has 
been extensively employed to study deception 
detection (Vrij et  al., 2007; Hancock et  al., 
2007; Mihalcea and Strapparava, 2009).

In 2014, Lukoianova and Rubin proposed 
that veracity should be considered as an 
important component of big data assessment, 
assuming that social media posts, tweets, 

reviews and other platform messages are a 
large component of big data (see Figure 21.2 
for an explanation of the proposed veracity 
index calculation). Passing the deception 
detection test in Social Media can verify the 
source’s intention to create a truthful impres-
sion in the readers’ mind, supporting sources 
trustworthiness and credibility. On the other 
hand, failing the test immediately alerts the 
user to potential alternative motives and 
intentions and necessitates further fact verifi-
cation (Lukoianova and Rubin, 2014).

As of early 2016, researchers declared that 
the field of automated detection as applied to 
‘social media’ is a relatively new one. There 
have so far been only a handful of works that 

Figure 21.2  Conceptualization of the components of big data veracity. Veracity – as the  
fourth V in addition to Volume, Velocity and Variety – portrayed across three primary 
orthogonal dimensions in the conceptual space – objectivity, truthfulness, credibility. The 
dimensions intersect in the center and the nebula represents a certain degree of variability 
within the phenomena that together constitute the big data veracity. Secondary dimensions 
of lesser concern in textual data are presented in dotted lines. The tree main components 
of veracity index are normalized to the (0,1) interval with 1 indicating maximum objectivity, 
truthfulness and credibility, and 0, otherwise. Then, the big data veracity index is calculated 
as an average of the three, assuming that each of the dimensions equally contributes to 
veracity establishment. The three primary dimensions reduce ‘noise’ and potential errors in 
subsequent inferences from the textual big data due to minimization of bias, intentional mis-
information, and implausibility
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address this problem (Vosoughi, 2015). Even 
if automated social media verification tools 
are on the market or in research and devel-
opment, they are not particularly well-known 
to general social media users. Nor have they 
received much attention in mainstream North 
American media coverage, or in the scientific 
community. The wealth of predictive linguis-
tic cues knowledge has yet to be tested in the 
social media context. It is worth noting that 
other terminology may have been used to 
refer to deception detection, such as verac-
ity prediction and rumor debunking or rumor 
busting, and those methodologies – as well 
as several other ‘close relatives’ pertaining to 
content verification – will be explored in the 
next section.

BROADER CONTENT VERIFICATION: 
RUMORS, CREDIBILITY, AND 
OPINONS

There are several ways to look at the problem 
of social media content verification. 
Detection of deceptive messages based on 
what has been said (or linguistic cues) is only 
one part of the problem. The broader  
context – in terms of positioning of the mes-
sage sources in the network, their reputation, 
trustworthiness, credibility, expertise, as well 
as propensity for spreading rumors – should 
be taken into account. How accurate, well-
informed and objective are the sources? 
Ideally, for decision making, social media 
users should rely on truthful, accurate, and 
complete information from credible expert 
sources.

Rumors and Rumor Debunking

Social media often amplifies and dissemi-
nates word-of-mouth rumors by reaching 
wider audiences. Rumors should not be 
directly equated to deceptive messages, even 
though most people as well as experts in the 

rumor debunking research agree that rumors 
are harmful. Among undesirable responses to 
rumors Matthews (2013) lists defamation, 
protests, and destruction of properties, spread 
of fear, hate, or euphoria. Rumors on Twitter 
have been known to influence the stock 
market. ‘Perhaps, one of the most infamous 
cases is of the hacked AP account tweeting a 
rumor that Barack Obama had been injured 
in an explosion at the White House. The 
tweet caused the S&P to decline and wipe 
$130 Billion in stock value in a matter of 
seconds’ (Liu et al., p. 1867).

The defining feature of a rumor is lack 
of verifiability at the moment of dissemina-
tion. Merriam Webster’s Dictionary defines 
a rumor as ‘a statement or report current 
without known authority for its truth’ or 
‘talk or opinion widely disseminated with 
no discernible source’ (Merriam-Webster 
Online Dictionary, 2016). Some dictionary 
definitions emphasize ‘the word of mouth’ 
as the method of spreading hearsay (The 
Free Dictionary, 2016) disregarding how 
prevalent the spread of rumors can be over 
social networks. Though it is still the dawn 
of rumor detection studies, there have been 
further clarifications in a handful of current 
works which take into account social media 
reality. For instance, Vosoughi (2015) makes 
it clear that a rumor is ‘an unverified asser-
tion that starts from one or more sources and 
spreads over time from node to node in a net-
work’ (p. 22). In his recent dissertation on the 
topic, he continues to explain the subtleties 
of the rumor spread on Twitter, how rumor is 
related to deception, and, most importantly, 
what it means to resolve a rumor algorith-
mically: ‘On Twitter, a rumor is a collection 
of tweets, all asserting the same unverified 
statement (however the tweets could be, and 
almost assuredly, are worded differently from 
each other), propagating through the com-
munications network (in this case Twitter), 
in a multitude of cascades. A rumor can end 
in three ways: it can be resolved as either 
true (factual), false (non-factual) or remain 
unresolved. There are usually several rumors 

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   351 08/12/16   3:53 PM



352 The SAGE Handbook of Social Media Research Methods

about the same topic, any number of which 
can be true or false. The resolution of one or 
more rumors automatically resolves all other 
rumors about the same topic. For example, 
take the number of perpetrators in the Boston 
Marathon bombings; there could be several 
rumors about this topic:

1	 Only one person was responsible for this act.
2	 This was the work of at least two or more people.
3	 There are only two perpetrators.
4	 It was at least a team of five that did this.

Once rumor number 3 was confirmed as true, 
it automatically resolved the other rumors as 
well. (In this case, rumors 1 and 4 resolved to 
be false and rumor 2 resolved to be true)’ 
(Vosoughi, 2015 p. 22–23).

Traditionally, rumors have been resolved 
with either common sense judgements or 
with further investigations by professionals. 
There are several existing examples of rumor 
detection systems, some with real time algo-
rithmic veracity prediction that is potentially 
faster than human verification by profession-
als. For instance, Liu and his colleagues from 
the Thompson Reuters R&D group (2015), 
observed the need to invent tools for jour-
nalists to verify rumors. They thus proposed 

a method to automatically debunk rumors 
on Twitter using social media. Figure 21.3 
shows the types of features that the rumor 
debunking system considers in its real-time 
analysis.

Most existing algorithms for debunking 
rumors, however, follow Castillo, Mendoza, 
and Poblete’s work (Castillo et  al., 2011; 
Mendoza et  al., 2010) employing variations 
on data used and features extracted (Wu 
et al., 2015; Yang et al., 2012). Qazvinian and 
colleagues (2011) focus on rumor-related 
tweets to match certain regular expression of 
the keyword query and the users’ believing 
behavior about those rumor-related tweets; 
both pieces of information are instrumental 
in isolating rumors. Mendoza and colleagues 
(2010) analyze user behavior through tweets 
during the Chilean earthquake that year: ‘they 
analyze users’ retweeting topology network 
and the difference in the rumor diffusion 
pattern on Twitter environment than on tra-
ditional news platforms’ (Yang et al., 2012). 
Moving away from Twitter, Yang and col-
leagues (2012) studied Sina Weibo, China’s 
leading micro-blogging service provider that 
functions like a Facebook–Twitter hybrid. 
They collected and annotated a set of rumor-
related microblogs based on the Weibo’s 

Figure 21.3  Verification feature for rumor debunking on Twitter (Liu et al., 2015). The six 
proposed categories of verification features largely based on insights from journalists
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rumor-busting service, as a result proposed 
extra. Figure 21.4 lists the features used for 
the Weibo rumor buster.

Credibility and Credibility 
Assessment

Credibility assessment tools have explored 
broader contextual profiles than deception 
detection and rumor debunking methods. The 
concept of credibility is intrinsically linked 
to believability, which is not necessarily 
equivalent to truthfulness or veracity but is 
rather a reflection of perceived truth.

Much has been written in Library and 
Information Science and Human-Computer 
Interaction on credibility assessment and 
a variety of checklist schemes to verify the 
credibility and stated cognitive authority of 
the information providers. See Rieh (2010) 
for a summary of the historical develop-
ment of the credibility research in such fields 

as Psychology and Communication, and a 
recent overview of credibility typologies in 
LIS (e.g., source credibility, message cred-
ibility, and media credibility) and HCI (e.g., 
computer credibility: presumed credibility, 
reputed credibility, surface credibility, and 
experienced credibility).

The concept of trust is often used in eve-
ryday language and communication in mak-
ing trustworthiness decisions. Hardin (2001) 
noticed a pervasive conceptual slippage that 
involves a misleading inference from the eve-
ryday use of trust: many ordinary language 
statements about trust seem to conceive 
trust, at least partly, as a matter of behav-
ior, rather than an expectation or a reliance. 
Trust, in Inter-Personal and Organizational 
Psychology, is seen as a positive expectation 
of a trusting entity regarding the behavior of 
the trustee (the trusted entity) in a context 
that entails risk to the trustor (e.g., Marsh 
and Dibben, 2003). Fogg and Tseng (1999) 
firmly equate credibility to believability and 

Figure 21.4  Rumor busting features for Sina Weibo Microblogs (Yang, 2012). Grouped 
into five broad types (content-based, client-based, account-based, propagation-based, and 
location-based), rumor detection features were extracted on Sina Weibo, the Chinese leading 
micro-blogging platform, for the binary classification purposes (rumor or not). Each predic-
tive feature is described in terms of its implementation
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trust to dependability (p. 41). Content trust 
is a trust judgment about a particular piece of 
information in a given context (Gil and Artz, 
2006), for example, any statement regard-
ing upcoming or ongoing political upheaval. 
While an entity can be trusted on the whole, 
each particular piece of information provided 
by the entity may still be questioned.

In relation to information shared on social 
media, trust is an assured reliance on the char-
acter, ability, strength, or truth of trusted con-
tent (Merriam-Webster Online Dictionary, 
2016a, 2016b). In the Semantic Web litera-
ture, two types of trust are distinguished, one 
concerned with trust judgments about the 
providers of the information, and the other 
concerned with the nature of the information 
provided (Gil and Artz, 2006), for example, 
a judgment about the US Government pro-
vided by the activists of the 99% movement.

Rieh (2010) also underscores the impor-
tance of trustworthiness and expertise, as the 
two widely recognized components of cred-
ibility, although according to her, they are not 
always perceived together. ‘An expert with 
the title of doctor or professor might have a 
reputation of being knowledgeable in a cer-
tain area but still might not be considered 
trustworthy for the tendency to unreliabil-
ity or bias. A person may think of a friend 
as being honest and trustworthy in general, 
but the advice that the friend gives is not nec-
essarily considered credible for the friend’s 
lack of expertise’ (Rieh, 2010, p. 1338).

Trustworthiness refers to the goodness or 
morality of the source and can be described 
with terms such as well-intentioned, truth-
ful, or unbiased. Expertise refers to perceived 
knowledge of the source and can be described 
with terms such as knowledgeable, reputable, 
and competent (Tseng and Fogg, 1999).

Since the early 2000s, credibility tools have 
proliferated in the form of varying measures 
for credibility predictions, computational 
models, and algorithms. In 2011, Castillo, 
Mendoza, and Poblete (2011) proposed an 
algorithm that predicts the credibility of an 
event based on a set of features of a given 

set of tweets: they analyzed tweets related to 
‘trending topics’ and use a binary supervised 
classification method from machine learn-
ing to place them into one of the two bins: 
credible or not credible. Kang, Höllerer, and 
O’Donovan (2015) identify and evaluate key 
factors that influence credibility perception 
on Twitter and Reddit (such as time spent 
posting or time spent reading posts of others). 
For their ground truth measure of the cred-
ibility of microblog data to achieve a ‘more 
stable’ estimate of credibility, Sikdar and col-
leagues (2013) combine manually annotated 
scores with observed network statistics (such 
as retweets).

Rubin and Liddy’s (2006) short influential 
work on modeling credibility of blogs set out 
a framework for assessing blog credibility, 
with 25 indicators outlined within four main 
categories: blogger expertise and offline 
identity disclosure; blogger trustworthiness 
and value system; information quality; and 
appeals and triggers of a personal nature (see 
Table 21.2). Weerkamp and de Rijke (2008) 
estimated several of the indicators proposed 
in Rubin and Liddy (2006) and integrated 
them into their retrieval approach, ultimately 
showing that combining credibility indicators 
significantly improves retrieval effectiveness.

Even though certain features have been 
proven to be beneficial for more accurate 
blog retrieval in early work on weblog cred-
ibility in information retrieval, subjectivity 
research, and sentiment analysis (Rubin and 
Liddy, 2006; Weerkamp and de Rijke, 2008), 
the research has not yet resonated with the 
rumor debunking community, probably due 
to the isolation of the literatures or perhaps 
due to the differences between blogs and 
micro-blogs formats.

When analyzing social media platforms 
and formats of interaction, these two com-
ponents of credibility should be considered 
separately. In summary, two credibility com-
ponents, trustworthiness and expertise, are 
essential to making credibility (i.e., believ-
ability) judgments about trustworthiness (i.e., 
dependability) of sources and information 
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Table 21.2  Blog credibility assessment factors

1)	 Blogger’s Expertise and Offline Identity Disclosure

a)	 Name and geographic location (connecting on-line and off-line identities)
b)	 Credentials
c)	 Affiliations (personal and institutional)
d)	 Blogrolls (both dynamic and static links)
e)	 Stated competencies
f)	 Mode of knowing (observation, deduction, trusted sources, etc.)
g)	 Certainty level trends over time

Desired effect: knowledgeable, reputable, and competent blogger (Tseng and Fogg, 1999)

2)	 Blogger’s Trustworthiness and Value System

a)	 Biases (stated or otherwise displayed priorities)
	 e.g., ‘I don’t care much for political correctness; I do care for accuracy and honesty (what people actually do 

rather than what they believe or say)’
b)	 Beliefs
c)	 Opinions 
	 e.g., ‘I had never got the hang of academic writing. The personal voice on blogs appealed to me so much more’
d)	 Honesty indicators
e)	 Preferences
f)	 Habits and behavioral patterns
g)	 Slogans

3)	 Information Quality

a)	 Completeness
b)	 Accuracy
c)	 Appropriateness
d)	 Timeliness
e)	 Information organization style (by categories, chronology, etc.)
f)	 Match to prior expectations
g)	 Match to information need
h)	 Use of rhetoric devices beneficial to blogger’s credibility

•	 projecting concerns for readers’ viewpoints
•	 expressing  modesty

i)	 Use of rhetoric devices detrimental to blogger’s credibility

•	 having prior inaccuracies or errors
•	 using artificially adorned figurative speech

Desire effect: complete, accurate, and appropriate information (Van House, 2004).

4)	 Appeals and Triggers of a Personal Nature

a)	 Aesthetic appeal (i.e., design layout, typography, and color schemes)
b)	 Literary appeal (i.e., writing style, wittiness, ‘coolness’ factor)
c)	 Curiosity trigger
d)	 Memory trigger (i.e., shared experiences)
e)	 Personal connection (e.g., the source is an acquaintance or a competitor)
f)	 Match between information need and availability
g)	 Match to prior expectations
h)	 Personal connection (e.g., the source is an acquaintance or a competitor of the blog-reader)

‘The Wild Card’: Information-seeker and information provider’s interaction; hard to elicit and harvest automatically

Redrawn from Rubin and Liddy (2006) with additional details added from the associated presentation.
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on social media, regardless of whether such 
judgments are expressed lexically with a 
vocabulary of trust as being trustworthy (i.e., 
dependable) or credible (i.e., believable).

Subjectivity and Opinion Mining, 
or Sentiment Analysis

Some fields, such as media theory, differenti-
ate objectivity from credibility, both of which 
have been part of traditional journalistic 
practices since the 1950s, with credibility 
equated to believability (Johnson and 
Wiedenbeck, 2009). The main two reasons 
for using automation in deception detection 
are to increase objectivity by decreasing 
potential human bias in detecting deception 
(reliability of deception detection), and 
improve the speed in detecting deception 
(time processing of large amounts of text) 
(Hauch et al., 2012).

The concept of separating subjective judg-
ments from objective became of great interest 
to Natural Language Processing research-
ers and gave rise to a very active area of 
research in sentiment analysis, or opinion 
mining. This field is concerned with analyz-
ing written texts for people’s attitudes, sen-
timents, and evaluations with text analytical 
techniques. Rubin (2006) traces the roots of 
subjectivity identification tools to the work 
of Wiebe et al. (2001) who proposed one of 
the first annotation schemes to classify and 
identify subjective and objective statements 
in texts. Prior to this work on subjectivity, an 
NLP system needed to determine the struc-
ture of a text – normally at least enough to 
answer ‘Who did what to whom?’ (Manning 
and Schütze, 1999). Since the early 2000s the 
revised question was no longer just ‘Who did 
what to whom?’ but rather ‘Who thinks what 
about what’s happening?’ (Rubin, 2006).

The majority of current text analytical 
tools operating on social media datasets 
are disproportionally focused on sentiment 
analysis or polarity of opinions (positive, 
negative, or neutral), while the issues of 

credibility and verifiability are addressed 
less vigorously. (For a comprehensive over-
view of the field of opinion-mining and/or 
sentiment analysis, see Pang and Lee (2008) 
and a more recent survey by Liu (2012) as 
well as the introductory chapter by Thelwall 
(Chapter 32) in this book which is specifi-
cally focused on sentiment analysis tools for 
social media.) The work on identification of 
factuality or factivity in text-mining (e.g., 
Sauri and Pustejovsky, 2009, 2012; Morante 
and Sporleder, 2012) stems from the idea 
that people exhibit various levels of certainty 
(or epistemic modality) in their speech, and 
that these levels are marked linguistically 
(e.g., ‘maybe’, ‘perhaps’ vs ‘probably’ and 
‘for sure’) and can be identified with text 
analytical techniques (Rubin, 2006; Rubin 
et al., 2004, 2006). Text analysis for factual-
ity and writer’s certainty is more beneficial 
to enhance deception detection capabilities 
than currently acknowledged in the field. For 
instance, opinion mining should not disregard 
factivity, objectivity, and certainty in stated 
opinions, since the lack of those properties in 
personal claims may render them useless and 
may skew aggregate analyses of social media 
data (such as product and services reviews).

Open Research and Development 
Problems

Outside of the previously discussed studies, 
there have been surprisingly few well-known 
efforts to verify information in social media 
feeds. Notable exceptions are studies of fake 
social network profiles (Kumar and Reddy, 
2012), fake dating profiles (Toma and 
Hancock, 2012) and fake product reviews 
(Mukherjee et al., 2013), though the interac-
tive social component may be less prominent 
in these studies as compared with more 
mainstream micro-blogging platforms such a 
Twitter and Sina Weibo.

Three relatively recent social media phe-
nomena call for further investigations: the 
rise of collaborative networking sites and 

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   356 08/12/16   3:53 PM



Deception Detection and Rumor Debunking for Social Media 357

their openness to potential fraud, pervasive-
ness of clickbaiting, and astroturfing by 
social bots to influence users. Each is dis-
cussed in turn here.

Fraud on Academic Collaborative 
and Networking Sites
Relatively new academic collaborative and 
networking platforms (such as ResearchGate, 
Academia.edu, Mendeley, or ORCID) are yet 
to be studied for potential content manipula-
tion and fraud. To the best of my knowledge, 
no deception detection tools are yet available 
within these profession-based collaborative 
scholarly sharing systems. Inaccurate self-
presentation or presentation of others on their 
behalf (with or without their knowledge) can 
have ramifications for perceptions of schol-
ars’ productivity when socially shared data is 
used for altmetrics (bibliometrics and webo-
metrics combined) of scholarly output. For 
instance, Ortega (2015) firmly links social 
and usage metrics at the authors’ level to the 
authors’ productivity and treats such metrics 
as a proxy for research impact. The newly 
coined field of altemtrics has not yet consid-
ered the margins of errors related to fraud, as 

most of the collaborative platform data seem 
to be currently taken for its face value.

Clickbaiting
Another issue that received little attention 
thus far is the prevalence of ‘clickbait’ in 
news streams (see Figure 21.5 for 
examples).

Clickbait refers to ‘content whose main 
purpose is to attract attention and encour-
age visitors to click on a link to a particular 
web page’ [‘clickbait’, n.d.] and has been 
implicated in the rapid spread of rumor and 
misinformation online. Clickbaiting can 
be identified through a consideration of the 
existence of certain linguistic patterns, such 
as the use of suspenseful language, unre-
solved pronouns, a reversal narrative style, 
forward referencing, image placement, read-
er’s behavior and other important cues (Chen 
et al., 2015a).

Several social sharing platforms have 
standardized formats and visual presenta-
tion of delivery, regardless the source. Be 
it a satirical news piece from the Onion or 
a mainstream news piece from the New 
York Times, when ‘liked’ and ‘shared’ on 

Figure 21.5  Examples of clickbait via Twitter (Chen, Conroy and Rubin, 2015 presentation). 
Two examples of clickbaits or online content that primarily aims to attract attention and 
encourage visitors to click on a link to a particular web page. The claims made in headlines 
of clickbaits and the associated imagery are often outrageous and/or misleading, as the 
reader finds out from reading the full message
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Facebook or Twitter, the visual clues for 
potentially misleading information are mini-
mal. The source’s attribution is barely visible 
(see bottom of Figure 21.5). Tabloidization of 
news production and the shift towards digi-
tal content incentivizes the use of clickbait 
(Chen et al., 2015a), and it is yet unclear how 
skilled news readers on social media are in 
distinguishing this variety of content manipu-
lation from legitimate news.

More work is necessary to distinguish fake 
news from authentic ones, and clickbaiting 
practices are just the tip of the iceberg. Other 
potential threats to veracity of news in social 
media streams include fraudulent journalis-
tic reporting, hoaxes, and misleading satiri-
cal (fake) news taken at face value (Rubin 
et al., 2015). (For most recent developments 
in satirical news identification systems, see 
Rubin et al. (2016)).

Astroturfing by Social Bots
Astroturfing is a recent phenomenon and, by 
a definition found in an off-beat dictionary, is 
an attempt ‘to create the impression of public 
support by paying people in the public to 
pretend to be supportive’ (The Urban 
Dictionary, 2016). A new computerized form 
of such false support is slowly spreading on 
social media. Some social media platforms 
allow sybil accounts or social bots which 
rely on computer algorithms to imitate 
humans by automatically producing content 
and interacting with other users. Such social 
bots pollute authentic content and spread 
misinformation by manipulating discussions, 
altering user popularity ratings, and ‘even 
perform[ing] terrorist propaganda and 
recruitment actions’ (Davis et al., 2016).

Subrahmanian and colleagues (2016) iden-
tified three types of Twitter bots that engage 
in deceptive activities: 1) ‘Spambots spread 
spam on various topics’; 2) ‘Paybots illic-
itly make money. Some paybots copy tweet 
content from respected sources like @CNN 
but paste in micro-URLs that direct users 
to sites that pay the bot creator for directing 
traffic to the site’; 3) ‘Influence bots try to 

influence Twitter conversations on a specific 
topic. For instance, some politicians have 
been accused of buying influence on social 
media’. Subrahmanian and colleagues (2016) 
also notice that influence bots can ‘pose a 
clear danger to freedom of expression’, citing 
examples of the spread of radicalism, politi-
cal disinformation and propaganda cam-
paigns. The challenge has just been recently 
identified in the U.S. DARPA Social Media 
in Strategic Communications program com-
petition to test the effectiveness of influence 
bot detection methods. The three most suc-
cessful teams found machine learning tech-
niques alone were insufficient because of 
a lack of training data, but thought a semi-
automated process that included machine 
learning was useful. Their feature set is remi-
niscent of a variety of features discussed in 
this chapter thus far. For instance, BotOrNot, 
a publicly-available service since May 2014 
(see Figure 21.6), leverages more than one 
thousand features to evaluate the extent to 
which a Twitter account exhibits similarity 
to the known characteristics of social bots 
(Davis et al., 2016).

The organizers of the DARPA challenge 
expect that social media influence bots will 
continue to proliferate and become more 
sophisticated in the next few years. The fear 
is that advertisers, criminals, politicians, 
nation states, and terrorists will try to further 
manipulate public opinion. This trend neces-
sitates the need for significant enhancements 
in the analytical tools that help analysts detect 
influence bots (Subrahmanian et al., 2016).

CONCLUSION

In conclusion, social media with its new 
mechanisms for interaction and information 
flow requires a variety of content verification 
mechanisms, perhaps in combination with 
previously known deception detection 
approaches as well as novel techniques for 
rumor debunking, credibility assessments, 
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and opinion mining. When analyzing social 
media for potentially deceptive content, it is 
important to apply methods that consider not 
just what is being said, but also how the mes-
sage is presented, by who, and in what 
format and context. The hybrid approach 
should include text analytics, network analy-
sis and world knowledge database incorpora-
tion to fully take advantage of linguistic, 
interpersonal, and contextual awareness. 
This chapter is a call for further research in 
developing further, as well as modifying and 
applying existing deception detection meth-
ods and rumor debunking technologies 
towards various social media forms and 
formats.
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22
From Site-specificity to 

Hyper-locality: Performances of 
Place in Social Media

N a d a v  H o c h m a n

How is the physical place performed through 
social media data? How do we experience 
locality via social media platforms? In this 
chapter, I theorize, visualize, and analyze the 
relation between physical places and their 
social media hyper-local representations.

I combine quantitative and qualitative 
analysis, and employ perspectives from the 
fields of Digital Humanities and Art History 
in order to offer a theory of hyper-local social 
media, and visualize its manifestations and 
operations using a particular case study.

I start by drawing historical parallels between 
‘site-specific’ artistic conceptions from the late 
1960s and early 1970s and current organiza-
tion of hyper-local geo-temporal social media 
images. Next, I exemplify the hyper-local using 
the case study of 28,419 photos taken during 
the street artist Banksy’s month-long residency 
in NYC during October 2013. Finally, based on 
these results I offer a theoretical analysis, iden-
tifying what I see as some of the key characteri-
zations of hyper-local social media data.

Introduction

During the month of October 2013 the anon-
ymous British street artist Banksy conducted 
a month long ‘residency’ in the streets of 
New York City titled ‘Better in than out’.
Nearly every day of that month, Banksy 
installed a new work in a different location 
around the city (29 works were installed in 
physical locations and three works were only 
posted online; typically it was an image sten-
ciled on a wall [Figure 22.1]). The informa-
tion about the particular location of each 
work spread virally online. The artist himself 
posted a photograph of the work created each 
day on the photo sharing application 
Instagram, and asked his followers to post 
other photos of the work with the hashtag 
#banksyny. In many cases, the only way to 
detect the location of the physical works was 
to search for their earlier representations 
online, posted via the #banksyny hashtag. In 
return, residents and visitors to the city 
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flocked around the city’s five boroughs in an 
effort to catch a glimpse of Banksy’s works 
before they disappeared, were defaced or 
painted over (Smith, 2013).

The result of Banksy’s artistic experiment 
was a month-long succession of dispersed 
real-life events and online ‘data events’ (pho-
tos and other social media data taken and 
shared about the events during that month) 
that mirrored and enabled each other, a recip-
rocal state of exchange that played an inte-
gral role within Banksy’s well-rehearsed and 
thought out artistic investigation: examining 
the relation between a site and its logic of 
reproducibility in social media platforms. In 
his month-long series of daily works, Banksy 
observed the ways in which the place he 
physically marked was documented, commu-
nicated and archived via social media.

By doing so, Banksy connected the his-
tory of artistic site-specificity (street art) to 
the history of reproduction by technical and 
artistic means (photography), and to the 
growing collapse of the difference between 
objects, information and places (encapsu-
lated by social media information items). It 

is this historical trajectory that is the focus 
of this chapter. I argue that hyper-locality – 
the term that has come to denote the associa-
tion of social media data (such as check-ins, 
tweets, photographs or videos) with specific 
time indications and place coordinates – can 
be understood within these historical aes-
thetical and informational conditions. It is a 
term that reflects upon the transformation of 
objects into places, the turning of places into 
information, and finally, the redefinition of a 
place and objects within it.

To better describe these conceptual and 
representational transformations of a place, 
I follow the shift from historic artistic site-
specificity to contemporary informational 
hyper-locality. First, I suggest that current 
organizations of geographical and temporal 
tagged images shared using social media 
platforms are a realization of neo-avantgarde 
ideas from the late-1960s. While Modernist 
art objects were detached from the context 
of the place and time in which they were 
presented, later neo-avantgarde groups pro-
claimed the importance of an artwork’s site-
specificity, where the object could only exist 

Figure 22.1  31 Instagram photos taken by Banksy documenting his month-long artistic resi-
dency in the streets of New York City during October 2013. The photos are sorted by their 
upload date from 1–31 October 2013 (left to right, top to bottom)
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within and be defined by the context of its 
particular time and place (Buchloh, 1990; 
Ehrlich et al., 2003; Kwon, 2002).

Secondly, I illustrate, visualize, and ana-
lyze various aspects of the hyper-local. 
Exploring a dataset of 28,419 photos taken 
during Banksy’s month-long residency and 
annotated with the hashtags #banksy and 
#banksyny, I examine how these photos rep-
resent specific spaces and times.1

Finally, I address the ways in which we 
experience hyper-locality over social media 
platforms and ask: How is the physical place 
represented via the lens of social media data? 
How can we describe the unique aspects of 
this locality? Based on the historical discus-
sion and the case study, I propose key char-
acteristics of hyper-local visual social media 
data.

Background

‘Hyper-locality’ has recently gained popular-
ity as a term that describes a wide range of 
meanings. Most often, it is mentioned in the 
context of the news media’s increasing abil-
ity to provide information in highly targeted 
geographic niches (Jarvis, 2009; Miel and 
Faris, 2008). In this context, it refers to infor-
mation that originates from organized online 
communities or individuals such as bloggers 
(Metzgar et al., 2011), or from user-generated 
social media that is automatically augmented 
with location information and timestamp (Hu 
et al., 2013; Ewart, 2013).

Existing research touches upon various 
aspects of hyper-locality, and offers concep-
tual and analytical tools for the study of its 
socio-cultural aspects. Wilken and Goggin, 
for example, offer a comprehensive account 
for the ways in which place and mobile tech-
nologies intersect and interact (Wilken and 
Goggin, 2012). Gordon and de Souza e Silva 
(2011) provide a useful discussion of the 
socio-cultural effects of ‘networked local-
ity’ (Gordon and de Souza e Silva 2011). In 

an earlier work, Dourish points to ways new 
technologies produce alternative spatialities 
and appropriate existing places in new ways 
(Dourish, 2006).

However, none of these studies agree 
upon the definition of hyper-locality, or pro-
pose concrete characteristics of hyper-local 
social media. Identifying a similar shortcom-
ing, Metzgar et  al. (2011) attempt to define 
the hyper-local, but their definition refers 
to geographically specific communities and 
organization of news reporting over the web, 
thus neglecting the ways in which different 
aspects of hyper-locality manifest themselves 
on social media.

Computer scientists offer an ever-increasing 
number of studies of hyper-local social media 
data (Cranshaw et al., 2012; Xie et al., 2013). 
However, while a few studies examine the par-
ticularities of a place via social media data do 
exist (Winter et al., 2009), the majority of this 
research is devoted to the study of the relation 
between groups of places, typically applying 
clustering or other methods in order to ana-
lyze social similarity between different geo-
graphical locations (ElGindy and Abdelmoty, 
2012; Zhang et  al., 2013). The results are 
homogeneous clusters of fixed entities that 
erase the particularity of a singular place, 
neglecting its dynamic, temporal aspects in 
favor of its aggregation and categorization 
with other similar ‘types’ of places (i.e. areas 
frequented by locals versus tourists; or defin-
ing the boundaries of a city based on clusters 
of places people attend frequently). Put dif-
ferently, existing computational research typi-
cally looks for geographical homogeneity and 
neglects the heterogeneity of physical places 
as these are seen through the lens of hyper-
local social media data. In doing so, it does 
not try to find ways to trace and analyze the 
particularity of unique singular places as they 
are represented in social media.

Guided by these shortcomings – the lack 
of consensual definition of hyper-locality on 
social media, together with the tendency in 
computational research to ignore the distinc-
tive expressions of this locality in particular 
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places – I offer a historical and theoretical 
discussion of the unique performances and 
exhibitions of a place (Hogan, 2010) in social 
media visual data. Specifically, I consider the 
following questions: How do the treatment 
and organization of visual materials histori-
cally come to define the relation between a 
physical place and its visual representations? 
How are these historical conceptualizations 
reincarnating in contemporary hyper-local 
visual organizational forms? And finally, how 
do these forms of visual information redefine 
the relation between physical places and their 
social media hyper-local representations?

Nomadic Vs. Native

In April 2011 a seemingly insignificant and 
minor structural change made by Bing image 
search engine radically disrupted the delicate 
relationship between content producers and 
their informational platform. Since then, 
searching for a particular image has resulted 
in continuous thumbnails of related images 
that if clicked through, lead the viewer 
directly to the image itself, disconnected from 
its original source page (Schwartz, 2011). 
Two years later, Google image search fol-
lowed the same path and redesigned its inter-
face to present hi-res images directly on 
Google’s website instead of the original web-
site (Wikipedia, 2014). Both interface changes 
were followed by controversies of individual 
content providers against the giant companies 
over copyright infringement and the loss of 
web traffic. These were a limited set of dis-
putes that was quickly silenced and did not 
record any noteworthy effect to what immedi-
ately became a new informational norm.

But these anecdotal structural informa-
tional modifications also suggest something 
else. What we have here are opposing visual 
organizational logics – put forth by search 
engines in contrast to the desires of individ-
ual content providers that seek to preserve 
the original context of their visual data – that 

point to two prominent contesting modes of 
contemporary visual information organiza-
tion. On the one hand, a ‘nomadic’ visual 
logic, epitomized by major search engines, 
in which images may be placed singularly 
or collectively but are always stripped away 
from their original contextual source (i.e. 
webpage, user, location, etc.). On the other 
hand, a ‘native’ organizational mode that sets 
the image within its original environment or 
in direct relation to it. This structural logic 
is exemplified by social media platforms that 
arrange images in and as particular place and 
time. In this case, images are annotated with 
geographical and temporal metadata, and are 
sorted by upload time (typically this is the 
default representation) or by location (either 
on a personal photo map or collectively 
showing all images tagged to a place).2

What are some of the possible histories of 
these two types of nomadic and native organ-
izational forms of visual materials? What do 
these historical traces of similar visual infor-
mational understandings tell us about the cur-
rent structures and experiences of hyper-local 
images? I believe that the tension between 
the nomadic and native informational modes 
used to present images is not new. For exam-
ple, if we look at the history of Modern art, 
we can find similar modes. The first resem-
bles earlier conceptualization of visual mate-
rials from the beginning of the 20th century; 
the second corresponds to site-specific artis-
tic practices, which emerged in late-1960s.

In fact, the nomadic notion of images has 
always been an integral part of the emer-
gence of what we have come to know as the 
contemporary form of an image. From the 
development of new physical conditions for 
the creation and transportation of images (i.e. 
the portability of easel painting in the early 
Renaissance; the use of canvas support; or the 
development of the bounding frame) to the 
formation of particular visual content attrib-
utes (compositional dependencies of form 
and narrative; or the implementation of linear 
perspective) – all served as a way to liber-
ate the internal representational space of an 
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image from particular social and spatial con-
texts outside of the image (Roberts, 2014: 2).

It is also this type of detachment of the 
physical from the (now) autonomous repre-
sentational image format that culminated with 
the aesthetic autonomy that defined Modern 
art practices and its theory. Modernist artists 
saw a visual art object as a thing in itself, 
which was not affected by the time and place 
in which it was presented. The spatial organi-
zation of the visual object was not supposed 
to impact the meaning and understanding of 
this object, and thus the white neutral muse-
ums walls were the ultimate venue for their 
presentation. The work was designed for 
the ‘white cube’ – an exhibition interface 
that could be located anywhere (O’Doherty, 
1999) – see Figure 22.2.

Turning against this notion of treating the 
visual object with no relation to the distinc-
tive qualities of a particular space in which 
it is being located, starting in the late-1960s 
neo-avantgarde groups (specifically, artists 
creating happenings, performances, and site-
specific works) offered completely opposi-
tional understanding of the visual object, and 
emphasized how the meaning of the artistic 

object is derived from the particularities of its 
organization in time and space. These avant-
garde groups aimed to relocate the meaning 
of the visual from what was going on inside it, 
to everything that is going on outside of this 
object. They sought to turn our attention from 
within the art object to the ‘contingencies of 
its context’; to shift Modernist understanding 
of the visual as independent from time and 
space towards a more sensorial, phenomeno-
logical understanding of lived bodily experi-
ences around that visual object (Kwon, 1997: 
92). In short: to re-attach the visual to a par-
ticular time and site.

In this new paradigm, a site-specific work 
was conceived as a unique combination of 
phenomenological experiences that depended 
upon physical particularities (dimensions 
such as depth, length, height, temperature, 
etc.) and our experience of these conditions 
in defined times. In later stages, other site-
specific practices expanded into the inclusion 
of social, institutional and discursive con-
structions of a place and responded to them 
(p. 92). In any case, whether a place was 
defined physically, institutionally or discur-
sively, the purpose was to secure the specific 

Figure 22.2   Elmgreen & Dragset (2014) The ‘Named Series’. Each frame consists of the 
color layer of a wall from a number of prominent art institutions’ white cube exhibition 
spaces (i.e. Centre Pompidou, Guggenheim, Tate Liverpool and others). The removed layers 
are mounted on canvas and framed in a black waxed oak frame. Photo by Anders Sune Berg 
(Installation view as part of the exhibition Biography, Astrup Fearnley Museum, Oslo)
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relationship between the visual and its (mate-
rial or immaterial) site.

A famous early example of these new rela-
tions between the particularities of a place 
and the visual art object is Robert Smithson’s 
Spiral Jetty (Figure 22.3). To create this 1970 
sculpture located on the northeastern shore of 
the Great Salt Lake, the artist used local mud, 
salt crystals, rocks, and water. The result was 
a 1,500 foot long and 15-foot wide counter 
clockwise coil jutting from the shore of the 
lake (Smithson et  al., 2005). As opposed to 
Modernist art objects (such as abstract paint-
ings by Mondrian or Malevich) that were 
portable, nomadic, and could move from one 
museum space to another – and as such were 
‘timeless,’ ‘placeless,’ and detached from any 
relations to their original time and place of  
creation – Spiral Jetty emphasizes the dimension 
of time, and the particular material condition of 
its place (the visibility of the sculpture depends 
on the water level of the Great Salt Lake). It is 
‘an emblem of [the] transience’ (Owens, 1980: 
71) of a particular place, and a manifestation of 
a particular time-place relationship.

Miwon Kwon efficiently describes these 
new relations in terms of ‘nouns’ and ‘verbs.’ 
The modern, ‘nomadic’ notion, saw the visual 
object as a noun/object to be experienced in 

complete detachment from its place and time 
of presentation. In contrast, the ‘native’ reali-
zation of the visual by the neo avant-garde of 
the 1970s turned it into a verb/process that is 
all about its relations to its surroundings in 
particular times (1997: 91). These opposing 
views also stem from a different understand-
ing of the physical site itself. On the one hand 
a site is viewed as an actual, singular, unique 
physical location that exists ‘out there’ as a 
fixed entity. On the other hand, a site is not 
defined as, or is privileged by its physicality, 
but rather by all other (material and immate-
rial) things that flow within it.

It is in this sense that we can think of the 
contemporary geo-temporal digital image 
(the image which has spatial coordinates and 
a time stamp) as a new realization and ampli-
fication of this neo avant-garde concept. It 
actualizes their historical aspirations to locate 
the meaning of the visual in specific time and 
site, and materializes their desire to under-
stand a visual object as a segue for ‘place 
attachment’ (Low and Altman, 1992) that 
captures lived, timely, fleeting and unrepeat-
able sensorial experiences within that site.

Through the lens of the multitude of 
visual and textual hyper-local activities, a 
physical site is no longer viewed as a fixed 

Figure 22.3 R obert Smithson ’s (1970) Spiral Jetty (Sculpture at Rozel Point, Great Salt Lake, 
Utah)
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spatial entity (noun/object) but rather as a 
set of immaterial or informational ‘verbs’ or 
‘processes’ that move through it. This site is 
remarkably similar in nature to what James 
Meyer has labeled as a ‘functional site’ in 
relation to later site-specific artistic endeav-
ors. This new type of site does not necessarily 
occupy a physical place, but is instead ‘a pro-
cess, an operation occurring between sites…
an informational site, a locus of overlap of 
text, photographs and video recordings, phys-
ical places and things… a temporary thing; a 
movement; a chain of meanings devoid of a 
particular focus.’ (Meyer, 1996: 21)

Neo-avantgarde ideas are thus infused 
with contemporary informational techniques 
in order to guarantee the specific relation-
ship between the visual and its ‘site.’ Like in 
all former site-specific practices, these new 
relations reject the detachment between the 
physical and the representational, and insist 
on the representational as the physical. By 
ingraining the visual within specific time and 
place and presenting it as a particular, unre-
peatable, experience of that place (accentu-
ated by its near real-time presentation) the 
hyper-local signals and verifies the perma-
nence of a place (its ‘existence’) but at the 
same time manifests its impermanence (how 
it changes). Together with all other images 
from that particular place a greater sense of 
transience is materialized and visualized.

Modern art museums are one of the best 
examples for the ways in which a venue turns 
into a set of durational, momentary func-
tions; a site where nomadic objects become 
native, and the intricate historical relations 
between the two conceptual modes are cul-
turally recharged and accentuated. Within 
their confined walls that once signified the 
detachment of the physical location from 
the representational object, new documenta-
tional mechanisms have enabled a new way 
to reinvent nomadicity as site-specificity. In 
this way, photos, videos and texts are shared 
around the museum experience and are infor-
mationaly associated with the museum (via 
location coordinates; or content tags). They 

mutate the artistic object into the sum of its 
interactions with all other viewers of the 
same object, and also with all other visitors to 
the location of the object. This location asso-
ciated information item also reflects upon the 
institution where the object is located (via 
location identification), the discourse around 
a particular object (via content tags), or the 
phenomenological nature of the experience 
of the object (via the photographic distance 
from the object, angles of view, number of 
people viewing the same object, their origins 
[locals/tourists] etc.) (Figure 22.4).

It is in this sense that we can think of the 
hyper-local as an amplification of former site-
specific relations. As previously explained, 
site-specificity diverges itself from all for-
mer nomadistic approaches by establishing 
indexical relations between an object and a 
place. While earlier nomadic conceptions 
positioned the signifier (the object) and the 
signified (the viewer) in an autonomous ‘here 
and now’ aesthetic affect of the former over 
the latter, site-specific notions situate the 
place, the institution or the discursive prac-
tices around a place as the signified (Kwon, 
1997: 98). These exact relations are repli-
cated with hyper-local images that now rees-
tablish former nomadic and native indexical 
relations but point to all these signified levels 
at the same time. The image is multiplied and 
positioned in relation to the visual content 
of an object (via image content), the institu-
tion where this object is located (via location 
identification and tags); the viewer of the 
object and the performative qualities of the 
representation, and finally in relation to all 
other images that facilitate similar indexical 
interactions and enable the production, dis-
semination, and verification of a representa-
tional social media place.

Following Banksy

While this trajectory does shed light on some 
historical parallels between dominant 
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conceptualizations of the relation of the 
visual to its place, or the organization of the 
visual within a place, it is not complete. I am 
still concerned with the distinctive qualities 
of these hyper-local indexical relations: How 
does hyper-local visual data diverge itself 
from former site-specific practices? What 
particular type of indexicality it generates? 
What are the terms under which these func-
tional hyper-local sites exist and 
represented?

In order to examine the conditions under 
which locality is reproduced and experienced 
via social media data I now turn to analyze 
a set of photos taken, shared and tagged to 
Banksy’s month of residency in NYC. First, 
I describe the dataset and computational 
techniques. Next, I examine some temporal, 
spatial and visual patterns within the dataset. 
Finally, based on the results, I propose some 
key characterizations of hyper-local social 
media data.

Using Instagram’s API (application pro-
gramming interface), we crawled photos and 
their metadata (user ID, latitude and longi-
tude, comments, number of likes, date and 

timestamp, type of filter applied, and user–
assigned tags) to find all publicly available 
photos with tags #banksy and #banksyny. 
We then created the data set by filtering these 
photos in the following way. We chose photos 
with the tag #banksyny shared from October 
1st, 2013 until November 20th, 2013. For 
photos with the tag #banksy, we included 
only the ones from October 2013 geo-tagged 
to NYC area. Since there was some overlap 
between these two sets, only one copy of 
each image was included. After this filtering 
the final data set has a total 28,419 photos 
(18,533 photos tagged #banksyny, and 9,886 
photos tagged #banksy). 3

The dataset includes multiple photos of 
the same artwork taken by different people. 
To find all photos documenting the same art-
work by Banksy a two-step method was used 
involving computer vision techniques. We 
first identified clusters of photos that repre-
sent the same work, and then used these clus-
ters to train a classifier to find more images 
of the same work. Out of our full dataset of 
28,419 photos, we decided to only use pho-
tos showing seven artworks. We selected all 

Figure 22.4 T he nomadic is turn into native: A comparison of Instagram photos taken 
at Tate Modern, London (left) and the Museum of Modern Art (MoMA), NYC. Each radial 
visualization contains 10,000 photos actively tagged to the location of the museum by its 
users. The photos are sorted by saturation mean and brightness mean
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photos showing each of the works (4,558 
photos in total), and numbered these clusters 
as illustrated in Figures 22.5 and 22.6.

Temporal Patterns

Each photo in the dataset is stamped with its 
specific upload time to the application. This 
allows us to look at temporal patterns in the 
data. First, we plotted the entire dataset of 
images to show the volume of shared photos 
in each day, from October 1st to November 
20th (see Figure 22.7). The least number of 
shared photos is on October 6th, when no new 
work was announced. The highest number of 
shared photos in our dataset was on October 
20th, 2013 for the work in cluster 6.

We also plotted the data over time for each 
cluster (Figure 22.8). While all clusters show 
a similar pattern (first a few photos, then a 
rapid rise, followed by a gradual decline), a 
few unique patterns emerge.

In two cases images were posted before 
Banksy’s own photo of the same work. In 
cluster 2, nine users posted a photo of the art-
work one day before it was announced and 
posted on Banksy’s account and website. In 
cluster 4, fourteen users posted a photo of the 
work starting from ten days before Banksy 
posted a photo of the work on his official 
Instagram account. As we can tell from these 

results, some of the works were installed a 
few days before their official announcement, 
and were then detected by social media users.

Cluster 3 also has an unusual temporal pat-
tern. While photos in all other clusters con-
tinue to appear after the peak throughout the 
whole period we analyzed (up to November 
20th), photos in this cluster abruptly stop on 
October 31st 2013. And finally, in cluster 7, 
contrary to all other clusters, many photos of 
the new artworks were posted at nearly the 
same time.

In summary, every hyper-local event in our 
case study – the creation of a new artwork by 
Banksy and photos by users of these artworks 
shared on Instagram – has a different tempo-
ral profile in the beginning. In other words, 
while the ‘tails’ are rather similar, the ‘heads’ 
are different.

Spatial Patterns

Our data contains 65.9% geo-tagged images. 
To study the global spread of a local event via 
social media, I visualized the data in two ways. 
First, I plotted all geo-tagged images with the 
tag #banksyny and #banksy over a world map 
in order to locate the geographical ‘boundaries’ 
and see how far the photos of particular art-
works have travelled (see Figure 22.9). While 
16,164 photos are from NYC area, 2,571 

Figure 22.5  Instagram photos of seven of Banksy’s artworks used in our case study 
(selected from the larger set of photos for each artwork). Top: original photo posted by 
Banksy. Bottom: a montage of four photos taken by other users
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photos of the event are spread over Europe, 
Australia and the West Coast of the US.

Then, we plotted the seven clusters over 
a world map using different colors for each 
cluster, to see the spread of photos of each 
work (see Figure 22.10). As the visualization 
shows, some clusters are more concentrated 
than others, and remain in their confined 
original places where artworks were created 
(i.e. cluster 5) while other clusters are spread 
all over and outside New York City.

In addition, we visualized 16,164 images 
geo-tagged to NYC area (from both #banksy 
and #banksyny sets) using a radial layout, 
sorted by location (perimeter) and upload time 
(angle) (Figure 22.11). Each ‘ring’ represents 
a different location in the city and the location 
on the ring represents the upload time of an 
image. Each ring is assembled by photos of 
the same work (since they are from the same 
location). Similar to Figures 22.9 and 22.10, 
this visualization shows how each ring has a 

Figure 22.6 M ontage visualization of all photos from each cluster sorted by time from 
no.1–7 (top to bottom). Each cluster includes the following number of photos: Cluster 1: 
575 photos. Cluster 2: 704 photos. Cluster 3: 783 photos. Cluster 4: 638 photos. Cluster 5: 267 
photos. Cluster 6: 1,142 photos. Cluster 7: 449 photos
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Figure 22.8 A  temporal plot of each cluster organized by time (X) and volume (Y)
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Figure 22.9 A  global spread of all geo-tagged images with the tags #banksyny or #banksy. 
16,164 images are in NYC, and 2,571 images are outside of NYC area

Figure 22.10 A  map of locations of all photos from our seven clusters (Only NYC area is shown)
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different ‘life span’, and allows us to compare 
content of images, locate areas with concen-
tration of images, and compare differences 
and similarities between different locations 
and time periods (the original visualization 
has resolution of 20,000 by 20,000 pixels, 
which allows to see details of all photos).

Visual Patterns

The informal examination of photos in each 
cluster revealed significant differences in 
their visual characteristics. There are multiple 
reasons for these differences, ranging from 
different conditions when photos were taken 
(time of the day, weather) to the use of 
Instagram filters. While some of these differ-
ences are not intentional, others are. By 
adding a filter, or photographing an artwork 
from a particular angle, or posing with  
an artwork, or interacting with it in some 

unexpected ways, people add their own mean-
ings to the artist’s works. While such addi-
tions and ‘rewrites’ can also be found in 
earlier contexts (e.g., fans creating their own 
versions of Star Trek episodes, or participat-
ing in an art happening), social media photog-
raphy as exemplified by Instagram offers new 
ways of interpreting or rewriting the message 
of a hyper-local event, and immediately shar-
ing it with others.

To further study the visual differences in 
the photos in each cluster, we extracted mul-
tiple visual features from each image (con-
trast, hue, brightness, etc.) and plotted all 
images in each cluster using the values of 
these features. In Figure 22.12, we visualized 
photos in each cluster organized by bright-
ness mean on X axis, and hue mean on Y 
axis. We indicated the locations of the photo 
taken by Banksy himself using black squares.

This allows us to see the positions  
of Banksy’s own ‘official’ photos of his 

Figure 22.11 R adial visualization of 16,164 Instagram photos geo-tagged to NYC area 
between October 1st and November 20th, 2013. The photos are organized by location (perim-
eter) and upload date and time (angle)

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   379 08/12/16   3:54 PM



380 The SAGE Handbook of Social Media Research Methods

artworks in relation to all other photos of 
the same artwork taken by other people. 
The visualizations show that visual variabil-
ity (at least, as indicated by the two features 
we used) changes significantly from clus-
ter to cluster (due to the different colors of 
each work, location, time of day, and other 
factors). They also show that Banksy’s own 
photos do not lie in the center of the clusters. 
Instead, the photos of other people create 
their own center – an unofficial ‘canonical’ 
image of the artwork different from that of 
the artist himself (if we want to quantify this 
observation, we can calculate the distances 
between the center of each cluster and the 
original photo taken by Banksy).

We also analyzed the presence of people 
in each of our clusters. While in cluster 6 we 
found 17.3% of photos with people in them, 
in cluster 2 we only found 7.2% percent-
age of such photos. These results show how 

the design of the work in a particular place 
affects social media activity within this place. 
In this case, two relatively similar works gen-
erate significantly different reactions as man-
ifested in their social media representations. 
(See Figure 22.5 for images of these works.)

Finally, we sorted each of our clusters by 
time and hue. These visualizations reveal the 
changing appearance of the artworks over 
time, as each was repainted, sprayed and 
manipulated. Figure 22.13 shows these pat-
terns of visual change over time in cluster 2 
(left) and cluster 1 (middle), organized by 
hue mean (X) date and time (Y). Cluster 1 
shows an interesting pattern. An early photo 
of the work taken when it initially appeared 
was re-circulated time and again, and appears 
at different later times, together with photos 
of the work in later stages after it was sprayed 
on and damaged (see close up on the right 
side of Figure 22.13).

Figure 22.12 A  matrix image plot visualization of six clusters. In each cluster, (X) – brightness 
mean, (Y) – hue mean. A black square represents the original photo of an artwork posted to 
Instagram by Banksy himself. Top row from the left: cluster 1, cluster 2, cluster 3. Bottom row 
from the left: cluster 4, cluster 6 and cluster 7
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On Hyper-locality

If social media hyper-local data is a particu-
lar manifestation of a ‘hyper-real’ world 
(Eco, 1986) – where images and simulations 
of an event have greater significance than the 
actual site where this event took place – 
Banksy’s art project in New York City can be 
seen as a poetic inquiry into the conditions of 
a representational ‘data superiority’ over 
‘physical inferiority’.

The distinguishing characteristic of the 
social hyper-local and the site-specific from 
all other previous models is the ways in 
which a site becomes secondary to all (artis-
tic or social media) actions taken within it. 
The physical site is not stated as a precon-
dition but is generated by the convergence 
of all social media or artistic discursive 
productions within it. In Banksy’s case, the 
location of the work was disclosed by social 
media information about the particular loca-
tion (first by the artist himself and then by all 

other followers that ‘verified’ that place and 
enabled all other social media productions 
that related to that place by utilizing the dis-
cursive and informational mechanism of the 
hashtag #banksyny). In other words, the site 
is structured by the work as ‘content’ and it is 
then fabricated and performed by the all other 
social media discursive productions within it 
(tags, photos, tweets etc.).

By announcing the location of his works 
via a daily photo shared on Instagram, and 
asking all visitors taking photos of these 
artworks and posting them on social media 
platforms to tag them with a specific hashtag, 
the artist transformed the visit to the physical 
location into a banal experience, and actively 
turned all these tagged photos into a repre-
sentation of this banality. This banality is 
double sided. One the one hand, it is banal in 
the sense that the visitors to each location fol-
lowed the online representations of this loca-
tion left by other people. On the other hand, 
Banksy himself already took an image of that 

Figure 22.13  Visualization of cluster 2 (left) and cluster 1 (middle), sorted by hue mean (X) 
and date (Y). Right panel shows a close up of cluster 1. The visualization is rotated  
90 degrees
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work in that place and all other images are 
reproduction of the same ‘original’ image.

I do not mean to use ‘banality’ here in 
derogatory terms but rather as a recurring 
informational mechanism that requires our 
attention, and as an element that diverge 
Banksy’s work from former site-specific art-
works. While typical site-specific works rou-
tinely engaged the collaborative participation 
of viewers in order to help them reveal a site 
as something that contains more than its fixed 
physicality (i.e. repressed social history; the 
location of disenfranchized social group), 
Banksy’s work is occupied with the informa-
tional processes that underlie the production 
and reproduction of contemporary sites.

Banksy illustrates the dissemination of 
social media representation of a place and 
performs these processes via the reciprocal 
relation of places, objects, and data. This 
historical circular movement (the turning of 
objects into place and the transformation of 
a place into information) to which Banksy 
draws our attention contains three crucial 
elements: 1. The reproduction of a place via 
social media information items (tweets, pho-
tos, videos), 2. The turning of these represen-
tation/objects into quantifiable data, and 3. 
The organization of this data and the conse-
quences of these informational forms for the 
ways we experience the place they represent.

In this sense, Banksy experiments with 
the ways in which a site becomes the sum of 
its multiple fragments, an endless signifying 
chain of photographic social media sights. 
By turning a physical site-specific work into 
a ‘hyper-local social media work’, Banksy’s 
project emphasizes the historical paral-
lels and differences between the nomadic 
Modernist understandings of the visual ver-
sus the native, site-specific notion suggested 
by the neo avant-garde as I described above. 
Banksy offers us ‘staged’ performances that 
have unique time and space coordinates – but 
at the same time they are designed with the 
understanding of social media trails. While 
the actual ‘original’ performance is still 
a spatial experience and thus is similar to 
1970s site-specific performances (you have 

to be there), its social media representations 
are not experienced physically (you don’t 
have to be there) and thus they have different 
characteristics.

The interest of site-specificity in reveal-
ing phenomenological, institutional and 
discursive strategies that operate within 
a place now turn out to be the revealing of 
social media strategies that generate a place 
and are in turn generated by this place. It is 
rather the practices of social media repre-
sentations and their effects as they define the 
production, presentation, and dissemination 
of a representational hyper-local site. Under 
these new conditions, I ask again: How does 
hyper-locality render a place differently from 
site-specificity? What are the unique charac-
teristics of this new form of representation?

Generalizing from this discussion and the 
particular case study of the Instagram pho-
tos of Banksys’ artworks, I can identify these 
‘strategies’ as possessing three characteris-
tics: they are fragmented, temporalized, and 
nomadic.

Fragmentation

As opposed to the physical spatial sensorial 
experience of a place, social media hyper-
locality is a representation of fragmented 
performances and exhibitions from multiple 
perspectives and times. If site-specific artis-
tic works aimed to ‘localize’ our experience 
with the visual and turn it into the sum of its 
interactions in time and place, the hyper-
local is a contemporary manifestation of a 
similar desire: the (visual) hyper-local is now 
the sum of its multiple media representations 
of all other people interacting in that place 
and time. As such, these representations 
allow us to explore interactions in that space, 
track their multiple representations, and 
explore their relations to a physical location 
(i.e., how the structure of a physical place 
conditions social media productions within 
it), as well as other dimensions.

Moreover, this fragmentary nature also 
speaks to the organization of hyper-local 
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information within a place. Each site is 
described in terms of its own social media 
history and this history is emerging as a lexi-
con. Individual representations of a site are 
randomly juxtaposed with all other represen-
tation of that site and are then categorized 
into classes of information within that place 
in a fragmentary mixture of ages, styles, ori-
gins, gender, popular viewpoint, and other 
attributes. Which is to say that the site is 
now structured according to the fragmentary 
‘orders of things’ found within it rather than 
by its mimetic spatially.

Temporalization

If site-specific works aimed at the spatializa-
tion and territorialization of the visual expe-
rience (grounding it in time and space), 
hyper-local social media data is actually a 
manifestation of its temporalization and ‘de-
territorialization’. Social media hyper-local 
data converts a place into an endless set of 
exchangeable sights that do not generate a 
single sense of that place. Rather, this vision 
is now constructed from an endless series of 
representations that are for the most part a 
manifestation of different times in that place.

In other words, the experience of a place 
via hyper-local social media data is not spatial 
(we do not ‘navigate’ a space through these 
representations). They are not meant to repre-
sent a map of a place, but rather a ‘schedule’, 
or a route, a sequence of representations of 
times within a space. This allows us to com-
pare different temporalities in a place (i.e., 
by various social groups), to compare tempo-
ralities of different places, and experience the 
dynamic structure of a place over time.

Nomadization

A third difference between site-specific art 
and the social hyper-local is that while origi-
nal site-specific works were grounded in a 
fixed physical location, the virtual hyper-
local site is fluid. This nomadicity is evident 

not only in terms of the unstructured narra-
tive of a place articulated by the multitude of 
paths of people within it, but also in the 
spread of images that transcends the original 
boundaries of that place into larger areas 
(such as the entire city and other locations 
around the world). In this sense, and in a 
paradoxical way, as our results demonstrate, 
while the geo-temporal tagged image is 
indeed a realization of avant-garde aspira-
tions to contextualize the visual in time and 
place, social media platforms also bring back 
the nomadic modernist understanding of that 
visual, as it is shared by users not only in 
their original location but also in other places 
around the world.

But this nomadicaity lies in between mobi-
lization and site-specificity, as it can always 
be measured with precision (i.e. measuring 
the distance between photos in terms of their 
content; location etc.). Under these new terms, 
being nomadic is not about being ‘out of place’ 
but rather to be always able to calculate the 
distance of the representation from a particu-
lar place and from all other representations that 
were taken in, on at or in relation to that place.

Conclusion

In this chapter I historicized, visualized, and 
theorized the distinctive ways in which local-
ities are experienced and preformed through 
their social media hyper-local representa-
tions. I analyzed the organization of contem-
porary visual social media data in relation to 
two prominent paradigms in 20th century 
visual art, and drew historical parallels 
between artistic site-specificity and social 
media hyper-locality. I also looked at the 
relation between physical places and their 
social media representations using particular 
case studies – social media photos taken 
during the street artist Banksy’s residency in 
New York during October 2013. Finally, 
based on the theoretical and historical analy-
sis and the case study, I identified key char-
acteristics of hyper-locality in social media.
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The reinvention of site-specificity as hyper-
locality comes in the midst of a cultural turn 
from former representational standardized 
spaces (particular maps of neighborhoods, 
cities or the entire earth) dictated from above 
(i.e. satellite views, municipal borders) 
towards more intimate visual and textual rep-
resentations that are generated within these 
places. However, as with all other previous 
documentation mechanisms that were used 
to dedifferentiate and unify discrete spatial-
ites (by annotating groups of places as neigh-
borhoods, cities, etc.), these idiosyncratic 
views are now used in similar manner: to 
locate similarities within large sets of hetero-
geneous personal data collections, and thus 
emphasize once again the embedded logic 
of deterritorialization facilitated by network 
connectivity. In other words, by focusing 
on locational similarity (i.e. algorithmically 
locating groups of ‘similar’ places) they 
intensify the conditions of spatial sameness, 
repetitiveness and uniformity.

In these emerging representational condi-
tions, site-specificity reincarnation as hyper-
locality is infused with a crucial insight: if 
social media can reflect the particularities 
of places as opposed to their similarities, we 
need to find ways to analyze, visualize and 
theorize these differences. Banksy’s work can 
thus be summed up as asking what would it 
mean in contemporary conditions to maintain 
the socio-cultural and political specificity of 
a place? By understanding hyper-locality as 
fundamentally connected to the particulari-
ties of site identities, Banksy rematerializes 
and renders places as different from each 
other, as one unique place within others.

Notes

 1 	 The analysis of Banksy’s photos was conducted 
with the help of The Software Studies Initiative 
team members Lev Manovich and Mehrdad Yaz-
dani. An abridged version of this chapter was 
previously presented as a conference paper. See: 
Hochman et al., 2014.

 2 	 Notice that while these arrangements are cur-
rently the prominent ways to organize visual 
information, other possibilities do exist. For exam-
ple, images can be sorted based on the interest 
of other people you follow (i.e. the Explore tag 
in Instagram) or by algorithmic arrangement of 
content according to user’s previous actions.

 3 	 A detailed description of the computational 
analysis and image clustering process appears in: 
Hochman et al., 2014.
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Analyzing Social Media Data 

and Other Data Sources: 
A Methodological Overview1

F r a u k e  Z e l l e r

Social media research offers vast opportuni-
ties to conduct research that links social 
media data and other data sources. This chap-
ter provides an overview of the methodologi-
cal challenges and opportunities, but also a 
discussion of the term data and of the nature 
of social media data. The methods overview, 
in combination with the introduction and dis-
cussion of methods used in other disciplines 
and in commercial market research, aims to 
provide a practical and applied guideline for 
social media research. An applied case study 
at the end of this chapter describes a novel 
approach to the analysis of multimodal, large 
data sets in online communication environ-
ments, using a mixed method design.

Introduction

Linking social media data and other data 
sources can be regarded as a challenging and, 
at the same time, redeeming feature. It is 

challenging given the complexity of the data 
available online, and the research design 
needed for a sound research project analyz-
ing multiple data formats and/or sources. The 
redeeming feature can be seen, for example, 
in the availability of vast quantities of differ-
ent kinds of social media data, which help to 
contextualize findings and can potentially 
provide a work-around strategy to the ano-
nymity challenge of online data. Social 
scientists are primarily interested in under-
standing social interaction embedded in our 
social world or context. This means we need 
to be able to contextualize data with the 
respective social world (usually demographic 
and other information). This is difficult – if 
not almost impossible – given that anyone 
can pretend to be anybody on social media.2 
Linking social media data and other data 
sources can help by enriching the results, and 
providing additional information. For exam-
ple, a network visualization of a company’s 
Twitter handle can provide an impressive 
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image if the company has thousands of fol-
lowers. However, it does not tell us whether 
these followers talk about the company in a 
favourable or less favourable way. So called 
viral memes on social media can – if they are 
negative – turn into a serious problem for 
companies by damaging their reputation 
which can result in the loss of customers or a 
decline in the company’s stock market value. 
This chapter therefore provides a compre-
hensive, practical overview and a critical 
discussion of the different methods applied 
and data sources used in social media 
research including qualitative, quantitative 
and mixed-methods approaches. It starts by 
discussing the dual nature of social media 
research and the need to differentiate between 
social media as an object of research on the 
one hand, and as an instrument to conduct 
research on the other hand. In order to be 
able to combine social media data and other 
data sources, one needs to have some under-
stand of the terminology: What is data, raw 
data, and how is it generated? Most impor-
tantly, this chapter discusses why social 
media data is different from other data 
sources. This discussion is followed by an 
overview of the different methods in social 
media research, encompassing traditional 
approaches as well as current trends in aca-
demic social sciences research, and industry-
based social media analytics.

Social media research is complex and 
using digital methods is rarely straightfor-
ward (Kennedy et  al., 2014). In fact, big 
companies such as Facebook or Google are 
said to have an increasingly powerful data 
monopoly as well as the best tools (and big-
gest budgets) to analyze the data. In order to 
keep pace in the social media analytics race, 
probably only top tier universities will have 
a chance to compete and negotiate access to 
data and tools (boyd and Crawford, 2012). 
Hence, it is important for smaller research/
academic outfits, including their students, 
that they get an understanding of what is fea-
sible in terms of social media analytics and 
data linking. This chapter therefore aims to 

provide a comprehensive overview targeting 
researchers (from academia and industry) as 
well as students.

The chapter ends with a case study that 
uses an innovative mixed methods approach 
to analyze multimodal social media data. 
The approach enables a combined text and 
image analysis using Facebook entries. 
The text analysis draws upon statistical, 
corpus linguistic text analysis instruments. 
The results are then used in a qualitative 
analysis tool as a coding mechanism for 
the image analysis. This means that the dif-
ferent methods are used in a triangulation 
model, aiming to combine both qualitative 
and quantitative methods as well as differ-
ent data sources.

The dual nature of social 
media: social media as a 
research object and instrument

Researching social media can be both excit-
ing and challenging. This is because social 
media affect us, our economies, political 
systems and our private lives. They have 
become pervasive in our daily lives, both 
private and professional spheres. This means 
that if one claimed to be researching social 
media, it would be only fair to ask to elabo-
rate on it, since there are myriads of differ-
ent research aspects: starting with the 
multitude of different social media applica-
tions (see also McCay-Peet and Quan-
Haase, this volume) – which are highly 
volatile in nature, i.e. new appearing today 
and others, established ones, suddenly dis-
appearing – to the many different use con-
texts of social media (job related, private 
usages, political usage, etc.), and finally the 
many different ways that social media can 
be analyzed (see e.g. Hogan and Quan-
Haase, 2010). The last point refers not only 
to the many different methods and instru-
ments that can be used to research social 
media, but also the complexity of social 
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media data per se. One example would be 
the multiple languages spoken in social 
media, often within one Facebook comment 
thread, or regarding one specific Twitter 
hashtag. But there are also ethical questions, 
such as: Should we analyze any data that we 
manage to get hold of? What about data that 
has become available through illegal hack-
ing attacks, such as the confidential data 
publically, yet illegally, distributed from an 
online-dating website? It seems rather 
straightforward to say that this would go too 
far, however the case is not always this clear 
(see also Beninger, this volume).

In order to provide some guidance in this 
research maze it is often useful to start with 
some simple distinctions, such as the dual-
ity of social media research. Adapted from 
the earlier online research body of literature, 
Welker and Kloß (2014) suggest two main 
research approaches:

a)	 Research object approach: putting the users into 
the foreground and thus analyzing the usage of 
online or social media.

b)	 Research instrument approach: using online or 
social media for the measurement and collection 
of behavioural and communicative patterns.

When researching social media as a research 
object in itself, it is usually the users who are 
in the focus of attention, or more specifically 
their ways and patterns of using social media 
and producing or consuming content. Typical 
questions in this line of research can range 
from an individual or group dimension to 
societal questions, such as how the Internet 
or social media influence our society, indi-
vidual lives, or group formations and behav-
iours. In the societal dimension, the 
importance and influence of social media are 
being documented in many national user 
studies, which are often freely available. For 
example, the Canadian Internet Use Survey 
(CIUS) used to measure in biennial intervals 
if Canadians have access to the Internet and 
determines the type of household access as 
well as online behaviours of individuals.3 
Another example are studies conducted by 

the Pew Research Center4 in the United 
States, the Eurostat5 studies in Europe, or the 
highly influential Ofcom6 studies in Great 
Britain. Apart from those studies, industry-
based research also exists, however often not 
openly accessible (e.g. studies offered by 
market research companies such as Thomson 
Reuters/Ipsos or consulting companies such 
as McKinsey).

Welker and Kloß (2014) define four 
main areas for studies relating to the 
research object dimension: (1) identity 
and relationship management of online 
users; (2) networks and network structures;  
(3) comparing offline and online user/usage 
behaviour; and (4) online privacy management 
(Welker and Kloß, 2014: 34). An interest-
ing aspect is that this research often inte-
grates different dimensions. The micro-level 
analysis of individual online usage is often 
combined with societal, macro-level related 
questions such as the digital divide (Internet 
access) and how this impacts societies (see 
e.g. Haight et al., 2014). Studies conducted 
by commercial research organizations often 
combine the micro-level perspective with 
a meso-perspective, that is, how individ-
ual Internet use impacts organizations and 
companies.

The research instrument approach dis-
cusses the use of social media for the col-
lection and measurement of behavioural and 
communicative patterns. This area addresses 
research questions regarding both offline and 
online communication. Examples for offline 
communication would be surveys on politi-
cal voting patterns that are carried out via 
social media. In fact, the increasing penetra-
tion and usage of social media in the gen-
eral population has shaped social media and 
social networking platforms not only into an 
instrument for the dissemination of informa-
tion, but also into an often-used tool for data 
collection. This chapter will focus on social 
media from the perspective of the research 
instrument approach, and different methods 
and instruments will be discussed in detail in 
the following chapter sections.
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The extended research process: 
A systematic integration of 
the techno-methodological 
dimension in social media 
research

Social media research is often discussed in 
connection with big data research, which is 
grounded in the quantity of data that can be 
queried and generated by social media. In a 
nutshell, ‘Big Data’ research deals with very 
large and complex data sets, which demand 
technical aids given their size (i.e. computer 
programs and/or high performance comput-
ing) for their collection, processing, and 
analysis (Kitchin, 2013, 2014; Zeller, 2014). 
boyd and Crawford describe big data as the 
‘capacity to search, aggregate, and cross-
reference large data sets’ (2012: 663). A 
widely-used description originates from 
IBM, describing four core attributes or inher-
ent challenges of big data: volume, variety, 
velocity, and veracity (Zikopoulos et  al., 
2012; see also Klein et al., 2013). The term 
big data has spread in the last few years, 
accompanied by almost inflationary atten-
tion. Thus one can find utopian descriptions 
of big data such as the new oil of the infor-
mation economy (Mayer-Schönberger and 
Cukier, 2013), or as a pivotal competitive 
advantage for companies (e.g. Barton, 2012). 
There are also voices that attribute big data 
the potential to act as a substitute for tradi-
tional research: ‘With enough data, the num-
bers speak for themselves… There’s no 
reason to cling to our old ways. It’s time to 
ask: What can science learn from Google?’ 
(Anderson, 2008).

However, less utopian and more critical 
reviews often derive from academic research, 
in particular from the humanities and social 
sciences. Among the early discussions are 
boyd and Crawford (2012) or Manovich 
(2011). In these publications, as well as in 
other places, increasingly critical discus-
sions around the notion and interpretation of 
data can be found. For example, Flew et al. 

(2012) emphasize with regard to big data: 
‘it is important to remember that data refers 
not only to numeric and statistical records, 
but to any form of information represented 
in a digitized format including text, audio, 
photographic, and video files’ (Flew et  al., 
2012: 160). And it is in fact only through the 
manipulation or processing with the com-
puter and software applications that data are 
transformed into trends, patterns, and accu-
rate information.

Jensen (2014) goes into more detail and 
notes that ‘data are either found or made’ 
(224, italics in original). This means, very 
generally speaking, that in the humani-
ties, existing objects or artifacts are usually 
analyzed, hence found data are being col-
lected, evaluated or interpreted. As to the 
social sciences, data are usually made – for 
example, via surveys or experiments. There 
are of course also numerous examples that 
would speak against this generalization. 
The point that is being made here however 
is that in relation to digital communication 
it is nevertheless ‘a new type and scale of 
data […]: big data or metadata that indi-
cate who did what, with which information, 
together with whom, when, for how long and 
in which sequences and networks’ (Jensen, 
2014: 224). Furthermore, data can be seen as 
hybrid in terms of social media, because they 
are always both found and made: ‘They can 
be found online, as they are being generated 
through our social media usage. However 
they also integrate the “making” aspect, 
given that one would have to “make” the cor-
responding algorithms, hence programming, 
and then extracting, etc. in order to get them’ 
(Jensen, 2014: 229).

Arguably, data hybridization also has a sig-
nificant influence on the traditional research 
process. Figure 23.1 shows the traditional 
process of empirical research (left side of the 
figure, adapted from Bryman et al., 2012) as 
well as the necessary, in the context of social 
media data, extended discovery process. The 
traditional research process commences with 
a research question, and, depending on the 
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kind of study, specified hypotheses. After 
the establishment of the research design and 
operationalization (method) of the empiri-
cal study, the sample is defined and data 
collected. What follows is the data analysis 
and ultimately research report containing the 
results and a discussion thereof.

The right-hand side of Figure 23.1 shows 
the extension of the traditional research 
process: the data collection phase is being 
expanded and adapted to the specific condi-
tions of social media research. Depending on 
the scope, method and research question of 
a study, the data collection can now include 
four additional steps (Welser et  al., 2008) 
representing an optional expansion or aug-
mentation of the traditional approach:

(A) Data Retrieval: Due to the abundance 
of raw data, which are generated by users 
of social media sites, computer-based pro-
cedures for the collection of data are often 
a necessary means (this again depends on 
the overall scope and approach of each 
research project). One example for such 
computer-based procedures are Application 
Programming Interface (API) programmes, 

which describe a group of different kinds 
of instruments or algorithms that allow for 
the access and retrieval of raw-data (Welser 
et al., 2008; Zeller, 2014). This is contingent 
on whether the providers of the respective 
social media platforms, where raw-data are 
produced, facilitate the usage of APIs. And 
even in the case of an API being offered, 
such as in the case of the Twitter API, it does 
not mean that researchers are able to col-
lect all tweets relating to a certain hashtag, 
for example. Programmes that facilitate the 
usage of APIs are sometimes freely available 
on the Internet, however a certain degree of 
programming expertise is still necessary. For 
researchers who do not have those skills, there 
are also programs and services that facilitate 
this operation. They often include some first, 
quick data analysis procedures, such as net-
work visualizations, word frequency and 
keyword analyses.7 Other programmes are 
web crawlers and scrapers, which system-
atically scan web content either on specific 
issues or of pre-defined pages.

(B) Data Processing (Parsing): This 
step includes the necessary preparation or 

Figure 23.1 T he extended empirical research process in social media research
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pre-processing of the collected data. Given 
that social media often produce high quanti-
ties of raw data, the automated data collection 
usually contains a whole range of data that is 
tangential and off-topic. This means that the 
collected data must be systematically gone 
through and cleaned. One example is the mul-
tilingual nature of social media. For content 
analyses, only data which are in the language 
or languages that will be analyzed are useful. 
Hence any data in a different language should 
not be part of the main sample. Relating to 
this second step of data pre-processing, the 
GIGO-problem is often mentioned: GIGO 
stands for ‘garbage in, garbage out’ and 
describes the challenge to filter spam etc. 
from the wealth of data that can be collected 
on social media (Karpf, 2012; Markham, 
2013; Zeller, 2014). Further processing steps 
refer to the extraction of the relevant data and 
conversion to a usable format. In relation to 
the above-mentioned example of the Twitter 
API, for a network visualization the actual 
text of the tweets is not necessary but only the 
handles of the Twitter users that published to 
the relevant hashtag or key term. So called 
parsers provide not only the required data in 
the desired, pre-defined form, they also pro-
vide the ability to add additional metadata. 
For example, connecting the place with the 
respective users. By contrast, for a content 
analysis, i.e. analyzing what is being said 
about a certain topic/product, the researcher 
must decide whether they want to keep URLs 
in the sample or rather delete them. This is 
a relevant point since hyperlinks/URLs can 
also include specific words that could distort 
the results of an automated content analysis.

(C) Data Storing and (D) Queries: These 
two steps can be considered together since 
they must be closely coordinated. Intelligent 
data storage systems can archive the col-
lected data as designated entries in a data-
base in such a way that they can be queried 
in different variations (queries). There is a 
high interdependency of the data storing and 
query system: if, for example, a researcher 
decides for a relational database they need 

to know in advance which query language 
can be applied to the specific database, or 
which queries are possible, such as SQL 
(Standard Query Language) or XML-based 
queries. Relational databases are organized 
in a straight-forward way, such as in an SPSS 
or Excel table where each data line represents 
a case and each column an attribute. It is cer-
tainly recommended to test some basic que-
ries in this early stage, in order to test the data 
set for errors. Also, when combining differ-
ent data sources of different data forms – for 
example, text with images – the data storage 
and query part can quickly become rather 
complex. The researcher would need to 
decide as early as possible, which data com-
parisons or triangulations are being planned, 
so which attributes of each data set will need 
to be part of a multi-query integrating differ-
ent data forms and different data bases.

These four additional steps underscore 
Jensen’s (2014) finding that ‘found’ data 
from social media often are not useful to 
researchers until they have been manipulated 
by algorithms (for data collection) and data-
bases into usable records.8

Methods Overview

Table 23.1 shows an overview of the different 
measurement and data collection methods, 
integrating methods from both academic and 
industry-based market research. In addition, 
approaches from neighbouring disciplines, 
which are also applicable by researchers in 
social sciences, are discussed. It is important 
to note that the methods and approaches can 
overlap in this table, which is due to the lim-
ited space, and the general limitation of 2D 
figures.

Reading Table 23.1 from left to right shows 
the main differentiation between quantita-
tive methods, qualitative methods as well as 
method combinations (quantitative and quali-
tative). Each of these three areas is divided 
into reactive and non-reactive methods.  
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Non-reactive instruments are, for exam-
ple, content and log file analyses or partici-
pant observations. They basically relate to 
‘found’ data, using Jensen’s (2014) distinc-
tion. ‘Made’ data, on the other hand, refers 
to reactive methods, which usually imply a 
reaction from the participants in the study. 
Hence, common instruments in this area are 
surveys, interviews, or focus groups.

In addition to the traditional binary dis-
tinction, Table 23.1 also shows interactive 
methods as part of the reactive methods col-
umn. This category was adapted from mar-
ket research where interactive methods are 
discussed as a promising new approach in 
empirical studies (see ‘Quantitative meth-
ods’). Going further, Table 23.1 describes 
two vertical columns: the traditional empiri-
cal instruments in communication studies 
and instruments deriving from other areas 

and disciplines and which can be adapted to 
social sciences research.

Quantitative Methods

With regard to the quantitative, as well as 
reactive (interactive) methods in both pillars, 
the first column – empirical instruments – 
contains tools that have already been applied 
in online research: online survey and online-
experiment (Vehovar and Manfreda, 2008; 
Wright, 2005; Reips, 2002, 2003; Taddicken, 
2008, 2013). Crowdsourcing and MROCs 
(Market Research Online Communities) in 
the second column refer to the above-men-
tioned interactive methods. The term crowd-
sourcing was coined by Howe in 2006, and 
has received a whole range of different mean-
ings since then. In general, crowdsourcing 

Table 23.1 M ethods overview (adapted from Zeller, 2015)

Empirical Instruments in 
Communication Studies

Adaptable Instruments / 
Social Media Analytics

Quantitative Reactive (Interactive) Online Survey Crowdsourcing

Online Experiment MROCS

Non-Reactive Web Content Analysis Video and Image Analyses

Network Analysis Log File 
Analysis

Sentiment and Opinion Analysis 
(SOA)

Data Mining Text Linguistic Analysis

Automated Content Analysis

Social Media Monitoring and 
Analytics

Qualitative Reactive (Interactive) Online Experiments Bio-Feedback, Eye-Tracking

Online Interviews MROCS

Online Focus Groups Virtual Ethnography

Online Field Studies

Non-Reactive Web Structure Analysis Video and Image Analyses

Web Content Analysis Online Discourse Analysis

Online Discourse Analysis Multimodal Analysis

Video and Image Analyses

Mixed Methods Reactive (Interactive) Reactive and Non-Reactive Q-Method

Quantitative and Qualitative Crowdsourcing/MROCS and 
Focus Groups

Non-Reactive Non-Reactive and Reactive Social Media Monitoring and 
SOA

Qualitative and Quantitative Web Tracking

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   392 08/12/16   3:54 PM



Analyzing social media data and other data sources 393

depicts the use of cognitive skills and/or 
labour of many individuals (crowds), lever-
aged by the interactive nature of social media. 
Thus, crowdsourcing is used, for example, 
for the description and the indexing (tagging) 
of image archives. In a nutshell, crowdsourc-
ing appeals to market researchers and entre-
preneurs whenever computer intelligence 
cannot cope with the tasks at hand. And 
although there are computer algorithms that 
can extract information from images and rec-
ognize even colours or forms, their perfor-
mance is still outperformed by human beings. 
In market and product research crowdsourc-
ing is also being applied as a tool for product 
development and innovations. For example, 
in Dell’s initiative ‘Idea Storm’ Internet users 
worldwide were asked to come up with ideas 
for product enhancements or new products 
(Poetz and Schreier, 2012). Generally, it can 
be said that crowdsourcing provides informa-
tion on specific products relatively quickly 
and cost-effectively. However, the informa-
tion collected through this method is often 
less detailed than originally anticipated 
(Scheffler, 2014). The community approach 
is also often discussed under the acronym 
MROCs. Closed communities are initiated by 
market research institutes or companies, 
which recruit specific target groups with 
regard to certain brands or research questions 
to answer (Steffen, 2014: 107). Arguably, 
these declared ‘new’ instruments actually use 
the traditional survey method (crowdsourc-
ing) or field studies (MROCs).

With regard to the quantitative, non-reac-
tive instruments in the communication stud-
ies column, the instruments mentioned here 
are often based on traditional communication 
studies tools. For example, a web content 
analysis – just as the traditional content anal-
ysis – should integrate the creation of a code 
book (see e.g. Krippendorff, 2012; Herring, 
2010). When it comes to choosing specific 
software, for example, for the systematic col-
lection/download of the required web con-
tent, it is necessary to check the software’s 
inherent limitations. This relates to aspects 

of the data format, that is, in which format 
the data is being saved/collected, but also 
whether and how the software downloads 
integrated hyperlinks, and if so, how these 
third party sites are identified (Vis, 2013). 
As to the adaptable methods, video & image 
analyses are traditionally oriented towards 
qualitative research. Within the quantitative 
category, this field uses largely automated 
analyses of online pictures and videos, which 
is often based on the metadata contained in 
the images, and/or combined with crowd-
sourcing-based indexing and tagging (see 
Balasubramanian et al., 2004; Ghoshal et al., 
2005; Goodrum et al., 2009).

The following three instruments can be 
summarized under the term automated text 
analysis (ATA), including areas such as 
information retrieval, corpus linguistics and 
automated content analyses. While the lat-
ter have already been used in communica-
tion studies for some time, including framing 
studies (Entman, 2010; Entman and Jones, 
2009), automated sentiment & opinion anal-
yses (SOA) are a rather recent development 
(Liu, 2012; Tumasjan et  al., 2013; Young 
and Soroka, 2012). These ATA instruments 
are often preferred for studies with large 
data sets (Lewis et al., 2013; Mehl and Gill 
2010) and hence appeal to social media 
studies. Social media monitoring & analyt-
ics, finally, is mainly connected to market 
research. The majority of the instruments 
used in this category is also adaptable for 
communication studies and are separately 
listed in Table 23.2. Most of the data col-
lection methods are self-explanatory, how-
ever some specific terms and their meanings 
will be described in more detail below. Two 
points are of relevance here: Firstly, the entire 
bandwidth of methods is based on passive 
(i.e., non-reactive) data collection methods 
and, ultimately, the counting of the different 
occurrences. It is important to ask how the 
data were collected and also whether the data 
are representative. When using, for example, 
commercial social media analytics services, 
these questions often remain unanswered 
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given that commercial providers rarely offer 
100% insight on coverage, sample, repre-
sentativeness, etc. Secondly, the table repre-
sents a combination of different metrics and 
instruments used in market research. The 
field in itself is highly diverse, with hardly 
any broadly adapted standards. However, in 
recent years marketing and public relations 
(PR) companies have aimed to establish 
such needed standards. These initiatives are 
usually referred to as PR measurement and 
evaluation (Macnamara, 2014), and associa-
tions such as the International Association 
for the Measurement and Evaluation of 
Communication (AMEC), the International 
Public Relations Association (IPRA), the 
Interactive Advertising Bureau (IAB) or 
the Institute of Public Relations (IPR) have 
started initiatives to define such standards. 
These represent important first steps, how-
ever there are still a lot of vaguely used 
terms and widely varying methodologies 
(Macnamara, 2014).

Monitoring (first row Table 23.2) is primar-
ily concerned with the analysis of the visibil-
ity and range of certain actors, companies, or 
topics in social media. The main interest lies 
here in the overall attention being generated. 

In this regard, share of buzz is one of the 
most important indicators since the number 
of mentions of a specific topic is being meas-
ured. Share of voice determines the number of 
mentions of a specific person or a company. 
With regard to the second row in Table 23.2 –  
Social Media Analytics – the impact of social 
media messages is mainly being measured. 
Unique users/views per channel aims to 
measure the actual success and thus detects, 
for example, whether a specific profile of a 
person is clicked in high numbers. The meas-
ure unique users/views (or even unique visi-
tors) usually represents a result that shows 
which profile has been clicked/visited over a 
certain period of time (e.g. a week) from dif-
ferent computers (usually counted via unique 
IP-addresses). This means that by using spe-
cific add-on programmes like cookies it is 
possible to gain a more detailed picture of 
the impact – that is whether a site or profile 
is being visited by different users or by the 
same user multiple times. The term per chan-
nel refers to the differentiation of the vari-
ous social media platforms such as Twitter, 
Facebook or YouTube as a channel. The third 
row in the table describes the traditional indi-
cators of website analytics in respect of the 

Table 23.2 S ocial media monitoring and analytics in commercial market analysis 
(BVDW, 2013; Scheffler, 2014; AMEC, 2014, adapted from Zeller, 2015)

Usage Variable Indicator/Measurement

Monitoring Visibility, Range, Attention •• Share of buzz, share of voice
•• Number of sources, posts
•• Number of authors
•• Number of positive/negative mentions

Social Media Analytics Virility and impact potential of 
content, authors, channels, 
engagement

•• Degree of profile networking/cross-linking, recom-
mendations, likes, evaluations

•• Interaction rate per post
•• Growth of fan community
•• Unique user/views per channel
•• Number of relevant fans

Traditional Web Analytics Popularity of content / author •• Web tracking
•• Number of website visits
•• Number of website visits generated from social 

media channels
•• Duration of stay on website
•• Visibility
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pages’ popularity and attractiveness. Private 
users can conduct such an analysis, too, by 
means of services such as Google Analytics.

Qualitative Methods

With regards to the qualitative methods in 
Table 23.1, the traditional, reactive methods 
column depicts a well-known repertoire of 
traditional offline instruments, which have 
been adapted and, over the years, optimized 
for online environments (Fraas et  al., 2013; 
Herring, 2004, 2010; Hewson et  al., 2003). 
The second column lists again recent devel-
opments from industry-based market 
research, that are already and increasingly 
used in communication studies: biofeedback 
analyses and eye-tracking (Bente et al., 2007) 
are often applied in (advertising) research 
and so far have been mainly used in qualita-
tive studies due to the high technical costs. 
Virtual ethnographies can be compared to 
online field studies. They are also listed in 
the second column, since they are often 
linked to cultural studies. Researchers apply-
ing them, with a specific social media per-
spective, are Kozinets (2010) and his 
netnography approach, but also Hine (2000) 
or Boellstorff et al. (2012). The non-reactive, 
qualitative instruments include web structure 
analysis (Brügger, 2010; Pauwels, 2012) and 
web content analysis (Herring, 2010). The 
former is often applied in online community 
research to analyze, for example, default 
usage and interaction structures of social 
media. Web content analysis can also be 
applied in a qualitative design, if specific 
providers are to be investigated. Video and 
image analyses can be found in both columns 
since they represent well-established meth-
ods in communication studies as well as 
other disciplines, however each with differ-
ent paradigms and interests. This also applies 
to the online discourse analysis, which has 
been in use in communication studies since 
the early days of online research (see e.g. 
Fraas et al., 2013; Herring, 2004) and other 

areas (e.g. rhetoric studies). Multimodal 
analyses are based on a well-established 
field, which includes approaches from cul-
tural studies, linguistics, and semiotics 
(Kress, 2009; O’Halloran and Smith, 2010) 
and describes a methodological approach, 
which enables to conduct studies of multi-
modal, i.e. multimedia online content.

Method Combinations

Further down in Table 23.1 follow method 
combinations in a methodological design, i.e. 
quantitative and qualitative methods. In this 
category almost any conceivable combination 
of communication studies methods is possi-
ble. Moreover, reactive and non-reactive 
methods can be combined. In general, this 
area – including triangulation studies – 
represents an established and often practiced 
approach in communication studies (Burke 
Johnson et al., 2007; Teddlie and Tashakkori, 
2009). As to social media, there are an 
increasing number of authors claiming that 
mixed methods (and data source combina-
tions) are a necessary means in order to deal 
with the complex and rich data generated via 
social media (Lewis et al., 2013; Quan-Haase 
et  al., 2015). Despite the rise in accepting 
mixed methods research, there are still unre-
solved issues in this area. Tashakkori and 
Teddlie (2003) list, for example, nomencla-
ture and basic definitions, and the paradig-
matic foundation or design issues in mixed 
methods research, as some of the unresolved 
problems. They define mixed methods 
research as ‘the type of research in which a 
researcher or a team of researchers combines 
elements of qualitative and quantitative 
research approaches (…) for the purpose of 
breadth of understanding or corroboration’ 
(Teddlie and Tashakkori, 2009: 32). Besides 
the mixing of different research approaches 
or instruments, mixed methods must also 
include a concrete data strategy, such as trian-
gulation or data conversion. Without a strat-
egy, any mixed methods design lacks an 
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important component, since the nature and 
form of the available data cannot be neglected. 
Triangulation is described as the ‘combina-
tions and comparisons of multiple data 
sources, data collection and analysis proce-
dures, research methods, investigators, and 
inferences that occur at the end of a study’ 
(Teddlie and Tashakkori, 2009: 27). Data 
conversion is the conversion of quantitative 
data into qualitative data and vice versa. For 
example, quantitizing data describes the pro-
cess of turning/converting qualitative data 
into numbers that can then be statistically 
analyzed, and qualitizing data means that 
quantitative data (e.g. numbers) are trans-
formed into qualitatively analyzable data, 
such as narrative data (Teddlie and Tashakkori, 
2009: 27). As to the reason or usefulness of 
mixing methods, Fielding (2012) claims that 
there are three main reasons: illustration, con-
vergent validation, and analytic density (127). 
Whereas the first reason – illustration – can 
be seen as a supportive function in terms of 
making ‘dry’ data more ‘alive’ (e.g. by using 
word clouds or network visualizations), con-
vergent validation describes ‘whether find-
ings from different methods agree. If they do, 
it is assumed that the findings are more likely 
to be valid (…)’ (Fielding, 2012: 127). The 
third reason appears to take up what is being 
criticized in discourses around big data, 
which claim that numbers would speak for 
themselves. What is missing here is the con-
textualization of data and results, since other-
wise they will most likely not provide 
sufficient insights. Referring back to ‘The 
extended research process’, and the extended 
research process, mixing methods and espe-
cially data conversion and triangulation strat-
egies call for a sound understanding of the 
data available for each study. If, for example, 
some quantitative data does not provide 
enough information to be turned into narra-
tive data given the lack of context, for exam-
ple, then data conversion is not advisable.

Coming back to the methods overview in 
Table 23.1, Q-Method is mentioned as an 
example for adaptable mixed methods. It is 

a tool that integrates qualitative and quan-
titative methods, ‘explicitly designed to 
objectively uncover and analyze similarities 
and differences in the subjective viewpoints 
of individuals’ (Davis and Michelle, 2011: 
561). The qualitative aspect is integrated by 
means of interviews, focusing on the subjec-
tive opinions and attitudes of the respond-
ents. At the same time, by means of factor 
analysis, a quantitative part is also integrated. 
After the interview, the participants are asked 
to rank certain preferences to the appropriate 
topic and these rankings are then generalized 
using a factor analysis that ultimately come 
up with different types of users (see also 
Brown, 1993; Schrøder and Kobbernagel, 
2010; Zeller et al., 2013).

Web tracking is being listed in Table 23.1 
in the non-reactive methods category and 
was originally intended as a popular method, 
based on simple algorithms that can be inte-
grated into web pages and which register the 
website visitors. This means that log files are 
analyzed, which are being collected via so-
called web tracker applications. Web tracking 
is now seen in a more critical light, includ-
ing ethical questions, such as what data these 
web trackers may collect without the knowl-
edge of the website visitor.

Other method combinations depicted 
in Table 23.1 have already been discussed 
above. However, one additional aspect 
should be mentioned: Scheffler (2014) calls 
the combination of social media analytics 
with traditional instruments ‘hybrid tech-
niques’. He emphasizes that social media 
instruments provide sufficient scrutiny and 
reliability for some research questions, or at 
least allow for a first, quick orientation. For 
more detailed analyses that aim to project 
results to a broader population, for example, 
one must be more critical of method com-
binations and their actual scope (Scheffler, 
2014: 108) given that some data sets and/or 
methods do not allow for generalizations or 
projections. He therefore calls for a method 
combination that, at the same time, allows 
the researcher to harvest advantages such as 
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speed, scalability, openness, etc. as well as 
the use of a quantitative, statistical validation 
of the results (Scheffler, 2014: 108).

Case Study

The following case study aims to provide a 
brief demonstration and example of the com-
bining of methods in social media research. 
The mixed methods design depicted here 
draws upon computer-supported, quantitative 
and qualitative instruments, which are com-
prised of statistical text analyses combined 
with image and discourse analyses conducted 
in Facebook. It is argued that the mere usage 
of computational tools is not sufficient given 
the shortcomings of the tools when it comes 
to analyzing complex, ambiguous raw data 
such as text communication combined with 
images. Therefore, a mixed methods 
approach is necessary that integrates differ-
ent tools but also takes into account the tool’s 
advantages and disadvantages in order to 
moderate and reduce their shortcomings 
through triangulation and iterative analyses 
processes.

Software: The main software tools 
used were WordSmith Tools (Scott, 2008) 
and ATLAS.ti. ATLAS.ti is a high-end 
CAQDAS (Computer-Assisted Qualitative 
Data Analysis Software) application, suit-
able for image and video analyses. It ena-
bles researchers to adapt a mixed methods 
approach by offering the option to either 
import or export quantitative data. WordSmith 
Tools (Scott, 2008), a statistical lexical and 
text analysis tool, allows researchers to con-
duct analyses regarding word frequencies, 

keyword-in-context (KWIC) analyses or col-
location analyses (word pairs) that can then 
be imported into ATLAS.ti as coding catego-
ries. These combined methods can provide 
insights into the specific language usage 
(genre analysis) in social media, as well as 
reveal the forming of sub-groups through 
jargon detection, or also framing processes 
of certain topics in combination with image 
usage.

Sample: Greenpeace’s open Facebook 
group was chosen as a suitable test bed for 
the application of the mixed method design. 
A public group was chosen for ethical reasons 
and to avoid including private conversations. 
Furthermore, the activist group Greenpeace 
was selected because of its strong visual sup-
port, i.e. pictures of endangered species or 
environmental issues. Two non-consecutive 
months were chosen for the experimen-
tal case study: June 2012 and September 
2012. June 2012 was chosen because the 
World Earth Summit (or United Nations 
Conference on Sustainable Development) 
took place in Rio de Janeiro, Brazil, during 
that month. It gained a lot of media coverage  
since it took place 20 years after the 1992 
Earth Summit in Rio, during which countries 
agreed upon and adopted Agenda 21, a blue-
print to rethink economic growth, advance 
social equity and ensure environmental pro-
tection. In order to have some difference in 
the sample months, a second month with no 
major global event related to environmental 
or nature issues was chosen (in this case, 
September 2012).

Corpus: Table 23.3 shows the overall num-
bers of the corpus used. The corpus added up 
to a relative balance between the two months 
regarding word count, as well as Type/Token9 

Table 23.3 C ase study corpus overview

Files Word Count Tokens Types Type/Token Ratio

Overall 2,695,840 220,918 23,918 44.01

June 1,375,176 114,273 15,016 43.94

September 1,320,664 106,492 14,470 44.07
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Ratio (TTR). Corpora are large bodies of nat-
urally occurring language that are encoded 
electronically and therefore enable complex, 
quantitative calculations. Whereas corpus 
linguistics traditionally has been applied in 
different fields such as dictionary creation, 
language description and variation studies or 
language teaching, it has also been applied 
in combination with – or as a means of – 
discourse studies. As Baker (2006) describes 
it, corpora and corpus processes can be used 
‘in order to uncover linguistic patterns which 
can enable us to make sense of the ways that 
language is used in the construction of dis-
course (or ways of constructing reality)’ (1).

The TTR and all other corpus linguis-
tic methods applied in this case study were 
carried out using WordSmith Tools (Scott, 
2008), a widely used corpus analysis tool in 
the humanities and social sciences. Scott inte-
grates in his tools the ability to calculate a so-
called standardized TTR, which means that 
size differences of the different corpora are 
being integrated in the calculation: ‘The stand-
ardized type/token ratio (STTR) is computed 
every n words as Wordlist goes through each 
text file. By default, n = 1,000. […] A run-
ning average is computed, which means that 
you get an average type/token ratio based on 
consecutive 1,000-word chunks of text’ (Scott, 
2008). This allows the researcher to compare 
the results of different sub-corpora with vary-
ing size. But what do STTR or TTR indicate 
after all? It can show that some corpora inte-
grate a higher number of word types, which 
in turn indicates a higher creativity regard-
ing language usage, but it can also indicate a 
greater variance in terms of topics discussed.

Results: The mixed method design repre-
sents a systematic, coherent framework of 
both method and data triangulation to analyze  
multimodal, large data sets on social 
media. It offers a new perspective on image  
analysis, accommodating the particular cir-
cumstances researchers face when conducting 
online research. In this case, the challenges 
of verifiability of the given data (and users/
identities behind the Facebook accounts) as 

well as multimodality in terms of images 
in great quantities are being addressed. A 
proposed solution is not to focus on using 
image context information (i.e. who took the 
image when and where), which is often hard 
to validate on social media, and instead use 
the different comments and sub-images in 
comment threads on social media platforms 
as an object of analysis. This does not allow 
for a verification of the different users and 
participants, however it provides a different, 
enriching perspective on the images used by 
adding associated comments. It also draws 
upon Lewis et al.’s (2013) suggestion to adapt 
an approach of both computational and man-
ual methods in order to arrive at more fruit-
ful results. The authors argue that a blended 
approach to content analysis ‘can retain the 
strengths of traditional content analysis while 
maximizing the accuracy, efficiency, and 
large-scale capacity of algorithms for exam-
ining Big Data’ (Lewis et al., 2013: 36).

Hence the method mix starts by conduct-
ing statistical text analyses on the text corpus. 
These entail a frequency analysis as well as 
key word lists as first indicators of relevant 
linguistic patterns, characteristics or seman-
tic relations. Key word and word frequency 
calculations are usually conducted in order 
to get an overall impression of the different 
corpora, notice abnormalities, and of course 
to check the validity of the corpora. They 
also count among the procedures most often 
applied in corpus linguistic studies (Baker, 
2006; Mautner, 2009). As can be seen in 
Figure 23.2, the top ranks of the word fre-
quency analysis (from sub-corpus June 2012) 
did not show any particular words that could 
be related to the special event, i.e. the World 
Earth Summit in Rio. Instead, we can see that 
the term ‘KFC’ appeared among one of the 
top places. KFC stands for ‘Kentucky Fried 
Chicken’ and is insofar interesting as a con-
crete actor was named rather frequently and 
therefore a special context can be expected 
related to KFC.

In order to get further insight into the 
context of this key term, a KWIC analysis 
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(Key-Word-in-Context) is then conducted 
as well as collocation analyses with specific 
word occurrences. These show which words 
appear most often in the direct vicinity of the 
key term. As to KFC, those words were, for 
example, ‘chicken’, ‘company’, ‘secret rec-
ipe’. These identified semantic relations can 
then be used as a code list for Atlas.ti. By sav-
ing the collocation list in an easily transfer-
able format (XML), it can be imported as a 
meta-coding list into Atlas.ti. The automatic 
coding option in Atlas.ti can then be used 
with this list as a first impression of image 
usage (see Figure 23.3). This approach can 
be particularly helpful when open coding is 
applied. Whereas open coding often refers to 
Grounded Theory and the process of ‘break-
ing data apart and delineating concepts to 
stand for blocks of raw data’ (Friese, 2012: 
63), in Atlas.ti it simply refers to creating a 
new code. This, however, can be difficult when 

facing a new, even larger and multimodal cor-
pus. With the auto coding option in Atlas.ti we 
have a first quick entry to large, multimodal 
data sets. The imported code list uses each line 
(with the key term + collocation) as search 
strings within the whole hermeneutic unit 
(or single documents) in Atlas.ti and applies 
a meta-code to those segments where it finds 
the search string. Hence, quantitative results 
coming from text analysis facilitate finding 
and highlighting the main keywords/topics 
within a large data corpus. These results – 
such as KFC and its collocations – are signals 
that can be followed in the qualitative analy-
sis, as main topics are usually included within 
the words with a higher frequency.

What can be seen in the qualitative analy-
sis is the detailed text-image relationship. For 
example, the case study showed that only a 
fraction of all images, which had a comment 
with the key term (KFC), actually showed 

Figure 23.2 E xtract from word frequencies calculation on Greenpeace Corpus, June 2012
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either the logo or anything directly related 
to the company. What could be seen instead 
was that key terms can trigger associations 
with similar issues which results in group 
members’ posting of images relating to other 
issues, albeit still using KFC as a textual cue. 
This refers back to earlier discussions in this 
chapter regarding the redeeming feature of 
social media data and other data sources to 
(potentially) offer a broader contextualization 
and detailed analysis of usage data. The brief 
introduction to this mixed methods approach 
also shows how a methodological design tai-
lored for a specific social media platform can 
provide new and unforeseen results, such as 
the additional issues related to the key terms, 
and thus make use of the rich interactive and 
multimodal nature of social media.

Conclusion

This chapter aimed to show that social media 
research offers vast opportunities to conduct 

research that links social media data and other 
data sources. It provided an overview of the 
challenges and opportunities, but also a dis-
cussion of the term data and of the nature of 
social media data. A profound understanding 
of social media data represents an important 
prerequisite for linking different data sources 
and forms, as well as knowledge of how these 
linkages influence the traditional research pro-
cess. The extension of our well-known 
research process in communication studies 
and social sciences in general is thus not only 
an inherent necessity when dealing with social 
media but it also represents a multitude of new 
potential paths to take. These could be mixed 
method approaches, such as the one demon-
strated in the small case study. The case study 
represents a litmus test for a novel approach to 
the analysis of multimodal, large data sets in 
online communication environments. By 
using computer-supported tools within a sys-
tematic framework that also accounts for con-
vergent validation, it is possible to focus on 
larger samples than in studies that use manual 
coding strategies. Furthermore, integrating 

Figure 23.3 A uto coding dialogue window in Atlas.ti
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more than one communication mode (text and 
image) enables to conduct large-scale studies 
in fields such as identity presentation on social 
media platforms, or also broader visual analy-
sis in a medium that is becoming increasingly 
visual (image-driven).

The methods overview, in combina-
tion with the introduction and discussion 
of methods used in other disciplines and in 
commercial market research, aims to pro-
vide a practical and applied guideline for 
social media research. It is important to note, 
though, that the instruments discussed need 
to be adapted and re-adapted on a constant 
basis, taking into account the fast changing 
nature of social media applications and plat-
forms. Given the inherent mandate of social 
media researchers to use computer tools 
(because of the digital data nature of social 
media), the extended research process has 
a profound impact on at least two different 
levels. The first level relates to the necessary 
impact on the curriculum structures of current 
and future academic training, particularly in 
the humanities and social sciences: Due to the 
relevance of social media in our society, they 
already represent an indispensable part in 
many course curricula and class syllabi. This 
also means, however, that research methods 
classes (and others) have to integrate the cor-
responding methods as well as theories about 
social media. The second level concerns the 
practical day-to-day research practice, which 
is faced not only with new software applica-
tions used in isolated cases, but with a funda-
mentally new type of data that can be found 
on social media. This affects the data collec-
tion and processing, but also the interpretative 
dealing with these data and analysis results.

Notes

 1 	 This work is based on prior work of the author.
 2 	 There are also more recent events that point to 

the fact that there is a high number of users that 
tend to create accounts which reflect who they 
are, see, for example, Sloan et al. (2015).

 3 	 See http://www23.statcan.gc.ca/imdb/p2SV.pl?F
unction=getSurvey&SDDS=4432

 4 	 See http://www.pewresearch.org
 5 	 See http://epp.eurostat.ec.europa.eu/portal/page/

portal/information_society/introduction
 6 	 See http://www.ofcom.org.uk
 7 	 See, for example, Voyant tools (http://voyant-tools. 

org) or Netlytic (https://netlytic.org).
 8 	 For a more extended discussion and overview 

of the social media data, see Jensen and Helles 
(2013), Baym (2013), Markham (2013), Boell-
storff (2013).

 9 	 Type describes unique word counts, i.e. how 
many different words have been used in a docu-
ment. Token describes the total count of every 
word in a document. For example, the sentence 
‘the cat sat on the mat’ has six tokens but only 
five types given that ‘the’ is repeated.
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Listening to Social Rhythms: 

Exploring Logged Interactional 
Data Through Sonification

J a c k  J a m i e s o n  a n d  J e f f r e y  B o a s e

The popularity of social media has given rise 
to a vast number of time-stamped logs of 
tweets, blog posts, text messages, status 
updates, comments, shares and other com-
munications. These data sets can be explored 
to identify new types of interactional patterns 
and trends. Data sonification – converting  
data into sound – is particularly well-suited 
to exploring temporal patterns within time-
stamped log data because sound itself is 
inherently temporal and the human auditory 
system has excellent temporal resolution. 
This chapter presents examples of sonifica-
tions of social media data, discusses consid-
erations for performing sonification-based 
analyses, and describes a study in which 
sonification was used to explore temporal 
patterns in mobile text message log data. 
The intent is to allow readers who are unfa-
miliar with sonification to understand its 
capabilities and limitations, as well as how 
they may apply sonification in their own 
research.

Introduction

Social media interactions consist of a broad 
variety of activities, such as posting, retweet-
ing, sharing, commenting and replying to 
status updates, personal messages, news arti-
cles and other forms of user engagement. 
Often, these interactions occur asynchro-
nously, allowing participants to choose when 
they initiate, respond to, pause, ignore, and 
conclude interactions. As a result, the time at 
which events occur can be a non-verbal cue 
of eagerness, engagement, thoughtfulness, or 
other qualities (Döring & Pöschl, 2009; 
Kalman & Rafaeli, 2011; Quan-Haase & 
Collins, 2008; Walther & Tidwell, 1995). 
Moreover, asynchronous digital interactions 
such as tweets, Facebook updates, or mobile 
text messages are intrinsically temporal, and 
logs of this data are almost always time-
stamped. By analyzing time-stamped interac-
tional data, researchers can develop insights 
into a variety of topics, such as how 
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interactions unfold over time, inequalities in 
the exchange of information, and personal 
network change over time.

The abundance of available logged data 
about social media interactions has created 
opportunities for new lines of inquiry and 
new styles of research. As a result, research-
ers can use this wealth of data to ask ques-
tions that are qualitatively different and 
develop novel analytic methods to address 
those questions. In this chapter we discuss 
the potential of data sonification – converting  
data into sound – for exploratory data anal-
ysis of time-stamped interactional data, 
such as that found in social media logs. 
Exploratory data analysis was popularized by 
Tukey (1977) as a set of methods for explor-
ing statistical data. In contrast to other sorts 
of statistical analysis, exploratory analysis 
does not address specific hypotheses, but 
rather is used to identify patterns, relation-
ships, and trends. Andrienko and Andrienko 
summarize that exploratory analysis ‘is about 
hypothesis generation rather than hypothesis 
testing’ (2006, p. 3). This makes exploratory 
analysis a suitable approach for discovering 
patterns and trends in the interactional data 
generated through social media and other 
forms of asynchronous digital communica-
tion. Exploratory analysis has been used by 
many researchers to study social media use, 
but most of this exploration has relied on vis-
ualization. Sound has particular potential for 
analyzing temporal patterns due to the inher-
ently temporal nature of sound (Neuhoff, 
2011), and sonification can offer a different 
and valuable perspective.

This chapter begins by explaining what 
sonification is and why it can be useful for 
analyzing interactional data. We then provide 
examples of existing social media sonifica-
tions to illustrate the current state of affairs. 
This is followed by a discussion of theoretical 
and methodological factors to consider when 
undertaking sonification-based research. 
Then we present a detailed description of a 
sonification-based study we conducted of 
mobile text message activity. In describing 

this study, we illustrate how the considera-
tions identified in the previous section can 
affect the process of conducting research 
with sonification. This chapter concludes 
with a discussion of future directions for the 
use of sonification to explore social media 
and other interactional logs.

Why use sonification?

Data sonification is a method of converting 
data into sound. This allows researchers to 
listen to patterns, values, and relationships 
within data in much the same way that data 
visualization allows researchers to see them. 
The commonly accepted definition is that 
‘sonification is the use of non-speech audio 
to convey information’ (Kramer et  al., as 
cited in Hermann, 2008, p. 1). Since data 
visualization is a more common approach 
than sonification, it may be useful to consider 
sonification as a relative of visualization. 
Tufte’s seminal work on data visualization, 
The Visual Display of Quantitative 
Information, begins by asserting, ‘Data 
graphics visually display measured quanti-
ties by means of the combined use of points, 
lines, a coordinate system, numbers, sym-
bols, words, shading, and colour’ (2001,  
p. 10). Like visualizations, sonifications per-
form the function of conveying information, 
but do so using an auditory rather than visual 
set of representational tools. As such, the 
simplest way to conceive of sonifications is 
as sound-based analogues of charts, graphs, 
maps, or other visualizations. Where visuali-
zations use points, lines, and other visual 
devices, sonification employs sounds with 
varying timbre, pitch, loudness, stereo posi-
tion, timing and rhythm, consonance and 
dissonance, and other sonic properties.

The most significant advantage of sonifi-
cation for exploring interactional social data 
is the inherent temporality of sound. While 
visual representations necessarily have a spa-
tial dimension, sound always unfolds over 
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time. Dayé and de Campo pointed out that 
this makes sonification excellent at convey-
ing sequential information (2006). Using 
sonification, data representing events that 
unfold over time, such as asynchronous social 
interactions, can be conveyed along their nat-
ural dimension, time, instead of spatially as 
most visualizations would place them. Even 
though it is possible to create temporal visu-
alizations that utilize animation, the human 
auditory system performs significantly bet-
ter with rhythmic perception and temporal 
resolution than the visual system (Neuhoff, 
2011). As a result, sonifications have the 
potential to effectively represent minute pat-
terns along the dimension of time.

Another advantage is that representing 
data as sound can draw attention to regularly 
occurring patterns that might be difficult to 
discern using other methods. Sonification has 
particular merit for trend analysis in which 
listeners identify overall patterns of increases 
and decreases in quantitative data (Walker & 
Nees, 2011, p. 21). According to Ferguson, 
Martens, and Cabrera:

Auditory representations can potentially extract 
patterns not previously discernible, and might 
make such patterns so obvious to the ear, that 
no-one will ever look for them with their eyes 
again. By capitalizing upon the inherently different 
capabilities of the human auditory system, invisible 
regularities can become audible, and complex 
temporal patterns can be ‘heard out’ in what 
might appear to be noise. (2011, p. 178)

One of the main functions of exploratory 
analysis is to obtain a new perspective of 
data. By perceiving data in new ways, one 
can identify patterns and features that are 
not evident using traditional methods. Many 
exploratory analyses of social media data 
have tended to favour visual exploration. In 
contrast, sonification promises to illuminate 
different aspects of the data, particularly tem-
poral dimensions for which it may be better 
suited than spatially oriented visual methods. 
By allowing researchers to perceive data in a 
novel way, sonification is conducive to gen-
erating new types of hypotheses.

Examples of social media 
sonification

Several researchers have used sonification to 
listen to social media data. This section pre-
sents a brief overview of significant works, 
illustrating the current state of social media 
sonification. These examples illustrate how 
sonification has been used for summarizing 
and analyzing logs of social media activity, and 
also point to areas for further development.

Detecting Anomalous Events with 
Sonification: Ballora et al., 2012

Ballora et  al. (2012) created an application 
that sonified stock market data alongside 
logs of tweets containing keywords related to 
those stocks. This sonification was used to 
make anomalous events detectable even to 
untrained listeners. Ballora et  al. tested this 
system using stock market and Twitter data 
related to technology companies leading up 
to and following the Apple Worldwide 
Developer’s conference in 2011. They found 
that test subjects who listened to this sonifi-
cation could easily identify changes in the 
data around the time of the conference.

This study demonstrated that sonifica-
tion can illuminate anomalous changes to 
data streams in a way that is apparent even 
to untrained listeners. Additionally, Ballora 
et al. demonstrated a novel approach to com-
bining data sources with very different levels 
of precision. The Twitter data, which utilized 
keywords such as ‘apple,’ was less precise 
than the stock market data. Specifically, it 
could be ambiguous whether particular tweets 
containing the keyword ‘apple’ were related 
to Apple Corporation, while stock market 
data was clear in this regard. As a result, 
they determined that small-scale changes in 
the Twitter data were unlikely to be reliably 
significant, and designed the sonification of 
tweets to focus on large-scale changes.

This was accomplished by condensing the 
Twitter data into fifteen-minute histograms 
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and allowing the sounds for each histogram 
to overlap somewhat, emphasizing overall 
trends rather than precise changes. Ballora 
et  al. described how the two soundtracks 
differed:

One soundtrack renders selected stock prices as 
rhythmically unique pulses, the pitches of which 
reflect stock price fluctuations. The second 
soundtrack maps selected keywords appearing in 
tweets to unique drone-like pitches, so that the 
appearance of a keyword is rendered as a simple, 
sustained tone at its associated pitch, at a particu-
lar amplitude. The result is a ‘sound cloud’ of bell-
like pulses and harmonically related drones. Periods 
of increased or decreased activity are easily percep-
tible as changes in the sound cloud’s density, 
timbre, and rhythmicity (2012, p. 1).

The use of two soundtracks illustrates how 
different sonification techniques can be suited 
to particular types of data. Ultimately, testing 
indicated that the sonification made signifi-
cant anomalies apparent. Future work of this 
sort may benefit by exploring techniques for 
sonifying subtler patterns and changes.

Twitter and Music: Ash, 2012; 
Bethancourt, 2012

In 2012 the International Community for 
Auditory Display (ICAD) – a central research 
community for the study of sonification – held 
a competition called ‘Listening to the World 
Listening.’ Entrants were invited to submit 
sonifications of the Twitter Music Trends data 
feed – a list of the top 50 trending artists on 
Twitter, updated every two seconds. The win-
ning entrant was Kingsley Ash’s ‘Affective 
States,’ which represented each artist with a 
distinct tone, then modified several audio fil-
ters for that tone based on the presence of 
emotion keywords in blog postings about the 
artist (Ash, 2012). Another project was Matt 
Bethancourt’s ‘The sounds of the discussion 
of sounds’, which played, in real-time, tones 
representing the amount of Twitter discussion 
about particular artists (Bethancourt, 2012). 
As an artist’s popularity waned, their tone 

would become quieter, potentially becoming 
silent if Twitter users stopped discussing them. 
Both examples produced a sonification that 
constantly shifted in relation to real-time 
Twitter discussions, and this allowed them to 
make use of the inherent temporality of sound.

Tweetscapes: Hermann, Nehls, 
Eithel, Barri, and Gammel, 2012

The Tweetscapes project (Hermann et  al., 
2012) was a real-time sonification of Twitter 
activity in Germany, hosted at www.tweet-
scapes.de. The sounds produced by this sonifi-
cation are described as ‘an interactive 
composition performed by Germany’s Twitter 
users’ (HEAVYLISTENING, 2012). The soni-
fication ran for three years, from 2012 to 2015. 
Tweets originating from Germany were soni-
fied in real time, with the sound for each tweet 
being modified according to parameters such 
as the number of followers for that tweet and 
its distance from the geographic centre of 
Germany (which determines reverberation and 
stereo panning). As well as a general stream, a 
hashtag stream is available in which hashtag 
keywords are distinguished by different sound 
samples and synthesis settings (Hermann 
et al., 2012). One of the goals of Tweetscapes 
was to make sonification more publicly known, 
which was achieved in part through integrating 
its sonifications in the nationwide radio pro-
gram, Deutschlandradio Kultur. Although the 
project received significant media attention, 
the researchers acknowledge that the question 
of Tweetscapes’ practical use was often raised, 
and commented that ‘the practical use is very 
limited’ (2012, p. 119). One of the limitations 
of Tweetscapes was the lack of interactivity. 
Users were not able to filter the selection of 
tweets they listened to, but instead would listen 
to the entirety of German Twitter activity. On 
the website, the sonification was combined 
with a visualization of each tweet overlaid 
onto a map of Germany. This provided addi-
tional context and made the sonification easier 
to understand.

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   408 08/12/16   3:54 PM

www.tweetscapes.de
www.tweetscapes.de


Listening to social rhythms 409

User-focused Sonification: Wolf, 
Gliner, and Fiebrink, 2015

In 2015, Wolf, Gliner, and Fiebrink proposed 
a model for data-driven sonification using 
soundscapes. Their goal was to facilitate end-
user involvement in the process of designing a 
sonification so as to make sonifications more 
useful for those users. They prototyped this 
model by sonifying Twitter data, and expressed 
that their design would build upon the tech-
niques of projects like Tweetscapes by allow-
ing users to ‘select the Twitter information 
they wish to monitor in real-time’ (Wolf et al., 
2015, p. 3). This effort to build a system in 
which users can select specific groups of 
Twitter data to be sonified in real time has 
significant potential for exploratory data anal-
ysis. Additionally, this system uses a simple 
sonification engine in which data is mapped to 
familiar sound samples, such as ‘bird tweet’ or 
‘running water’ rather than potentially unfa-
miliar sound parameters such as frequency 
and timbre (Wolf et al., 2015). These examples 
demonstrate multiple purposes for sonifica-
tion. The purpose of some of these projects is 
largely to evaluate and explore sonification’s 
potential, and/or to make sonification familiar 
to a broad audience. These projects also illus-
trate sonification’s usefulness for exploring, 
although there is room for advancement.

Considerations for sonification 
research

One of the most significant challenges for 
sonification is that interpretation can be dif-
ficult, particularly if the listener is unfamiliar 
with sonification. The following section dis-
cusses considerations for conducting explor-
atory analysis with sonification, particularly 
as pertaining to interactional data.

Tools for Sonification

For researchers who want to utilize sonifica-
tion techniques, the scarcity of available tools 

can be intimidating. Many sonifications are 
custom designed for specific research projects 
using complex software such as Max/MSP, 
SuperCollider or other sophisticated software 
or hardware synthesizers. However, it is also 
possible to build sonifications using tools such 
as Sonification Sandbox (2009) or the 
E-Rhythms Data Sonifier (2014).

Necessary Criteria

If a sonification is to be useful for analyzing 
data, it must have consistently and clearly 
defined criteria. Hermann (2008) has argued 
that four criteria are particularly important to 
meet this standard. According to Hermann, a 
sonification must reflect objective properties 
or relations in the input data, the transforma-
tion must be systematic, the sonification should 
be reproducible, and the system should be 
flexible to work with multiple sets of different 
data (2008, p. 2). These four criteria are con-
ducive for designing sonifications with data 
analysis in mind, since they emphasize the 
importance of representing data with rigour 
and reliability. To provide an example, a song 
whose composition is loosely inspired by a 
dataset would be unlikely to meet Hermann’s 
criteria (since a songwriter’s composition pro-
cess likely involves subjective, creative deci-
sions); however, an algorithmic transformation 
of that data into sound would qualify.

Appropriate Tasks

Some analytic tasks are better suited to soni-
fication than others. For example, point esti-
mation for a particular datum (e.g. identifying 
that the value is 1.0 exactly, not 0.9 or 1.1) 
can be very difficult using sonification (Smith 
& Walker, 2005). In addition to it being dif-
ficult to identify the value of individual 
points, comparing multiple points poses 
another challenge. Point comparison requires 
estimation of two distinct points, plus a 
memory task of comparing the values of 
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each. Walker & Nees (2011) theorize that 
point comparison should be more difficult 
than point estimation, but note that no empir-
ical tests have examined point comparison 
with sonification. The difficulty of point 
estimation (and theorized difficulty of point 
comparison) with sonification is worthy of 
consideration because this task can be 
straightforward using a chart or other visuali-
zation. On the other hand, trend analysis, in 
which listeners assess overall patterns in a 
data source, is well suited for sonification. 
Walker & Nees (2011) suggested sonifica-
tion is especially useful for trend analysis 
because ‘sound may be a medium wherein 
otherwise unnoticed patterns in data emerge 
for the listener’ (p. 21).

Furthermore, sonification is especially 
well-suited for exploring temporal and 
rhythmic patterns. As noted above, sound is 
inherently temporal, and the human listen-
ing system has far better temporal and rhyth-
mic perception than the visual system. For 
example, humans are typically able to hear 
gaps in broadband noise stimuli as short as 
2–3 milliseconds (Carlile, 2011) and at low 
frequencies it is possible to distinguish indi-
vidual events with durations as brief as 20–50 
milliseconds (Dombois & Eckel, 2011). This 
excellent temporal resolution bolsters soni-
fication’s utility for revealing patterns and 
anomalies that are difficult to perceive in 
other representations of the data.

Simultaneous Streams and Levels 
of Analysis

The simultaneity of sonification is advanta-
geous for representations of temporal data, 
but poses a challenge in how much data can 
be perceived at once. It is possible to listen 
to more than one stream simultaneously, but 
the difficulty of this task increases according 
to the complexity of the sound and the level 
of precision required to evaluate the sonifi-
cation. In Ballora et al.’s (2012) sonification 
of Twitter and stock market data, monitoring 

multiple streams simultaneously was 
required. However, the purpose of the sonifi-
cation was to detect significant anomalies, 
rather than to conduct precise analysis. 
Tweetscapes (Hermann et  al., 2012) – a  
real-time sonification of German Twitter 
activity – also presented multiple streams of 
data by sonifying various hashtags sepa-
rately, but is similarly not intended for ana-
lyzing minute patterns.

Listening to a very large number of streams 
simultaneously may lead the listener to per-
ceive them as a group, rather than as multiple 
individual streams. This is particularly likely 
if individual streams sound similar to one 
another. Whether one listens to the patterns 
of individuals or of the group as a whole has 
a significant effect on the types of observa-
tions that are possible. Group level analysis is 
best suited for identifying patterns of activity 
based around fixed points in time. For exam-
ple, one could observe overall trends such 
as large numbers of people tweeting about a 
particular event, exchanging text messages 
on New Year’s Eve, or tending to be more 
active on social media during the day than 
late at night.

On the other hand, when conducting group 
level analysis with sonification, individual 
patterns may be obfuscated amidst the noise 
created by multiple overlapping streams. If, 
for example, one individual sends five text 
messages each on Monday, Wednesday, and 
Friday, and another sends five text messages 
on Tuesday, Thursday, Saturday and, Sunday, 
a sonification in which these individuals’ 
streams were merged would indicate that five 
text messages were sent every day, without 
capturing further details about the individual 
patterns. Any sonification that amalgamates 
multiple individuals into a group level analy-
sis is likely to muddy individual patterns.

An alternative to listening to multiple 
audio streams simultaneously is to isolate 
individual streams. Listening to individuals 
engaged in dyadic interactions can reveal 
information that is obscured at the group 
level. When listening to individual streams, 
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comparing streams to each other requires 
switching between them. When performing 
this sort of switching, listeners should be 
careful to account for the human listening 
system’s need for time to adapt and become 
familiar with each stream (Hermann, Hunt, 
& Neuhoff, 2011). Ultimately, each level of 
analysis has its own advantages and disad-
vantages, and researchers should consider 
which is most appropriate based on the com-
plexity of the sound, and the type of patterns 
one is searching for.

Group analysis. Group level sonifications 
are most useful for identifying overall trends 
and patterns that are based around fixed 
points of time. Using group level analysis, 
it is possible to listen to large populations at 
once, and to gain a holistic perspective of cer-
tain trends within those populations. Because 
researchers can listen to a large number of 
individuals at once, results observed from 
group level sonifications are likely to be 
generalizable.

Individual analysis. Sonifications of 
individual patterns may allow researchers 
to observe patterns that would be obscured 
in group level analyses. Individual analysis 
offers the most precise resolution of the data, 
and may be useful for identifying subtle pat-
terns or patterns oriented around points in 
time that are relative to each individual. The 
challenge posed by individual level analysis 
is that listening to large numbers of individu-
als may be time consuming. As a result, for 
individual level analysis it is important to 
have an effective sampling strategy.

Dyadic analysis. Listening to interac-
tions between pairs of individuals may be 
particularly useful for interactional data, as it 
can allow researchers to investigate patterns 
of communication between two individuals. 
This has the same advantages and disadvan-
tages as individual level analysis, but can also 
draw attention to features such as the speed 
at which individuals respond to each other or 
who usually initiates communication.

Combinations. In some cases, it may be 
appropriate to combine multiple levels of 

analysis. This has the potential to reveal ways 
in which individual patterns relate to patterns 
among the larger population. For example, 
researchers could compare group level activ-
ity to an individual stream as a method of 
identifying ways that the individual differs 
from the group. Alternately, one could lis-
ten to a sonification of an individual’s social 
media activities alongside a group level 
of sonification of replies, shares and other 
responses to the individual’s activities.

Mapping Sounds

When listening to sonification it is neces-
sary to consider how some sounds can sug-
gest meanings independent of the source 
data (Grond & Hermann, 2011; Walker & 
Kramer, 2005). A sequence of notes in a 
major key may suggest a happier meaning 
than a minor key, regardless of whether a 
sense of happiness or sadness accurately 
reflects the information being conveyed. 
And a sonification that is thunderously loud 
suggests different emotional meanings than 
one that is meek, even if both represent the 
same data. Supper (2014) discussed how 
sound design can introduce emotional mean-
ings, using sonifications of natural phenom-
ena as examples. In some cases, she argued, 
the meaning conveyed by sound design can 
be conflated with the information from the 
source data. This has the potential to skew 
interpretations, but sonification designers 
can also take advantage of this to create 
sonifications that illustrate rich meanings by 
seeming to be true to the phenomenon being 
represented:

The sonification, for instance, of a volcano is dif-
ferent from the sounds that are emitted by the 
volcano itself. However, certain rhetorical, musical 
and technological strategies are used to suggest 
that the sonification represents something about 
the volcano that might not be immediately visible 
or audible from the volcano, but from deeper 
within it. It is not about sounding like a volcano 
per se, but about being true to the volcano – or 
rather, about allowing listeners to believe that the 
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sonification is true to the volcano. (Supper, 2014, 
p. 51)

Although Supper refers to a sonification of a 
volcano, the same principle is valid for soni-
fications of digital phenomena such as social 
media activities. One might choose to indi-
cate that a particular post was shared many 
times by adding reverberation and echo, or by 
modifying its pitch or loudness. The choice 
of mapping can often have a strong effect on 
how listeners interpret meaning, and some 
mappings will seem truer to the data than 
others.

As a consequence, even when a sonifica-
tion is systematic its designers have the abil-
ity to steer interpretations through aesthetic 
decisions. Sonification can convey a variety 
of subjective and emotional meanings, and 
this is exemplified in a special sonification 
issue of AI & SOCIETY that combined arti-
cles from both sonification researchers and 
artists (Sinclair, 2011). The artistic potential 
of sonification is in some respects at cross-
purposes to its scientific analysis applica-
tions. However, this is no different from other 
perceptualization methods such as visualiza-
tion. Just as a sonification can introduce bias 
through sound design, visualizations can 
suggest deceptive meanings through choice 
of colour, symbols, and scales. In both cases, 
researchers should endeavour to understand 
enough about the form to detect misrepresen-
tations where possible.

Training

An important consideration is that sonification 
is unfamiliar to many researchers. Whereas 
most researchers are familiar with at least 
some visualization techniques, sonification is 
much less common. Generally, listeners with 
musical ability or training tend to be more 
accurate than musically untrained listeners 
when interpreting sonifications (Neuhoff, 
Knight, & Wayand, 2002). However, even 
among sonification specialists, there are many 

cases where a common vocabulary of repre-
sentational techniques is lacking. As a result, 
usually at least some training is required for 
listeners to interpret a sonification (Walker & 
Nees, 2011). In some cases, sonification 
designers may include instruction manuals or 
specific training procedures. In all cases, it is 
advisable that listeners familiarize themselves 
with a sonification system before attempting 
to make new discoveries. One method is to 
listen to aspects of the data the researcher is 
already familiar with. Developing an under-
standing of how the sonification represents 
known patterns is a valuable step toward being 
able to discover new patterns.

Visual Cues

Finally, accompanying a sonification with a 
visual component can be useful to provide 
context and make the sonification more 
easily understood. Presenting sonification 
alongside a corresponding visualization can 
allow researchers to utilize the temporal 
strengths of sonification alongside the spatial 
strengths of visualization. For example, in 
the E-Rhythms Data Sonifier, researchers 
can click on a visually presented timeline to 
navigate through the data. And in 
Tweetscapes, the geographic origin of tweets 
is visualized by overlaying graphical repre-
sentations on a map.

Example: Sonifying 
asynchronous text message 
logs

In the following section we provide an exam-
ple of sonification being used to explore 
time-stamped interactional data (Further dis-
cussions of this study was presented in 
Jamieson, Boase, & Kobayashi, 2015a,b.) 
We used data sonification to conduct explor-
atory analysis of non-identifying smartphone 
logs of text messaging. This data is similar to 
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social media activity logs, which often cata-
logue asynchronous communication. The 
E-Rhythms Data Sonifier software (2014) 
was used to explore the data in several ways. 
The most fruitful exploration consisted of 
listening to the speed at which pairs 
responded to each other’s text messages, and 
considered how this related to relational 
dimensions including relationship role 
(family, co-worker, or other), discussing 
important matters, and trust. We discuss our 
exploratory process as an illustration of the 
strengths and challenges of using sonifica-
tion to explore communication logs.

Data Description

The data for this study was collected using the 
Network Navigator application, which respond-
ents installed on their Android smartphones. 
The application collected non-identifying 
voice, text, and email log data and correlated 
these logs with responses to on-screen survey 
questionnaires. These surveys included ques-
tions about recently contacted ties or communi-
cation partners, such as whether they were 
family members, whether respondents trusted 
them, and whether respondents discussed 
important matters with them. The full data set 
contained logs collected from 132 adults living 
in the United States in 2011 who explicitly 
consented to participating in the study. Our 
study focused on text messages and relied on 
responses to survey questions to provide infor-
mation about ties. We focused on text messages 
because our sonification method represented 
the number of events that occur, but did not 
indicate the duration of events. Moreover, the 
data did not contain the content of calls or other 
information that could have made it possible to 
infer communication patterns within each tele-
phone conversation. Consequently, text mes-
sages, which are discrete asynchronous 
communications, were better suited to our 
study. We limited our study to communications 
with ties where 1) the respondent answered at 
least one pop-up survey about that tie and, 2) at 

least one text message was exchanged with that 
tie. This narrowed our selection to 77 respond-
ents, who exchanged a total 11,215 text mes-
sages with 149 ties.

The E-Rhythms Data Sonifier

Exploratory sonification analysis was con-
ducted using the E-Rhythms Data Sonifier 
software, which was designed by the authors 
(as of this chapter’s publication, the Data 
Sonifier software is available for free down-
load at http://erhythms.utm.utoronto.ca/
software.html). A screenshot of the Data 
Sonifier software is shown in Figure 24.1. A 
time-stamped data file is loaded into the 
software, and a sonification is created to 
represent the amount of activity over time. 
Data can be filtered according to its con-
tents and sent to distinct sounding tracks. 
For example, incoming text messages can 
be represented with a different sound than 
outgoing text messages, or communication 
among family could be distinguished from 
communication with coworkers. After filter-
ing which data will be represented by each 
sound, the researcher chooses a length of 
time to be represented by each beat. Time is 
condensed, so a researcher might set each 
beat to represent one hour of activity, then 
play back the sonification at one beat per 
second. At each beat, a sound is triggered, 
representing the number of events that took 
place during that period. This makes the 
sonification akin to a histogram where each 
beat indicates the number of events that 
occurred over a given period of time. The 
more events that take place, the more intense 
the sound. Researchers can choose to indi-
cate this intensity with either loudness or 
pitch, depending which they think is most 
suitable for their data. In our study, the 
number of events was mapped to loudness; 
loud sounds indicated many text messages 
were exchanged, soft sounds indicated  
fewer text messages, and silence indicated that 
no messages were exchanged.
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In addition to sonification, the software 
includes a visualization component. The 
visualization makes it easier to contextual-
ize each sound in relation to overall trends 
and aids temporal navigation through the 
data. For example, our text message log data 
sometimes included periods of inactivity, and 
we used this visualization to quickly locate 
periods of activity without having to listen to 
long passages of silence.

Listening Method and Findings

When listening, we filtered data according to 
the results of survey questions. This made it 
possible to compare communication patterns 
among family to those among coworkers, or 
communications with trusted ties to those 
with untrusted ties. At first, we listened to 
entire groups at once. When listening at the 

group level, it was possible to identify patterns 
based around fixed points in time. For exam-
ple, we created a sonification that divided 
each day into four beats, and observed a rather 
musical pattern of three beats followed by a 
pause – one, two, three, (pause), one, two, 
three, (pause). The pause indicated that par-
ticipants rarely exchanged text messages in 
the middle of the night. Observing this 
expected pattern helped us to familiarize our-
selves with some of the types of patterns that 
sonification could draw forth. Group level 
sonifications were successful at revealing con-
sistent patterns such as a day/night cycle or 
bursts of activity around holidays, but could 
not illuminate individuals’ patterns. As dis-
cussed earlier, group level sonification tends 
to allow the patterns of individuals to become 
lost in a sea of group activity.

To be able to listen to communication 
between individuals, we randomly selected 

Figure 24.1 S creenshot of E-Rhythms Data Sonifier
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16 pairs, each consisting of one respondent 
and one of their ties, and listened to their 
texting activity at a dyadic level. To ensure 
we had enough activity to be able to listen to 
distinct patterns, we only selected pairs who 
had exchanged at least 100 texts between 
each other over the course of their saved logs. 
Within each pair, we assigned each indi-
vidual a distinct sound, so it was possible to 
distinguish between messages sent by each. 
The first pattern that became evident upon 
sonifying activity at this dyadic level was that 
response time varied considerably between 
each pair. Some pairs consistently replied to 
each other within a few minutes, while others 
took up to several hours to reply to text mes-
sages. A limitation of our listening was that 
we lacked information about the content of 
messages, which made it impossible to assert 
which messages were replies and which 
started new conversations. However, it was 
possible to infer that, for example, a mes-
sage that occurred after several days of no 
communication was likely to indicate a new 
conversation, and communications with only 
a few minutes between them were almost cer-
tainly part of the same conversation.

Previous research has suggested that tem-
poral cues such as time of day or the speed 
at which people respond to each other can 
be indicative of the intimacy of their rela-
tionship (Döring & Pöschl, 2009; Kalman & 
Rafaeli, 2011; Quan-Haase & Collins, 2008; 
Walther & Tidwell, 1995). Notably, Walther 
and Tidwell (1995) found that shorter 
response times to task messages such as work 
communications are likely to indicate more 
intimacy and eagerness than long response 
times, but that longer response times to social 
communications may indicate more intimacy 
than quicker responses. This is likely because 
intimate social partners may feel less pres-
sure to respond quickly. Building from this 
research, we recorded an estimated aver-
age response time for each pair then noted 
Pearson correlations between that estimated 
average response time and various measures 
of tie strength represented through the survey 

results. This preliminary analysis suggested 
three findings, which we formed into hypoth-
eses for further testing.

H1: Family members will have shorter 
response times than non-family.

H2: Ties who are trusted by respond-
ents will have longer response times than 
untrusted ties.

H3: Pairs who discuss important matters 
will have shorter response times than those 
who do not.

Statistical Testing

As stated earlier, exploratory analysis is 
better suited to hypothesis generation than to 
hypothesis testing. We conducted a statistical 
analysis to assess the validity of our 
sonification-generated hypotheses. First we 
identified messages that could potentially be 
replies (i.e. where the direction of communi-
cation changed) and generated a response 
time variable noting the time between these 
messages (n = 4,687). Because this variable 
included long gaps where the pair went up to 
days or weeks without communicating, we 
used a complete linkage cluster analysis on 
the response time variable to focus only on 
texts that could reasonably be considered 
direct replies. The cluster analysis allowed us 
to create groups of similar response times, 
and distinguish shorter response times that 
were likely to indicate replies from longer 
response times that indicated silences 
between conversations. Without viewing the 
content of messages, clustering was an 
approximate method of distinguishing replies 
from messages that initiated new conversa-
tions. We used this method because it pro-
vided a reasonable approximation to the 
more intuitive distinction that was made 
when listening to the sonification. Moreover, 
Kalman & Rafaeli (2011) stated that a pause 
of ten times the average latency constituted 
silence (and therefore a lack of reply) in 
online asynchronous communications. Our 
clustering method identified a cluster of 74% 
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of events (n = 3,487) with a mean response 
time of 216 seconds. The next largest cluster 
(n = 216) had a mean response time of 2,305 
seconds, over ten times that of the larger 
group, suggesting that this was a reasonable 
albeit rough method of distinguishing 
between replies and new conversations.

We then calculated the mean incoming and 
outgoing response time (in seconds) for each 
pair, and then calculated mean and median 
response times for the independent variables 
noted in our hypotheses. Since survey ques-
tions were answered only by one member of 
each pair (the respondent), incoming refers to 
messages sent to that respondent, and outgo-
ing refers to messages sent by that respond-
ent. These mean and median response times 
are listed in Table 24.1, below.

The mean response times observed through 
statistical analysis were consistent with our 
hypotheses, although H1 and H2 only appear 
to be valid for incoming responses. Median 
response times were less varied, and do not 
exhibit significance for H2 and H3, but are 
fairly consistent with H1. This suggests that 
the sonification testing emphasized variances 
among response times that were relatively 
long, and that differences among shorter 
response times were less correlated with 
how participants responded to the survey 
questions.

Statistical analysis was then used to 
examine the extent to which these findings 
applied to the large sample of 149 tie pairs. 

The results supported H2 and H3, but not 
H1. In fact, statistical analysis indicated that 
mean response time for family members was 
higher than for non-family – the opposite of 
what occurred among the 16-pair sample. A 
comparison of these statistical results to the 
sonification-generated hypotheses is pre-
sented in Table 24.2.

Discussion

Our analysis consisted of two stages. 
Exploratory sonification was used to gener-
ate hypotheses, which were then tested using 
statistical analysis. The fact that the hypoth-
eses generated through sonification were 
supported by the initial statistical analysis of 
the 16-pair sample indicates that sonification 
was generally successful at identifying pat-
terns within the data. It may have been pos-
sible to perform similar testing without 
sonification, but sonification was effective at 
highlighting response time as a variable for 
further investigation. In the dataset, each 
event was time-stamped, making response 
time an implicit variable. However, sonifying 
text message exchanges between pairs made 
response time explicit. This supports the 
notion that exploratory sonification can be an 
effective method for hypotheses generation. 
This also emphasizes the importance of con-
sidering different levels of analysis. Listening 
to the data at group, individual, and dyadic 

Table 24.1 M ean and median response times among sonified sample

Category Response time in seconds

Mean Median

Incoming Outgoing Incoming Outgoing

Family members 214 224 208 243

Not family members 476 205 214 159

Trusted ties 469 190 247 198

Not trusted ties 175 252 179 266

Discuss important matters 347 185 184 205

Do not discuss important matters 408 260 244 223
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levels highlighted different types of patterns 
in the data, but each level also had its own set 
of associated challenges.

One challenge was illustrated by the fact 
that mean response times among family 
and non-family were different between the 
16-pair sample that was sonified and the 
larger 149-pair sample. This indicates the 
randomly selected 16-pair sample was not 
representative in regards to H1. In order to 
make response time between pairs appar-
ent using sonification it was necessary to 
listen at a dyadic level, which increased the 
potential for sampling errors. Verifying our 
sonification-generated hypotheses using sta-
tistical analysis provided an opportunity to 
identify this error by analyzing the larger 
population of pairs at once. This allowed us 
to test the hypotheses among the whole sam-
ple in a way that would not have been feasi-
ble with sonification alone.

Future Directions

Sonification demonstrates potential for 
exploratory analysis of time-stamped interac-
tional data, but there is much room for future 
work. Ferguson, Martens, and Cabrera (2011) 
reflected upon the current state of explora-
tory statistical analysis using sonification:

It must be said that the current state of the art 
must be considered to be quite immature as yet, 
with many challenges for sonification research 
to tackle in the future. In fact, it might be pro-
posed that the best approach to take in design-
ing and developing statistical sonifications in 
particular would be one that includes critical 
evaluation of the results at each attempt.  
(p. 192)

While sonification has demonstrated ana-
lytic potential – especially with temporal  
information – there is still much to be learned. 
For this reason, sonification has more imme-
diate potential for hypothesis generation than 
hypothesis testing. Testing hypotheses gener-
ated using sonification will lead to a better 
understanding of the strengths and limita-
tions of sonification.

Among existing sonifications of social 
media it is common to present a real-time 
overview of activity. Typically these sonifi-
cations allow one to monitor activity and to 
notice large shifts or sudden changes. Some 
of these projects, such as Tweetscapes, were 
created with the goal of increasing awareness 
of sonification. For this purpose emphasizing 
broad, easily observable trends is a suitable 
strategy. Other techniques may be used to 
allow researchers to conduct deeper analyses. 
For example, encouraging temporal naviga-
tion such as rewinding, fast-forwarding, and 
looping would make it easier for researchers 

Table 24.2 H ypotheses generated through sonification compared to results of statistical 
analysis

Category Mean response time for each independent variable

Hypotheses from sonification Results of statistical analysis

Sonified sample (16 tie pairs) Sonified sample (16 tie pairs) Full sample (149 tie pairs)

Family members Shorter Shorter Longer

Not family members Longer Longer Shorter

Trusted ties Longer Longer Longer

Not trusted ties Shorter Shorter Shorter

Discuss important matters Shorter Shorter Shorter

Do not discuss important matters Longer Longer Longer
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to analyze specific temporal passages in 
detail. Additionally, allowing researchers to 
listen at different levels of analysis such as 
individual and dyadic would facilitate the 
discovery of different types of trends than 
can be revealed through group analysis alone.

Currently, a large portion of research 
papers about sonification have been written 
by researchers who are themselves engaged 
in creating or evaluating sonification meth-
ods (Supper, 2012). To support the field’s 
efforts at outreach into research domains, 
several designers have attempted to create 
tools that can be used by researchers who 
are not sonification specialists. For example, 
Grond designed a sonification tool for molec-
ular structures and dynamics, and distributed 
the tool as a plugin for a software package 
that his potential audience of chemists was 
already familiar with (as cited in Supper, 
2011, p. 256). This reduced the learning curve 
and allowed molecular researchers to use 
Grond’s sonification alongside their existing 
toolset. Forthcoming sonification plugins for 
statistical packages such as R may be suc-
cessful in allowing researchers to incorpo-
rate sonification (see e.g. Stone & Garrison, 
2013). Additionally, as discussed earlier Wolf 
et  al.’s work (2015) on involving end-users 
in sonification design has potential for broad-
ening the field by allowing users to design 
sonifications with particular applications in 
mind. Lastly, the E-Rhythms Data Sonifier 
(2014) is designed to use a limited number 
of relatively simple sound properties (primar-
ily time and volume), and can be used with 
almost any time-stamped data. This makes 
it a viable tool for social researchers who do 
not have prior expertise with sonification.

Researchers studying online communi-
cation benefit from an abundance of inter-
actional data, such as time-stamped logs 
of activities. The growth of generalized 
sonification tools provides an opportunity 
to explore this data in new ways. The high 
level of detail and large quantity of this data 
gives it the potential to illuminate patterns 
and trends that have not been apparent in 

other representations of data. Exploratory 
analysis is an important technique for uncov-
ering these potential patterns, and the time-
dimension present in much of this data can be 
well explored through sonification.
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Innovative Social Location-aware 

Services for Mobile Phones

B e r n h a r d  K l e i n  a n d  U l f - D i e t r i c h  R e i p s

We report on innovative social location-
aware micro services for mobile phones 
developed as part of the Mobile User 
Generated Geo Services (MUGGES) project. 
With these micro services users can tag their 
physical environment with textual comments 
and photos and share these with others. To 
gain a better understanding of user accept-
ance, empirical frameworks like the Technical 
Acceptance Model (Davis, 1989; Technical 
Acceptance Model, 2016) consider factors of 
user-interface and technology. Even though 
such frameworks are able to provide informa-
tion about common usage patterns, they fail 
in separating between short-term hypes and 
long-term user benefits. A common problem 
of user surveys is that they reveal not enough 
data about detailed user interactions and cor-
responding usage contexts. For this reason 
we implement and here describe a living lab 
that emulates and analyzes a realistic ecosys-
tem in an urban context. By installing a data 
logger application on cellphones, we can 

record service usage data, current context, 
invoked services, and content provided by the 
users. We analyze the usage patterns of the 
three micro services from the MUGGES pro-
ject both from a user-centric and community 
perspective. The living lab is shown to iden-
tify usability problems, gain data on charac-
teristic usage patterns and hotspots, and to 
evaluate MUGGES services’ effectiveness.

Introduction

Social media such as Facebook, YouTube and 
Twitter have empowered users by allowing 
them to produce and consume information 
(Bruns, 2008). This trend is now moving to 
mobile social services, which offer a natural 
way of supporting social interaction through 
mobile devices anywhere at any time. At the 
same time, mobile location-based services 
(LBS) like Foursquare appeared that enable 
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users to describe, rate and interact with urban 
spaces by location-aware services.

The Mobile User Generated Geo Services 
(MUGGES) project (Klein et al., 2012), funded 
by the European Commission’s 7th Framework 
Programme, went a step further from current 
mobile social location-based services (LBS) 
by providing a platform that allows users to 
not only create simple content but evolve them 
to micro services that embed complex busi-
ness logic like, for example, map navigation, 
blogs, and photo albums. In addition, users in 
the MUGGES eco-system provide their con-
tents directly from the mobile device, i.e. the 
mobile device evolves to be a server. Thus, 
mobile users turn into location-aware service 
super-prosumers (Klein et al., 2012), i.e. pro-
ducers, providers, and consumers of services 
and associated content from their mobile 
devices. In this chapter, we report on a living 
lab environment that was developed as part of 
the MUGGES project to extract and visualize 
environmentally embedded social behaviors 
from a continuous stream of usage data.

After this introduction, the remainder of the 
chapter is divided into six sections. Related 
research is presented in ‘Related work’ to pro-
vide the needed background. ‘The MUGGES 
system’ focuses on the MUGGES system 
itself, providing an explanation of the key 
topics behind MUGGES: the super-prosumer 
role of users, the service creation concept, 
the peer-to-peer architecture, and the location 
management. In ‘Methodology’ we describe 
the living lab concept (Bergvall-Kåreborn 
et al. 2009) employed to evaluate MUGGES 
in field studies conducted in Finland and Spain 
and a description of these studies. Finally we 
present the results and discuss the technology, 
usage and psychological experience. The final 
section summarizes and concludes the chapter.

Related Work

The MUGGES platform represents a mobile 
peer-to-peer system leading to fairly short-term 

and highly dynamic user communities. 
Evaluating such a complex eco system repre-
sents a major challenge. We conducted a litera-
ture survey to compare different approaches 
focusing on lab and field based studies and 
assessed their benefits and limitations.

Lab-based evaluation frameworks log 
information in a controlled environment 
using specific devices and specific users. 
The main advantage of lab-based frame-
works is the highly controlled environment 
and the inexpensive and simple data col-
lection. However, the context, which is the 
most influential factor in the mobile services 
field, is often not considered in lab-based 
research and it can hardly be simulated. For 
instance, people usually use cellphones less 
frequently or shorter in dangerous situations, 
stressful environments or simply during rain 
or in the winter. Simulation tools produce 
highly inaccurate results because they cannot 
adequately account for real-world contexts. 
Furthermore, lab experimenters and design-
ers of the usability tasks performed by the 
users often evoke situations that are unreal-
istic. Technologies might interact with par-
ticipant personality and thus bias the sample 
(Buchanan & Reips, 2001). The users may 
also add biased results during the execution 
of the experiments (Reips, 2006), because 
they suffer from problems such as test-anx-
iety (Cassady & Johnson, 2002): during the 
task performance a highly test-anxious per-
son divides the attention between self-rele-
vant and task-relevant variables; due to the 
self-focused attention, the user of the mobile 
service may not show real behavior. Further, 
in many task situations such as cellphone 
calls, it would be subjectively annoying for 
many users to be in a room being observed 
by researchers.

Alternatively, field-based evaluation frame-
works (see Table 25.1) capture information 
in real environments. They commonly use 
added cameras and human observers to cap-
ture information from user device interactions. 
For example, the User testing platform1 not 
only uses methods like a think-aloud verbal 
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protocol, but also records feedback how users 
perceive the study object by filming the face 
or recording comments with a webcam; finally 
it reproduces the user interaction at a given 
time through screen captures that can in a 
subsequent step be annotated with additional 
explanatory data like the current usage context. 
Another tool related to user testing is the Morae 
Observer2 tool. It captures all the above men-
tioned interaction data, indexes it to one mas-
ter timeline for instant retrieval and analysis, 
and then generates graphs of usability metrics. 
Another group of tools such as ContextPhone 
(Raento et  al., 2005) and RECON (Jensen, 
2009) are focused on capturing the context. 
They capture the surrounding environment 
through mobile sensors. This capturing tech-
nique retrieves a lot of real data without influ-
encing the interaction, but users are not asked 
to provide feedback. In order to add user feed-
back other tools like MyExperience (Froehlich 
et al., 2007) and SocioXensor (Mulder et al., 
2005) use techniques like self-reports, surveys 
and interviews in combination with capturing 
the context.

To sum up, to acquire valid interaction 
data about mobile services, it is essential 
to capture objective behavioral information 
to solve questions like ‘when?’, ‘where?’, 
‘how long?’, etc. users are really interacting 
with a service. These questions can hardly 
be determined in a lab-based framework. 

The field-based evaluation frameworks can 
provide deeper and more objective informa-
tion, but certain agents such as cameras and 
invasive evaluation methods (e.g. think-aloud 
verbal protocols) are counterproductive and 
have to be removed from fieldwork meth-
odology for the current purpose. In order to 
do so, the best way to capture interaction 
data is by registering information through a 
mobile device using an unobtrusive capture 
tool. This tool should log the context via the 
built-in mobile sensors and also log the key 
interaction events.

The MUGGES System

The MUGGES system was implemented as a 
hybrid peer-to-peer platform that is com-
posed of a micro service communication 
network and core network that forms the 
infrastructure backbone managed through a 
telecom provider.

Micro services and related content are 
stored on the phones of the end-users. They 
use the micro service communication net-
work to exchange data directly from phone-
to-phone, giving their users full control 
over their content at any time. Note that this 
approach is fundamentally different from 
commercial social media where the content 

Table 25.1 C omparison of analysis tools

Tool Capture Technique Reported Data Graph Visualization

User testing Screen, webcam and 
microphone

Interaction, user information 
and user feedback

Reproduce the screen, 
interaction

Morae Observer Screen, webcam, microphone 
and observer

Interaction, user information 
and user feedback

Reproduce the interaction and 
calculate graphs

ContextPhone Mobile sensing and interaction 
event logging

Interaction, device status and 
environment

Mobility pattern detection

RECON Interaction event logging and 
mobile sensing

Interaction, device status and 
environment

Trace data, analysis engine

MyExperience Wearable hardware sensing, 
mobile sensing, audio 
recording and user surveys

Interaction, device status, user 
information, user feedback, 
and environment

Performance analysis, SMS 
usage and mobility analysis

SocioXensor Interaction event logging, 
survey interview

Interaction, user, device status 
and environment

SQL database
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is hosted by providers such as Facebook and 
very often cannot easily be withdrawn.

Micro services automate the informa-
tion exchange between people by providing 
shared functions such as blogs, coordinated 
maps, and photo albums through the infra-
structure backbone of the MUGGES plat-
form. Especially while traveling people’s 
time for interpersonal communication is 
limited due to the need to monitor important 
environment changes. Micro services that 
automate this communication play an impor-
tant role to ease coordination and enable 
ongoing socialization even during traveling.

Telecom providers are responsible for man-
aging the MUGGES infrastructure including 
the micro service template repository, addi-
tional administration functions such as user 
management and accounting, and infrastruc-
ture services like location management. This 
hybrid peer-to-peer architecture was chosen 
by one Telekom provider from the project 
consortium to enable a smooth integration 
with existing social media platforms.

Mugglets

Figure 25.1 shows screenshots from MUGGES. 
Within MUGGES micro-services are called 
mugglets and they are small and independent 
location-based social services hosted in the 
mobile terminal and provided from the mobile 

device to another mobile device. The advan-
tage of mugglets is that users can correlate 
digital information with places. MUGGES 
provides predefined templates that can be cus-
tomized to personal preferences. We distin-
guish basic and mashup templates, where the 
latter combines functionality from one or more 
basic templates. The following three mugglet 
templates have been designed within the 
MUGGES project to show their benefits:

•• muggesNote: This mugglet template allows the 
publishing of a short message with a photo refer-
ring to a specific location. The physical location of 
the user is automatically obtained by the position-
ing service of the mobile phone during the creation 
process. Such a message can describe physical 
objects like a building or can be used to refer to any 
comments related to activities usually performed 
at this location. Other users can then retrieve these 
messages at this location (see Figures 25.1a and b).

•• muggesJournal: The main objective of this mug-
glet template is to maintain a journal attached 
to the current position of the user. This mugglet 
template represents a mashup as it contains a set 
of semantically related muggesNotes, for example, 
‘my soccer tournaments’, maintained by a single 
author and ordered by date. Each muggesNote has 
its own location (see Figure 25.1c), so a mugges-
Journal can combine notes from several locations.

•• muggesTrail: This mugglet template is also a 
mashup that allows users to define routes with 
information about places along the routes by 
adding sequence of muggesNotes (a starting 
point, intermediate points, and a goal) arranged 

Figure 25.1  MUGGES Application interfaces – a) muggesNote, b) muggesNote photo view,  
c) muggesJournal, d) muggesTrail, e) muggesRace
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in a specific geographic order. This kind of mug-
glet template allows users to see the directions 
from their current location to the next point on 
the route, with the aim of guiding them to the end 
of the route without trouble (see Figure 25.1d).  
A typical scenario could be recommending tours 
to tourists in a given city. The muggesRace tem-
plate is a slightly modified version of the mug-
gesTrail template that uses spatio-temporal data 
to organize jogging competitions.

Service Creation, Provision, and 
Consumption

After installing the MUGGES platform users 
can create their own mugglets, or query for 
existing ones and install them on their 
cellphones.

Users create their own mugglets by down-
loading templates and modifying them. The 
mugglet creation for mashups is very simi-
lar, but with the difference that previously 
created muggesNotes can be added to it. We 
made a big effort to generate an intuitive ser-
vice creation process. A software installation 
wizard-like approach was adopted that uses 
templates to keep the overall duration for the 
creation of micro services for the user to an 
absolute minimum. This wizard guides the 
user in the template customization process by 
providing forms in a specific chronological 
order (see Figure 25.2). Templates basically 
consist of four parts:

1	 Mugglet profile for service discovery: the pro-
file contains the mugglet name, keywords, and 

describes minimum requirements for service 
installation.

2	 Mugglet content objects. Mugglet content can be 
any text description, user comment, or multime-
dia object like a photo. Metadata associated with 
content objects define the content appearance 
and access in the mugglet.

3	 Execution logic such as chat functions, blog man-
agement, map navigation, and photo services. 
The execution logic retrieves and represents 
content on the user interface.

4	 User interface representation that includes style 
sheets for chat, blogs, maps and photo albums. 
Each mugglet has its own user interface and may 
contain several elements like buttons, text fields, 
maps and image controls.

Once mugglets have been created from one 
of the three templates they can be published 
and are searchable via the query interface. 
For querying of existing mugglets, users may 
apply a keyword-, a template- or a map-
based search method to identify interesting 
mugglets. After downloading and installing 
the mugglet on their device users can execute 
the mugglet. Communication is then handled 
directly between the mugglet provider and 
the consumer. Always, mugglet providers 
keep complete control over their mugglets 
and can terminate them at any time.

User-aware Location  
Technology

Mugglets are connected to the physical world 
through location references. These location 
references become a crucial filter to search 

Figure 25.2  Mugglet creation wizard
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and access mugglets (Kaasinen, 2003). 
Managing locations can be complicated due 
to different interpretations by humans. It is 
the responsibility of the MUGGES infra-
structure to find out the user location by 
interpreting different location specifications. 
In contrast to machines, people use different 
mechanisms to represent location data. While 
computers use numerical representations, 
people use concepts and landmarks, for 
example, near the station, at the museum, in 
the market area. Hence, the MUGGES infra-
structure has to correctly interpret expres-
sions at a semantic level and accordingly 
execute them on the technical layer. The 
MUGGES location concept distinguishes 
between physical, symbolic and semantic 
locations and has been described earlier in 
(Klein et al., 2013), or see (Becker & Dürr, 
2005), for a more general description:

•• Physical: A point in a reference system (it might 
be accompanied by a geometric bounding shape). 
In geographic systems this is typically expressed 
through latitude, longitude and altitude coordi-
nates, for example, the city center of Bilbao, Spain, 
is located at latitude: 431525, longitude: −25524, 
altitude: 19m.

•• Symbolic: A human-readable and understand-
able textual description of a location, for exam-

ple, ‘University of Konstanz, Germany’ or ‘The 
Netherlands’. See also Becker and Dürr (2005) for 
a more specific description.

•• Semantic: A machine-understandable location 
expression upon which location-related infer-
ences can be undertaken, for example, the 
University of Deusto lies in the city of Bilbao, 
which in turn is located in the Basque Country, in 
Spain and so on.

Conventionally, only one of those facets is 
specified while searching for mugglets, for 
example, either the physical location or the 
symbolic description. It is the MUGGES 
infrastructure that translates, if possible, 
among the different instances of location 
specifications so as to fulfill the requested 
location-related tasks.

Methodology

The assessment of the MUGGES system is 
based on a living lab concept (Bergvall-
Kåreborn et al., 2009). A living lab is an open 
innovation ecosystem, where different tech-
nology providers and end-users collaborate 
in a realistic environment with the goal to 
achieve best product quality. The idea of 

Figure 25.3  Study design overview
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living labs originated from the domain of 
ambient intelligence, where real life study 
situations play a key role for successful 
evaluations. The strength of such an approach 
lies in the close engagement between end-
users and service providers. Survey and 
usage data is collected with the aim of con-
tinuously improving the technology.

Study Design

In order to learn more about the benefits of a 
mobile location-based service approach, we 
use surveys to gain information on users’ 
perceptions regarding the MUGGES technol-
ogy and log data analysis to compare these 
with real MUGGES usage (see Figure 25.3). 
Self reporting of phone usage, a widely used 
method (Boase & Ling, 2013), most likely 
leads to under reporting as MUGGES auto-
mates social coordination in the background. 
It can also not explain why people seemingly 
have not used MUGGES in certain situations 
where context data suggest they did. We 
believe that this combined survey plus log 
data analysis approach is suitable to evaluate 
technology and the functioning of the system.

For the survey we created a simple ques-
tionnaire based on the Technical Acceptance 
Model (Davis, 1989), the most widely 
applied model of users’ acceptance and usage 
of technology (Venkatesh, 2000). According 
to Wikipedia (Technical Acceptance Model, 
2016), the TAM model represents an exten-
sions of Ajzen and Fishbein’s (1980) theory 
of reasoned action and considers the use-
fulness of a service and the ease of use as 
primary factors to influence technology adap-
tion. Malhotra and Galletta (1999) observed 
that TAM applied to collaborative systems 
like MUGGES lead to more robust belief 
structures (perceived usefulness and per-
ceived ease-of-use) if social influences such 
as feeling of compliance or identification are 
considered. Perceived usefulness describes 
to which level persons believe that using a 
given technology would enhance their task 

performance. Perceived ease-of-use, on the 
other side, refers to the degree to which a per-
son believes that using a technology would 
free them from effort in contrast to alternative 
approaches.

In case of MUGGES, the usefulness is 
related to various sub-aspects like service 
creation, provision, discovery and consump-
tion. Perceived ease of use describes the 
degree to which a user expects that using 
this service is free of effort. Normally these 
include different aspects of interface learn-
ing, memorization and efficiency. Because 
the user interfaces in MUGGES follow het-
erogeneous approaches, the mugglet creation 
kit and mugglets are evaluated separately. For 
the log file analysis we combined data from 
the data logger with general user and mugglet 
data managed by the MUGGES system. Thus, 
aspects of the user interface, events and mug-
glet execution states stored on different serv-
ers can be correlated. Examples for log data 
are (Reips & Stieger, 2004, also see Stieger & 
Reips, 2010): service start and stop times, UI 
events, for example, buttons pressed, screen 
transitions, any changes in settings and 
erroneous data entries, exceptions and any 
unexpected system behavior. All the events 
registered in the logs contain geo coordinates 
and timestamps. This time and location data 
is used to identify characteristic spatiotem-
poral mugglet usage patterns of individual 
users. Timestamp information allows us to 
speculate about preferred usage times on an 
hourly or weekly basis. Grouping events from 
location data can reveal usage hotspots. The 
resulting spatial cluster structure can reveal 
if study participants prefer to use the system 
in a carefully planned or rather spontane-
ous manner. People who carefully plan their 
MUGGES tagging activities tend to describe 
places that they have visited multiple times 
before and know very well in advance, result-
ing typically in a very limited number of high 
quality muggesNotes. This is in strong con-
trast to a person that uses MUGGES rather 
spontaneously and seems to explore the envi-
ronment. Such a person obviously creates 
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more scattered muggesNotes and keeps most 
of them, even if he or she doesn’t perceive 
them later as good choices. The high effort to 
delete a muggesNote may be one reason why 
later editing activities were rarely observed.

Because MUGGES represents a social net-
work, it is interesting to gain more informa-
tion about the communities formed around 
specific mugglets. Interesting aspects are 
the average size and duration, but also the 
number of active users in such communi-
ties. Therefore, user and subscription data is 
aggregated for each mugglet in order to cal-
culate the average community size, average 
provision duration and provider-consumer 
ratio. Finally, a functional analysis is con-
ducted. By analyzing entire user task chains 
from service creation over editing to the pro-
vision of mugglets one can learn how people 
deal with time constraints or what worka-
round they find to compensate problematic 
usage situations.

User Groups

When the evaluation studies were prepared, 
the MUGGES platform was still in an early 
development stage, so it was decided to ask 
technically experienced users for participa-
tion. The assumption hereby was that partici-
pants with a technical background would be 
more likely to cope with problems and could 

provide more adequate feedback. For the first 
study, 8 participants were selected from a 
group of IT professionals in Finland. 
Although we actively tried to recruit a gender 
mixed sample, we found no female volun-
teers in Finland. All Finnish participants were 
in the age of 25–35 and were employed at the 
VTT research institute. In Spain, it was 
decided to select 17 computer science stu-
dents from the University of Deusto, where 
the prototype had been developed. All stu-
dents were between 20 and 26 years old and 
mostly men (only two of them were female).

A pre-study questionnaire about their 
cellphones and past experience with mobile 
applications showed that both participant 
groups can be considered early adopters as 
defined by Rogers (2003). All participants 
were equipped with smartphones offering 
features for embedded Wifi networks, GPS3, 
camera and music players (see Figure 25.4a). 
At the time of interviewing they used various 
mobile applications that utilized the built-in 
camera and GPS systems and frequently used 
web applications. Spanish participants spent 
more money for their mobile phones than 
Finnish participants (see Figure 25.4b). This 
could be a hint that Spanish participants see 
mobile phones as a primary means to coor-
dinate their life whereas Finnish participants 
mainly rely on their desktop PCs. However, 
due to the confounds between the two sam-
ples (for example of age) it is impossible to 
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Figure 25.4  a) Personal phone features 	        b) Monthly spending on personal phone
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determine if this is a national difference or 
an age difference or something else (e.g. cli-
mate). Almost all participants live in densely-
populated areas: in the center of a city or 
close to it (see Figure 25.5a). Most partici-
pants travel around 11–50 km to get to their 
company or university (see Figure 25.5b). 
Such a travel distance with public transporta-
tion may take around 30 minutes. This time 
frame is certainly enough to check on indi-
vidual mugglets or even maintain them. High 
average travel distances of the Spanish stu-
dents resulted from some participants com-
muting every day between different cities, for 
example, between Victoria and Bilbao. We 
assume that people who commute have a high 
interest in any application that helps them to 

get familiar with the city in which they study 
or work and discover new things to do in it.

Field Trials

A technical and functional explorative field 
trial was executed in Espoo (Finland) and 
Bilbao (Spain) to obtain necessary data for 
the MUGGES evaluation. Whereas the tech-
nical trials aimed to evaluate the peer-to-peer 
concept and the location technology, the 
functional trials focused on the evaluation of 
usage patterns.

The MUGGES infrastructure in both tri-
als was provided from a server installed 
and operated in Spain (see Figure 25.6). 
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Because all time critical MUGGES tasks 
are handled directly between the devices, 
delays through the provision of MUGGES 
infrastructure services via the Internet are 
negligible. A location model for both trial 
sites was created to symbolically represent 
all major indoor locations. These include 16 
different places, for example coffee places, 
vendor machines, and meeting rooms within 
the VTT building complex and the engineer-
ing building of the University of Deusto. 
Each place had been equipped with visual 
markers (QR codes4) at convenient places, 
for example, walls close to the entry points 
to enable indoor positioning. For outdoor 
positioning, the standard GPS system was 
used. Participants were encouraged to test 
the application freely also elsewhere in the 
city, in order to gain as much information as 
possible for technical and functional evalu-
ation. In order to achieve a critical mass of 
mugglets for the service discovery the trial 
area was narrowed down to a set of shared 
and frequently visited places identified in an 
interview with all participants before each 
experiment. For the field trials, users were 
given Nokia 5800 XpressMusic touch screen 
smart phones with preinstalled and precon-
figured MUGGES software. All the phones 
had a small touch screen, embedded GPS, 
and a prepaid 3G/3.5G data connectivity that 
allowed 0.4–6 Mbit/s downlink data trans-
fer. The MUGGES software included the 
MUGGES creation and execution kit to cre-
ate and consume mugglets.

At each location, the study began with a 
kick-off meeting, during which the MUGGES 
system was presented and demonstrated. 
Afterwards, participants were able to experi-
ment with MUGGES in a one day training 
session, also to achieve truly informed con-
sent about all aspects of the system, including 
data sharing. In each trial site different indoor 
and outdoor experiments were organized, 
which all concluded with a small competi-
tion at the end. In early phases of each trial 
participants were asked to create and con-
sume muggesNotes, whereas in later stages 

they were asked to preferably utilize mashup 
mugglets. The competition was conducted to 
emulate a stress test for the MUGGES infra-
structure. This was achieved by rewarding 
highly active users or users with the largest 
or most popular mashup mugglets. During 
and after the trials, data from the following 
sources were collected for the evaluation:

•• Mixed-mode mobile surveys: An online question-
naire was designed, which each trial participant 
was asked to answer before and after the experi-
ment. Each dimension of the questionnaire is 
further defined through several MUGGES specific 
aspects (see ‘The MUGGES system’). Participants 
were asked to respond to questions on a five 
point rating scale, from strongly agree to strongly 
disagree (see Table 25.2). This online ques-
tionnaire was further complemented by open 
questions to obtain additional information, for 
example, suggestions from the study participants.

•• Event and error logging: During the study a 
data logger software that was installed on 
the smartphones recorded MUGGES events and 
error messages. These data were later used to 
reconstruct MUGGES usage, usage contexts and 
problem situations. After each experiment the log 
files were collected from the mobile phone and 
uploaded to a repository in the Internet. For ethi-
cal reasons, user identifying data (e.g. student 
name) and MUGGES log file data (e.g. mugglet 
specific events like taking a photo) were strictly 
separated.

Results

Technical Acceptance Analysis

In order to present the overall user acceptance 
of the MUGGES system in one single figure, 
all measurements are represented in a histo-
gram graph. The centre of the graph repre-
sents values indicating high user acceptance 
and the edge of the graph low user accept-
ance. Figure 25.7 shows the feedback for the 
Spanish user group. One graph represents the 
first overall impression the MUGGES system 
left after an initial introduction and another 
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graph the overall long-term benefit perceived 
by all study participants towards the end of 
the trial. In the following we will analyze 
each dimension and combine them with the 
feedback obtained through the problem 
reporting tool and focus interviews:

1. Perceived usefulness: All study par-
ticipants saw great long-term benefits in 
the MUGGES concept. The creation, provi-
sion and discovery of personal services is 
definitely seen as useful in an everyday life 
scenario, as all these service management 
aspects were rated with 2.0 or even better. 
Mugglets seem to improve sustainably par-
ticipants’ orientation in cities (mean value  
of 1.5) and encourage networking between 
people (mean value of 1.5).

2. Perceived usability: For the usabil-
ity dimension we separate between user 
interfaces of the MUGGES platform and 
mugglets, as they are designed differently. 
Whereas the mugglet user interface has been 

well designed for the mobile usage, people 
were disappointed with the service creation 
wizard. Obviously, pictures from the plat-
form user interface looked more appealing 
on the MUGGES presentation and the task 
flow appeared more efficient during demo 
(see mean value difference of 3.25 − 2.25 = 1 
between first time and long-term impres-
sion). Developers felt that the service crea-
tion process is quite complex and thus best 
represented through a wizard approach. The 
positive user feedback regarding interface 
learning (M = 1.4) and interface memorizing 
(M = 1.3) shows that a guided service crea-
tion approach is welcome. Nevertheless, the 
user interface was not completely designed 
from an end-user´s perspective, as it did not 
consider sufficiently the efficiency (M = 3.6) 
to create micro-services. Task efficiency (e.g. 
time to create a service) is a highly critical 
aspect especially in situations while moving 
from one place to another.
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Log Data Analysis

Log data analysis has long been a fruitful 
method of Internet-based and mobile research 
(Reips, 2006; Reips & Stieger, 2004). Based 
on the data obtained during the study, we ana-
lyzed MUGGES usage and its workflow. 
Mugglet usage was the highest (90 created 
mugglets per day) in the initial days of the 
study and dropped slightly in the remaining 
time (around 75 created mugglets per day). 
During weekends, MUGGES was rarely used, 
since many students were living outside of the 
trial area. Far away from the trial area, the spa-
tial coverage of mugglets was too low and the 
social networks supported with MUGGES too 
sparse to create sustainable interest to use the 
system. Also, the technical support was some-
times not available in case MUGGES was not 
working properly. From the interviews per-
formed at the end of the study, it is inferred that 
most of the study participants would use 
Mugglets once a day. This is a value similar to 
other social media applications of this type 
(Chan et  al., 2014). Study participants men-
tioned distractions from the weather, the envi-
ronment, and unstable implementation and 
major reasons to refrain from MUGGES usage. 
In the following we report more detailed obser-
vations in respect to the MUGGES workflow: 

1	 Mugglet Creation: During the Finnish and Spanish 
studies a total of 536 (149/387) mugglets were 

published. In the following we take a closer look 
at the spatial distribution of the MUGGES activi-
ties in the area of Bilbao (Spain) and Otaniemi 
(Finland). The location information recorded 
during creation-and-editing events is used to 
visualize these MUGGES activities. Figure 25.8 
visualizes spatial usage patterns.5 The size of a 
circle is correlated with the number of similar 
events in that location. Most creation events were 
centered around the university campus and the 
VTT buildings, which had been equipped with 
indoor location mechanisms like the visual mark-
ers. Participants also explored surroundings in the 
direct neighborhood. These were sports places, for 
example, a soccer field, leisure places (e.g. coffee 
shops and bars), and in some cases even par-
ticipants’ individual home locations. One striking 
aspect is that the hotspots observed were much 
more widely distributed for Spanish participants. 
We account this to 1) a larger group size, 2) better 
weather conditions, 3) technical reasons (e.g. 
redesigned creation wizard and improved robust-
ness) as the service creation process in the Spanish 
version was significantly shorter and thus occurred 
more spontaneously. In both groups, most mug-
glets were of the type muggesNotes, 84% in 
Otaniemi and 53% in Bilbao. This large proportion 
of muggesNotes is not surprising because they 
represent the basic building blocks of mashup 
mugglets. Other mugglet types were created as 
follows. In Finland 7% muggesJournal mugglets 
and 6% muggesTrail mugglets and in Spain 30% 
muggesJournal mugglets and 30% muggesTrail 
Mugglets (see Figure 25.9a). The significant differ-
ence of mashup creation in Otaniemi and Bilbao 

Table 25.2  Questionnaire items with underlying dimensions and indicators

Dimension Indicator Measurement

Usefulness Service creation Sufficient service creation support?

Service provision Importance of service provision?

Search power Search tools powerful enough?

Orientation benefit Benefit for finding places, people and information?

Networking benefit Benefit for meeting new people, coordinate meetings and 
knowledge sharing?

Usability Platform user interface Attractivity of Platform Interface

Mugglet user interface Attractivity of Mugglet Interface?

Interface learning Easiness to learn MUGGES usage?

Interface efficiency Satisfaction with user interface efficiency?

Interface memorizing Easiness to remember user interface interactions?
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can be explained with the fact that the creation 
wizard for mashups was significantly improved 
before the Spanish group began with the study. 
During the interview after the trials, users felt 
that mashup creation is a powerful feature and 
encouraged us to extend MUGGES by allow-
ing the re-usage of notes from other users, and 
by pre-creating mugglets for well-known places. 
Figure 25.9b shows that most mashup Mugglets 
contain between two and seven mugglets, while 
the majority of all mashup mugglets had a length 
of four muggesNotes. As the mugglet creation 

process represents a certain effort and the overall 
usage times during a move from one place to 
another are usually limited, mashup Mugglets 
in general may not grow very large. Participants 
reported that their devices became significantly 
slower with the increasing size of mugglets.

2	 Mugglet Provision: Originally mugglets 
were designed mainly for short-term usage. 
Surprisingly, mugglets were used for much longer 
times, only around 33% of mugglets were pro-
vided for several hours and 17% for several days 
(see Figure 25.10a). The remaining 50% were 

Figure 25.8 C reation and editing hotspots in Bilbao. The circle size corresponds with the 
number of similar events in the same location

Source: Logging data of Spanish study.
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used much longer. Study participants reported 
that they wanted their mugglets to be active for 
a longer time frame dependent on the feedback 
they obtain from others (19%), the event related 
with the mugglet (6%) and the intended audi-
ence (6%, see Figure 25.10b). Most of the time 
the provision duration was limited by the battery 
consumption (38%) or execution speed. The 
popularity of mugglets can indirectly be meas-
ured by the number of subscribers. Naturally, only 
small friend groups of not more than two to three 
users subscribed to the majority of mugglets (see 
Figure 25.11). A small proportion (around 10%) 
of mugglets attracted a large audience of up to 
15 people. Considering the fact that the study 
group size was 17 people, this is quite a large 
value. Even though the sample was small, there 
was clear evidence of participation inequality in 
the study. This rule in summary means that ‘In 
most online communities, 90% of users are lurk-
ers who never contribute, 9% of users contribute 

a little, and 1% of users account for almost all the 
action’ (Nielsen, 2006).

3	 Mugglet Discovery and Consumption: Data reveal 
that the MUGGES system was mainly utilized to 
coordinate pleasure activities during spare time 
periods in the afternoon and in Spain also during 
the night. MUGGES usage during work has been 
rather neglectable as the location-based nature 
of mugglets unfolds their value while people are 
on the move. The majority of the searches in early 
trial phases were category based, for example, 
participants searched for muggesNote, as this was 
the most simple way of identifying adequate mug-
glets with only a few out there. With an increasing 
number of mugglets the result lists became longer 
and the identification of the right mugglet more 
difficult on the small screen of the smart phone. 
Study participants compensated for this by explor-
ing more advanced search methods, for example, 
the keyword-based search (15%) or the map-
based search (31%, see Figure 25.12a). Specific 

Figure 25.10  a) Measured provision duration        �b) Reasons to stop provision 

Source: Logging/survey data of Spanish study.
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preferences for topics could not be detected (see 
Figure 25.12b). People showed similar interests in 
all different daily city activities, for example, shop-
ping, restaurants, sports and nightlife.

Discussion

Interpreting the service creation, provision 
and consumption patterns revealed further 
aspects, which were often backed by the 
feedback we obtained from the interviews.

First, the number of created mugglets 
found at a certain location depended strongly 
on the time taken to create them, espe-
cially during bad weather conditions or in 
darkness. For instance, during rain, people 
look for spaces where they can take shelter 
whereas during the night people seem to 
prefer spaces with light, for example, a bus 
station. Heterogeneous creation and editing 
event locations show that people in many 
cases did not have enough time to complete 
the mugglets. One major reason was the 
limited responsiveness of the touch screens 
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at the time, when touch screen technology 
was in early development. The Nokia 5800 
XpressMusic was released in November 2008 
and used a resistive touch screen technol-
ogy that relies on a stylus as an input device 
instead of capacity based touch screens com-
mon in today’s smart phones that can be used 
with fingers. People compensated for this 
problem through a two-step creation process, 
first taking a photo and tagging it with the 
current location and then editing the content 
in a more convenient location, for exam-
ple, at restaurants, cafes or public transport 
stops. For other social media like Facebook 
and Instagram this behavior observation may 
be less obvious as the overall mugglet crea-
tion process is more complex and thus takes 
more time. Because the participants often 
employed such a two-phase task flow for 
creating and editing mugglets, there was a 
clear need for providing private work space, 
which enables users to publish mugglets only 
when they were finalized. Above that, partici-
pants suggested replacing the creation wizard 
with a simple form, as scrolling is faster than 
skipping through multiple wizard screens. 
A consequent reuse of user profile data and 
community data were further suggestions to 
make the creation process more efficient.

Participants created mugglets not only for 
their friend groups, but also for larger audi-
ences (49% public mugglets). Attracting a 
larger audience is not easy and requires a lot 
of effort, for example, nice photos, interest-
ing descriptions or frequent updates. During 
focus interviews people requested social fea-
tures like mugglet recommendations/ratings, 
but also real time features like update notifi-
cation to give authors better means to address 
a larger audience or increase the popularity of 
their mugglets. A frequently mentioned key 
strength of MUGGES has been that it keeps 
people much more effectively connected, for 
example, by sharing popular locations and 
paths while on the move. An analysis of the 
technical context during the mugglet provi-
sion demonstrated that the energy usage 
and bandwidth consumption often limit the 

provision duration. An alternative implemen-
tation could consider a hybrid peer-to-peer 
approach where mugglets were hosted in 
the cloud but still managed from the users’ 
mobile phone. This solution would probably 
resolve many shortcomings related to the 
peer-to-peer communication.

During the focus interviews study partici-
pants told us that they envisioned two differ-
ent mugglet discovery use cases. In the first 
case participants tried to explore mugglets 
by topic in order to decide to which places to 
go. This mugglet exploration task happened 
mainly in indoor locations, for example, uni-
versity or VTT campus areas where working 
with a mobile device was convenient. In the 
second case, participants often explored with 
the map based search method the surrounding 
neighborhood (outdoor locations) to see what 
other attractions exist in the proximity.

Conclusion

In this chapter we presented a framework for 
evaluating and ultimately for designing inno-
vative social location-aware services for 
mobile phones. As an example, we reported 
on an evaluation of the MUGGES project. A 
living lab is an open innovation ecosystem, 
where different technology providers and 
end-users collaborate in a realistic environ-
ment with the goal to achieve a best possible 
product quality. In order to get a general idea 
about how people accept the super prosumer 
model and perceive the peer-to-peer and 
location-based concept behind MUGGES, 
we conducted a questionnaire study and 
combined the data with log data. The first 
impression after the kick-off meeting was 
very positive because the super prosumer 
concept was envisioned as a very powerful 
feature by participants. Even though the 
user interface impressed the study partici-
pants in the beginning, people detected 
several shortcomings later, especially some 
related to the creation wizard, the mugglet 
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query tool, and the peer-to-peer service pro-
vision concept. Interestingly, the doubts 
about data security and location privacy 
were not confirmed as mugglets do not 
reveal personal information.

In addition to survey data, we also 
exploited log files and user content to com-
pare users’ perceptions with real MUGGES 
usage. Moreover, we analyzed individual 
MUGGES functions like service creation, 
provision, discovery and consumption. For 
each function we examined usage rates, 
spatiotemporal usage hotspots, community 
and structures. With the spatial analysis, we 
were able to detect specific usage hotspots, 
and the distribution characteristic revealed 
to which degree the services were used in 
planned or spontaneous manner. Looking at 
the community structure of individual mug-
glets confirmed that subscriber communities 
are rather small. Interestingly, people like 
to create mashup mugglets as these seem to 
provide more complex information and are 
more easily created by reusing existing mug-
gesNotes. No specific mugglet topics could 
be discovered during the study, suggesting 
that MUGGES is imaginable for all sorts of 
city activities.

Altogether, the impression was that the liv-
ing lab approach worked very well to improve a 
complex infrastructure like MUGGES. During 
the study, it became clear that questionnaire-
based feedback alone cannot deliver data on 
the same level of granularity as its combination 
with log data and user perceptions. Combining 
several methods is more likely to reveal the 
real strengths or weaknesses of a product.

Notes

  1 	 Low Cost Usability Testing, http://www.usertesting. 
com

 2 	 Morae usability testing tools from TechSmith, 
http://www.techsmith.com

3 	 Global Positioning System, satellite based naviga-
tion system.

 4 	 Quick Response Code, optical machine-readable 
two dimensional barcodes for object recognition.

 5 	 See http://www.openheatmap.com/
	 This chapter has been supported by the proj-

ect grant no. 228297 (MUGGES), funded by 
the European Commission’s 7th Framework 
Programme. The authors would also like to 
acknowledge the contribution of the EU COST 
Action IS1004 ‘Webdatanet’ (http://webdata 
net.eu).
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26
COSMOS: The Collaborative 

On-line Social Media Observatory

J e f f r e y  M o r g a n

COSMOS is a cross-platform Java appli-
cation that enables social scientists to col-
lect, mash and visualize social media and 
curated data without the need to write com-
puter programs. After building multiple-
coordinated data visualizations in minutes 
using a simple drag and drop user interface, 
users can interrogate and iteratively refine 
their data to focus on areas of interest. 
COSMOS can export data in a variety of 
numeric, textual and visual formats, which 
enables it to fit into existing social-scien-
tific workflows, which may include further 
analysis by both quantitative and qualita-
tive software.

This chapter begins by explaining the 
motivation for working with social scientists 
to develop COSMOS for use by social sci-
entists. The COSMOS user interface is then 
described in terms of how it brings together a 
variety of different data sources and enables 
users to manipulate them in a flexible, con-
sistent and exploratory environment.

Next, this chapter explores the ways in 
which the COSMOS application is develop-
ing and how the ecosystem around COSMOS 
is expanding with the use of plugins. Plugins 
enable third-party software developers to 
augment the ten generally useful interac-
tive data-visualization tools shipped with 
COSMOS, including tables, maps, social 
network graphs and line, pie and frequency 
charts, with new visualizations that meet the 
changing and bespoke needs of social science 
research. This chapter concludes with a brief 
exploration of the ethical use of social media 
data with COSMOS.

Introduction

The Collaborative Online Social Media 
Observatory (COSMOS) is a cross-platform 
Java application that enables social scientists 
to collect, mash and visualize the naturally 
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occurring data generated by social media 
platforms with curated data sets such as the 
UK Census, all without the need to write 
computer programs.

COSMOS is the innovative output of the 
COSMOS project, a collaboration between 
computer and social scientists that began at 
Cardiff University, UK and later included 
researchers from the universities of St 
Andrews and Warwick, UK. The aim was to 
develop software that would enable social 
scientists to explore and exploit the rich 
stream of data provided by social media 
platforms such as Twitter. This software 
contributes to the field of computational 
social science by simplifying access to  
the burgeoning opportunities for social- 
scientific inquiry into these new data sources 
(Burnap et  al., 2013; Housely et  al., 2014; 
Williams et al., 2013).

At the start of the COSMOS project, the 
landscape of tools available for access-
ing social media data required computer-
programming skills in order to retrieve 
data over the Internet using Application 
Programming Interfaces (APIs). Querying 
that data and combining or ‘mashing’ it 
with other data sources required further 
programming skills commonly possessed 
only by computer and data scientists. The 
challenge then was to build software for 
social scientists that would hide these tech-
nical complexities and enable them to focus 
on the data.

Building Software for Social 
Scientists

From the outset, COSMOS was designed for 
social scientists using a participatory, user-
centred design process led by their peers. 
User-centred design is a key technique in the 
field of human-computer interaction (HCI) 
that involves the end users of a software 
application throughout its design and 

development in a process of iterative testing 
and refinement (Norman and Draper, 1986).

The focus on social scientists as the pri-
mary user group produced four requirements. 
These define the way COSMOS works, the 
way users interact with the software, and the 
way further development of the software pro-
ceeds, namely:

1	 COSMOS should support and augment rather 
than change the way social scientists work and 
therefore it must fit into broader social science 
workflows.

2	 COSMOS should have a user interface that ena-
bles users to harness the power of data visualiza-
tion in a flexible, graphical style familiar to users 
of software such as Microsoft Office and social-
science software such as NVivo and Atlas.ti.

3	 COSMOS should enable users to collect and analyze 
Twitter data and mash it with other data sources 
without the need for computer programming.

4	 COSMOS should not be a black box. Every data 
analysis algorithm used by the software must 
be open for inspection and critical review by its 
users.

This chapter explores the ways in which 
COSMOS meets these requirements. The 
next section begins this exploration with a 
focus on the first requirement: supporting 
social scientists’ work.

Supporting Social Scientists’ Work

By collecting user-generated social media 
data such as tweets, social scientists can cap-
ture insights into how individuals and groups 
respond to events as they occur and at much 
larger scales than with instruments such as 
surveys. COSMOS supports the investigation 
of research questions such as:

1	 Was there a positive or negative reaction to the 
event?

2	 How did the different genders respond to the 
event?

3	 Was there a geographical difference in reaction 
to the event?

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   442 08/12/16   3:54 PM



COSMOS: The Collaborative On-line Social Media Observatory 443

The first question can be investigated with 
COSMOS by looking for changes in senti-
ment before, during and after the event. By 
enabling users to partition data by gender, 
COSMOS enables researchers to explore 
the second question by examining the 
changes in sentiment by each gender.  
To help answer the third question,  
COSMOS provides extensive facilities for 
exploring the geographical nature of social 
media data, which can help social scientists 
look for similarities or differences in atti-
tudes to events within and between 
countries.

COSMOS supports the research activ-
ity of social scientists with different data-
collection and research-question-definition 
needs. For example, some users will begin 
using COSMOS with a research question in 
mind that they want to explore, such as the 
three questions above, possibly with some 
data they have already collected while oth-
ers may not have a research question in mind 
but have a topic of interest that they want to 
explore.

Figure 26.1 illustrates the spectrum of 
research need along two axes. The horizontal 
axis presents how well the research question 
is defined. The vertical axis presents how 
much data the social scientist has to inves-
tigate his or her research question. Social 
scientists with less well-defined research 
questions will find themselves to the left of 
the chart; whereas those with more well-
defined research questions will find them-
selves to the right. Social scientists with little 
or no data will find themselves at the bottom 
of the chart; whereas those with more data 
or a complete data set will find themselves 
towards the top.

COSMOS aims to help social scien-
tists move towards the top-right corner of 
Figure  26.1, where more data is available 
to explore more well-defined research ques-
tions. COSMOS helps social scientists move 
along the data axis by providing tools for col-
lecting Twitter data on topics of interest and 
by providing facilities for importing Comma 
Separated Value (CSV) files and Rich Site 
Summary (RSS) feeds. COSMOS helps 

Figure 26.1 CO SMOS aims to help social scientists move towards the top-right corner of the 
spectrum of data and research-question-definition needs
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social scientists move along the research-
question-definition axis by providing power-
ful data querying and visualization tools that 
support data exploration within social-scien-
tific workflows.

COSMOS Social Science 
Workflows

Although COSMOS can be used as a stand-
alone application, we recognized from the 
beginning that it would be used as a part of 
broader social science workflows, as illus-
trated through Figure 26.2.

In the first stage of a typical workflow, 
COSMOS users may already have formu-
lated some initial research questions or 
ideas and may also have some data they 
want to work with in COSMOS. In the sec-
ond stage, users import and collect more 
data, refining their research questions and 
ideas by querying, refining and visualiz-
ing data with COSMOS. In the third stage, 
COSMOS users continue to explore and 
refine their research questions by export-
ing data from COSMOS and importing it 
into other quantitative and/or qualitative 
software.

COSMOS does not attempt to replicate 
the functionality of quantitative software 
such as spreadsheets like Microsoft Excel, 
statistics packages such as SPSS or quali-
tative Computer Assisted Qualitative Data 
Analysis (CAQDAS) software such as 
NVivo and Atlas.ti. Rather, COSMOS sup-
ports the use of this software by providing 
extensive facilities for exporting data in a 
wide variety of commonly used formats 
including the CSV, Microsoft Excel and 
JSON data formats and the PNG and JPEG 
image formats, as discussed later in this 
chapter.

In the final stage of the typical workflow 
shown in Figure 26.2, users take the data and 
images exported directly from COSMOS, or 
worked up in other quantitative or qualitative 

software, and format these outputs for pub-
lication in proceedings, academic journals 
and conference papers.

The user interface of COSMOS was 
designed with these tasks in mind and aims 
to provide a simple and intuitive system of 
data management.

The COSMOS User Interface

Figure 26.3 illustrates the COSMOS user 
interface, which is composed of three main 
areas:

1	 The Data Set Library.
2	 The Data View Library.
3	 The Workspace.

The Data Set Library

The Data Set Library is found on the left 
sidebar and contains all of the data sets avail-
able to the COSMOS user. Each data set lists 
its name, its size and the period of time cov-
ered by the data set (if the data set has a 
temporal dimension). Each data set also pre-
sents an icon to identify the type of data held 
in the data set. COSMOS currently supports 
three types of data:

1	 RSS feeds.
2	 CSV files.
3	 Twitter collections and data files.

The process of adding these data types to 
COSMOS is described later in this chapter.

The Data View Library

COSMOS provides different visualization 
styles called ‘data views’ for presenting 
data. The Data View Library is on the right 
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Figure 26.2 T he COSMOS software application is a tool that fits into broader  
social-scientific workflows
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sidebar and lists the data views available to 
COSMOS users. COSMOS is distributed 
with the following ten data views:

1	 Table – a multi-column table that provides the 
default view of each data source.

2	 List – a single-column table useful for focussing 
on one data column.

3	 Text – a plain-text view that presents a single 
data value.

4	 Word Cloud – words sized by frequency give an 
overview of the distribution of values in a data 
column.

5	 Frequency – linked bar charts that show the 
temporal frequency distribution over days, hours 
and minutes.

6	 Network – social network analysis of retweet and 
mentions networks.

7	 Map – geocoded data plotted on geographic 
maps and satellite terrain images.

8	 Shapefile – geocoded data plotted on shapefiles 
of regions of the UK shaded by 2011 UK Census 
data.

9	 Pie Chart – a segmented view of categorical data 
that is often used to present the gender break-
down of a data set.

10	 Line Chart – a linear view of numerical data that 
is often used to visualize the positive and nega-
tive sentiment within a data set.

This list can also be augmented by installing 
data view plugins, which enable third-party 
software developers to implement their own 
COSMOS data views. These ten data views 
and data view plugins are explored in more 
detail later in this chapter.

The Workspace

The Workspace is the main section of the 
user interface and is where users build inter-
active data visualizations. The COSMOS 
user interface employs four key user-inter-
face design techniques:

Figure 26.3 T he COSMOS user interface is composed of three main areas: the Data Set 
Library (1); the Data View Library (2); and the Workspace (3); Users build visualizations by 
dragging and dropping data sets and data views onto the Workspace, as shown by the 
arrows
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1	 Drag and drop.
2	 Error-free flexibility.
3	 Consistency.
4	 Zero configuration.

COSMOS makes extensive use of the drag 
and drop user interface paradigm. Users drag 
and drop data sets from the Data Set Library 
onto the Workspace, which appear in the 
default table data view presentation. Users 
can also drag and drop data views from the 
Data View Library onto the Workspace or 
onto other data views, as illustrated by the 
arrows in Figure 26.3.

Data Views dropped onto the Workspace 
remain empty until a data set is dragged 
onto them. When the user drops a data view 
onto a data view that is already presenting 
data, the existing data view is replaced with 
the new data view, which then presents the 
data in the new style. This interchangeabil-
ity between data sets and data views pro-
duces a highly flexible system that removes 
the potential for syntactic errors. As a result, 
COSMOS does not need to present error 
messages to users.

Consistency is used throughout the user 
interface to reduce the amount of new learn-
ing required to use COSMOS. Examples 
of user interface consistency in COSMOS 
include:

•• Making all data sets and data views draggable 
onto the Workspace.

•• Using data set icons to highlight the type of data 
a control will operate on.

•• Providing the same controls in each data view 
window to enable users to export data and 
to configure and duplicate data views in the 
Workspace.

COSMOS provides each data view with a 
set of configuration controls that enable 
users to change the default settings. 
However, by following the zero-configura-
tion design principle, users never need to 
change any settings to get an immediately 

useful data presentation. For each data 
view, COSMOS selects the most appropri-
ate data to use for that data view. For exam-
ple, the pie chart data view is most effective 
for presenting categorical data. Therefore, 
COSMOS will present a pie chart built from 
categorical data columns, if available, oth-
erwise COSMOS presents a pie chart built 
from numerical data. Similarly, the word 
cloud data view presents textual data most 
effectively so COSMOS will present a word 
cloud built from a textual data column. This 
enables COSMOS users to rapidly build and 
change visualizations, which encourages 
data exploration.

It is important to note that the social 
scientist is in the driving seat when using 
COSMOS. Although COSMOS does use 
algorithms to augment data with analytics 
such a gender and sentiment (described later 
in this chapter), the software is not an auto-
mated data-mining platform. All the insights 
into the data gained from using COSMOS 
are produced by its users through their inter-
action with the software and their exploration 
of the data.

Earlier in this chapter, Figure 26.2 illus-
trated how COSMOS fits into a broader 
context of social-scientific workflows by 
providing an opaque box in order to sim-
plify its role as a component in the larger 
workflow. Figure 26.4 opens the COSMOS 
box to reveal a typical workflow in which 
social scientists can explore and refine their 
research questions and ideas with the help of 
COSMOS. After collecting and importing 
data, COSMOS users begin by iteratively 
querying and visualizing data to explore and 
refine research questions at a high level of 
detail. They then iteratively select and vis-
ualize data to hone in on interesting parts 
of a data set. The controls and interactions 
provided by the COSMOS user interface 
for conducting these workflow steps are 
explained throughout the remainder of this 
chapter.
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Figure 26.4 CO SMOS users engage in an iterative workflow of querying, visualizing and 
refining data to explore their research questions

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   448 08/12/16   3:54 PM



COSMOS: The Collaborative On-line Social Media Observatory 449

Before COSMOS users can build explora-
tory data visualizations and iteratively select 
and refine data, they must add that data to 
COSMOS.

Data

This section describes the three data-related 
groups of tasks users perform with 
COSMOS:

1	 Adding and collecting data.
2	 Selecting and refining data.
3	 Exporting data.

COSMOS was designed to make these data-
related tasks as easy to perform as possible 
by making extensive use of the drag and drop 
user interface paradigm.

Adding Data Sets

The Data Set Library on the left of the 
COSMOS user interface lists the RSS, CSV 
and Twitter data sets the user has added to 
COSMOS.

RSS Feeds
RSS feeds are a standard web format for 
publishing regularly updated content, such 
as news headlines and blogs. Adding RSS 
feeds such as BBC News (BBC, 2016), 
CNN (2016) and Al Jazeera (2016) to 
COSMOS enables social scientists to com-
pare and contrast the ways in which social 
media streams such as Twitter report and 
monitor the same unfolding events as tradi-
tional media outlets. For example, Twitter 
users often report events that affect them 
before traditional media (Takeshi et  al., 
2010). Adding the RSS feed from the 
European–Mediterranean Seismological 

Centre (EMSC), for example, enables social 
scientists to monitor how social media 
responds to and reports worldwide natural 
disasters such as earthquakes (EMSC, 
2016).

Users add RSS feeds to COSMOS by 
either selecting the URL of a feed in a web 
browser and dragging and dropping it onto 
the Data Set Library, or by copying the URL 
and pasting it into the Data Set Library with 
the context menu presented after right-click-
ing the mouse.

CSV Files
CSV is a standard data interchange format 
that stores a table of data as a plain text file. 
Each line of a CSV file records one row of 
the table and each column value in that row 
is separated from the next by a comma.

Adding CSV files to COSMOS enables 
social scientists to visualize and interact 
with any type of data that CSV files can 
store, which ranges from data exported from 
spreadsheets such as Microsoft Excel to data 
downloaded from websites. For example, the 
World Health Organization (WHO) publishes 
public data in CSV format covering a wealth 
of dimensions, such as life expectancy data 
by country (WHO, 2016).

Users add CSV files to COSMOS by drag-
ging and dropping CSV files from the oper-
ating system’s file manager program onto 
the Data Set Library, or by invoking the Add 
CSV File… option presented after clicking 
the + button at the bottom of the Data Set 
Library.

Twitter Data Files
Twitter data files are added to COSMOS by 
dragging and dropping files containing 
Twitter data in JSON format from the operat-
ing system’s file manager program onto the 
Import Twitter Data dialog presented by 
invoking the Import Twitter Data… option, 
which is accessed by clicking the + button at 
the bottom of the Data Set Library.
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COSMOS can import Twitter data in three 
formats:

1	 Standard Twitter format – the JSON format 
returned by the Twitter streaming API (Twitter, 
2016).

2	 GNIP format – the JSON format used by GNIP 
to mark-up Twitter data sets for purchase (GNIP, 
2016).

3	 DataSift format – the JSON format used by 
DataSift to mark-up Twitter data sets for purchase 
(DataSift, 2016).

Each tweet is inserted into an SQL database 
stored on the user’s computer. Using SQL 
enables COSMOS to query Twitter data 
rapidly across a number of dimensions. 
Querying Twitter data is described later in 
this section.

Importing existing Twitter data sets ena-
bles COSMOS users to work with previ-
ously collected data for retrospective study. 
COSMOS also enables users to collect their 
own Twitter data sets about upcoming events.

Collecting Twitter Data

A key feature of COSMOS that benefits 
social scientists is the ability to collect data 
from the one per cent Twitter stream without 
programming. COSMOS hides the technical 
details of both authenticating Twitter users 
and collecting and storing the data.

A Twitter collection is started by invok-
ing the Start New Twitter Collection… option 
presented after clicking the + button at the 
bottom of the Data Set Library. The Start 
New Twitter Collection dialog shown in 
Figure 26.5 enables users to make two types 
of collections:

1	 A random-sample collection.
2	 A filtered collection.

A random-sample collection will contain 
tweets randomly selected from the over 500 
million tweets authored globally each day 

(Internet Live Stats, 2016). Previous work 
has demonstrated that the one per cent Twitter 
stream is random with respect to geographi-
cal distribution around the world and the 
gender of Twitter users (Sloan et al., 2013). 
Although random samples are useful for get-
ting a feel for the current Twitter zeitgeist, 
filtered collections are more useful for study-
ing specific events.

A filtered collection is defined by the 
keywords and hashtags that a tweet must 
contain to be included in the collection and 
also by the Twitter account used to author 
the tweet. Filtered collections are best suited 
to tracking specific events that have a known 
start date so that users can preemptively start 
a collection. Although Twitter allows filter-
ing by other dimensions such as location and 
language, COSMOS supports the most com-
mon data-collection use case, which is to 
collect data about a particular topic, possi-
bly posted from a particular Twitter account. 
However, COSMOS does enable users to 
query the data in their collections by loca-
tion and language, which is described later 
in this chapter.

After a collection is started, COSMOS will 
continue to accumulate tweets until the user 
stops the collection. It is useful to monitor 
the progress of a collection, especially early 
on, to make sure the specified keywords, 
hashtags and accounts are collecting the cor-
rect data. COSMOS supports this collection 
monitoring with snapshots.

Collection Snapshots
To enable users to monitor the current state of 
a Twitter collection, COSMOS provides a set 
of controls for taking snapshots, as shown in 
Figure 26.6. A snapshot is a data set created 
by importing the data accumulated in the col-
lection at the time of the snapshot. Snapshot 
data sets behave like every other data set and 
can be dragged onto the workspace and visu-
alized with any of the COSMOS data views. 
This enables users to check whether the col-
lection is progressing as intended and if the 
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Figure 26.5 T he COSMOS Start New Twitter Collection dialog enables users to collect tweets 
from the one percent Twitter stream by either randomly sampling tweets or by filtering 
tweets using keywords, hashtags and user accounts

correct data is being accumulated. For exam-
ple, visualizing snapshots with the word 
cloud data view enables users to check that 
COSMOS is collecting tweets on the correct 
topic or about the right event.

A snapshot is taken by clicking the 
Snapshot button, which will present the 
Import Twitter Data dialog mentioned 
above. For long running events, it is useful 
to configure COSMOS to take automated 
snapshots every n hours, minutes or seconds. 
Ticking the check box control in Figure 
26.6 turns on automatic snapshots. The 

drop-down menus to the right of the check-
box enable users to specify how frequently 
COSMOS should take snapshots (the value 
and temporal units of n).

Data views that display the data created 
by an automated snapshot are automatically 
updated with fresh data as each new snapshot 
is taken. This creates a collection monitor-
ing system that enables users to periodically 
glance at the monitor displaying COSMOS 
as an event of interest unfolds without need-
ing to interact directly with the software. To 
avoid bloating the available disk space with 
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automated snapshots, COSMOS retains the 
three most recent snapshots. As each new 
snapshot is added, the oldest snapshot is 
deleted.

After stopping and importing a collection, 
the data is added to the Data Set Library and is 
available for interrogation with the COSMOS 
data selection and refinement tools.

Selecting and Refining Data

COSMOS provides four methods of select-
ing and refining data sets:

1	 Querying.
2	 Sampling.
3	 Temporal filtering.
4	 Selection.

Querying
Data sets are queried by doubling-clicking 
the data set in the Data Set Library. Currently, 
only data sets created by importing Twitter 
data can be queried. The query dialog pro-
vides a rich set of controls for interrogating a 

Twitter data set by content, demographics, 
sentiment, time and geography, as shown in 
Figure 26.7.

The query control settings combine to 
produce highly descriptive queries. For 
example, when exploring a set of tweets 
collected on the topic of the re-election of 
the UK Prime Minister, David Cameron, 
one might want to make the following 
request:

‘Select all the males in the UK that 
expressed a positive sentiment about David 
Cameron during the last three days of 
campaigning’.

Similarly, when exploring the reaction 
of female French citizens in London with 
a data set of tweets about the 2015 terrorist 
attack in Paris, one might make the follow-
ing request:

‘Select all the tweets authored by females 
in London that were written in French since 
13 November 2015’.

On the left of the dialog, the Include key-
word input box enables users to enter words, 
phrases and hashtags of interest that must be 
present in the text of a tweet for the tweet to 

Figure 26.6 T he COSMOS collection snapshot controls enable users to monitor the progress 
of an ongoing Twitter collection without stopping the collection. Automated snapshots 
enable users to set up an event monitoring system
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Figure 26.7 T he COSMOS query dialog enables users to query Twitter data sets by content, 
demographics, sentiment, time and geography

be included in the search results. In contrast, 
the Exclude keyword input box enables 
users to enter words, phrases and hashtags 
that must not occur in the search results. 
This is useful for ignoring tweets that con-
tain words and phrases that commonly co-
occur with the words and phrases of interest 
but, when present, change the context of the 
words and phrases of interest and pollute the 
results.

Gender is a demographic of interest to 
social scientists, particularly because Twitter 
does not collect this information when users 
sign up. When COSMOS users import a 
collection of tweets, COSMOS attempts 
to identify the gender of the author of each 
tweet using a technique based on first-name 
analysis (Sloan et al., 2013). This technique 
partitions gender into four categories: male, 
female, unisex and unknown. This technique 
enables COSMOS to identify the gender of 
50 per cent of Twitter users as either male, 
female or unisex, which is a name given to 
both males and females. The Gender check 
box controls enable users to specify the gen-
der the author of a tweet must have for the 
tweet to be included in the results.

The Language drop-down menu will fil-
ter out any tweets not written in the selected 
language. As a global social media platform, 
Twitter users tweet in 53 different languages 
(Sloan et  al., 2013) so restricting tweets to 
specific languages is a useful tool for social 
scientists interested in cultures that speak 
those languages.

When users import a collection of tweets, 
COSMOS performs a sentiment analy-
sis on the English-language tweets using 
SentiStrength, which is a language-analysis 
tool optimized for identifying the emotional 
content in short texts, such as Twitter status 
updates (Thelwall et al., 2010). SentiStrength 
measures sentiment on a numeric scale from 
−5 (highly negative) to +5 (highly positive). 
The Sentiment control provides a double-
ended slider that enables users to specify 
the numerical range into which a tweet’s 
sentiment score must fall for the tweet to be 
included in the results. This control enables 
users to partition a data set into groups that 
contain a positive or negative reaction to a 
topic of interest.

The Duration control enables users to 
specify the temporal range of interest by 
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selecting the start and end dates a tweet must 
have been authored between to be included 
in the results. This control is particularly use-
ful for reducing the size of a large data set to 
explore an interesting period of time.

The right side of the dialog box provides 
controls for querying the geographic dimen-
sion of the data, which, along with demo-
graphics (Sloan et  al., 2015), is becoming 
increasingly more relevant to social science 
(Sloan and Morgan, 2015). The Geolocation 
check box will select only those tweets that 
have geocoding, which is the longitude and 
latitude coordinate where the tweet was 
authored. Currently, approximately 0.85 per 
cent of tweets have geocoding (Sloan et al., 
2013).

The Country drop down menu enables 
users to restrict the tweets to those authored 
in a specific country. Twitter identifies the 
country of a tweet using the geocoding when 
available.

Below the Country drop down menu is a 
map on which users can draw a bounding box 
around a geographical area of interest, which 
will restrict the tweets returned by the search 
to those authored within that bounding box. 
This is useful when the area of interest is not 
a country, such as a city.

Querying enables users to reduce large data 
sets by focussing on interesting characteristics. 
The SQL database used by COSMOS to store 
and query Twitter data can handle data sets 
containing tens of millions of tweets. However, 
when data sets of this size are queried, the 
number of results can often be large enough 
to challenge computers with limited memory. 
This problem is addressed by sampling.

Sampling
COSMOS runs on a wide variety of hard-
ware with varying amounts of memory. To 
help the computer running COSMOS to 
handle large amounts of data, COSMOS ena-
bles users to elect to load a sample of a data 
set or a set of query results. Sampling is 
offered as an option to users when a data set 
containing more than 50,000 tweets is 
dragged onto the Workspace or when a query 
returns more than 50,000 results. In this case, 
the Choose Sampling Method dialog in 
Figure 26.8 is presented.

The Choose Sampling Method dialog gives 
users three options:

1	 To load the first n tweets, where n is a user-
selectable value that ranges from one to the 
number of items in the data set or query results.

Figure 26.8 T he COSMOS Choose Sampling Method dialog enables COSMOS to handle large 
data sets with user-defined data sampling strategies
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2	 To load a systematic sample of n tweets taken 
across the data set. This option is useful for 
enabling users to get a feel for the distribution 
of the data set.

3	 To load all the data, which is appropriate if the 
computer has enough memory to handle all the 
data.

Sampling reduces a data set based on its size. 
Time is another dimension along which a 
data set can be reduced, which is performed 
with temporal filtering.

Temporal Filtering
COSMOS provides a double-ended slider at 
the bottom of the window that filters data by 
time, as shown in Figure 26.9. The position 
of the ends of the slider select a range of time 
at four levels of granularity – seconds, min-
utes, hours and days – which is selected by 
the drop-down menu to the right of the slider. 
The data views in the workspace respond to 
changes in the selected time range by filter-
ing out all data items that do not have a 
timestamp within the selected time range.

At the top right of the temporal filtering 
slider is a set of play, stop and rewind con-
trols that enable users to visualize a data set 
over time. These controls enable users to 
replay a data set as if it were a movie. This is 
particularly useful for reviewing the devel-
opment of events as reported by Twitter 
users acting as human sensors of their envi-
ronment. For example, by replaying a data 
set visualized as a social network in the net-
work data view, COSMOS enables users to 
see at which point key actors in the data set 
joined the network.

Temporal filtering reduces a data set using 
time. The final data reduction tool provided 

by COSMOS enables users to make selec-
tions using the properties afforded by each 
visualization style.

Selection
Data views present a data set in a specific 
visual style. Consequently, data views enable 
users to select data in a data-view-specific 
way. For example, the table data view ena-
bles users to select table rows; the pie chart 
data view enables users to select pie seg-
ments; the map data view enables users to 
select map markers; and the word cloud data 
view enables users to select words. Each data 
view window has a selection control that 
provides a consistent visual presentation of 
the number of selected items in the data view 
and the type of the selected data, as indicated 
by the data set icon.

Figure 26.10 illustrates how data selected 
with the pie chart data view can be added 
to the Data Set Library as a selection data 
set. The user first selects a pie segment of 
interest (1). Next, COSMOS updates the 
data-selection control with the number of 
tweets represented by the pie segment (in 
this example, 10,464 tweets) (2). Finally, the 
user drags from the data-selection control 
onto the Data Set Library (3). In response, 
COSMOS creates a new selection data set 
and adds it underneath the data set from 
which the selection was taken. COSMOS 
presents selection data sets with an icon 
depicting a mouse cursor.

The new selection data set itself can then 
be dragged onto the Workspace, which 
enables data to be iteratively reduced and 
refined.

Figure 26.9 T he COSMOS temporal filtering controls enable users to filter data sets by time 
and replay events like a data movie
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Exporting Data

To enable COSMOS to fit into the broader 
social-scientific workflows discussed at the 
beginning of this chapter, COSMOS exports 
data in a wide variety of commonly used 
formats. COSMOS provides users with a 
consistent method for exporting data from 
every data view, which is to click the export 
button available at the bottom of every data 
view window to present the Export Data 
dialog shown in Figure 26.11.

All data views can export an image of its 
content in the PNG and JPEG file formats. This 
enables users to import images of COSMOS 
visualizations directly into academic papers, 
websites and other publications.

All data views can also export their 
data in JSON format, which is a popular 
data interchange format. For data sets cre-
ated by importing Twitter data, the data is 
exported in standard Twitter JSON for-
mat. For RSS and CSV data sets, the 
data is exported in a generic JSON for-
mat derived from the table presented by 
the table data view: one JSON object is  
created for each row in the table, which has 
a key/value pair corresponding to the name 
of the column and the value of that column.

Most data views can export their data 
in both CSV and Microsoft Excel format. 
Where possible, data views make use of 
Excel-specific features such as sheets to fur-
ther organize the data. The data exported in 
CSV and Excel format is the source used to 
produce the visualization and is therefore 
data-view specific. For example, the pie chart 
data view exports the data used to create the 
pie chart, which is a table of segment names 
and proportions that translate into segment 
angles. Similarly, the data exported by the 
line chart data view provides the values at 
each point in time for each of the data series 
in the chart.

Exporting data in this way enables the 
data exported by COSMOS to be format-
ted for publication or processed further with 
analytical tools not available in COSMOS. 
Exporting data also enables users to verify 
that the COSMOS data views present data 
accurately. For example, to verify that the 
pie and line chart data views display data 
accurately, users would export the data from 
these data views in Microsoft Excel format 
and load it into Excel. Users would then rec-
reate the pie and line charts in Excel to verify 
the accuracy of the COSMOS presentations. 
This verification technique can be applied to 

Figure 26.10 CO SMOS provides a consistent method of creating selection data sets. Users 
select data in a data view – here data is selected by clicking a segment in the pie chart data 
view (1) – and dragging from the data-selection control (2) onto the Data Set Library. The 
selection is added as a new data set under the data set from which it was taken (3)
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the other data views and helps to build trust 
with the COSMOS user community.

Data views can also export data in spe-
cific formats when required. For example, 
the map and shapefile data views can export 
geographic data in the Keyhole Markup 
Language (KML) format that enables users 

to import geographic data into Google Earth 
(KML, 2016). Another example is the net-
work data view. This data view exports 
network data in GraphML (2016), GEXF 
(2016) and JSON formats, which enables 
network graphs produced by COSMOS to be 
imported into a wide variety of other network 

Figure 26.11 T he COSMOS Export Data dialog supports the use of other software by pro-
viding extensive facilities for exporting data in a wide variety of commonly used formats 
including CSV, Microsoft Excel and JSON
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analysis and visualization tools, including 
Gephi (2016) and D3 (Bostock et al., 2011).

This section explored the ways in which 
COSMOS users can import, interrogate and 
export data. The next section explores the 
rich set of COSMOS visualization tools.

Visualization

This section explores how users can make 
use of the power of the ten visualization 
styles that ship with COSMOS.

Data Exploration Through Visual 
Building Blocks

One approach to developing data visualiza-
tions is to produce a bespoke system designed 
to highlight the characteristics of a data set 
and to provide a set of tightly integrated 
interrogation controls (Ahlberg and 
Shneiderman, 1994). The first iteration of 
COSMOS followed this approach and pro-
vided users with a tab-based user interface, 
where each tab presented a bespoke presenta-
tion of Twitter data and controls for interro-
gating that data (Burnap et al., 2014; Housley 
et al., 2014).

Although this bespoke approach produces 
rich, interesting and useful data analysis 
tools, one important disadvantage is that 
bespoke visualizations are not easily reusable 
with different data sets. Usability testing with 
social science students at Cardiff University 
also revealed a weaknesses in the bespoke 
approach, which was that although the par-
ticipants liked elements of each bespoke tab, 
they would have liked to have been able to 
mix and match those elements to enable them 
to explore the data more effectively (Burnap 
et al., 2014).

This feedback from usability testing and 
the benefits of being able to explore dif-
ferent data sets motivated a redesign of the 
COSMOS user interface to its current form: 

data views as building blocks in a visual con-
struction set for creating interactive explora-
tory visualizations.

Multiple-Coordinated 
Visualizations

The free, construction-set nature of COSMOS 
enables users to drag and drop any data sets 
and data views onto the Workspace. When 
users visualize the same data set with more 
than one data view, COSMOS automatically 
creates a multiple-coordinated visualization 
(North and Shneiderman, 2000; Weaver, 
2004).

Multiple-coordinated visualizations have 
two characteristics that enable users to 
explore a data set more deeply (Heer and 
Shneiderman, 2012). First, presenting the 
same data set in a variety of visual styles ena-
bles users to understand more about that data 
set than they would from a single presenta-
tion. Second, selecting data in one data view 
causes COSMOS to propagate that selection 
to all the other data views in the Workspace. 
As a result, data selected in one data view 
will be highlighted in every other data view. 
Since each data view presents data in a dif-
ferent visual style, each data view will high-
light selected data in a different visual style. 
For example, the table data view highlights 
data rows; the map data view highlights map 
markers and the word cloud data view high-
lights words.

Figure 26.12 shows three different views 
of a set of Twitter data related to an incident 
in which terrorists detonated a bomb at the 
finish line of the 2013 Boston Marathon. 
The top left data view is a map that presents 
each geocoded tweet in the data set as a dot. 
Below the map is a word cloud data view 
that presents an overview of the most com-
monly used words. To the right of the map 
and word-cloud data views is a frequency 
data view. The frequency data view presents 
the number of tweets authored at three levels 
of detail: day (top), hour (middle) and minute 
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(bottom). All three data views combine to 
provide a richer view of the data than any one 
of them could individually.

The remainder of this section provides a 
detailed look at the visual characteristics of 
each data view and the ways in which users 
can modify its default configuration.

Data Views

Table and List Data Views
The table data view is the default view for all 
data sets dragged onto the Workspace. The 
values in each underlying data object are 
exposed as column values in the table, one 
row per data object, as shown in Figure 
26.13.

Using the configuration controls on the 
right, users can bind the following visual 
characteristics to the data in the table:

•• Font size.
•• Row foreground colour.
•• Row background colour.

Binding the visual characteristics of the 
table to the data presented by the table pro-
vides a familiar tabular structure that simul-
taneously highlights aspects of the data. In 
Figure 26.13, for example, the categorical 
values of the gender column are bound to 
the user-selected background colours of the 
row for each gender value. Similarly, the 
numerical values of the positive sentiment 
column are bound to the font size of the row: 
the greater the positive sentiment value, the 
larger the font size.

The list data view provides a simplified 
table view with a single column, which is 
useful for removing visual clutter to focus on 
a single data column. The list data view pro-
vides the same visual data binding controls as 
the table data view.

Text Data View
The text data view provides a plain-text view 
of the values of one data column, which is 
user selectable. The text data view is most 
useful in a supporting role to provide extra 
information when drilling down into data. 

Figure 26.12 A  combination of multiple-coordinated visualizations enables users to 
understand data sets more deeply than they could with any single visualization. Here, the 
map, word cloud and frequency data views combine to help users understand a data set 
concerning the 2013 bombing of the Boston Marathon
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Figure 26.14 illustrates the link between a 
text data view and a map data view via the 
multiple-coordinated visualization system. 
Clicking a map marker that represents a geo-
coded tweet displays the text of the tweet in 
the text data view.

Word Cloud Data View
The word cloud data view sizes the words 
in a column based on their frequency 
across all the rows in the table, as shown 
in Figure  26.15. Using the configuration 
controls on the right, users can select 
which column should be used to build the 
word cloud. Although most useful for pre-
senting textual data, the word cloud will 
convert the data in a non-textual column 
before creating the word cloud. This is 
often useful for quickly exploring the fre-
quency of numerical data values without 
needing to change to a numerically-ori-
ented data view such as the pie or line 
chart data views. Users can also shift-
click words to remove them from the 
cloud, which is useful for removing words 

that occur so frequently they dominate the 
cloud.

Frequency Analysis Data View
The frequency analysis data view shown  
in Figure 26.16 provides frequency views 
at day, hour and minute levels of temporal 
granularity. The day, hour and minute  
frequency charts are connected by the 
double-ended sliders below each chart. 
The slider below the day frequency chart 
selects a day range that controls the data 
displayed in the hour frequency chart. The 
hour frequency chart displays the number 
of data objects produced per hour within 
the day range selected by the day fre-
quency slider. Similarly, the slider below 
the hour frequency chart selects an hour 
range that controls the data displayed in 
the minute frequency chart. The minute 
frequency chart displays the number of 
data objects produced per minute within 
the hour range selected by the hour fre-
quency slider. Moving the mouse over the 
bars will then display a more detailed view 

Figure 26.13 T he table data view presents a data set as a multi-column table. Binding the 
font size and the foreground and background colours of each row enables the table to  
visualize data
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of the exact day, hour or minute represented 
by each bar.

Network Analysis Data View
The network analysis data view shown in 
Figure 26.17 provides a social network graph 
based on retweets or mentions. The network 
graph is built automatically using a force-
directed layout algorithm (Fruchterman and 
Reingold, 1991) without requiring users to 

supply configuration parameters or other set-
tings. Automatically creating the network 
enables social scientists to work with the 
network immediately, which contrasts with 
tools such as Gephi (2016) that require 
considerable knowledge and user input to 
produce a network graph.

The network analysis data view is imple-
mented using the Java Universal Network/
Graph (JUNG) framework (JUNG, 2016). 

Figure 26.15 T he word cloud data view sizes the words in a text column based on their  
frequency across all the rows in the table

Figure 26.14 T he text data view presents a plain-text view of a single data column. Here, a 
text data view supports the map data view by enabling users to click on a map marker that 
represents a geocoded tweet to reveal the text of the tweet
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JUNG is an open source Java library for 
building and visualizing network data struc-
tures. The algorithms that build the retweet 
and mentions networks begin by creating a 

vertex for each Twitter user that retweeted 
a tweet or mentioned another Twitter user. 
The retweet algorithm connects an edge from 
the vertex that represents the Twitter user 

Figure 26.17 T he network analysis data view presents a social network graph created from 
retweets or mentions. The network is laid out automatically with a force-directed layout 
algorithm

Figure 26.16 T he frequency analysis data view provides interactive frequency views at 
three levels of temporal granularity: days, hours and minutes
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that performed the retweet to the vertex rep-
resenting the Twitter user whose tweet was 
retweeted. In a retweet relationship, one ver-
tex is connected to at most one other vertex. 
The mentions algorithm connects an edge 
from the vertex representing the Twitter user 
that authored the tweet to the vertexes rep-
resenting the Twitter users mentioned in the 
tweet. In a mentions relationship, one vertex 
is connected to at least one other vertex.

As well as building and visualizing net-
works, JUNG also performs network met-
ric calculations. The configuration controls 
on the right of the network analysis data 
view enable users to control the size of the 
nodes by selecting one of three network 
metrics:

1	 Degree centrality.
2	 Betweenness centrality.
3	 Closeness centrality.

Nodes are filtered with a slider that removes 
nodes with a metric value greater than the 
slider value. Nodes that have been filtered 
out and the edges that connect them can be 
displayed in two user-selectable styles:

1	 Dimmed – filtered-out nodes and edges are 
drawn semi-transparently to maintain their con-
text in the network.

2	 Hidden – filtered-out nodes and edges are not 
drawn to provide a clean view of the remaining 
nodes and edges.

Node labels are filtered with a slider that 
hides the labels of nodes with a metric value 
greater than the slider value. As a result, 
adding and removing node labels helps to 
control the amount of visual clutter when 
exploring the network.

Map Data View
The map data view shown in Figure 26.18 
plots geocoded data as markers on a map 
provided by OpenStreetMap (2016), an 
open source mapping project. Both map 
and terrain views are user selectable. To 
provide a useful first view of the data, the 
map data view automatically identifies and 
selects data columns that contain longitude 
and latitude data and marks them on the 
map.

The configuration controls on the right 
enable users to bind the following visual 
characteristics to the data:

Figure 26.18 T he map data view plots geocoded data as markers on a map provided by 
OpenStreetMap
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•• Marker size.
•• Marker colour.
•• Marker shape.

For example, Figure 26.18 shows that each 
marker encodes two pieces of data: the 
colour and shape of the marker encodes 
gender and the size of the marker encodes 
positive sentiment; the greater the positive 
sentiment, the larger the marker.

Shapefile Data View
The shapefile data view shown in Figure 
26.19 plots geocoded data as markers on 
shapefiles (ESRI 2016) of the UK and its 
constituent territories: England, Wales, 
Scotland, Northern Ireland and the London 
boroughs. The region is selected using the 
drop-down menu at the bottom-left. To pro-
vide a useful first view of the data, the 
shapefile data view automatically identifies 
and selects data columns that contain longi-
tude and latitude data and marks them on the 
map.

The configuration controls on the right ena-
ble users to bind the same visual characteris-
tics to the data as the map data view described 
above. For example, Figure 26.19 shows 
that each marker encodes two pieces of data. 
The colour and shape of the marker encodes  
gender and the size of the marker encodes posi
tive sentiment; the greater the positive senti-
ment, the larger the marker.

The shapefile data view integrates access to 
the 2011 UK Census via the API provided by 
the Office of National Statistics (ONS, 2016). 
COSMOS provides access to over 70 Quick 
Statistics tables with a simple user interface 
that consists of two drop-down menus, as 
shown at the top of Figure  26.20. The top 
drop-down menu selects the table, such as 
QS601EW Economic Activity, and the sec-
ond drop down menu selects a column within 
the selected table, such as Economically 
active:Employee:Full-time.

Each row of the Quick Statistics tables 
represents a local authority area that is rep-
resented by a polygon on the map. Each 
polygon is assigned a colour to produce a 

Figure 26.19 T he shapefile data view plots geocoded data as markers on shapefiles of the 
UK and its constituent territories: England, Wales, Scotland, Northern Ireland and the London 
boroughs
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choropleth map (Wright, 1938). In a chorop-
leth map, each region is assigned a colour, the 
shade of which is calculated from a numeric 
value. The lower the calculated value, the 
lighter the shade; the higher the calculated 
value, the darker the shade. In the shapefile 
data view, the numerical value used to shade 
each polygon is determined by the propor-
tion calculated by dividing the corresponding 
Quick Statistics table column value by the 
column total.

The shapefile data view provides a drop-
down menu at the bottom-left for selecting 
one of several colour schemes for shading the 
choropleth. COSMOS uses colour schemes 
produced by ColorBrewer2, an online 
resource for generating map colour schemes 
(Harrower and Brewer, 2003).

Plotting geocoded tweets on shapefiles 
coloured with UK Census data enables social 
scientists to bring together or mash these two 
data types. This facilitates an exploration 
of the attitudes and reactions expressed in 
tweets with the socio-economic characteris-
tics of the region in which those tweets were 
authored. For example, an investigator might 
plot the geocoded tweets in a collection 
focussed on reactions to changes in public 
transport policy on a shapefile coloured with 
data from Quick Statistics table QS701EW 
Method of Travel to Work. Creating selection 
data sets of tweets in areas where cycling to 
work or going on foot is popular would ena-
ble the investigator to examine the sentiment 
toward the changes in public transport policy 
in those areas.

Figure 26.20 T he polygons in the shapefile data view are shaded by 2011 UK Census data 
retrieved from the Office of National Statistics via the ONS API
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Pie Chart Data View
The pie chart data view shown in Figure 26.21 
segments data into two columns: one column 
provides the data that sizes the angles of each 
segment and the other column provides the 
labels for the segments. To provide a useful 
first view of the data, the pie chart data view 
looks for categorical data columns to use for 
the segment values and labels. Users can 
change these columns using the drop-down 
menu configuration controls on the right to 
further explore the data. The pie chart data 
view is often used to visualize the gender 
breakdown of a collection.

Line Chart Data View
The line chart data view shown in Figure 26.22 
plots the values in the numeric data columns 
against the temporal values in the timestamp 
column. The check box configuration controls 
on the right enable users to control which 
numerical columns are added as series to the 
line chart. The drop-down menu to the right of 
each series check box selects the colour of the 
series. Using the line chart data view is a 
quick way to visualize the positive and nega-
tive sentiment in a collection.

Developing COSMOS

This section describes the three ways in 
which COSMOS is developed, namely:

1	 Ongoing development of the COSMOS application.
2	 Expansion of the COSMOS ecosystem with data 

view plugins.
3	 Research into scaling up COSMOS to handle big 

data.

Ongoing Development of the 
COSMOS Application

COSMOS is under continual development 
with three main sources of input to the devel-
opment process:

1	 Requirements for functionality that meet the 
needs of research projects conducted by the 
COSMOS research group.

2	 Suggestions and feedback for improvements 
from within the COSMOS research group and its 
collaborators.

3	 Bug reports and suggestions for improvement 
from the COSMOS user community collected via 
the COSMOS project website (http://cosmospro-
ject.net).

Figure 26.21 T he pie chart data view segments data into two columns: one column provides 
the data that sizes the angles of each segment; the other column provides the labels for the 
segments
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Feedback from COSMOS users is particu-
larly important to the development of the 
software. COSMOS has over 800 users run-
ning the software on a range of computers 
with a variety of memory and disk storage 
resources. Bugs reported by users identify 
problems that, when fixed, provide more 
stable software for the COSMOS community 
as a whole.

Suggestions for improvements provided 
by COSMOS users also benefit the COSMOS 
community by providing enhanced func-
tionality. For example, the first version of 
COSMOS could import Twitter data col-
lected in the standard data format used by 
Twitter. The next iteration added support 
for the format used by the Twitter data pro-
vider, GNIP, to enable COSMOS to import 
data bought from GNIP as part of research 
conducted by the COSMOS group. A later 
version of COSMOS added support for the 
Twitter data format used by another Twitter 
data provider, DataSift. DataSift support 
was requested by a COSMOS user to meet 
his need to import his data into COSMOS. 
By including GNIP and DataSift support 
to meet the needs of a few users, the entire 
COSMOS user community benefits from 

access to more Twitter data, which exempli-
fies the notion of a virtuous software devel-
opment cycle.

Apart from development work on the 
COSMOS application, third-party devel-
opers can contribute to the COSMOS eco-
system by implementing custom data view 
plugins.

The COSMOS Plugin Ecosystem

For many users, the default set of ten data 
views that ship with COSMOS will meet 
their needs. However, other users will need 
to use bespoke data views that meet the 
requirements of their research. These 
bespoke data views may provide a new 
presentation style or might integrate 
COSMOS into third-party data analysis 
toolkits such as the WordNet text-analysis 
system (Miller, 1995) or the Weka machine-
learning framework (Hall et  al., 2009). 
Although the COSMOS application itself is 
not open source, software developers can 
create data view plugins for COSMOS to 
provide such integration.

Figure 26.22 T he line chart data view plots the values in the numeric data columns against 
the temporal values in the timestamp column
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Designing COSMOS Plugins
Figure 26.23 illustrates the three opportuni-
ties software developers have to integrate a 
new data view plugin into the COSMOS 
application framework.

The first opportunity occurs when 
users drag and drop a data set from the 
Data Set Library onto a data view on the 
Workspace. This is the prime responsibility 
of a COSMOS data view plugin. The sec-
ond opportunity occurs when users select 
data in another data view. Highlighting the 
selected data in the visual style of the new 
data view enables users to gain more insight 
into the selected data. The third opportunity 
occurs when users select data in the new 
data view. COSMOS will propagate selec-
tions made in the new data view to all the 
other data views in the Workspace that pre-
sent the same data set.

Developing COSMOS Plugins
A COSMOS data view plugin is the Java 
code that implements a data view packaged 
up in a form that is easily distributed to and 
installed by users. Users install new 
COSMOS plugins by copying the plugin 
files into the cosmos-plugins folder in their 
home folder and restarting COSMOS.

To create new data view plugins, software 
developers use the COSMOS Development 

Kit (CDK), which consists of the COSMOS 
Java library code, sample code for an exam-
ple data view plugin, the COSMOS Simulator 
and a set of developer documentation.

The example plugin sample code ena-
bles developers to modify existing code 
rather than start from scratch. This approach 
reduces the barrier to entry, reduces devel-
opment time, and reduces the potential for 
programming mistakes. Developers therefore 
concentrate on writing the data-view-specific 
parts of their code while leveraging the exten-
sive functionality provided by the COSMOS 
application framework.

The COSMOS Simulator is a tool pro-
vided by the CDK that enables develop-
ers to rapidly develop new data views. The 
simulator reduces development time when 
testing a data view under development by 
avoiding the cycle of packaging up each 
new version, copying it into the cosmos-
plugins folder and restarting COSMOS. The 
simulator provides a button that simulates 
dragging data onto the data view to enable 
developers to check that the new data view 
presents data correctly. The simulator also 
provides a button that simulates a selection 
in another data view to enable developers 
to check that the new data view participates 
correctly in the multiple-coordinated visu-
alization system.

Figure 26.23   COSMOS data view plugin developers have three opportunities to integrate 
new data views into the COSMOS application framework: when users drag a data set onto 
the new data view (1); when users select data in another data view (2); and when users 
select data in the new data view (3)
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As developers enrich the COSMOS eco-
system with plugins that provide new visual 
presentations and third-party integrations, the 
COSMOS group will tackle what is perhaps 
the greatest challenge facing COSMOS: scal-
ing up to big data.

Big Data Scale

COSMOS is able to import and query data 
sets as large as ten million tweets. This size 
of data set is useful for exploring specific 
events that occur over a relatively short 
period. However, to perform longitudinal 
studies that explore public reaction to ongo-
ing events such as changes in legislation or 
views on national identity or public reaction 
before and after events such as food safety 
scares, much larger data sets are required 
that contain tweets collected over months or 
even years. The number of tweets that can 
be collected over this period makes process-
ing that data impractical on even the most 
powerful desktop PCs. For example, col-
lecting the one per cent random sample for 
one year would create a data set of 1.825 
billion tweets.

To perform longitudinal studies with such 
large data sets, the COSMOS group has 
begun researching how we can extend the 
capability of COSMOS into the area of big 
data analytics (Conejero et al., 2013; Burnap 
et al., 2014; Conejero et al., 2016). This work 
explores how high-performance and cloud 
computing can provide social scientists with 
rapid access to many terabytes of data.

High performance computing (HPC) con-
nects together many computers that each 
store and work on part of a large data set 
in parallel, which enables large volumes 
of data to be stored and processed rapidly. 
However, HPC systems tend to operate in 
batch mode that schedule data query jobs 
in a queue. The challenge then is to harness 
the power of HPC while at the same time 
providing the same iterative and exploratory 
style of querying, visualizing and refining 

data sources, which can only be realized 
when the HPC component is part of an 
interactive system.

To begin to meet this challenge the 
COSMOS group developed a prototype HPC 
system with the Hadoop distributed data 
processing system (Hadoop, 2016). Hadoop 
arranges computers called ‘worker nodes’ in 
a group called a cluster. Each worker node 
processes part of the data at the same time as 
the other worker nodes, which gives Hadoop 
its processing speed. Adding more worker 
nodes enables the cluster to process more 
data simultaneously, which further reduces 
processing time. Hadoop processes data 
with a three-phase algorithm called Map/
Reduce. In the first phase, the data is split 
into n parts, where n is the number of worker 
nodes in the cluster. In the second phase, 
the worker nodes process or ‘map’ part of 
the data simultaneously. In the third phase, 
the worker nodes output their results to a 
‘reducer’, which combines all of the results 
into the final output.

Although Hadoop is fast, it has two draw-
backs for the COSMOS use case. First, 
Hadoop is a batch-mode system. Iteratively 
querying, visualizing and refining data 
requires an interactive system. Second, Map/
Reduce is a low-level algorithm that does 
not support the rich querying required by the 
COSMOS query dialog described above. To 
address both of these problems, we connected 
Hadoop to the MongoDB database system 
(MongoDB, 2016). MongoDB is a scalable 
document or ‘NoSQL’ database that has two 
characteristics required for the COSMOS 
use case. First, MongoDB enables queries to 
be made against a data set, which provides 
the rich querying required by the COSMOS 
query dialog. Second, MongoDB is able to 
act as an input data source to Hadoop, which 
ordinarily stores data in its own format.

Figure 26.24 illustrates the organization of 
the COSMOS HPC system. In a system like 
this that combines MongoDB and Hadoop, 
each data collection is stored in MongoDB 
on a centralized data server rather than on 
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In the reduce phase, the
results from the worker
nodes are combined into
the final set of results.

Results

Reducer

Worker
Node 1

Worker
Node 2

Worker
Node n

Election
Collection

Part n

Election
Collection

Part 2

Election
Collection

Part 1

Food Safety
Collection

Election
Collection

Protest
Collection

Election
Collection

Query

Hadoop Cluster

MongoDB

In the map phase, the
worker nodes process
their part of the collection
simultaneously.

In the split phase, the
collection is divided into
parts and each part is
assigned to a worker node.

Figure 26.24 T he COSMOS high-performance computing prototype uses the MongoDB 
database and Hadoop’s distributed Map/Reduce algorithm to investigate how COSMOS can 
scale to meet the challenges of big data
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the user’s computer. This centralization is 
necessary because Hadoop requires the data 
to be stored with the worker nodes that will 
process it. Figure 26.24 shows an example 
MongoDB database with three data col-
lections called Food Safety, Election and 
Protest. For example, to process a query on 
the Election collection, the data in the col-
lection is split into n parts, where n is the 
number of worker nodes in the cluster. Each 
worker node queries part of the data set and 
passes its results to the reducer. Initial exper-
iments with this HPC prototype indicate 
that it is worth developing in future work 
(Burnap et al., 2014).

Improving COSMOS

This section describes three areas in which 
COSMOS needs further development and 
improvement, namely: data sources, query-
ing and network analysis.

Data Sources

COSMOS currently enables users to work 
with three sources of data: CSV files, RSS 
feeds and Twitter collections. Adding more 
data sources such as Facebook, Google + and 
LinkedIn would significantly enhance the 
utility of the software. One way to provide 
new data sources would be to create a data 
source plugin API to enable third-party 
developers to enhance the COSMOS ecosys-
tem with new data sources. The data source 
plugin API would be organized in the same 
manner as the data view plugin API described 
above.

Querying

The Query dialog described earlier can be 
improved in several ways. Currently, when 
the Query button is clicked, COSMOS 

constructs an SQL query that logically ANDs 
the values of the controls. This provides a 
simple but effective querying system. Future 
development could make the query interface 
more expressive by allowing control values 
to be combined with logical ORs.

The Language and Country query param-
eters are currently presented as drop-down 
menus. This is an effective method of select-
ing one of many options. This approach has 
been successful so far for the use cases we 
have come across. However, for queries that 
require selection of more than one language 
or country, the drop-down menus must be 
replaced with more suitable controls, such 
as lists that allow users to select multiple 
items.

The Duration query parameter enables 
users to select data created between two 
dates. Again, we have found this acceptable 
for use cases we have come across. However, 
for more fine-grained study, the duration 
control could be enhanced to enable users 
to select the time of day on the start and end 
dates. This would be useful for querying data 
with activity spikes over short periods, such 
as a 24-hour period spanning two days.

Network Analysis

The network analysis data view currently 
enables users to create retweet and mentions 
networks from Twitter data. When new data 
sources are added, such as Facebook, 
Google+ and LinkedIn, the network analysis 
data view will need to be updated to be able 
to build networks from these new data 
sources. Alternatively, third-party developers 
can implement their own network analysis 
data view plugins that may be better suited to 
specific data sources.

COSMOS can create and display networks 
of around five to six thousand vertexes before 
performance becomes too slow to be useful. 
Further work should improve the efficiency 
of the network building algorithms to make 
them faster and require less memory. This 
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would enable COSMOS to handle much 
larger networks.

Ethics

As a software application, COSMOS pro-
vides a set of data collection, analysis and 
visualization tools that are contextually and 
ethically agnostic. The social scientist using 
COSMOS must decide on the ethical nature 
of the studies performed with COSMOS and 
the appropriateness of the subsequent publi-
cation of data as well as the results that may 
have the potential to harm those under 
study.

While social scientists routinely consider 
the need for ethical behaviour in their studies, 
the richness of social media data and the pro-
liferation and interconnectedness of Internet-
based software tools produces new ethical 
challenges that have the potential to affect 
larger numbers of people than previously pos-
sible. The following two examples highlight 
the need to think beyond the current context 
of social media studies with COSMOS.

The first example involves visualizing the 
geocoded tweets of Twitter users. Twitter 
users often tweet frequently from places they 
visit often. When a data set is visualized with 
the map data view, each geocoded tweet is 
presented as a marker on the map. As users 
author more and more tweets, clusters of 
markers on the map start to form a pattern of 
activity and can potentially reveal a location 
that is important to that person, such as their 
home or their place of work. Careful consid-
eration must be given when publishing geo-
graphic data such as this.

The second example that requires ethi-
cal consideration involves the use of search 
engines, such as Google, Bing and Yahoo!. 
Researchers interested in the use of racist or 
homophobic language on Twitter, for exam-
ple, need to be aware that publishing the text 
of a tweet containing such hate speech, even 
anonymously, can lead to the identification 

of the author of that tweet. Searching Google 
for the text of the tweet may link directly to 
the Twitter website and identify the account 
holder.

These two examples highlight properties 
of the data and are not COSMOS-specific 
issues, of course. However, they do highlight 
the need for extra caution. For a wider discus-
sion of the ethics of social media research, 
see Beninger, Chapter 5 in this volume.

Try COSMOS

COSMOS is available for download for aca-
demic use at the COSMOS Project website 
(http://cosmosproject.net/) and runs on the 
Mac OS X, Linux and Windows operating 
systems with Java 8 installed.
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27
Social Lab:  

An ‘Open Source Facebook’

U l f - D i e t r i c h  R e i p s  a n d  P a b l o  G a r a i z a r

The overlap between our every day activities 
and our behaviours on the Internet is ever 
increasing. With the advent of social media 
the social and behavioural sciences are faced 
with new opportunities and challenges for 
research into social behaviour. The vast 
majority of social media are owned by pri-
vate companies. Despite public application 
programming interfaces (APIs) being offered 
by some of these social media, research in 
proprietary networks is severely limited. 
Considering the limitations to social media 
research, we have developed Social Lab, an 
Open Source clone of Facebook with most of 
its features (messaging, sharing, befriending, 
wall posts, pictures, searching, profiles, pri-
vacy settings, etc.). In addition, Social Lab 
enables researchers to create ‘social bots’ – 
automated programmable profiles controlled 
through simple scripts – to facilitate the 
study of social phenomena. In the present 
chapter we introduce Social Lab using an 
example around privacy management in 

social media, show how to configure social 
bots in Social Lab, and explain how it can be 
used in research. The source code of Social 
Lab is freely available to the scientific com-
munity, so any research group can have its 
own Social Lab to conduct their Internet-
based research.

Introduction

The Internet, ‘Web 2.0’, and social media – 
the evolution of networked technologies and 
their social use – has yielded a new genera-
tion of researchers, who have developed a 
new set of methods and tools for research on 
the Internet and in its services (see e.g. Reips &  
Birnbaum, 2011; Reips & Buffardi, 2012). 
Tools available for such research include: 
FactorWiz and SurveyWiz (Birnbaum, 2000); 
iScience Maps (Reips & Garaizar, 2011); 
innovative social location-aware services for 
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mobile phones like MUGGES (Klein & 
Reips, Chapter 25, this volume), Scientific 
LogAnalyzer (Reips & Stieger, 2004); the 
Web experiment list (Reips & Lengler, 
2005); the Web Experimental Psychology 
Lab (Reips, 2001); WEXTOR, a Web exper-
iment generator (Reips & Neuhaus, 2002); 
ReCal OIR (Freelon, 2013); VAS Generator 
(Reips & Funke, 2008); Dynamic Inter­
viewing Program and User Action Tracer 
(Stieger & Reips, 2008, 2010); among many 
others. The number of studies conducted via 
the Internet with such tools has grown almost 
exponentially since 1995 (Reips & Krantz, 
2010).

In the following sections, we will describe 
a new tool in this tradition, Social Lab, and 
how it can be used in research. We will also 
illustrate its application with an example, in 
which Social Lab is used to learn and practice 
privacy management in Social Networking 
Sites (SNSs). We will then provide instruc-
tions on how to extend its functionality for 
particular research purposes by configuring 
so-called ‘social bots’, automated agents 

within Social Lab that to the user may often 
appear indistinguishable from human users 
of the social network.

Social media research options 
and Big Data

‘Social media is a group of Internet-based 
applications that build on the ideological and 
technological foundations of Web 2.0, and 
that allow the creation and exchange of user 
generated content’ (Kaplan & Haenlein, 
2010, p. 61). Figure 27.1 empirically shows 
with a Google Trends analysis how the term 
‘social media’ became more popular than 
‘Web 2.0’ and continues to be on the rise 
(also see McCay-Peet and Quan-Haase, 
Chapter 2, this volume).

Unknown to many people, who may just 
know about the largest social media sites 
like Facebook, Twitter, Instagram, Snapchat, 
Weibo, LinkedIn, Orkut, Tuenti, Google+, 
Wikipedia, Tumblr, or YouTube, there are 

Figure 27.1 A nalysis of searches for the terms ‘Web 2.0’ and ‘social media’ over time in 
Google Trends
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thousands more of social media that often 
aim at particular interests or groups. For 
example, Wikipedia lists almost four hun-
dred ‘major active’ sites (Wikipedia, 2016), 
including many ‘second level’ SNSs for spe-
cial, albeit large, interest groups, for exam-
ple, academics (ResearchGate, Academia.
edu, etc.). Social media can be categorized 
in various ways, for example, by main user 
function (publish, share, discuss, lifestream, 
microblog, livecast, play in virtual world or 
a social game) or industry purpose (social 
advertising, marketing, analytics, stream-
ing, social data mining, social intelligence, 
social scoring, internal or external business 
software, reviewing, social shopping, social 
referral, content curation, social TV, social 
brand engagement, etc.).

Research using social media can be con-
ducted on many topics of social interaction 
that don’t require physical co-presence or a 
synchronous face-to-face situation. Social 
phenomena have been shown to appear 
online as well as offline. See for exam-
ple, research on ostracism (Vorderer & 
Schneider, in press) or migration (Reips & 
Buffardi, 2012; Oiarzabal & Reips, 2012). 
Communication in social media and the 
effects of social media use (e.g., emotional 
consequences of using Facebook [Lin & 
Utz, 2015], or even Facebook addiction 
[Dantlgraber et  al., 2016]) have become a 
topic of interest and research in itself. Both 
the research on social media use and on how 
social media can be used for research pur-
poses have increased enormously during 
the last few years (also see McCay-Peet and 
Quan-Haase, Chapter 2, this volume).

Because very large SNSs like Facebook 
have frequently been involved in research, 
data sets tend to be very large. Big Data has 
thus become an important topic in social 
media research and Internet science, with 
related issues. Big Data gathered from 
social media may in fact provide answers to 
one of the main issues in behavioural and 
social science research with very large data 
sets, the lack of connection between the 

micro and macro levels of analysis (Snijders 
et al., 2012).

To select a social media site for research 
or other purposes, one can use a tool called 
Social Media Planner (www.inpromo.de/word 
press/en/social-tools/social-media-planner/).  
In a first step, one selects demographics and 
interests, and in a second step, the tool gener-
ates a list of social media sites that are geared 
toward the selected criteria (e.g., education) 
and are used by (mostly) people with the 
selected range of demographics.

On the downside, existing SNSs come with 
many disadvantages related to their often 
proprietary nature (ads; lack of true access 
to the data; end of service due to economic 
issues like buyout, bankruptcy, change of 
business; business rather than research driven 
structure of data; change of service, etc.) and 
sampling biases. Even though his methodol-
ogy of using Facebook likes may be some-
what questionable with respect to details of 
the empirical results, Ruffini (2012) convinc-
ingly describes how the selection of a social 
media service may lead to a particular, pos-
sibly biased sample.

Social Lab: what it is

Social Lab can be described as an Open Source 
‘Facebook’ clone, a fully functional and free 
software to run social networks for research 
and other purposes (Garaizar & Reips, 2014). 
Social Lab is available from www.sociallab.es 
and provides most features commonly found 
in other social media, for example, messag-
ing, sharing, befriending, wall posts, pictures, 
searching, profiles, privacy settings, etc. (see 
Figure 27.2).

Having full availability of navigation and 
communication data in Social Lab allows 
researchers to investigate behaviour in 
social media at both on an individual and 
a group level. Automated artificial users 
(‘social bots’, for a similar concept of social­
bots not native to a SNS see, e.g., Boshmaf 
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et  al., 2011) are available to the researcher 
to simulate and stimulate social networking 
situations. These bots respond dynamically 
to situations as they unfold and they have a 
memory for their previous interactions. The 
social bots can easily be configured with sim-
ple scripts and can be used to experimentally 
manipulate social networking situations in 
Social Lab.

An example: An educational 
privacy management site using 
Social Lab

To exemplify how Social Lab can be used, 
we set up a site that helps users develop a 
sense of the challenges around privacy 

management in social media. Privacy on the 
Internet has been and continues to be a major 
issue (Joinson et al., 2010; Reips, 2011). The 
Social Lab privacy education site is available 
in English at http://en.sociallab.es/, in 
Spanish at http://es.sociallab.es/, in German 
at http://de.sociallab.es/, and in the Basque 
region at http://eu.sociallab.es/. Its purpose is 
to demonstrate some of the techniques used 
by social hackers in order to help users to 
prevent these kinds of attacks in real social 
networks.

Anyone can sign up and get started with 
this site. Once signed in, the first challenge 
in protecting users’ privacy is waiting in the 
inbox. Every challenge will be controlled 
by an automated, script-based profile that 
appears like a fellow user on the social net-
work. Profiles must be convinced to become 

Figure 27.2 M ain display of Social Lab
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friends using one’s social engineering skills. 
Their responses are automatic but may not be 
immediate. Sometimes they need some time 
to respond, just like real users.

Figure 27.3 shows how the site interac-
tively provides feedback to users. As we 
mentioned before, the ten challenges in the 
privacy management example site and their 
associated profiles are based on social bots, 
an essential feature of Social Lab. In the next 
section we will explain how to create and 
program bots in Social Lab.

Programming a bot in 
Social Lab

From a technical perspective, Social Lab’s 
bots are regular user accounts provided with 
unattended behaviours. Therefore, research-
ers can make a social bot from a user account 
previously managed by a person. The oppo-
site is also feasible: a person can take manual 
control of an account previously managed by 
a social bot. Moreover, sharing the manage-
ment of the user account between a person 
and a social bot at the same time is also pos-
sible. This flexibility in managing social 
bots’ accounts enables a wide variety of 
research scenarios.

The first step to program a bot on Social 
Lab is to create a user account and define 
its profile (i.e., first name, last name, email, 
gender, birthday, picture, location, academic 
information, personal information, privacy 
options) using the registration page (http://

yoursociallab.com/signup). We use ‘your-
sociallab.com’ as a fictitious server name 
where Social Lab is deployed by a research 
group. Most of these features are in use in our 
online privacy game example. Therefore, the 
reader can replace ‘yoursociallab.com’ with 
‘en.sociallab.es’ to see them working. The 
rest of the process of defining the automatic 
behaviour of the social bot is done through 
the Social Lab backend interface (i.e., http://
yoursociallab.com/backend.php – for security 
reasons this URL won’t work in our exam-
ple at http://en.sociallab.es to prevent hackers 
from accessing our privacy game backend).

In Social Lab the behaviour of a social 
bot is defined by a sequence of steps. There 
are two types of steps: actions and checks. 
Actions (e.g., send message, accept friend-
ship request, etc.) are executed in a predefined 
order and always enable the processing of the 
next step. Checks (e.g., check if someone is a 
friend of two friends of mine, check location 
match, etc.), by contrast, are evaluated when-
ever they are requested by the social bot, but 
they cannot progress to the next step unless 
these conditions are met.

Social bots keep in the database the status 
of each interaction with each user. Thus, they 
may be running step 1 with the user A while 
performing step 3 with the user B. When a 
social bot has executed all the steps defined 
in its behaviour interacting with a given user, 
this interaction ends. However, interactions 
with other users will run their course in the 
state in which they were.

Let’s see how to define the behaviour of 
a simple bot. As shown in Figure 27.3, this 

Figure 27.3  Simple social bot for Social Lab. In the example, the first message contains a 
recommendation to add a Mozart web page to one’s preferences
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bot will send a message, for example asking 
the user in the first step whether she likes a 
certain Mozart webpage or not. In the sec-
ond step, the bot will wait until the user it 
is interacting with adds the Mozart page to 
her preferences. The bot will wait in this state 
indefinitely and will not execute the rest of its 
program until the condition is met. When that 
happens the bot will accept the user’s friend-
ship request (third step) and send a message 
recommending other pages of similar musi-
cians (fourth step).

Defining this automatic behaviour in Social 
Lab is straightforward. First, a regular user 
account is created, it must then be added to 
the ‘Bots’ table using the backend application 
(http://yoursociallab.com/backend.php/bot/

new). Then, all the steps defined in Figure 27.3  
have to be added to the ‘Steps’ table (http://
yoursociallab.com/backend.php/step/new), 
setting the following parameters, see Figure 
27.4: 1) the bot that we are programming (a 
drop-down list of all bots defined in the ‘Bots’ 
table is shown here to minimize input errors); 
2) the command to be executed in this step 
(‘Send message’ for the case of the first step 
of this social bot); 3) the step order (0 for the 
case of the first step); and 4) a reference to the 
message intended to be sent. All text messages 
sent by social bots have to must be stored in 
the ‘Automsg’ table. Therefore, it is necessary 
to add a new entry to this table (http://your-
sociallab.com/backend.php//automsg/new), 
indicating the text to send. The second step 

Figure 27.4  Setting up triggers and routines for a social bot in Social Lab’s backend 
application
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of the social bot has to be added in a similar 
way, adding a new entry to the ‘Steps’ table 
(http://yoursociallab.com/backend.php/step/
new). In this case, the command should be 
‘Check page match’, the step order should 
be 1, the automsg field should be left blank 
because this check does not require a mes-
sage. The third step is defined in the same 
vein, adding a new step for the same bot and 
defining the command (accept friendship) and 
the step order (2). Finally, the last step of cre-
ating this bot involves another ‘Send message’ 
command. Therefore, the message to send 
should be added previously to the ‘Automsg’ 
table (http://yoursociallab.com/backend.php//
automsg/new). Once this procedure is fin-
ished, the bot is ready to interact with users of 
the social network.

As we can see, defining a bot in Social Lab 
does not require previous technical knowledge, 
just adding values to the database. Thanks to 
the backend application provided with Social 
Lab, these database changes can be done with 
a form-based interface. With this social bots 
definition system a researcher could easily 
compare two similar situations by creating two 

social bots with slightly different behaviours 
and analyze, which interactions occur with 
each of them. For example, in a study related to 
participation in online promotions, researchers 
might want to know whether participants asked 
to perform two actions (e.g., mark a page as 
favourite and post a message on their wall) to 
take part in the online promotion are more reluc-
tant to participate than those who first are asked 
to perform one action first and then the other 
one. Researchers conducting this experiment 
could define three bots as shown in Figure 27.5  
and compare the number of users in the social 
network that reach the last step in each case. 
Comparisons between the two last bots could 
also give clues about the reluctance associated 
with each action.

User accounts of each of these bots can 
also be simultaneously managed by humans. 
Therefore, the community manager respon-
sible for encouraging participation in this 
online promotion could use the social bots 
user accounts manually in some moments of 
the marketing campaign. This increases the 
feeling of interacting with a person and not 
a program, which could also be the subject 

Figure 27.5 T hree slightly different social bots to gather participants for an online 
promotion
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of another related study (i.e., compare the 
engagement in online promotions boosted 
by profiles clearly run by people and by 
profiles clearly managed by bots). As men-
tioned before, this shared management of 
user accounts also enables multi-phase stud-
ies in which the behaviour (e.g., bot A, bot B 
and bot C in Figure 27.5) and type of interac-
tion (manual vs. automated) changes in each 
phase but all interactions are made from the 
same user account.

Moreover, it is also possible to take advan-
tage of the fact that all behaviours of all 
social bots are defined as rows of a small 
set of tables in the Social Lab database (i.e., 
bot, step, automsg). Thanks to this decoupled 
design, third-party software could dynami-
cally reprogram the behaviour of the bots 
modifying the content of those tables with-
out modifying a single line of the particular 
Social Lab instance’s source code. This ena-
bles the integration of sophisticated behav-
iours (e.g., chat bots managed by complex 
Artificial Intelligence algorithms) without 
having to integrate their code in Social Lab, 
simply making changes in the database.

Research options with 
Social Lab

Here we outline ideas about how Social Lab 
could be used in research. In the most simple 
study design, researchers can simply observe 
how users act and communicate within  
the social network. Like in Figure 27.6, mes-
sages can be deployed by bots or researchers 
to provoke user action. As fully controllable 
Open Source software, Social Lab lets 
researchers access more information than 
any proprietary network.

Also, researchers may use Social Lab to 
investigate group-level social network struc-
ture and dynamics. Social network analysis 
could then be used in the analysis of the social 
network – for example, research into changes 
of the pattern of connections between per-
sons in a collective (Quan-Haase & McCay-
Peet, 2016). Of course, a network set up with 
Social Lab can provide an environment for 
questionnaire studies and interviews as well. 
Such interviews could even be conducted 
automatically using a pre-programmed bot 
that randomly contacts users within the 

Figure 27.6 M essages can be deployed by researchers or social bots or to provoke user 
actions
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social network and invites them to participate 
(Stieger & Reips, 2008).

One could further imagine experimental 
studies that are based on Social Lab. So far, to 
our knowledge there has been only one truly 
experimental study with Internet-based social 
networks (Centola, 2010), i.e. randomly 
assigning participants to different social net-
works. Centola (2010) was interested in the 
influence of the structure of social networks 
on the spread of behaviour and randomly 
assigned participants who had signed up to a 
health forum to either a clustered lattice net-
work condition and a random network con-
dition. Participants were further randomly 
assigned to a node in their network, i.e. the 
other participants they would see within the 
network were determined by this assignment. 
Further, each participant could receive at 
most one email from each of the participants 
they could see and they could not contact each 
other within the social network. Improving 
on this communication-poor, rather static and 
purely structural manipulation one could use  
the human-like bots available in Social Lab, 
for example influence risk perception in two 
initially structurally identical networks and 
observe risk communication, coping behav-
iour, and attitude change. In pre-study and 
follow-up surveys one could collect attitudi-
nal information and self-reported behaviours 
and emotions from participants and then see 
how these change depending on the experi-
mental manipulations and resulting dynamics 
within the networks.

Setting up Social Lab as an Experimental 
Environment. Experiments can be con-
ducted within a social network or between 
social networks. In the latter case, at least 
two structurally identical social networks 
need to be created using Social Lab after 
download and setup from www.sociallab.es. 
Participants should be recruited from differ-
ent Web sites and in different modes (e.g., 
actively: ‘push’ or passively: ‘pull’). Via the 
multiple site entry technique (Reips, 2000, 
2007) the researcher will be able to deter-
mine for each participant the site he or she 

was recruited from and will thus later be able 
to test for systematic differences between 
recruitment sites and modes. For exam-
ple, one could aim for 2,000 participants  
(ca. 500 in each of four network), then have 
them fill in informed consent forms and ran-
domly assign them to one of the four social 
networks. The social networks then need 
to be closed; no new applications will be 
accepted during the time of the studies.

Social Lab will often need to be adjusted 
to meet the requirements of a particular 
study. For example, there may be a need to 
limit configuration options (e.g., delete the 
informed consent option within Social Lab, 
if informed consent was already collected 
before the logon). One could also amend 
options to display ‘news items’ that can be 
used for experimental manipulations. As a  
way to manipulate exposure (e.g., via fre-
quency and intensity of messages or via 
number of agents) and role modelling of 
coping strategies, several social bots can be 
created in all networks and their actions and 
timing will be programmed to serve the tasks 
required by the experimental manipulations.

Outlook

We have presented the free Open Source 
social network software Social Lab and out-
lined how it can be used in research. Social 
Lab provides most features that are common 
to social media and even more: one of the 
most useful features in research are its auto-
mated programmable bots. We described 
above how such social bots can be used in 
research and how to create and configure 
them within Social Lab.

Much research including social network 
analysis can be applied to social networks that 
are developed within Social Lab or manifest 
themselves in communications on this plat-
form. With Social Lab, researchers can  
collect information on who is connected to 
and communicates with whom, at which time. 
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Such data can then be used to investigate 
social network properties, such as density, 
clustering, and connectedness, or node prop-
erties, such as betweenness or centrality (see 
e.g., Brandes & Erlebach, 2005; D’Andrea 
et al., 2010).

We hope Social Lab will inspire many to 
set up free social networks for research and 
beyond. An Open Source community has 
begun to form and help in its development. 
May the new tool help the scientific com-
munity to advance in the exciting study of 
behaviour in social media.
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R for Social Media Analysis

S i m o n  H e g e l i c h

R is a free software programming language 
and software environment for statistical com-
puting and graphics. Because R is a program-
ming language its usage is not limited to the 
field of statistics. There are already many 
R-packages to cover the whole spectrum of 
social media analysis from web scraping to 
text mining. This chapter is designed as a 
hands-on-tutorial to analyze data from 
Twitter in R. In four steps, the chapter dem-
onstrates how to get the desired data, how to 
‘clean’ it, how to analyze it, and how to visu-
alize the results. By following these steps the 
reader will gain knowledge about the general 
structure of R, its basic grammar, some rele-
vant packages for social media analyses, the 
Twitter streaming API, and about some basic 
programming concepts. The chapter 
addresses readers with no or little previous 
knowledge about programming. The aim is 
to demonstrate that the efforts in learning a 
programming language instead of using off-
the-shelf-solutions are rewarded with greater 
flexibility for creative social media analysis. 

The R language has become one of the most 
prominent tools among statisticians and data 
miners. Because it is free software and due to 
its outstanding capacities which are enhanced 
by a huge community of contributors, R has 
become the first choice at many universities 
in teaching statistics.

Introduction

What is R?

R is a computer language for statistical com-
puting and graphics. ‘R provides a wide vari-
ety of statistical (linear and nonlinear 
modelling, classical statistical tests, time-
series analysis, classification, clustering, …) 
and graphical techniques, and is highly exten-
sible. […] One of R’s strengths is the ease 
with which well-designed publication-quality 
plots can be produced […]. R is available as 
Free Software under the terms of the Free 
Software Foundation’s GNU General Public 
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License in source code form. It compiles and 
runs on a wide variety of UNIX platforms and 
similar systems (including FreeBSD and Linux), 
Windows and MacOS’ (CRAN 2015 np).

As an open-source project that is free to 
use, R has become more and more popular 
at universities all over the world. According 
to the detailed studies of Muench (2015), R 
is one of the most popular tools in statistics 
and the preferred choice for data-analytics. In 
contrast to statistical environments like SPSS 
and stata, R has gained popularity in recent 
years (Muench 2015). There are probably 
three reasons for this trend:

R is free: The whole environment is open source 
and under GNU license. Everyone can install as 
many copies of it as desired.

R is strong: R is built on the statistical program-
ming language S and therefore includes extensive 
tools for all kinds of statistical methods by design. 
In addition, due to the open source character, 
there is a huge community of developers who 
contribute to the further development of R which 
means that nearly every new trend in methods is 
integrated in the form of additional ‘packages’.

R is flexible: The exponential growth of additional 
packages (Muench 2015) provides the user with a 
huge box of tailored tools for many tasks. But R is 
also very flexible by design. In contrast to other 
statistical environments, R functions as a fully-
developed computer language (that can easily be 
enriched with additional code in C#, C++, or 
FORTRAN). The scope of applications therefore 
goes far beyond statistical analysis.

The ‘price’ that comes with these advantages 
is that R has to be programmed like a com-
puter language. There is no drag and drop and 
many tasks will require some advanced skills 
in programming and the understanding of 
basic programming concepts like functions, 
recursion, loops, etc. (see Teetor 2011).

Why Use R for Social Media 
Analysis?

Two key concepts of social media are 1) the 
ability of everyone to share information on the 

web and 2) to participate in networks that 
structure this information. Kaplan and 
Haenlein tried to define social media in a more 
precise way and suggested a differentiation 
between Web 2.0 ‘as the platform for the evo-
lution of Social Media’ (Kaplan and Haenlein 
2010) and the different practices social media 
results in. From a data-science point of view, 
social media is extremely interesting as well 
as challenging because the interaction of mul-
tiple users creates big data with the three 
characteristics described by Mayer-
Schönberger and Cukier (2013): more, messy, 
good enough. Twitter, for example, had 288 
million monthly active users in the last quarter 
of 2014 (Twitter-Inc. 2015a). However, data 
from social media is not nicely organized but 
messy: There are hardly any rules about what 
kind of content is distributed by the users. 
Besides, data is not limited to the provided 
content: The network structure itself is a rich 
source of additional information that can be 
analyzed on multiple levels. Finally, there is 
the idea that social media data can tell us a lot 
about real world phenomena outside the vir-
tual realm. Many promises of predictive ana-
lytics may have overestimated the possibility 
to extrapolate from social media data (Ruths 
and Pfeffer 2014). Nevertheless, it remains 
fascinating to combine social media analysis 
with additional data from ‘the real world’.

This complexity of social media analy-
sis looks like a perfect environment for the 
application of R. R provides fast-track access 
to different social media APIs (see Janetz and 
Kay, Chapter 10 in this volume), it has all the 
tools needed for text-mining, graph-analysis 
and data manipulation.

Getting – Cleaning – Testing – 
Showing: A Data-scientist’s  
Work-flow

Data science is more than just statistics. 
Statisticians survey data in a very careful way 
to come up with representative samples 
structured in nice and neat tables. But social 
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media data is not structured this way. It is just 
out there somewhere on the Internet and we 
have to get it on our computer and transform 
it in a way that is suitable for analyzing. This 
step normally involves the use of an API. In 
a second step, social media data normally has 
to be cleaned. For example, there might be 
duplicates, missing values or incorrect speci-
fications of objects. The cleaned data can be 
used to run descriptive statistics, to test 
hypothesis, to find hidden patterns or to ana-
lyze it with more advanced machine learning 
algorithms. Whatever we find out in the end, 
it is very important to present the results in a 
way that reduces the complexity of the origi-
nal data drastically. For this last step, data 
science has developed visualization tools 
(Schutt and O’Neil 2013, 41–43). All these 
four steps can be done directly in R.

In the following example we will connect 
to Twitter and get tweets located in California. 
This sample will then be analyzed and visual-
ized. The research question for this example is 
the following: Are trends on Twitter regionally 
localized? On the one hand, Twitter is a global 
social media platform that connects people 
all over the world. It is therefore reasonable 
to argue that regional differences are not so 
important on Twitter. On the other hand, peo-
ple use Twitter to communicate about what is 
going on in their real lives. Since the real life 
takes place in a specified space, it is reasona-
ble to argue that information on Twitter should 
show a lot of regional differences.

The chapter is designed as a hands-on-
tutorial. The reader should install R and get 
familiar with its basic structure in advance. 
The CRAN-webpage offers excellent tutori-
als for these first steps (CRAN 2015).

Getting data from Twitter

Initializing the Twitter API

In this chapter, the so called STREAMING-
API from Twitter is used. This API provides 

real-time access to Twitter, so the results are 
dependent from on what is actually going on, 
right now. Before we start, we have to initial-
ize the Twitter-API. To use the Twitter API, a 
consumer key and consumer secret is 
required. Therefore, you have to register as a 
developer who is creating a Twitter app. 
Create a Twitter account and then sign in at 
https://apps.twitter.com/. The account has to 
be verified with a phone number. This can be 
done on the Twitter webpage in the account 
settings. Fill in name, description and any 
valid URL with leading ‘http://’. It is impor-
tant NOT to provide any call-back URL, 
because otherwise the registration from R 
will not function. After this, you can see a 
summary of your newly created app with a 
link to ‘manage keys and access tokens’. The 
consumer key and consumer secret that can 
be found there have to be copied into the fol-
lowing R-script to save a permanent authen-
tication token.1

Registration of the API via R

After we have gained access to the API, we 
can register a connection directly from R via 
the following code:

# We use the package "streamR" which is designed 
to connect to the Twitter # Streaming API.

# Packages are loaded into R with the command 
library()

library(streamR)
# In addition, we need the "ROAuth"-package to 

establish an
# authentification.
library(ROAuth)
# The following four lines assign the right values to 

the variables that
# are needed for the API call.
requestURL <- "https://api.twitter.com/oauth/

request_token"
accessURL <- "https://api.twitter.com/oauth/

access_token"
authURL <- "https://api.twitter.com/oauth/authorize"
# The string within the quotation marks has to be 

replaced with the actual
# consumerKey and consumerSecret.
consumerKey <- "myconsumerkey1122"
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consumerSecret <- "myconsumerse-
cret112233445566"

# The next two lines establish a connection to 
the Twitter API.

# The system will print a URL which should be 
copied in a browser to receive a PIN number.

# This PIN has to be entered in the R-console.
my_oauth <- OAuthFactory$new(consumerKey = 

consumerKey,
consumerSecret = consumerSecret,
requestURL = requestURL,
accessURL = accessURL,
authURL = authURL)
my_oauth$handshake(cainfo = system.file 

(“CurlSSL”, “cacert.pem”, package = “RCurl”))
# Once the connection is established we can save 

it so that we do not have
# repeat this process.
save(my_oauth, file = “my_oauth.Rdata”)

Sometimes, this approach fails because of an 
unexpected problem: Twitter checks the date 
and time of the computer from which the 
API-request is sent. If the time is not 100% 
correct the request is blocked. Even some 
seconds may lead to an error. Next time any 
session to analyze Twitter can simply start by 
the connection data stored in the my_oauth 
file. The necessary command is:

load(“my_oauth.Rdata”)

Searching on the Twitter API

We are now connected to the ‘Streaming 
API’ of Twitter (Twitter-Inc. 2015b). This 
API allows us to search in real-time the 
stream of tweets. We can specify several 
parameters for this search. For example, if 
we set the parameter ‘track’ to ‘social 
media’, the API will return all tweets con-
taining this character string. If we want to 
focus the search on specified users, we can 
set the parameter ‘follow’ to the desired 
user-names. A very interesting feature is the 
location-based search. If we set the ‘loc’ 
parameter to longitude and latitude coordi-
nates, the search is restricted to the specified 
area. The first two values define the south-
western corner of a square and; the last two 
its north-eastern corner. The different 

search-parameters can be combined but it is 
advisable to refer to the documentation 
(Twitter-Inc. 2015b) to understand how the 
API handles such combinations. For exam-
ple, location is always used as logical ‘or’. 
This means, if we specify a location and a 
user-name, the API will return all tweets that 
fit to the location and all tweets of the speci-
fied user.

By default, the search is performed end-
lessly. As long as the computer program is 
running additional tweets will be added to the 
file that is specified by the ‘file’-parameter. But 
we can specify a ‘timeout’-parameter that will 
end the search when the defined time-span is 
reached.

The following code specifies the param-
eters to search for one minute for all tweets 
from California. For the later examples, the 
timeout was set to 30 minutes to increase the 
number of tweets.

file = "tweets.json"
track = NULL
follow = NULL
loc = c(-125, 30, -114, 42)
lang = NULL
minutes = 0.5
time = 60*minutes
tweets = NULL
filterStream(file.name = file,
track = track,
follow = follow,
locations = loc,
language = lang,
timeout = time,
tweets = tweets,
oauth = my_oauth,
verbose = TRUE)

Cleaning the data

In our working directory we will find now a 
file named ‘tweets.json’ (as set by the ‘file’-
parameter). A JavaScript Object Notation 
(JSON) file is structured like a list. All the 
information of every Tweet is written there but 
we do not have a table with rows and columns, 
yet. Fortunately, the streamR-package has a 
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function to transfer JSON-data to conven-
tional tables:

tweets.df <- parseTweets(file)
# Now we can inspect the table and save it.
View(tweets.df)
save(file=“tweetsDF.RDATA”, tweets.df)

The data is now nicely structured in a table 
with every tweet in one row and 42 columns 
for all variables.

To demonstrate the importance of data-
cleaning and -manipulation, we will now cre-
ate an additional column with the hashtags 
that are used in the tweets. Hashtags (every 
word in a tweet starting with the sign ‘#’) 
are a very important element of the Twitter 
structure (Java et al. 2007). In this example, 
we want to find out if the usage of hashtags 
shows regional differentiations. To find the 
hashtags in the tweets, we use regular expres-
sions. Regular expressions are a common 
way to specify patterns of character strings to 
be used in finding or replacement operations. 
In this case, we are looking for the character 
# followed by an undefined number of other 
alphabetical or numerical characters. Written 
as regular expression this pattern becomes 
‘#[:alnum:]+’. The symbols [:alnum:] means 
‘any alpha-numerical character’. The +-sym-
bol has the meaning: ‘The proceeding item 
will be matched one or more times.’

To create a column with the hashtags, the 
string extract function (str_extract) from the 
package ‘stringR’ is used.2

library(stringr)
tweets.df$hashtags <- str_extract(tweets.df$text, 

"#[:alnum:]+")

In R, every object belongs to a specified 
class. For example, the columns that con-
tain the numbers of friends or followers are 
assigned to the class numeric. The computer 
therefore expects only numbers in these col-
umns. Right now, all columns containing 
text are assigned to the class character. But 
for the hashtags-column, something else is 
needed. Since we want to count the frequen-
cies of the diverse hashtags to look for trends, 

the hashtags should be treated as a categori-
cal variable. This is achieved by using the 
class factor.

tweets.df$hashtags <- as.factor(tweets.df$hashtags)
summary(tweets.df$hashtags)

The summary function returns the different 
hashtags and their frequency. We can do the 
same with the column full_name. This col-
umn contains the name of the location the 
tweet was sent from, or – in case the specific 
location is not shared on Twitter – the name 
of the user’s hometown.

tweets.df$full_name <- as.factor(tweets.df$full_
name)

summary(tweets.df$full_name)

The advantage of transferring these columns 
into categorical variables (class factor) is that 
we can use them now directly in any kind of 
prediction model. But before we start testing 
the hypothesis, a final step in the cleaning 
process has to be carried out: As can be seen 
in the summary of the full_name column, 
there are many different locations. If we ran 
a model on the complete data, this would 
require a lot of computational power. We will 
therefore reduce the data in a way that only 
the most common places are included. This 
task is a very good example to introduce the 
R-style indexation.. The following four lines 
of code show the solution for this task:

library(plyr)
sel <- count(tweets.df$full_name)$x[count(tweets.

df$full_name)$freq>100]
sel <- tweets.df$full_name %in% sel
test.df <- tweets.df[sel,]

The idea is to create an object sel that indi-
cates all rows of the original table that should 
be selected. The criterion for selection is that 
the location specified in full_name is men-
tioned more than 100 times in all the tweets. 
To identify these locations, it is necessary to 
count the frequencies of all different levels 
of our categorical variable in a similar way 
like the summary-function did. The best com-
mand for this is count(), which can be found 
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in the plyr-package. The function count() 
returns a table (an object of class data.frame) 
with a column x containing the name (i.e., 
the location) and the frequency (freq). A 
very clever thing about R-programing is that 
calls for functions can be treated in the same 
way like the object they are returning. This 
means in our example we can start indexing 
the count-function directly. Any column of a 
data.frame can be addressed by its name. The 
syntax for this is data.frame$columnName. 
We have used this way of indexing already 
with tweets.df$full_name. Now we can 
address the x-column of the count-call in the 
same way: count(tweets.df$full_name)$x. 
This command alone returns all names of 
locations in alphabetical order.

There is a second way of indexing 
R-objects. Within box brackets ‘[]’ we can 
specify which element of the object is rel-
evant. This can be done either by indexing 
its position with numbers (e.g. [1], vectors of 
numbers [c(1,3,5,6)], or sequences [c(1:6)]), 
or by a vector of TRUE or FALSE state-
ments. The latter is done in the above exam-
ple: The second call of the count-function 
asks which frequency has a value above 100 
and returns a TRUE or FALSE value for each 
row. The command line above therefore finds 
the names of the locations that have a fre-
quency above 100 and stores these names in 
the object sel.

The next line then asks which location 
name is an element of the vector sel. The 
answer to this question is again a vector of 
TRUE/FALSE of the length of the total num-
ber of locations. This object is stored as sel, 
which overwrites the existing object. At first 
glance, to overwrite an existing object might 
seem quite confusing. But the goal in the 
example was to create a selector that speci-
fies the most common locations. The first line 
did not finish this job but rather contained 
an intermediate step. To avoid constructing 
too many objects – and thereby increase the 
complexity of programming – it makes sense 
to overwrite objects until the desired form is 
reached.

The final line now creates a new object 
test.df containing all the tweets from tweets.
df that are indexed by the sel object. The care-
ful reader will notice the comma in the com-
mand tweets.df[sel,]. Tables (like tweets.df) 
are multi-dimensional objects. They consist 
of rows and columns. To index an element 
in a multi-dimensional object, all dimensions 
must be called. The sel-object specifies the 
rows. The value after the comma specifies the 
columns. Since we want all columns, we do 
not specify this value at all, but we still need 
the comma. Indexing objects in R might be 
a confusing experience, at the beginning. But 
the different methods described here appear to 
be very stringent if the underlying principles 
are known. Being able to understand complex 
indexing is a key competence to understand 
R-code and to handle different data structures.

Finally, a last step of cleaning should be 
applied to the new table we want to test our 
assumptions on:

test.df$full_name <- droplevels(test.df$full_name)

Categorical variables in R (class factor) con-
tain more information than the sole data. 
The value levels shows all possible values 
the variable could take. Since we wanted to 
reduce the number of real values of location, 
it makes a lot of sense to drop unused levels, 
as well.

Testing the hypothesis

Since R is a statistical environment a major 
focus of its development has been on tools 
for statistical testing. In this chapter linear 
regression serves as an example, but the 
capacities of R go far beyond this.3 The 
hypothesis of this chapter is that there are 
regional differences in Twitter. One of the 
most important features of the Twitter struc-
ture is the followers_count-variable (Kwak 
et  al. 2010), which shows how many other 
users are following the tweets of a user. If 
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there are regional differences, our cleaned 
variable full_names should have an effect on 
followers_count. The command to fit a linear 
regression model is lm().

fit <- lm(followers_count ∼ full_name, data=test.df)
summary(fit)

In the code above, an object fit is created 
that contains the results of the linear regres-
sion. The regression is called with the follow-
ing parameters: First the response variable is 
defined followed by the symbol ‘∼’ (called 
‘tilde’) and the predictor variable(s). This for-
mula can be read as: ‘followers_count depends 
on full_name’. We can either specify the full 
name of these objects (test.df$followers_
count) or define the data-parameter, so that 
the computer knows which table should be 
used. In the latter case, it is sufficient to spec-
ify the column names that are used.

The summary() function gives us all the 
necessary results. Depending on the data that 
is used, the results should look similar to the 
following output:

## Call:
## lm(formula = followers_count ∼ full_name,  

data = test.df)
##
## Residuals:
## Min 1Q Median 3Q Max
## -6828–2171 -609–36 1003638
##
## Coefficients:
## Estimate Std. Error t value Pr(>|t|)
## (Intercept) 6856 1500 4.570 5.01e-06 ***
## full_nameBakersfield, CA -6261 1946–3.217 

0.00131 **
## full_nameCalifornia, USA -5563 1728–3.219 

0.00130 **
## full_nameFontana, CA -6057 2184–2.774 

0.00557 **
## full_nameFresno, CA -6335 2101–3.015 

0.00259 **
## full_nameLas Vegas, NV -4194 1940–2.163 

0.03063 *
## full_nameLong Beach, CA -6190 2188–2.829 

0.00469 **
## full_nameLos Angeles, CA -3942 1576–2.500 

0.01244 *
## full_nameModesto, CA -6144 2343–2.623 

0.00876 **

## full_nameMoreno Valley, CA -6330 2370–
2.671 0.00759 **

## full_namePalmdale, CA -6253 2220–2.817 
0.00487 **

## full_nameParadise, NV -5063 2076–2.439 
0.01479 *

## full_nameRancho Cucamonga, CA -6227 
2249–2.768 0.00566 **

## full_nameRiverside, CA -6514 2163–3.012 
0.00261 **

## full_nameSacramento, CA -5766 2171–2.656 
0.00794 **

## full_nameSan Bernardino, CA -6171 2323–
2.656 0.00793 **

## full_nameSan Diego, CA -5592 1892–2.956 
0.00313 **

## full_nameSan Francisco, CA -6248 2188–2.855 
0.00432 **

## full_nameSan Jose, CA -6360 2070–3.072 
0.00214 **

## full_nameStockton, CA -6294 2370–2.656 
0.00794 **

## –
## Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 

‘.’ 0.1 ‘ ‘ 1
##
## Residual standard error: 18440 on 4578 

degrees of freedom
## Multiple R-squared: 0.005542, Adjusted 

R-squared: 0.001414
## F-statistic: 1.343 on 19 and 4578 DF, p-value: 

0.1451

The summary starts with citing the formula 
the model depends on. Next, we get some 
information on the distribution of the residu-
als. This is often essential for model diag-
nostics. Then a table with the results for 
each predictor is printed out. Here, we can 
see how R handles categorical variables: 
Our single variable full_name is transferred 
to separated variables for each level. If we 
had not reduced the complexity of the data-
set first, we would have run a regression with 
some thousands predictors. For each predic-
tor summary() gives us the classic regression 
values like estimate, standard error, t-value, 
and probability. The symbols in the last col-
umn represent the significance values (see 
Gelman and Hill 2007). Finally, we get some 
information on the performance of the model 
as a whole, including R2, degrees of freedom, 
and p-value.
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In this example, the effect of each location 
is significant (at least one ‘*’ for every predic-
tor). Therefore, one might argue that we have 
proof for a regional effect. But the explana-
tory power of the model is extremely limited 
(adjusted R2 of ca. 0.001) and the model itself 
is not significant (p-value ca. 0.15).

We can try now to add other predictor 
variables, for example, friends_count. The 
idea would be that the number of followers 
depend on the location and the number of 
friends a user has. This can be done with the 
following commands:

fit2 <- lm(followers_count ∼ full_name + friends_
count, data=test.df)

summary(fit2)
## Call:
## lm(formula = followers_count ∼ full_name + 

friends_count, data = test.df)
##
## Residuals:
## Min 1Q Median 3Q Max
## -11050–1676 -403 15 1003224
##
## Coefficients:
## Estimate Std. Error t value Pr(>|t|)
## (Intercept) -753.55903 1561.51485–0.483 

0.6294
## full_nameBakersfield, CA 890.93245 

1969.22358 0.452 0.6510
## full_nameCalifornia, USA 1637.39127 

1764.38811 0.928 0.3534
## full_nameFontana, CA 899.82476 2191.43527 

0.411 0.6814
## full_nameFresno, CA 819.40335 2116.18778 

0.387 0.6986
## full_nameLas Vegas, NV 1592.19934 

1940.42152 0.821 0.4119
## full_nameLong Beach, CA 662.24087 

2193.93648 0.302 0.7628
## full_nameLos Angeles, CA 2794.82749 

1612.92461 1.733 0.0832.
## full_nameModesto, CA 833.39626 2343.61393 

0.356 0.7222
## full_nameMoreno Valley, CA 781.56677 

2371.60346 0.330 0.7418
## full_namePalmdale, CA 939.99695 2229.47917 

0.422 0.6733
## full_nameParadise, NV 1685.80998 

2085.70845 0.808 0.4190
## full_nameRancho Cucamonga, CA 936.88335 

2257.34586 0.415 0.6781
## full_nameRiverside, CA 766.13070 2176.88909 

0.352 0.7249

## full_nameSacramento, CA 859.79612 
2174.40086 0.395 0.6926

## full_nameSan Bernardino, CA 896.45732 
2326.50927 0.385 0.7000

## full_nameSan Diego, CA 1148.33270 
1910.10986 0.601 0.5477

## full_nameSan Francisco, CA 876.85538 
2198.16646 0.399 0.6900

## full_nameSan Jose, CA 841.51465 2087.44521 
0.403 0.6869

## full_nameStockton, CA 744.31164 2370.54147 
0.314 0.7535

## friends_count 1.11952 0.07829 14.300 <2e-16 
***

## –
## Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 

‘.’ 0.1 ‘ ‘ 1
##
## Residual standard error: 18040 on 4577 

degrees of freedom
## Multiple R-squared: 0.04807, Adjusted 

R-squared: 0.04391
## F-statistic: 11.56 on 20 and 4577 DF, p-value: 

< 2.2e-16

With the data used for this example, the result 
is a model that has a higher adjusted R2, as 
well as a much lower p-value. But now, the 
local predictors are not significant any more. 
We have to conclude that we do not find con-
vincing evidence that there is a structural dif-
ference between users from different regions, 
so far.

Visualization

The implemented tools for visualization are 
another widely-appreciated feature of R. 
Especially with complex data it is always 
very helpful to find a way to present results 
in a graphical way. Visualization may help to 
reveal hidden features or flaws in the results, 
or the graphical representation might be seen 
as a result on its own.

For many statistical tools in R, there are 
pre-defined plotting algorithms produc-
ing very helpful and high-quality graphics. 
Normally, these visualizations can be made 
with the simple command plot(). For exam-
ple, we can call this command on our linear 
model object fit2.
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plot(fit2)

This command results in the following four 
plots (see Figure 28.1):

A detailed explanation of these plots is 
provided by Teetor (2011, 271). In a nut-
shell, the plots show the distribution of the 
residuals in the model and its effect on the 
model performance. In theory, the residuals 
should be purely random. Instead, we see 
that in each representation there are several 
points that are far away from the position of 
the other residuals. This must be interpreted 
as a strong visual hint that the model is ignor-
ing important differences between the data-
points. Probably, there is even a violation of 
the assumptions made by linear regression.4

The next example shows how visualization 
can be used to gain new insights. Since Twitter 

provides us with the longitude and latitude 
data of some of the tweets, we can create a 
map of California with dots for every tweet. A 
powerful framework for graphics is provided 
by the ggplot2-package (Wickham 2009).

The following code is quite complex. We 
have to create different objects to construct 
a map of California and repeat some of the 
cleaning steps to reduce the complexity for 
plotting. To understand these commands, 
comments have been added directly to the 
code. The reader is encouraged to copy this 
example and to experiment with different 
parameter settings.

# Two additional packages are needed:
library(ggplot2)
library(grid)
# Create an object containing the boundaries of 

California as

Figure 28.1 D iagnostic plots
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# longuitude and lattitude.
map.data <- map_data(“state”, region=c 

(“california”))
# We only need the long and lat values from the 

data.
# These are put in a new object.
points <- data.frame(x = as.numeric(tweets.

df$place_lon),
y = as.numeric(tweets.df$place_lat))
# This line is needed for the second plot, when 

hashtags are added.
points$hashtags <- tweets.df$hashtags
# The next lines are just used to remove points that 

are not specified or
# are incidental too far a way from California.
points[!is.na(tweets.df$lon), “x”] <- 

as.numeric(tweets.df$lon)[!is.na(tweets.
df$lon)]

points[!is.na(tweets.df$lat), “y”] <- 
as.numeric(tweets.df$lat)[!is.na(tweets.df$lat)]

points <- points[(points$y > 25 & points$y < 42),]
points <- points[points$x < -114,]
# The following code creates the graphic.
mapPlot <- ggplot(map.data) + # ggplot is the 

basic plotting function used.
# The following lines define the map-areas.
geom_map(aes(map_id = region),
map = map.data,
fill = “white”,
color = “grey20”,
size = 0.25) +
expand_limits(x = map.data$long,
y = map.data$lat) +
# The following parameters could be altered to 

insert axes, title, etc.
theme(axis.line = element_blank(),
axis.text = element_blank(),
axis.ticks = element_blank(),
axis.title = element_blank(),
panel.background = element_blank(),
panel.border = element_blank(),
panel.grid.major = element_blank(),
plot.background = element_blank(),
plot.margin = unit(0 * c(-1.5, -1.5, -1.5, -1.5), 

“lines”)) +
# The next line plots points for each tweet. Size, 

transparency (alpha)
# and color could be altered.
geom_point(data = points,
aes(x = x, y = y),
size = 2,
alpha = 1/20,
color = “steelblue”)
mapPlot # This command plots the object.

The above code should result in a graphic 
like Figure 28.2.

This visualization shows us the spatial dis-
tribution of tweets. Some of the points are not 
in California, because the coordinates we had 
send to Twitter are not that exact. In metropol-
itan areas like Los Angeles or San Francisco 
more people seem to use Twitter – which is 
of course not very surprising. Nevertheless, 
the spatial distribution of tweets can be very 
important for a lot of different questions, 
especially if combined with other filters. For 
example, we can ask what hashtags are used 
in which region.

Following exactly the same cleaning pro-
cedure as described above, we can identify 
the hashtags that are used more than two 
times in our dataset.

sel <- count(points$hashtags)
$ x [ c o u n t ( p o i n t s $ h a s h t a g s 
$freq>2]

sel <- sel[!is.na(sel)]
sel <- points$hashtags %in% sel
hashs <- points[sel,]
hashs <- hashs[!duplicated(hashs$x),]

This new table hashs can now be used to add 
the hashtags to the existing plot. Since we 
created an object of its own containing the 
plot (mapPlot), we can now add additional 
features to this plot without re-running all the 
code.

mapPlot2 <- mapPlot +
geom_text(data = hashs,
aes(x = x, y = y, label = hashtags),
position = position_jitter(width=0, height=1),
size = 4,
alpha = 1/2,
color = “black”)
mapPlot2

As can be seen, we can now analyze what 
hashtags are important for which region 
(Figure 28.3).

While there are some hashtags like #job, 
#MTVHottest, #CecilTheLion, or #retail 
that seem to appear everywhere in California 
there are others that are located regionally. 
#Dodgers is more likely to be found in the 
LA region while the Bay Area seems to be 
more interested in #Euroleague.
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Conclusion

Of course, the limited data that was used for 
these examples does not allow any generali-
zations of the findings. Nevertheless, the 
presented methods are suitable to be applied 
in real data analysis. It has been the aim of 
this chapter to demonstrate the power and 
flexibility of R in analyzing social media. R 
is probably not the fastest way for beginners 
to come up with any results. But as a general 
computer language, there is hardly anything 
in social media analysis that cannot be done 

with R. The complexity of programming – 
which seems as a disadvantage at first glance –  
has one benefit for researchers: If someone is 
familiar with the R syntax, there are no 
‘black-boxes’. Every piece of code can be 
reproduced and analyzed fully. Nothing has 
to remain secret. In addition, a huge commu-
nity of experts is offering help on webpage or 
mailing lists, or in tutorials and publications. 
This gives the scientist full control over her 
tools. Especially in the era of big data 
(Mayer-Schönberger and Cukier 2013) it is 
important not to follow blindly the advice of 

Figure 28.2 T weets in California
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analytical models. Instead a solid under-
standing of the applied tools has to be the 
foundation of social media research.

Notes

 1 	 Julian Hillebrand has written a detailed explana-
tion of the registration process on his blog (Hil-
lebrand, 2013).

 2 	 The presented command only takes the first 
hashtag of each tweet. To get all hashtags the 
command was str_extract_all(), but then the 
cleaning process would be more complicated.

 3 	 There is a huge corpus of introduction literature 
for different statistical methods like regression 

(Gelman and Hill 2007), parametric statistics in 
general (Dormann 2013), or machine learning 
(James et al. 2013).

 4 	 When dealing with linear regression, more and 
more reviewers demand diagnostic plots, because 
it is a very efficient way to judge the performance 
of a model.
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GATE: An Open-source NLP Toolkit 

for Mining Social Media

K a l i n a  B o n t c h e v a

This chapter provides a brief introduction to 
the key social media mining components of 
the widely-used GATE open source toolkit 
and infrastructure for Natural Language 
Processing (NLP). The entire social media 
mining life cycle is covered, including crowd-
sourcing annotated corpora for evaluation; 
reusable linguistic tools (e.g. language identi-
fication, POS tagging, named entity recogni-
tion, and entity linking); semantic search, 
visual analytics, and analysing large-scale 
social media collections via GATE Cloud.

Introduction

In recent years, social media – and micro-
blogging in particular – have established 
themselves as high-value, high-volume con-
tent, which data scientists increasingly wish 
to analyse automatically. Researchers have 
therefore started to study the problem of 

mining social media content at scale and in 
(near) real-time.

This chapter provides a high-level intro-
duction and overview of the GATE fam-
ily of open source tools, with focus on how 
these can be used for mining social media. 
For a more in-depth reading please refer to 
the following: GATE (Cunningham et  al., 
2013), semantic annotation of social media 
(Bontcheva and Rout, 2014), opinion min-
ing in social media (Maynard et  al., 2012), 
summarising social media (Rout et al., 2013), 
and using text mining results to drive visual 
analytics and user and community modelling 
(Bontcheva and Rout, 2014).

In terms of Natural Language Processing 
(NLP), microblogs are possibly the hardest kind 
of social media content to process. First, their 
shortness (maximum 140 characters for tweets) 
makes them hard to interpret. Consequently, 
ambiguity is a major problem since NLP meth-
ods cannot easily make use of co-reference 
information. Unlike longer news articles, there 
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is a low amount of discourse information per 
microblog document, and threaded structure is 
fragmented across multiple posts.

Second, microtexts also exhibit much 
more language variation, tend to be less 
grammatical than longer posts, contain unor-
thodox capitalisation, and make frequent use 
of emoticons, abbreviations and hashtags, 
which can form an important part of the 
meaning (Derczynski et al., 2013a).

To combat these problems, research has 
focused on social media and microblog-
specific information extraction algorithms (e.g. 
named entity recognition for Twitter [Ritter 
et al., 2011; Derczynski et al., 2015], topic and 
entity disambiguation [Gorrell et al., 2015; van 
Erp et al., 2013]). Particular attention is given 
to microtext normalisation, as a way of remov-
ing some of the linguistic noise prior to other 
NLP processing, for example, part-of-speech 
tagging (Derczynski et  al., 2013a; Han and 
Baldwin, 2011; Han et al., 2012).

GATE: An Open Source 
Framework and Infrastructure 
for Social Media Analysis

GATE (Cunningham et al., 2013) is a widely 
used, open source framework for NLP. It 
comprises a desktop application for research-
ers developing new algorithms (GATE 
Developer [Cunningham et al., 2013]); a col-
laborative web-based text annotation tool 
(GATE Teamware [Bontcheva et al., 2013a]); 
an annotation search and visualisation tool 
(GATE M´ımir [Tablan et  al., 2015]); and 
GATE Cloud (Tablan et al., 2013),1 which is 
a cloud-based NLP platform-as-a-service 
with numerous large-scale social media pro-
cessing and general text mining services.

The process of analysing social media 
posts with GATE consists of the following 
steps: optional data collection, automatic text 
analysis, indexing, search and visualisation.

The first data collection stage is optional, 
as in some cases researchers already have 

pre-existing social media datasets, for exam-
ple, from prior papers. If collection of new 
data is needed, then GATE Cloud has facili-
ties for following a number of user accounts 
and hashtags through the Twitter ‘statuses/
filter’ streaming Application Programming 
Interface (API). This produces a JSON file 
which is saved for later processing. Twitter’s 
own ‘hosebird’ client library is used to han-
dle the connection to the API, with auto 
reconnection and backoff-and-retry.

In the case of non-live processing, the 
collected JSON can be analysed either in 
GATE Developer (if sufficiently small) or 
using GATE Cloud to load the JSON files 
into GATE Documents (one document per 
tweet), annotate them, and then, if required, 
index them for search and visualisation in 
the GATE M´ımir framework (Tablan et al., 
2015).

GATE Cloud is designed to support the 
execution of GATE pipelines over large col-
lections of millions of documents, without the 
researcher needing to implement any code for 
parallelisation, error recovery, etc. It also pro-
vides a number of GATE-based NLP services, 
accessible via a REST API, which research-
ers can use to analyse one social media post 
at a time. At the time of writing, such services 
include a language identification service, 
part-of-speech tagger for several languages, 
named entity recognition (NER), entity disam-
biguation, and opinion mining. A number of 
standard input and output data formats are sup-
ported, including XML, HTML, and JSON.

In cases where real-time live stream anal-
ysis is required, GATE Cloud can be used 
to feed the incoming tweets into a message 
queue. A separate GATE-based analysis pro-
cess (or processes) then reads messages from 
the queue, analyses them and pushes the 
resulting annotations and text into M´ımir. If 
the rate of incoming tweets exceeds the capac-
ity of the processing side, more instances of 
the message consumer are launched across 
different machines to scale the capacity.

Subsequent sections discuss the kinds of  
social media analysis components that are 
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currently available in GATE and GATE Cloud, 
as well as GATE Cloud and GATE M´ımir 
themselves. First, however, we will introduce 
GATE Developer, which is the researcher-
orientated tool used for developing and test-
ing GATE applications, as well as organising 
and annotating corpora, evaluating perfor-
mance quantitatively, and discovery of lin-
guistic patterns within datasets.

GATE Developer

GATE Developer is a specialist Integrated 
Development Environment (IDE) for language 
engineering R&D. It is analogous to systems 
like Eclipse or Netbeans for programmers, or 
Mathematica or SPSS for mathematics or sta-
tistics work. The system performs tasks such as:

•• Visualisation and editing of domain-specific data 
structures associated with text: annotation graphs, 
ontologies, terminologies, syntax trees, etc.

•• Constructing applications from sets of compo-
nents (or plugins).

•• Measurement, evaluation and benchmarking of 
automatic systems relative to gold standard data 
produced by human beings, or to previous runs of 
variants of experimental setups.

A sophisticated graphical user interface pro-
vides access to the models of the GATE 
architecture and particular instantiations of 
that architecture.

Figure 29.1 displays a tweet, where the 
tweet text and JSON tweet metadata are 
imported as document content. The central 
pane shows a version of the source text from 
which formatting markup has been removed 
(and converted into arcs in an annotation 
graph associated with the document).

The left pane details resources loaded in 
the system, including any application being 
used to annotate the text (e.g. TwitIE – see 
below) and the documents under analysis. 
The right pane lists the annotation types that 
exist in the document. Annotations are organ-
ised in annotation sets and here the ‘Original 
markups’ set is shown, where the JSON fields 
are used to create different annotations. For 
example, a description annotation is created, 

Figure 29.1 T he GATE developer interface
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which covers the text from the user profile 
(‘The latest stories…’); a text annotation cov-
ers the tweet text (‘Police sorry for…’), etc.  
The central pane highlights the selected anno-
tation types and there is also an optional 
annotations list table underneath, which shows 
more details on each annotation, including 
its start and end character offset, any features 
contained, etc.

The TwitIE Social Media  
Analysis Pipeline

The ANNIE general purpose information 
extraction pipeline (Cunningham et  al., 
2002a) consists of the following main pro-
cessing resources: tokeniser, sentence split-
ter, POS tagger, gazetteer lists, finite state 
transducer (based on GATE’s built-in regular 
expressions over annotations language), 

orthomatcher and coreference resolver. The 
resources communicate via GATE’s annota-
tion API, which is a directed graph of arcs 
bearing arbitrary feature/value data, and 
nodes rooting this data into document 
content.

The ANNIE components can be used indi-
vidually or coupled together with new mod-
ules in order to create new applications.

Evaluation of ANNIE’s performance on 
tweets (Derczynski et al., 2013a) demonstrated 
that microblog noise and terseness impact 
negatively ANNIE’s performance. Therefore, 
a special adaptation of ANNIE, called TwitiE 
(Bontcheva et  al., 2013b), has been created 
and is now distributed with GATE.

Figure 29.2 shows the TwitIE social 
media analysis pipeline and its components. 
Re-used ANNIE components are shown in 
dashed boxes, whereas the ones in dotted 
boxes are new and specific to the microblog 
genre.

JAPE Sentence
Patterns

Sentence
Splitter

Gazetteer
Lookup

TwitIE
Tokeniser

Language
Identification

Input:
URL or text

Document format
(JSON, XML, HTML, etc)

GATE
Document

Social-media
Specific Language

Footprints

Character
Class Sequence

Rules

Lists of names
(e.g days of week)

Output:

GATE Document
XML dump of

IE Annotations

JAPE Grammar
Cascada

Twitter
Adapted
Model

Spelling and
Orthographic

Dictionary
Normaliser

Stanford POS
Tagger

Named Entity
Recongniser

TwitIE
IE modules

NOTE: Square boxes are
processes, rounded ones
are data.

Figure 29.2 T he TwitIE information extraction pipeline
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The first step is to determine the language in 
which a document is written, in order to know 
which tools to apply. The language identifi-
cation task is thus typically performed before 
other linguistic processing, having as its goal 
to output a language suggestion given some 
unprocessed text. This TwitIE component is 
based on the TextCat (Cavnar and Trenkle, 
1994) language identification algorithm, 
which relies on n-gram frequency models to 
discriminate between languages. More spe-
cifically, TwitIE integrates the TextCat adap-
tation to Twitter (Carter et al., 2013), which 
works currently on five languages. Given a 
collection of tweets in a new language, it is 
possible to re-train TwitiE TextCat, via the 
Fingerprint Generation component (part of 
GATE’s Language_Identification plugin). On 
the five current languages, overall accuracy 
is 97.4%, with per language accuracy rang-
ing between 95.2% for French and 99.4% for 
English (Derczynski et al., 2013a).

The next step is tokenisation, which is 
the task of splitting the input text into very 
simple units, called tokens. Tokenisation is 
a required step in any linguistic processing 
application, since more complex algorithms 
typically work on tokens as their input, rather 
than using the raw text. Consequently, it is 
important to use a high-quality tokeniser, as 
errors are likely to affect the results of all 
subsequent NLP algorithms.

Different languages require different 
tokenisers, with some easier than others 
(Mcnamee and Mayfield, 2004). Even punc-
tuation use can differ between languages 
for the microblog genre, in which ‘smileys’ 
(comprised of extended sequences of punc-
tuation symbols) are prevalent.

Commonly distinguished types of tokens 
are numbers, symbols (e.g. $, %), punc-
tuation and words of different kinds, for 
example, uppercase, lowercase, mixed case. 
Tokenising well-written text is generally reli-
able and reusable, since it tends to be domain-
independent. One widely used tokeniser for 
English is bundled in the open-source ANNIE 
system in GATE (Cunningham et al., 2002b).

However, such general purpose tokenisers 
need to be adapted to work correctly on social 
media, in order to handle specific tokens like 
URLs, hashtags (e.g. #nlproc), user mentions 
in microblogs (e.g. @GateAcUk), special 
abbreviations (e.g. RT, ROFL), and emoti-
cons. A study of 1.1 million tweets estab-
lished that 26% of English tweets have a 
URL, 16.6% – a hashtag, and 54.8% – a user-
name mention (Carter et al., 2013). Therefore, 
tokenising these accurately is very important.

The TwitIE tokeniser is an adaptation 
of ANNIE’s English tokeniser. It follows 
Ritter’s tokenisation scheme (Ritter et  al., 
2011). More specifically, it treats abbrevia-
tions (e.g. RT, ROFL) and URLs as one token 
each. Hashtags and user mentions are two 
tokens (i.e.,\# and nike in the above example) 
with a separate annotation HashTag cover-
ing both. Capitalisation is preserved and an 
orthography feature added. Normalisation 
and emoticons are handled in optional sepa-
rate modules, since information about them 
is not always needed. Consequently, tokeni-
sation is fast and generic, while tailored to 
the needs of NER.

The gazetteer consists of lists such as cities, 
organisations, days of the week, etc. It not only 
consists of entities, but also of names of use-
ful indicators, such as typical company des-
ignators (e.g. ‘Ltd.’), titles, etc. The gazetteer 
lists are compiled into finite state machines, 
which can match text tokens. TwitIE reuses 
the ANNIE gazetteer lists, at present, without 
any modification. This was sufficient for the 
time being, due to the very generic nature of 
those lists (e.g. country names, days of the 
week, months, first names).

The sentence splitter is a cascade of finite-
state transducers which segments text into 
sentences. This module is required for the 
POS tagger. The ANNIE sentence splitter is 
reused without modification, although when 
processing tweets, it is also possible to just 
use the text of the tweet as one sentence, 
without further analysis. In future work, a 
more in-depth evaluation of the sentence 
splitter errors is envisaged.

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   503 08/12/16   3:55 PM



504 The SAGE Handbook of Social Media Research Methods

An optional fifth step is normalisation, 
where the aim is to correct misspellings and 
internet slang words and thus reduce lin-
guistic noise. The TwitIE Normaliser is a 
combination of a generic spelling-correction 
dictionary and a spelling-correction dic-
tionary, specific to social media. The latter 
contains entries such as ‘2moro’ and ‘brb’, 
similar to (Han et al., 2012).

Part-of-Speech (POS) tagging is concerned 
with tagging words with their part of speech, 
by taking into account the word itself, as well 
as the context in which it appears. A key part 
of this task is the tagset used and the dis-
tinctions that it makes. The main categories 
are verb, noun, adjective, adverb, preposi-
tion, etc. However, tagsets tend to be much 
more specific, for example, distinguishing 
between singular and plural nouns. One com-
monly used tagset is the Penn Treebank one 
(referred to as PTB) (Marcus et al., 1994).

TwitIE contains an adapted Stanford 
POS tagger (Toutanova et  al., 2003), which 
has been trained on a mix of hand-anno-
tated tweets, chat data, and news text (see 
Derczynski et al., 2013b). In addition to the 
usual word tags, extra tag labels have been 
added for retweets, URLs, hashtags and user 
mentions. The POS tagging model currently 
achieves 90.54% token accuracy, which is 
a very competitive performance on tweets 
(Derczynski et al., 2013b).

The last step in TwitIE is NER. This is 
the task of identifying and classifying men-
tions of entities (e.g. places, people, loca-
tions) in text. Recent NER research has been 
addressing specifically social media, and 
Twitter in particular Ritter et al. (2011); Liu 
et al. (2011); Derczynski et al. (2015); Cano 
Basave et  al. (2013), with multiple recent 
shared tasks Cano Basave et  al. (2013); 
Baldwin et al. (2015).

TwitIE’s NER component is an adaptation 
of the ANNIE rule-based NER. The main 
modifications were in adapting the rules 
to deal better with the poorer capitalisation 
and the lack of context. In particular, while 
in longer texts named entities would often be 

mentioned more than once (e.g. John Smith, 
John, Mr Smith), social media posts tend to 
contain only a single mention and; its cor-
rect classification would often depend on the 
social context and/or user’s prior knowledge.

Entity Disambiguation and 
Linking with YODIE

Many researchers (e.g. Gorrell et  al., 2015; 
Mendes et  al., 2011; Hoffart et  al., 2011) 
have studied Linked Open Data-based 
Named Entity Disambiguation (NED), where 
names mentioned in text (e.g. London) are 
linked to URIs in Linked Open Data (LOD) 
resources (e.g. DBpedia).

Evaluations of NED on social media con-
tent (Derczynski et al., 2015) have shown that 
state-of-the-art approaches tend to perform 
poorly, due to the limited context, linguistic 
noise, and use of emoticons, abbreviations 
and hashtags. Each microblog post is treated 
in isolation, without taking into account the 
wider available context. In particular, only 
tweet text tends to be processed, even though 
the complete tweet JSON object also includes 
author profile data (full name, optional loca-
tion, profile text, and web page).

GATE’s NED pipeline is YODIE2 (Gorrell 
et al., 2015) and is available for use as a service 
from GATE Cloud (see ‘GATE Cloud: analysing 
social media at scale’). It combines GATE’s exist-
ing NER system (ANNIE or TwitIE, depending 
on the target text genre) with a number of widely 
used URI candidate selection strategies, similar-
ity metrics, and a machine learning model for 
entity disambiguation, which determines the best 
candidate URI (see Gorrell et al., 2015).

YODIE has been adapted specifically to 
tweets, where readily available contextual 
information is included from URL content, 
hashtag definitions, and Twitter user profiles.

Performance evaluation (Gorrell et  al., 
2015) showed that including URL content 
significantly improves disambiguation per-
formance. Similarly, user profile information 
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for @mentions improves recall by over 10% 
with no adverse impact on precision.

User Mention Classification 
with GATE

NER in tweets differs from other domains and 
genres in that references to entities occur not 
just within the tweet text (e.g. ‘I went to Paris 
with @myBestFriend’), but also in the form 
of username mentions. Since such mentions 
are preceded by an @ symbol, they are easy 
to identify. Previous work (Ritter et al., 2011; 
Plank et al., 2014) has made the simplifying 
assumption, however, that they are also trivial 
to classify, as they always refer to persons. 
While this was true in the early days of 
Twitter, there are now many user accounts of 
organisations (@CNN), locations (@OXO 
Tower), and products (@iPhone), which moti-
vated us to implement in GATE a component 
for automatic @mention classification.

While the task of username mention clas-
sification is similar to the standard NER task, 
@mentions differ from other occurrences of 
named entities in tweets, because they are 
monosemous, i.e. a given mention always links 
to the same user profile. These user profiles 
provide an additional rich context (comple-
mentary to tweet texts), which helps with @
mention classification. Previous Twitter NER 
methods have ignored this information, despite 
it being present in the JSON of each tweet.

Our experiments demonstrated that state-
of-the-art social media and news-oriented 
NER methods do not perform well on @
mention classification, since @mentions do 
not contain whitespaces delimiting token 
boundaries and tend to be used socially to 
tag and direct messages in a way, which often 
does not conform to conventional syntactic 
and grammatical patterns.

The GATE user mention classifier analy-
ses tweets for @mentions and classifies them 
automatically as belonging to a person, loca-
tion, organisation, or other kind of entity 

(products fall in the latter category). The men-
tion classifier is available for use as a service 
through GATE Cloud (see ‘GATE Cloud: 
analysing social media at scale’). Its machine 
learning model uses features derived from the 
@mention context within the tweet text, as 
well as metadata and additional textual infor-
mation in the Twitter profile belonging to 
this username being classified. Since profile 
information is already included as standard 
within the JSON of each tweet, this does not 
impose additional data gathering overheads.

Annotating Training and 
Evaluation Datasets with GATE

Annotation science (Stede and Huang, 2012) 
and general purpose corpus annotation tools 
(e.g. Bontcheva et al., 2013a) have evolved in 
response to the need for creating high-quality 
datasets for algorithm training, evaluation, 
and qualitative analysis. GATE supports doc-
ument annotation in three different ways: the 
appropriateness of each depends on the 
desired size of the human annotated data, 
annotator availability, and budget.

For smaller datasets, GATE Developer 
(Cunningham et  al., 2011) offers document 
annotation facilities, based on XML sche-
mas or, alternatively, unrestricted linguistic 
categories and values. The advantage of the 
schema-based annotation is that it minimises 
human annotator mistakes and ensures that 
all annotators conform to the same coding 
scheme. For instance, GATE has been used 
to annotate the MPQA corpus (Wiebe et al., 
2005) and also in the American National 
Corpus project (Ide and Suderman, 2005). 
The main drawback in using the GATE 
Developer human annotation interfaces is 
in their orientation towards expert, scientific 
users (e.g. NLP, digital humanities, computa-
tional social science researchers).

For larger annotation projects involv-
ing distributed annotator teams, we created 
GATE Teamware. This is an open-source 
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text annotation framework and a method-
ology for the implementation and support 
of larger annotation projects. Documents 
may be pre-processed automatically, so that 
human annotators can begin with text that 
has already been pre-annotated (can lead to 
improved efficiency). The document annota-
tion user interface is simple to learn, aimed 
at non-experts, and runs in an ordinary web 
browser, without need of additional soft-
ware installation. To lower installation and 
system administration overheads, Teamware 
is also offered through GATE Cloud, as a 
service.

The third method for corpus annota-
tion involves harnessing the wisdom of the 
crowd, i.e. a large number of non-specialist 
annotators. Crowdsourcing is a popular col-
laborative approach for acquiring annotated 
corpora and a wide range of other linguistic 
resources (Callison-Burch and Dredze, 2010; 
Fort et  al., 2011; Wang et  al., 2012). The 
GATE Crowdsourcing plugin (Bontcheva 
et al., 2014a) has been developed to simplify 
crowdsourcing-based corpus annotation, by 
mapping transparently longer documents 
and complex annotation schemes into sets 
of smaller micro-tasks aimed at the crowd 
workers, and then, on completion mapping 
back the crowd judgements onto linguistic 

annotations on the documents. The HTML-
based crowdsourcing user interfaces are also 
tailored to the specific annotation project and 
generated automatically. Lastly, basic auto-
matic adjudication strategies, such as major-
ity vote, are also made readily available.

Figure 29.3 shows an example of an auto-
matically generated CrowdFlower interface 
for sense disambiguation, which is a kind of 
categorisation task.3 In this example, there  
are three fixed-classification categories which 
apply for all name disambiguation micro 
annotation tasks, whereas two are specific to 
the entity being disambiguated (e.g. the pos-
sible disambiguations of Paris are different 
from those of London) and are thus generated 
automatically by GATE, based on automatic 
linguistic pre-processing.

A second example appears in Figure 29.4, 
which shows the CrowdFlower-based user 
interface for word-constrained sequential 
selection, which in this case is parameter-
ised for named entity annotation. In sequen-
tial selection, sub-units are defined in the UI 
configuration – tokens, in this example. The 
crowdworkers are instructed to click on all 
words that constitute the desired sequence 
(the annotation guidelines are given as a 
parameter during the automatic user interface 
generation).

Figure 29.3 C lassication interface: sense disambiguation example

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   506 08/12/16   3:55 PM



GATE: An Open-source NLP Toolkit for Mining Social Media 507

GATE Mímir: Semantic Search 
and Visualisations

Semantic search (Bontcheva et al., 2014b) is 
more powerful than the more traditional 
keyword-based search, offering users more 
precise and relevant results by using the 
semantics encoded (usually) in ontologies. 
Google and Facebook refer to such semantics 
as knowledge graphs (Singhal, 2012). 
Semantic search requires some NLP tech-
niques for understanding word meaning, 
typically NER (Ratinov and Roth, 2009) and 
semantic annotation (Bontcheva and 
Cunningham, 2011).

The benefit of semantic search, and the 
grounding of automatically discovered 
information into ontologies, is that it also 
enables users to search for knowledge and 
relationships that are not present explicitly 
in the documents themselves, for example, 
which political party an MP represents, so 
that we can search for all documents written 
by or which mention MPs from a particular 
party. It also allows disambiguation of terms: 
Cambridge, for example, may refer to the city 
of Cambridge in the UK, to Cambridge in 
Massachusetts, the University of Cambridge, 

etc. Similarly, the same entity may be referred 
to by different surface forms, for example, 
New York and the Big Apple.

After analysis, the social media posts are 
indexed using GATE Mímir (Tablan et  al., 
2015), which enables complex semantic 
searches to be performed over large vol-
umes of social media and other textual con-
tent. Unlike common search engines, such 
as Google, the query language is not purely 
keyword based, but instead supports an arbi-
trary mix of full-text, structural, linguistic 
and semantic constraints. Rather than just 
matching documents in which exact words 
are to be found, GATE Mímir enables a 
semantic-based search that can be performed 
over categories of things, for example, all 
Cabinet Ministers, or all cities in the UK. 
Search results can include morphological 
variants and synonyms of search terms, spe-
cific phrases with some unknowns (e.g. an 
instance of a person and a monetary amount 
in the same sentence), ranges (e.g. all mon-
etary amounts greater than a million pounds), 
restrictions to certain date periods, domains 
etc., and any combination of these.

Alongside searches, GATE Mímir sup-
ports information discovery tasks, aimed 

Figure 29.4  Sequential selection interface: named entity recognition example
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at extracting insights from large volumes 
of social media content. Such tasks require 
more sophisticated user interfaces, which 
enable users first to narrow down the relevant 
set of documents through an interactive query 
refinement process, and then to analyse these 
documents in more detail. These two kinds 
of actions require corresponding filtering and 
details-on-demand information visualisa-
tions (Shneiderman, 1996).

Such information discovery and visu-
alisation functionalities are provided within 
GATE M´ımir (Tablan et al., 2015) through 
web-based user interfaces for searching and 
visualising correlations in large data sets. 
Any M´ımir indexed dataset can be searched, 
and the analyst can easily interrogate the data 
and identify correlations, providing a visu-
ally enhanced understanding of the content.

For example, based on automatically cre-
ated linguistic annotations, we can discover 
and visualise the most frequent topics asso-
ciated with positive or negative sentiment, 
or which two topics frequently co-occur in 
a dynamically selected set of tweets (e.g. 
tweets mentioning Donald Trump).

Figure 29.5 shows the general purpose UI 
for exploring associations between seman-
tic annotations/words within a dynamic set 

of documents returned by a M´ımir seman-
tic search query. Here two sets of semantic 
annotations (political topics vs UK political 
parties in this case) are mapped to the two 
dimensions of a matrix (colour intensity of 
each cell conveys co-occurrence strength). 
The matrix can be re-ordered by clicking on 
any row/column, which sorts according to the 
association strength with the clicked item.

M´ımir also supports temporal analytics, 
such as investigating which topics become 
more or less popular over a time period, and 
what events might cause these changes to 
occur.

GATE Cloud: Analysing Social 
Media at Scale

GATE Cloud (http://cloud.gate.ac.uk) is an 
openly available, cloud-based platform which 
enables researchers to process large volumes 
of social media and other textual content on-
demand and remotely, via a web-based inter-
face or a set of web service APIs. The focus 
is on multilingual text analysis resources and 
services, based on the GATE open-source 
infrastructure. Researchers can also deploy 

Figure 29.5 M imir dynamic co-occurrence matrix
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their own GATE NLP applications from 
GATE Developer into GATE Cloud, so they 
can either run them themselves or make them 
available to other researchers.

GATE Cloud can also be used to index 
the automatically annotated documents for 
enhanced browsing and search on a cloud-
based deployment of GATE M´ımir.

Using GATE Cloud is straightforward, 
since cloud infrastructural issues are dealt 
with by the platform, completely transparently 
to the user, including load balancing, efficient 
data upload and storage, deployment on the 
virtual machines, security, and fault tolerance.

The number of already deployed services 
on the platform is growing continuously. At 
the time of writing, there are services of the 
following kinds:

•• Part-of-Speech-Taggers for English (both 
from ANNIE and TwitIE), German, Dutch, and 
Hungarian;

•• Chunking: the GATE NP and VP chunkers and the 
OpenNLP ones;

•• Parsing: currently the Stanford Parser,4 but more 
are under integration;

•• Stemming in 15 languages, via the Snowball 
stemmer;

•• NER: in English, German, French, Arabic, Dutch, 
Romanian, and Bulgarian;

•• Social media analysis: language detection, tokeni-
sation, normalisation, POS tagging, and NER;

•• Biomedical taggers: the PennBio5 and the AbGene 
(Tanabe and Wilbur, 2002) taggers.

Developing New Social Media 
Analysis Components with GATE

The development of social media analysis 
algorithms and pipelines typically follows a 
certain methodological pattern, or lifecycle. A 
central problem is to define the analysis task, 
such that human annotators can perform it 
with a high level of agreement and to create 
high-quality training and evaluation datasets. 
It is common to use double or triple annota-
tion, where several people perform the 

annotation task independently and we then 
measure their level of agreement (Inter-
Annotator Agreement, or IAA) to quantify and 
control the quality of this data (Hovy, 2010).

The GATE Cloud platform was therefore 
designed to offer full methodological support 
for all stages of the text analysis development 
lifecycle:

1	 Create an initial prototype of the NLP pipeline, 
testing on a small document collection, using 
GATE Developer (‘GATE: an open source frame-
work and infrastructure for social media analysis’).

2	 If required, collect a gold-standard corpus for 
evaluation and/or training, using the GATE 
Teamware collaborative corpus annotation ser-
vice (Bontcheva et al., 2013a), running in GATE 
Cloud, or the GATE crowdsourcing component.

3	 Evaluate the performance of the automatic pipe-
line on the gold standard (either locally in the 
GATE development environment or on the cloud). 
Return to step 1 for further development and 
evaluation cycles, as needed.

4	 Upload the large datasets and deploy the NLP 
pipeline on GATE Cloud.

5	 Run the large-scale NLP experiment and down-
load the results as XML or in a standard linguistic 
annotation format (Ide and Romary, 2004). GATE 
Cloud also offers scalable semantic indexing and 
search over the linguistic annotations and docu-
ment content via GATE M´ımir.

6	 Analyse any errors, and if required, iterate again 
over the earlier steps.

Conclusion

This chapter provided a high-level overview 
of the GATE open-source platform for text 
and social media mining, as well as some of 
its key components and social media- 
oriented text analysis tools. They all aim to 
assist the development and deployment of 
robust, large-scale social media processing 
applications, as well as to promote the reuse 
and repeatability of experiments.

The GATE family of tools and constitu-
ent plugins are undergoing continuous 
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development and evaluation, and therefore, 
for the most up-to-date documentation and 
research publications please refer to http://
gate.ac.uk.

Notes

 1 	 See https://gatecloud.net
 2 	 See https://gate.ac.uk/applications/yodie.htm
 3 	 The user interface is tailored automatically to the 

specifics of the categorisation task, other exam-
ples being sentiment annotation and manual POS 
tagging of words.

 4 	 See http://nlp.stanford.edu/software/lex-parser.shtml
 5 	 See http://www.seas.upenn.edu/˜strctlrn/BioTagger/

BioTagger.html
 6 	 See http://www.pheme.eu/
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A How-to for Using Netlytic 

to collect and Analyze Social 
Media Data: A Case Study of the 

Use of Twitter During the 2014 
Euromaidan Revolution in Ukraine

A n a t o l i y  G r u z d ,  P h i l i p  M a i  a n d  A n d r e a  K a m p e n

For many people today, posting a photograph 
of a vacation on Instagram, engaging in a 
discussion about politics on Twitter, or shar-
ing information about a fundraising event on 
Facebook are now part of their daily routine. 
All of these activities on social media are 
contributing to a social media data explosion. 
The availability of these new types of data 
opens up novel possibilities for Internet 
researchers and social scientists, allowing 
them to ask and answer new questions about 
the human condition. There are now many 
new tools that can help researchers to collect, 
analyze and visualize social media data, 
allowing them to better understand changing 
patterns of communication and are shedding 
light on how people meet, communicate and 
develop social relationships. This chapter will 
review one such tool called Netlytic, which is 
being developed by the Social Media Lab at 
Ryerson University. In particular, to demon-
strate how and what researchers can learn 

from using Netlytic, this chapter will use a 
dataset containing Twitter messages about the 
2014 Euromaidan revolution in Ukraine. As 
part of this case study, we investigated 
whether the types of messages and users who 
were discussing the Euromaidan protests 
would differ based on the language in which 
the conversations were conducted: Ukrainian, 
Russian, or English.

Introduction

For every minute of every day, Instagram 
users are posting nearly 220,000 new photos, 
Twitter users post 300,000 tweets and 
Facebook users share almost 2.5 million 
pieces of content (Gunelius, 2014). The data, 
both active (data generated by and visible to 
the users) and passive (data generated by the 
system based on the users' interaction with the 
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system), are becoming increasingly cheaper to 
store and can be accessed quickly and auto-
matically. The availability of these new types 
of data opens up novel possibilities for Internet 
researchers and social scientists, allowing 
them to ask and answer new questions about 
the human condition. There are now many 
new tools that can help researchers to collect, 
analyze and visualize social media data, allow-
ing researchers to better understand changing 
patterns of communication and shedding light 
on how people today meet, communicate and 
develop social relationships.

This chapter will briefly review some of the 
existing tools for social media data collection 
and analysis, and will focus in detail on one 
particular analytic tool called Netlytic, which 
is being developed by the Social Media Lab 
at Ryerson University (Social Media Lab, 
2016a). Netlytic is a tool that can collect 
publically available data from various social 
media platforms and can help researchers to 
examine the conversations that are emerging 
online and discover communication patterns 
through various interactive visualizations.

To demonstrate how and what research-
ers can learn from using a social media ana-
lytic tool such as Netlytic, this chapter will 
use a dataset containing Twitter messages 
(tweets) about the 2014 Euromaidan revolu-
tion in Ukraine. The Euromaidan revolution 
case study provides an interesting dataset  
because of the polarizing opinions – to either 
strengthening ties with the European Union 
or Russia – that are part of the discussion. 
It is fascinating to explore how, and if, there 
is a dialogue between the various opinion 
groups as well as who influential Twitter 
members are and how they are impacting 
the conversation.

Existing Social Media  
Analysis Tools

This section briefly outlines various peer-
tested social media analysis tools. Though 

this overview is not exhaustive, its goal is to 
demonstrate the wide variety of tools that  
are available to researchers for collecting, 
analyzing and visualizing social media data. 
See the Social Media Lab website (2016b) to 
access a comprehensive comparison table of 
the features available in the tools discussed 
below.

Foller.me

Foller.me is an analytical tool designed spe-
cifically for Twitter. Foller.me is able to 
analyze tweets and provide statistics such 
as the number of followers, friends, follow-
ing-to-followers ratio, time that the user is 
more active, content and topics of tweets 
(including attitude through use of emoti-
cons), as well as retweets, tags, mentions, 
replies and more. Additionally, Foller.me 
provides some unique information that is 
not generally available including join date, 
time zone and followers' ratio of any given 
public Twitter account. In one of the studies 
that relied on this tool, Sullivan (2014) 
completed a rhetorical analysis of the live 
tweeting of the Watergate Mall crisis in 
Nairobi. In particular, Foller.me allowed the 
researcher to evaluate the social media 
strategy used by the terrorist group during 
the Westgate hostage crisis and to gauge its 
effectiveness.

NodeXL

NodeXL is an add-on for Excel designed to 
create, analyze and visualize social and 
communication networks with data from 
social media sites (Smith, 2014). The tool 
allows for direct data collection from 
Twitter, YouTube, Flickr and email as well 
as provides data collection plugins for 
Facebook and Wikis. One of the especially 
useful features of NodeXL is that it auto-
matically analyzes group connectedness and 
then detects and annotates emerging clusters 
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of highly connected network actors. NodeXL 
also automatically calculates various social 
network analysis (SNA) measures such as 
degree centrality, betweenness centrality, 
closeness centrality and more (Hansen et al., 
2011). These network visualizations and 
SNA measures give researchers the opportu-
nity to learn how and why people are con-
nected on social media sites. This tool has 
been used in a variety of research projects 
including studies of: how wikipedians form 
virtual teams and set policy for large online 
groups (Black et  al., 2011) and how Saudi 
youth uses social media for political conver-
sations (Al-Khalifa, 2011).

Tweet Archivist

For a fee, Tweet Archivist collects tweets 
that can later be downloaded or archived. 
This web-based system also has some basic 
data analytics and visualization functions. 
With these functions, the researcher is able 
to extract various pieces of data including 
user, text, URLs, and hashtags. By using 
the various features, such as top users or top 
words, researchers can identify the most 
influential members of the conversation. 
Hashtag analytics can also be collected 
from Instagram, Vine and Tumblr through 
the Tag Sleuth add-on, which measures how 
hashtags compare across social networks. It 
analyzes top users, words, most popular 
posts, hashtags and more, which helps the 
user identify influential users and how 
effective the campaign is. Researchers 
Billings et al. (2015) used this tool to col-
lect Twitter data from four 2014 FIFA 
World Cup matches involving the United 
States. They identified how Twitter users 
talked about the competition between the 
nations playing soccer.

NVivo/NCapture

By using the NCapture add-on, the NVivo 
platform can scrutinize Twitter, Facebook, 

and YouTube to collect and organize content. 
The software enables researchers to analyze 
the unstructured data through both manual 
and automated text analysis and visualiza-
tion. NVivo's query tools empower the 
researcher to uncover trends. It allows for 
searching of an exact word or words of simi-
lar meaning. This provides researchers with 
the opportunity to see connections and links 
within the textual data that would be difficult 
to identify without the NVivo analysis capa-
bilities. It also helps to develop manual 
coding schema by offering drag and drop 
functions and allowing the user to apply their 
own color choices to highlight different parts 
of text. Some basic visualization tools such 
as charts, maps and models are available in 
NVivo. Research of social media content col-
lected through NCapture and analyzed using 
NVivo ranged from evaluating Twitter use by 
people with severe physical and communica-
tion disabilities participating actively in 
online communication forums (Hemsley, 
Palmer & Balandin, 2014), to examining how 
shortages of electricity impact daily routines 
in Pakistan (Lodhi & Malik, 2013).

Webometrics Analyst

Another tool for social media data collection 
and analysis is Webometrics Analyst. It is 
capable of retrieving data from Twitter, 
YouTube, Flickr, Mendeley and more. Once 
collected, the data can be exported as raw 
data files, summary tables, or network dia-
grams. Researchers can use the impact analy-
sis feature to identify top used terms or links 
between websites to identify connections 
between online content. Webometrics 
Analyst has been used to analyze audience 
comments on antismoking campaigns posted 
on YouTube by the Centers for Disease 
Control and Prevention (Chung, 2015).  
The tool was used specifically to analyze  
the connections between the commenters. 
Webometrics was also used in investi
gating the impact of TED (Technology, 
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Entertainment, Design) videos in the public 
sphere and academic domain (Sugimoto & 
Thelwall, 2013). Using the tool, researchers 
were able to collect and extract the number 
of views, comments, positive and negative 
ratings, and the number of times the video 
had been favorited.

Textexture

This tool can be used to visualize any text as 
a network. It has been used in the past to 
analyze content collected from transcribed 
YouTube videos as well as Tumblr and text 
from articles. The visual summary of the 
most relevant text to the topic being searched 
in a dataset gives researchers a non-linear 
way to read the text. It does this by creating 
networks to indicate connections between 
related words. The user can also interact 
with the visualization by clicking on the 
nodes, which are representing words. This 
shows the text containing each word and the 
user can then identify if the text is of inter-
est or pertinent to their research goals. 
Textexture was used to analyze Russian 
presidential addresses to identify key topics 
as well as changes of vocabulary 
(Paranyushkin, 2013).

Open Source Packages

When considering the right tool for a pro-
ject, a researcher must balance what the 
tool can do as well as its cost – whether it 
be the cost of time or money. The tools 
mentioned above range from free to a 
nominal fee, to a significant cost. There are 
also many open source social media mining 
projects that offer an economical alterna-
tive to paid services. Many are available 
through GitHub, a website where users are 
able to upload, share and collaborate on 
their source codes.

Several tools are affiliated with academic 
institutions such as STACK (Social Media 

Tracker, Analyzer, & Collector Toolkit), devel-
oped at Syracuse University, SOCRATES 
(Rutgers University), SocialTap (Clemson 
University), and DMI-TCAT (University of 
Amsterdam). Many of these tools use Twitter 
API to collect data, while others cast a wider 
net to include Google and Wikipedia. Many 
of these open source programs offer robust 
import, filter and visualization options and –  
more importantly – the ability to modify the 
original code in order to customize the pro-
gram to fit a scholar's particular research 
needs.

Limitations and Other 
Considerations

Open source social media mining packages 
can be very useful to social media research-
ers. However, using these tools may come 
with steep learning curves and some may 
require a high-level of technical know-how 
and a significant commitment of resources 
such as time and money. For example, many 
of the open source packages require research-
ers to learn how to use Python or JSON, 
which may be beyond the scope of the 
researcher's project. Additional challenges 
include the lack of computational infrastruc-
ture to install and run these programs. These 
limitations could stall, or even cause a 
researcher to reconsider the type of project 
they are able to complete. There are currently 
a few research-focused tools, such as those 
mentioned above, that have been designed to 
address some of these obstacles and limita-
tions. In this chapter, we will focus on the use 
of one such tool, Netlytic, and demonstrate 
its ability to handle social media data origi-
nating from various platforms.

Netlytic (netlytic.org)

This section will take a closer look at Netlytic, 
a cloud-based social media analytics tool 
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designed specifically for researchers. Netlytic 
allows users to automatically capture, import, 
export, share, analyze and visualize social 
media data from the following platforms: 
Twitter, Facebook, Instagram, YouTube, 
Cloud Storage, Text files and Rich Site 
Summary (RSS) feeds. Netlytic contains 
an easy to use text analyzer and a powerful 
interactive network analysis and visualiza-
tion tool powered by SNA metrics. With 
Netlytic, users can quickly explore the 
themes emerging in a discussion and the 
nature of interactions, and visualize com-
munication networks to discover social 
connections.

Netlytic can transform large quantities of 
textual and online conversational data into 
concise visual representations (e.g., word 
clouds, concept maps, communication net-
works). Netlytic is unique among the avail-
able social media research tools in that it 
offers researchers the ability to conduct both 
text and network analysis. It also allows the 
researcher to drill down and examine each 
of the individual records contained in the 
dataset and find out how that particular 
record was used to create the various data 
visualizations created within Netlytic. For 
instance, a researcher can click on a node 
in the network visualization to discover the 
user and can then dig further to see individ-
ual tweets, and further still to see if and by 
whom the tweet was retweeted. This level 
of control over the dataset gives researchers 
the ability to better understand and contex-
tualize their data.

Previous Scholarship with  
Netlytic

Netlytic was created in 2006 to analyze a 
large archive of bulletin board postings 
from online courses, collected over a 
number of years (Haythornthwaite & 
Gruzd, 2007, 2008). The challenge at that 
time was to find a better way to analyze the 
posts without having to read each and every 

single message posted on the bulletin board. 
Since then, Netlytic has grown to become a 
robust cloud-based text and social network 
analyzer which can efficiently summarize 
large volumes of texts and discover social 
networks from conversational online text. 
Today, Netlytic can be used to collect and 
analyze data from a wide variety of popular 
social media platforms such as Twitter, 
Facebook, YouTube, Instagram and blogs. 
Netlytic can also allow users to upload and 
analyze their own dataset as a text file as 
RSS feeds or a Comma-Separated Values 
(CSV) file.

Netlytic has been used by researchers to 
study a variety of online communities and 
topics, ranging from studying fans of J.R.R. 
Tolkien's books and film buffs who watched 
Peter Jackson's film adaptation of The Lord 
of the Rings (Martin, Gruzd, & Howard, 
2013), to how a health care community 
of practice operated on Twitter (Gruzd &  
Haythornthwaite, 2013). In another exam-
ple, Gruzd, Wellman, and Takhteyev (2011) 
employed the tool to examine one person's 
Twitter network to see if a communication 
medium limited to 140 characters can help to 
foster a real ‘sense of community’ as defined 
by McMillan and Chavis (1986). The study 
showed conclusively that Twitter can be a 
very important tool for people to create and 
maintain social connections. In another case 
study, Gruzd (2009a) examined the way that 
online communities of blog readers and com-
mentators form and operate around a popular 
real estate blog; showing that a vibrant online 
community can exist and thrive on platforms 
that were not originally designed to sustain 
such communities.

Netlytic also helped to study the use of 
social media by local communities. For exam-
ple, Hampton (2010) used Netlytic to study 
neighborhoods that adopted the Internet to 
support local information exchange. Harder 
et  al. (2015) used Netlytic to study how 
Twitter was used to facilitate discussions 
around the One Book Nova Scotia initiative 
in a Canadian province. Additionally, Alyami 
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and Toze (2014) relied on Netlytic to study 
how people use social media for local infor-
mation seeking.

Data Collection

As noted above, to demonstrate how Netlytic 
works, we will present a case that will illus-
trate how we used it to collect and analyze 
tweets about the 2014 Euromaidan revolu-
tion in Ukraine to discover who was talking 
about the crisis and how it was being dis-
cussed on Twitter. We also investigated 
whether the types of tweets and users who 
were discussing the Euromaidan protests 
would differ based on the language in which 
the conversations were conducted. In particu-
lar, we wanted to know what the Euromaidan 
conversation would look like in Ukrainian 
vs. Russian (the second most common lan-
guage in Ukraine) and vs. English.

To start our data collection, we instructed 
Netlytic to collect three concurrent samples 
of public tweets that mentioned the word 
‘Ukraine’ in three different languages: 
(1) Ukrainian, (2) Russian, and (3) English. 
The three datasets were collected by que-
rying the Twitter Public Search API hourly 
to retrieve up to 1,000 most recent tweets 
per request beginning from February 18, 
2014, when the protests on Maidan Square 
in Kyiv – the capital of Ukraine – turned 
deadly, to March 14, 2014, the date lead-
ing up to the referendum held in Crimea on 
whether Crimea – an autonomous republic 
within Ukraine – should leave Ukraine and 
join Russia or remain a part of Ukraine. 
Table  30.1 summarizes the resulting 
datasets.

Text Analysis

Word Cloud Visualization
Once the datasets were collected, we used 
Netlytic's text analysis features to conduct a 
textual analysis of the data. To do this, 
Netlytic first extracts frequently used 
words. To find frequently used words, the 
system removes all common words – such 
as ‘of’, ‘will’, ‘to’ (also known as ‘stop-
words’) – as they do not carry any meaning 
by themselves. Netlytic also allows the 
researcher to further refine the resulting 
words list by giving researchers the ability 
to remove user-defined ‘stopwords’ such as 
those that one would expect to find in a 
dataset due to a particular data collection 
strategy. Doing this removes words that 
might be redundant since they do little to 
deepen the researchers' understanding of 
what is in the dataset. In our case, we manu-
ally removed the search keywords used to 
collect each dataset (i.e., removed ‘Україна’ 
from the ‘Ukrainian’ dataset, ‘Украина’ 
from the ‘Russian’ dataset, ‘Ukraine’ from 
the ‘English’ dataset) as these words are 
expected to be in each of the corresponding 
datasets.

Netlytic is capable of visualizing the fre-
quently used words as an interactive word 
cloud and a ‘stacked’ graph (see Figures 30.1 
and 30.2). The resulting visualizations help 
to bring important topics to the forefront as 
well as highlight common vocabulary used 
by people in the dataset.

We then examined a word cloud con-
taining the top 50 frequently used words 
(users can choose to examine the top 30, 
50 or 100 words in their dataset) during 

Table 30.1 C ase Study Datasets

Search keyword ‘Україна’ ‘ Украина’ ‘Ukraine’

Presumed language Ukrainian Russian English

Number of tweets 200,956 527,112 591,394

Number of unique users 46,641 141,541 246,113
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the data collection period. We immediately 
noticed that there is a considerable over-
lap between all three datasets in terms of  
the topics and hashtags covered. All 
three datasets frequently mentioned 
‘Euromaidan’, ‘Russia’ and ‘Crimea’. The 
word ‘Euromaidan’ is the name given by the 
activists to their movement (‘Євромайдан’ 
in Ukrainian or ‘Евромайдан’ in Russian), 
the word ‘Russia’ refers to the name of the 
country involved in the conflict (‘Pосія’ in 
Ukrainian, ‘Россия’ in Russian, ‘Russia’ 
in English), and the third word ‘Crimea’ 
(‘Крим’ in Ukrainian, ‘Крым’ in Russian, 
‘Crimea’ in English), is the name of the 
geographical area (peninsula) annexed by 
Russia.

From examining the word clouds, we 
also noticed some clear differences in the 
most frequently used words between our 
three datasets. In the Ukrainian language 
dataset, the Twitter handle ‘@dbnmjr’ is 
much more prominent. This account is 
a pro-Ukrainian news account covering 
events around the Euromaidan revolution 
in both Ukrainian and Russian languages. 
The fact that this Twitter account is more 
prominent in the ‘Ukrainian’ dataset points 
to a stronger presence of pro-Euromaidan 
supporters among tweeps, a person's fol-
lowers on Twitter, who were tweeting 
about ‘Ukraine’ in Ukrainian. Twitter users 
often retweeted or mentioned this particu-
lar account in the Ukrainian language, thus 

Figure 30.1  Frequently used words in the three datasets (after removing ‘stopwords’)
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raising its prominence in the dataset. In the 
‘English’ dataset, President Obama is more 

frequently mentioned, perhaps reflecting 
his perceived central role in the conflict 

Figure 30.2  Frequently used word in the three datasets displayed over time  
(after removing ‘stopwords’)
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resolution process by English speaking 
users who were posting about Ukraine.

Stacked Charts
Next, we examined the same set of frequently 
used words, visualizing them over time using 
so-called stacked charts, another feature 
found in the text analysis step in Netlytic (see 
Figure 30.2). From examining and comparing 
the stacked charts, it is easy to see that each 
dataset exhibits a unique ‘signature’. The 
‘Ukrainian’ dataset shows the prominence of 
the ‘Євромайдан’ hashtag (‘Euromaidan’) at 
the beginning of the dataset (during the pro-
tests in Kyiv) and then its usage slowly 
declined as the focus shifted from the events 
in Kyiv, the capital of the country, to the 
brewing crisis in Crimea, the autonomous 
breakaway region in Ukraine.

The stacked charts for the ‘Russian’ dataset 
showed that discussants who used the Russian 
language to talk about events in Ukraine 
focused on the events in Crimea almost from 
the beginning. This can be explained by the 
fact that the majority of Russians had strongly 
supported the Russian intervention in Crimea 
(Arutunyan, 2014) which might explain the 
high volume of tweets on this topic posted by 
Russian speaking Twitter users.

Finally, tweets in the ‘English’ dataset 
frequently mentioned both President Obama 
and Putin at the same time, but interestingly 
there were few mentions of Ukrainian politi-
cal leaders by their names. The last observa-
tion may be indicative of the power vacuum 
that was in Ukraine at the time; as a result, 
the conflict in Ukraine might have been 
viewed by the Western media primarily as 
the latest flare-up of the ongoing proxy war 
between the two old rivals on the world stage, 
Russia and the United States. Another possi-
ble explanation of why Ukrainian politicians 
were absent from this chart could be because 
the data was collected during the regime of 
an acting president and a provisional govern-
ment in Ukraine. The leaders might have been 
less known in the West at the time and were 
thus less likely to be mentioned on Twitter.

Concept Coding
In addition to examining frequently used 
words, Netlytic includes a feature that allows 
researchers to group a set of words or phrases 
into broader categories representing high-level 
concepts such as ‘anger’, ‘disappointment’, 
‘happiness’, ‘satisfaction’, ‘social presence’ 
etc. Once each category is defined and entered 
into the system by the researcher, the system 
will automatically count the number of posts 
from the dataset that correspond to each cate-
gory. This allows the researcher to identify 
what categories are prevalent in a particular 
dataset. Due to the space limitation, we will 
not cover this feature in detail here, but we 
direct interested readers to read an exemplar 
paper by Martin et al. (2013) on how to apply 
this feature to answer some interesting 
research questions. Specifically, Martin et al.’s 
paper shows how the use of semi-automated 
concept coding helped researchers analyze an 
online discussions related to J.R.R. Tolkien's 
and Peter Jackson's The Lord of the Rings and 
helped to better understand the formation of 
mental imagery by members of a fan online 
community.

Network Analysis

Network Discovery
Netlytic's final analysis step is a network 
analysis. This step builds and visualizes com-
munication networks from the available data. 
Netlytic can build two types of social net-
works: (1) name network (also known as 
‘who mentions whom’) and (2) chain network 
(or ‘who replies to whom’). When applied to 
Twitter data, the name network approach 
connects Twitter users if one mentions, 
retweets or replies to another. The chain net-
work only connects one Twitter user to 
another if he or she directly replies to another 
user (in other words, if the message starts 
with @username in accordance with Twitter's 
conversational convention). Figure  30.3 
demonstrates what connections (or ties) 
would be discovered by each of the two 
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approaches based on two sample tweets. For 
a detailed description and evaluation of the 
name and chain network approaches, see 
Gruzd (2009b).

Network Visualization
Once either name or chain network is discov-
ered, it can be visualized using a built-in web-
based visualizer. The resulting network 
visualizations allow for scaling, as well as the 
ability to select any particular node or a group 
of nodes for further analysis. For the purpose 
of this chapter, we will only focus on the visu-
alization and analysis of chain networks that 
represent the most engaged interactions on 
Twitter (when one person replies to another).

The networks in Figure 30.4 were visual-
ized using one of the three available layout 
algorithms called Distributed Recursive 
Graph Layout (DrL), an R igraph library 
implementation of Martin et al. (2008). A net-
work layout algorithm is a required step when 
visualizing networks as it essentially decides 
where to plot each node on the screen. DrL 
is a well-suited layout for our network data 
since it is able to separate clusters of different 
discussions and communities in the dataset. 
It does so by identifying densely connected 
clusters of nodes and hiding ‘long’ edges 
between different clusters. The other two 
layout algorithms available in Netlytic are 
Fruchterman and Reingold (1991) – which is 
particularly useful for networks of less than  
1,000 nodes – and Large Graph Layout which 
is designed for visualizing large networks 
(Adai et al., 2004).

Before proceeding to the comparative 
analysis of the three networks, we want to 
note that the colors in the visualization are 
assigned automatically by Netlytic visualizer 
to highlight different clusters. This is to help 
users identify clusters of densely connected 
nodes in the networks that may represent a 
group of users who tend to talk to each other 
more often than to the rest of the network. 
These clusters are detected using a commu-
nity detection algorithm called FastGreedy 
(Clauset et al., 2004). To facilitate data explo-
ration in large networks, the visualizer allows 
users to display nodes only from a selected 
cluster. For example, Figure 30.5 shows two 
different clusters detected in the ‘English’ 
dataset: one highlights interactions around 
the US government accounts including 
President Obama's account (@barackobama), 
the State Department (@statedept) and the 
White House (@whitehouse); another cluster 
includes news sharing interactions likely orig-
inated by a set of Twitter accounts that belong 
to CNN, a 24-hour breaking news cable net-
work. These clusters highlight two different 
groups of stakeholders that dominate Twitter 
discussions about Ukraine in the English 
dataset: one cluster contains people with 
offline influence over the events in Ukraine 
and another demonstrates the informational 
power and reach of a global news network.

Network-Level SNA Measures
Next we will conduct a comparative analysis 
across the three chain networks. In addition 
to relying on the network visualizations, we 

Figure 30.3 N ame vs chain ties derived from sample Tweets
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will also use a set of network properties gen-
erated as part of the visualization (see 
Figure 30.4). Table 30.2 summarizes common 
network-level SNA measures available in 

Netlytic. For more details on SNA measures, 
see Scott (2012).

The main difference between the three net-
works is their size in terms of the number of 

Figure 30.4 C ommunication networks showing who replies to whom on Twitter  
(chain network)

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   523 08/12/16   3:55 PM



524 The SAGE Handbook of Social Media Research Methods

nodes and edges. The ‘Ukrainian’ network 
is the smallest followed by the ‘Russian’ 
and ‘English’ network is the largest. What 
is interesting, however, is that the number of 
tweets in the Russian and English datasets are 
comparable (527,112 and 591,394 respec-
tively), but there are 1.6 times fewer Twitter 
users who participated in the ‘Russian’ net-
work (17,964 vs. 29,647), while exhibiting a 
similar number of edges (21,107 vs. 27,854). 
This may suggest that the English network is 
less interactive and potentially more likely 
to be formed around sharing news about the 
events in Ukraine as opposed to having active 
conversations and debates around the topic. 

This is also supported by the fact that only 
about 2.9% of the edges in the ‘English’ net-
work are bi-directional, when people replied 
to each other (see the definition of the reci-
procity measure in Table 30.2), as compared 
to the 5.7% in the ‘Russian’ network.

The modularity value for all three networks 
is close to one (on a zero to one scale), sug-
gesting that none of the networks represent 
one coherent conversation among the core 
group. A modularity measure of one in a net-
work indicates clear divisions between clus-
ters that emerged from within the network. 
See Table  30.2 above for additional infor-
mation. This can be expected considering a  

Figure 30.5  ‘Communities’ automatically detected by netlytic in the ‘english’ dataset

Table 30.2 D efinitions of common network-level SNA measures

Diameter is the longest distance among the shortest paths between any two network participants. 
This measure indicates a network's size, by calculating the number of nodes it takes to 
get from one side to the other.

Density is the ratio of existing ties to the total number of possible ties in a network. In other 
words, it is calculated by dividing the number of existing ties by the number of possible 
ties. This measure helps to illustrate how close participants are within a network.

Reciprocity is the ratio of ties that are reciprocal (bi-directional) to the total number of existing ties.  
A higher value indicates many participants have two-way conversations.

Centralization measures the average degree centrality of all nodes within a network. When a network 
has a high centralization value closer to one, it suggests there are a few central 
participants who dominate the flow of information in the network. Networks with a 
low measurement of centralization closer to zero are considered to be decentralized 
where information flows more freely between many participants.

Modularity helps to determine whether the clusters of densely connected participants in the network 
represent distinct communities or not. Higher values of modularity indicate clear 
divisions between communities as represented by clusters in Netlytic. Low values of 
modularity, usually less than 0.5, suggest that clusters, found by Netlytic, will overlap 
more; the network is more likely to consist of a core group of nodes.
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broad search query used for data collec-
tion. For an example of a Twitter dataset that 
exhibits a stronger overlap among different 
clusters and a lower value of modularity, take 
a look at a Twitter community called Health 
Care Social Media Canada (#hcsmca). This 
Twitter community uses a single hashtag 
#hcsmca to organize weekly communal chats. 
In that case, the modularity metric tends to 
be in the area around 0.3–0.4 (see Gruzd & 
Haythornthwaite, 2013, for a detailed exami-
nation of the #hcsmca community).

Individual Level Network  
Measures
In addition to examining the networks at the 
macro level, we can also zoom in and select 
any particular nodes for a more detailed 
examination of key actors and learn more 
about the details of their interactions. Once a 
node is selected, the visualizer shows the indi-
vidual level network measures such as degree 
centrality (the number of connections to other 
network participants). The left panel also lists 
all of the usernames who are directly 

connected to the selected node (see Figure 
30.6). By clicking on any of these usernames, 
one can read the exchanges between the 
selected node and others in the network. This 
feature allows researchers to get a better 
understanding of why and how the connec-
tions are formed and why some users are 
more likely to talk to each other. For example, 
by using this feature, we confirmed that even 
though users marked as #1 and #2 in Figure 
30.6 appear to be strongly connected in the 
‘Russian’ network, their exchanges tend to be 
somewhat hostile. This can be explained by 
the fact that they are on the opposite sides of 
the discussion about the crisis in Ukraine and 
the role of the Russian government in the 
conflict. This also emphasizes the fact that 
when it comes to analyzing communication 
networks, researchers have to also examine 
the individual interactions they are seeing  
in the network in order to avoid misinter-
preting the results.

A network representation of online discus-
sions is also very useful for detecting and 
examining who is dominating the information 

Figure 30.6  Viewing direct connections of a selected node (marked as #2)
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flow. In particular, node size is an effective 
way to quickly identify key players in a net-
work. Netlytic scales the size of each node 
based on various centrality measures such as 
in-degree and out-degree, which have shown 
to help find influential actors in the network 
structure (e.g., Dubois & Gaffney, 2014; Xu 
et al., 2014). Using the Report tab available 
in Netlytic, we can quickly review the top ten 
most mentioned Twitter users; in SNA terms, 
these are the nodes who have the highest in-
degree centrality in the Name network (see 
Figure 30.7).

The users in Figure 30.7 are the ones that 
dominated the discourse in each dataset either 
because of their online or offline actions (or 
both). The Ukrainian dataset has the most 
diverse list of influentials in terms of their 
roles including a celebrity, a major political 
party, activists, politicians, and Ukrainian 
news agencies. Notably, the list is topped by 
@jaredleto, an account that belongs to Jared 
Leto who was the most mentioned user in 
the Ukrainian dataset because he expressed 
support of Ukrainian people in his award 
acceptance speech at the Oscars; showing the 
international reach and focus of Twitter net-
works. The ‘Russian’ and ‘English’ networks 
were dominated primarily by news agencies 
and reporters. The main difference between 
the two networks is that the ‘Russian’ net-
work mostly included Russian news media 
and the ‘English’ network included mostly 
Western news agencies such as Associated 
Press, BBC, CNN, and Reuters.

Figure 30.7 revealed a couple of addi-
tional findings. First, it appears that 
Euromaidan activists have been successful 
in dominating the Twitter communication 
networks across all three datasets based 
on the presence of the @euromaidan or @
euromaidanPR accounts in all three lists; 
these are the two main accounts covering 
the Euromaidan revolution and the events 
that followed from the Euromaidan activists' 
perspective. The fact that the Euromaidan 
activists has created a separate English 
only account (@euromaidanPR) to cover 
the events in Ukraine demonstrates that the 
activists had recognized the role that social 
media and Twitter in particular played dur-
ing some of the previous unrests around the 
globe and its ability to get the attention of 
the international community.

Conclusion

Using Netlytic provided the opportunity to 
explore many interesting aspects of the 
way the Euromaidan revolution in the 
Ukraine was discussed on Twitter. By lev-
eraging the combination of text, as well as 
network analysis capabilities of Netlytic's 
functions, a full picture of the online dis-
cussion became visible. Based on the text 
analysis, all three datasets focused on the 
events in Kyiv and Crimea, as well as the 
role of Russia in the conflict. The main 

Figure 30.7 T op ten most connected users Bbased on in-degree centrality
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differences between the datasets became 
clearer when visualizing popular topics 
over time; a function that Netlytic presents 
as stacked graphs for easy overview. For 
example, the ‘Russian’ dataset focused on 
the events in Crimea, a key geo-political 
area for Russia, almost from the beginning 
of the data collection, and the ‘English’ 
dataset focused on framing the events in 
Ukraine as a conflict between Russia and 
the United States. Based on the network 
analysis, the ‘Ukrainian’ network showed a 
variety of uses and users including activ-
ists. Though the ‘Ukrainian’ network also 
included news agencies, the ‘English’ and 
‘Russian’ networks were mostly led by 
news agencies whether they be local 
(Russian) or international (English). In 
sum, the results suggest that during the 
crisis in Ukraine, Twitter was used primar-
ily for information dissemination purposes 
and not to organize collective action. This 
finding is markedly different from how 
Twitter was used in other recent popular 
uprisings and protests, such as the Egyptian 
revolution (Eltantawy & Wiest, 2011) and 
the Occupy Movement (Croeser & 
Highfield, 2014). This may suggest that the 
use of Twitter for uprisings and protests is 
evolving. Activists from all sides of a con-
flict are learning more about the potentials 
(reaching a larger audience) and pitfalls 
(being watched or monitored) of the Twitter 
platform to foment revolutions.

Netlytic stands out from existing social 
media analysis tools through its easy to use 
interface and the various functions which 
allows researchers to explore both what is 
being said on social media and how people 
are interacting. Whether a researcher wants 
to know about the sentiment of the content 
or see a network visualized, Netlytic allows 
them to explore the big picture as well as 
drilling down to the individual social media 
post or user. The Euromaidan revolution is 
an excellent case study through which the 
various analytical powers of Netlytic are 
featured.
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31
Theme Detection in Social Media

D a n i e l  A n g u s

Visual text analytics is an emerging field that 
blends and extends upon information visuali-
sation and computational linguistics. This 
chapter introduces a range of visual text ana-
lytic methods which are suitable for analys-
ing thematic trends in text-based social media 
data. The chapter introduces the Discursis 
(Angus, Smith, & Wiles, 2012a; Angus, 
Smith, & Wiles, 2012b) and Leximancer 
(Smith, 2000; Smith & Humphreys, 2006) 
technologies, and explains how they can be 
used in conjunction with other software 
(Microsoft Excel™ and Gephi) to generate 
informative visual representations of Twitter 
data. The chapter explores a series of visual 
text analytic workflows that blend the afore-
mentioned technologies, using a Twitter 
corpus comprising approximately 50,000 
tweets, with analyses of the dataset offered to 
showcase the utility of the methods for social 
science research.

Introduction

Visual text analytic technologies provide 
analysts with visual and computational sup-
port for the analysis of a variety of common 
media types including natural conversation, 
interview, mass media, and new media data-
sets (Alencar, de Oliveira, & Paulovich, 
2012; Angus, Rintel, & Wiles, 2013; Risch, 
Kao, Poteet, & Wu, 2008). These technolo-
gies often focus on increasing the breadth of 
data able to be analysed in a single study by 
reducing the effort required to code and ana-
lyse data, and incorporate visualisations to 
enable visual sense making of data and facili-
tate visual communication of key insights. 
Visual text analytics can be explained via 
their three main facets: how the technique 
codes an input dataset; how the coded data is 
represented visually; and how an analyst can 
make interpretive sense of the data and 
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subsequently interrogate the system under 
analysis.

The first facet which relates to how unstruc-
tured or semi-structured text data is processed 
by computer algorithms is largely the domain 
of computational linguistics, specifically nat-
ural language processing (NLP). NLP is pri-
marily concerned with questions that relate to 
machine processing of human language data, 
examples including automatic summarisation, 
language translation, named-entity recog-
nition, sentiment analysis, and natural lan-
guage understanding/reasoning (Manning &  
Schütze, 1999). It is ‘natural language under-
standing’ that is of interest in this chapter 
given that we are concerned with how a cor-
pus of text-based social media data can be 
processed to generate insight into semantics 
and meanings (themes) inherent in the data.

The second and third facets of visual text 
analytics can be taken in concert as both 
relate to how the semantics of textual data 
are presented visually to an analyst to aid in 
their interpretation of the data. Information 
Visualisation is concerned with maximising  
the bandwidth of information transfer between 
a system and a human observer/analyst 
through the use of visual abstraction (Card, 
Mackinlay, & Shneiderman, 1999). Visual 
abstractions are designed to allow analysts 
to locate patterns of interest, and to commu-
nicate often complex observations to other 
interested parties (Tufte & Graves-Morris, 
1983). The choice of information visualisa-
tion is therefore largely dependent on the 
affordances of the data, and the questions that 
an analyst wishes to explore. The complex 
mapping between data, question and visuali-
sation is an area of continuing scholarly work. 
As one example, Vickers, Faith, and Rossiter 
(2013) offered a theoretical framework 
inspired by Peircean semiotics that encap-
sulates the aforementioned mapping, their 
analysis helping to explain how some visuali-
sations are considered better than others.

Tying these facets together it is not surpris-
ing that most Visual Text Analytic systems 
(open-source or proprietary) are targeted at 

specific data input types from specific physi-
cal or social systems, and address particular 
questions of interest. In other words there is 
not one visual text analytic system to ‘rule 
them all’ and any researcher who is interested 
in particular data types/systems/questions 
would be wise to survey the ever-growing 
field of Visual Text Analytics to select a tech-
nique that best matches their requirements.1

In this chapter, two related yet distinct 
visual text analytic technologies: Leximancer 
and Discursis, are selected to facilitate the 
analysis of a corpus of Twitter data. The 
chapter details how the programs operate, 
how to interpret findings arising from the 
use of these programs, and how to extend  
the analysis afforded by these programs 
through the use of other software platforms 
including the Gephi open-source network 
graphing software, and Microsoft Excel™. 
The chapter provides analysts with a variety 
of guidelines for exploring the dynamics of 
thematic content in their social media dataset. 
The chapter begins by providing a brief back-
ground on the technologies; a Twitter dataset 
and analysis context is then introduced; and, 
several worked examples showcasing the 
various technologies in action are provided.

Background

Computational Content Analysis

Content analysis is a form of social scientific 
inquiry that seeks to interpret documents or 
other artefacts of communicative processes 
(Krippendorff, 2012). Content analysis pre-
dates the emergence of computational social 
science (Lazer et al., 2009), the blending of 
computational theory and methodology with 
social science, nonetheless many computer-
assisted content analysis methods have been 
proposed over the prevailing years including 
concordances, and key-word-in-context lists 
(Weber, 1984). A critical advantage of com-
putational methods is how they enable 
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researchers to undertake both large-scale and 
longitudinal analyses that would otherwise 
be unviable with manual coding alone (Kelle, 
Prein, & Bird, 1995; Smith & Humphreys, 
2006; Weber, 1984).

In addition to providing the opportunity 
to analyse larger data sets, newer software 
applications are beginning to provide extra 
advantages over manual coding alternatives 
that require predetermined terms and rules. 
A priori determinations can potentially lead 
to systematically ignoring or misidentifying 
important emergent conceptual relationships. 
By being grounded by input text rather than 
a codebook, computer-generated analysis can 
achieve a level of reliability that is difficult 
to achieve using hand-based methods alone 
(Cheng, Fleischmann, Wang, & Oard, 2008; 
Hillard, Purpura, & Wilkerson, 2008; Smith 
& Humphreys, 2006).

Leximancer

Leximancer (Smith, 2000; Smith & 
Humphreys, 2006) is a visual text analytic 
technique that can be utilised for its natural 
language processing capabilities, and/or for 
its visual ‘concept map’ outputs. Leximancer 
uses word occurrence and co-occurrence sta-
tistics through a Bayes-inspired algorithmic 
process to model major thematic and concep-
tual content from an input text. Leximancer’s 
automated concept modelling process gener-
ates a unique taxonomy that is grounded 
wholly in the input corpus that is subjected to 
analysis. A concept in the Leximancer-sense 
is a unique set of word-weight pairings 
where these weights provide more or less 
evidence for the presence of the concept in a 
piece of text.

The default Leximancer workflow is as 
follows:

1	 Data in the form of comma separated value files, 
word documents, plain text, portable document 
format or hypertext is prepared such that it is free 
of errors or extraneous text material as much as 
is possible.

2	 The data is selected via the Leximancer graphi-
cal user interface and Leximancer makes a first 
pass through the data to determine basic word 
frequency and distribution statistics.

3	 Leximancer suggests an initial set of ‘concept 
seeds’ which are an initial set of word clusters 
of frequent words that appear together with an 
above-average statistical likelihood. The analyst 
can accept the list as generated, add their own 
concept seeds and/or modify existing seeds.

4	 The concept list is generated from the concept 
seeds. In this step, Leximancer performs a more 
thorough statistical analysis of the raw text to 
create the concepts (based on the seeds above), 
and creates more information around how concepts 
relate to other concepts discovered in the data.

5	 Concepts for analysis. In this last step the analyst 
selects which concepts they wish to view in a 
visual concept map output, or via other struc-
tured reports and statistical outputs (concept 
frequency tables, concept prominence for indi-
vidual documents within the dataset, all concepts 
relating to a named entity).

6	 The outputs are produced and interpreted by the 
analyst.

More detail on interpreting the outputs from 
Leximancer is provided in the analysis sec-
tion, and more details on the process described 
above can be found on the Leximancer web-
site (Leximancer Pty. Ltd., 2015).

Discursis

Discursis (Angus et al., 2012b; Angus et al., 
2012c) uses the Leximancer concept algo-
rithmic approach, however it specialises in 
producing its own informative visualisations 
and metrics from input texts that have an 
inherent temporal structure, examples being 
conversation transcripts, social media feeds, 
or forum communications. While Leximancer 
specialises in revealing how concepts relate 
to one another, Discursis is useful for deter-
mining how concepts are used through time, 
aiding in the identification of critical points 
in time where conceptual changes occur, and 
dividing input data into epochs based on 
dynamics of conceptual prominence.
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Alternative Methods

Leximancer and Discursis have been 
deployed in various social media analysis 
tasks in the past (Carah, Meurk, & Angus, 
2015; He, Zha, & Li, 2013; Reyneke, Pitt, & 
Berthon, 2011) and their various visual out-
puts are natural fits for the research questions 
of interest in the case study undertaken in this 
chapter. The growth in visual text analytics 
does mean that there are many alternative 
methods for processing text-based social 
media data. It is outside the scope of this 
chapter to provide a comprehensive list, how-
ever the NLP and visualisation aspects of this 
study could be just as readily performed 
using the following popular approaches:

NLTK: The Natural Language Toolkit is a Python 
library that includes functions for semantic tag-
ging of text segments amongst other useful text 
processing functions (Bird, Klein, & Loper, 2009).

StanfordNLP: Stanford University’s NLP group have 
made various NLP tools available for download 
via their website (http://nlp.stanford.edu/soft-
ware/). These toolkits include entity recognition 
and semantic extraction tools that are useful 
for thematic discovery in social media data.

D3.js: The Data Driven Document JavaScript library 
is a highly popular web-based visualisation 
framework that can bind large datasets, 
including text-based data, to highly customis-
able interactive visual outputs.

Case Study: #qanda

Introduction

This case study is intended to showcase a vari-
ety of visual text analytic workflows for analysis 
of Twitter data. There is no overarching research 
question driving the case study presented below, 
rather a showcase of potential analytical ave-
nues that could be explored by an interested 
researcher/analyst. Discussion and interpreta-
tion of results is therefore kept to a minimum to 
allow more scope for discussion of the tools 
used in the analysis and their configuration.

Data

Q&A is an Australian panel discussion pro-
gramme that is live broadcast weekly by the 
Australian Broadcasting Corporation (ABC), 
sharing similarities to the BBC’s Question 
Time programme. Q&A’s regular format con-
sists of the programme host (Tony Jones) 
moderating a question and answer style dis-
cussion between five panellists with producer-
vetted questions being directed from the live 
studio audience, and occasionally from pre-
recorded online videos. Panellists regularly 
include politicians, academics, industry  
professionals, and community leaders. The 
programme is livestreamed on the internet in 
addition to being broadcast on Australia’s 
digital terrestrial television network. Q&A 
promotes itself as a platform for citizen 
engagement through public participation: 
‘everyone can have a go and take it up to our 
politicians and opinion makers’ (ABC, 2015).

Q&A encourages the at-home audience to 
use Twitter and other social media platforms 
before, during and after the programme goes 
to air. The Twitter conversation generated by 
the programme is significant; the programme-
specific hashtag #qanda is most often trending 
on Australia’s Twitter feed for the duration and 
sometimes after the programme goes to air.

In this case study, tweets captured 12 hours 
before and after the broadcast of a single Q&A 
episode are analysed. A corpus of approxi-
mately 50,000 programme-specific tweets 
containing the #qanda hashtag was constructed 
with the results collated into a single comma 
separated value file. The file contains separate 
columns for the various standard metadata 
elements including the Tweeter’s ID and loca-
tion, and aspects of the tweet such as text and 
timestamp. The file was checked to remove 
any duplicate entries. Each tweet (including 
retweets) is represented as a single row of data, 
and empty column elements are left blank. For 
the purposes of the analyses here only the tweet 
text, timestamp, and author columns are used.

The episode under analysis here was 
screened on Monday 15 June, 2015 and 
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titled: Magna Carta Magna QandA. The 
programme included the following panellists:

Bronwyn Bishop: Speaker of the Australian House 
of Representatives. Member of the Liberal Party 
(conservative politician), and graduate of law.

Luca Belgiorno-Nettis: Businessman and founder 
of the New Democracy Foundation, a non-for-
profit research organisation focused on political 
reform.

Noel Pearson: One of Australia’s foremost indig-
enous leaders from the Guugu Yimidhirr commu-
nity of South Eastern Cape York Peninsula. He is 
the founder of the Cape York Institute for policy 
and leadership.

Em. Prof. Gillian Triggs: President of the Australian 
Human Rights Commission, and former Dean 
of the Faculty of Law at the University of 
Sydney.

Bret Walker: A legal practitioner of the High Court of 
Australia who has served as president of numer-
ous law councils and committees.

Concept Map

The starting point of this case study is to 
profile what concepts and themes emerge 
from the data in its entirety, and to explore 
how these concepts and themes relate to each 
other. This first step is intended to provide us 
with a birds-eye view of the data without 
requiring detailed reading of every single 
data point (tweet). This first step is a useful 
way to reduce the potential for interpretive 
bias as any prominent concepts that emerge 
from the data will emerge because they are 
indeed mentioned frequently, rather than as 
something that one could argue we have 
‘cherry picked’ from the data itself.

The first step in this process is to load 
the data into the Leximancer system. As 
described above, Leximancer accepts data 
in a variety of formats, including the popular 
comma separated value (CSV) format which 
is what is used here. The Leximancer man-
ual (Leximancer Pty. Ltd., 2015) contains a 
lot of detail on the exact steps to load and 
process the data, however for the purposes 

here all settings were left as default unless 
explicitly mentioned. An added advantage of 
Leximancer is that it is driven via a graphi-
cal user interface rather than a script-driven 
setup, making it more approachable for non-
technical users (see Figure 31.1).

The only modification made to the default 
settings was add ‘RT’ to the default stop list. 
The stop list is a list of functional words, 
examples being ‘and’, ‘or’, ‘the’. These stop 
words appear with moderately even statistical 
prominence throughout natural text and thus 
lack discriminatory and explanatory power. 
They are removed from the text before the 
concept seed creation and profiling stages; 
however the original text is left intact for 
interpretation of the raw text excerpts via the 
interactive interface, an example of which 
will be shown later.

Leximancer located 74 concepts in the 
Twitter corpus (see Figure 31.2 for the 
Leximancer concept map). Leximancer 
includes a function to group concepts into 
themes based on inter-concept relatedness. 
In simple terms it selects subsets of concepts 
that share similarity, and names the theme 
after the most prominent concept of the theme 
group. For the analysis here the concepts 
were divided into eight distinct themes: gov-
ernment; bronwyn bishop; gillian triggs; law; 
@gilliantriggs; asylum seekers; noel pear-
son; and, children. A table with a description 
of the concepts included in each theme and a 
summary description of the thematic content 
is provided as Table 31.1.

The creation of the thematic table is 
achieved through interaction with the con-
cept map through the Leximancer software 
interface. By clicking on any concept the 
analyst is provided with example content (in 
the case here, tweets), that are prototypical of 
this concept (see Figure 31.3). For a whole 
theme one simply clicks the various concepts 
located within that theme to gain an under-
standing of the nature of the content located 
in that theme. Given that Leximancer’s 
Bayesian algorithms are driven by word 
frequency and co-reference, measures of 
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conceptual prominence provide us a useful 
way to determine the dominant viewpoints 
taken by Tweeters. Each concept can also be 
profiled to ascertain the evidence terms that it 
is comprised of (see Figure 31.4).

The survey of the 74 concepts emerging 
from the Twitter corpus suggests that the 
Twitter content largely reflected the Q&A 
programme content with discussions cen-
tred on issues including legal frameworks 
and protections, asylum seekers, indigenous 
recognition and rights; all topics that were 
identified on the Q&A programme website. 
Somewhat amplified in Twitter compared to 
the television broadcast is the juxtaposition 
of Bronywn Bishop and Prof. Gillian Triggs. 
Tweeters made negative references towards 
Bronwyn Bishop, many turning Ms Bishop’s 
critique of Prof. Triggs’ political impartiality 
as a public official, into a critique of her own 
impartiality as speaker of the house. At the 

same time many Tweeters offered messages 
of support for Prof. Triggs, either directly to 
her Twitter handle or via mention of her name. 
At a high level the results of this first analysis 
suggest that while the broadcast focused on 
a discussion of legal and human rights issues 
the Twitter conversation focussed on critique 
or encouragement of the actors discussing or 
involved in these issues.

Concepts Over Time

The concept map and Leximancer interface 
provide us with insight into the concepts dis-
cussed via Twitter during the period before, 
during and after the airing of the Q&A epi-
sode. What is missing from the previous 
analysis though is a sense of when these 
concepts appeared in the discourse. For this 
next part of our analysis we will use the same 

Figure 31.1 T he Leximancer graphical user interface
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dataset as before, coded with the same con-
cepts, but in this instance the Discursis soft-
ware will allow us to reveal the temporal 
thematic trends that are present in the data.

For this analysis, Discursis has been 
adapted for the analysis of social media data 
with each tweet treated as an individual tem-
poral unit for concept tagging and analysis 
purposes. Normally, the standard Discursis 
recurrence plotting visual output would be 

able to readily reveal changes in concept use 
patterns over time, particularly for moder-
ately sized conversations or forum transcripts. 
As social media data is regularly counted in 
the thousands this pushes the default recur-
rence plotting visualisation approach well 
beyond its capabilities. As an alternative, a 
stream graph (also known as Theme River) 
(Havre, Hetzler, Whitney, & Nowell, 2002) 
visualisation approach is adopted. Stream 
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Table 31.1 T hematic overview of the Twitter corpus. All examples provided here originally 
contained the #qanda hashtag which has been omitted for brevity

Theme Concepts Description Examples

Government government, people, 
rights, job, doing, 
smugglers, 
australian, tony 
abbott, australia, 
question, time, look, 
country, need, needs, 
support

Tweets in this theme often use the 
context of the Q&A discussion at 
the time, or conceivably the Twitter 
feed itself, to discuss and critique 
the various policy positions of the 
Australian government.

@larryschles: If paying criminals 
is not a sackable offence in 
govt than I don't know what 
is #auspol

@northonm31: You get 
that point, Australian 
Government?

@MattSainsb: If the government 
is there to ensure that evil 
things don't happen, why are 
you not banning bikies and 
Nazism in Australia?

Bronwyn Bishop bronwyn bishop, 
speaker, partisan, 
attack, role, lnp, 
independent, house, 
someone, panel, 
party, love, talking, 
public, #gilliantriggs

The tweets here were directed towards 
panellist Bronwyn Bishop who 
at the time was Speaker of the 
House of Representatives of the 
Australian Parliament. Bronwyn 
Bishop had been attacked for 
her apparent partisanship and 
lack of independence in the 
role as speaker, and the Twitter 
commentary made light of this, or 
used her appearance on Q&A to 
attack her via Twitter.

@harrypusspuss: Shut your 
mouth Bishop you partisan 
cow.

@Trixie_Boo: Bronwyn Bishop 
LOATHES those who show 
up her ignorance and bias 
#auspol

@msimaker1: Bronny has to kick 
someone tonight or she may 
implode

Gillian Triggs gillian triggs, political, 
security, national, 
down, audience, 
labor, watching

As president of the Australian Human 
Rights Commission Prof. Gillian 
Triggs is seen as a champion for 
human rights and particularly 
revered by progressives for her 
critique of the Australian Liberal 
Party and also former Australian 
Labor Government's policies on 
mandatory offshore detention 
of asylum seekers. Prior to 
this programme she had been 
subjected to extensive criticism by 
the government for a politically 
damaging report. This theme 
captures tweets that largely serve 
as messages of support for Prof. 
Triggs.

@aquafiredragon: Dear 
HASHQANDA audience, if you 
could organise a standing 
ovation for Gillian Triggs, that 
would be amazing, ta

@SkiPoss: Bronnie's argument 
just shot down by Gillian

@yarnellcj: Brown(sic) accusing 
Gillian of being too political – 
hypocracy(sic) at its peak

Law law, magna carta, 
parliament, laws, 
democracy, rule, 
citizenship, terrorism, 
take

Given that the theme of this Q&A 
episode was a celebration of the 
anniversary of the signing of the 
Magna Carta, many of the tweets 
featured tweets related to law and 
legal practice. Tweeters used the 
legal framing most prominently to 
discuss a government proposal to 
strip citizenship from suspected 
terrorism subjects.

@redcoatJM: Do you think our 
Parliamentarians will use 
these principles in the debate 
on upcoming citizenship law?

@CarlsonDM: All terrorism can 
be prosecuted under current 
law, not an excuse to forgo 
our principles

(Continued)
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graphs depict thematic prominence over time 
as a series of ‘streams’ or ribbons of colour 
that alter their thickness depending on their 
prominence at various time points. Stream 
graphs that are constructed using conceptual 
weightings from Discursis have been used in 
previous studies to examine thematic trends 
in academic journal papers (Angus, Rooney, 
McKenna, & Wiles, 2012), and to examine 
newspaper coverage of the coal seam gas 
industry (Mitchell & Angus, 2014).

The Discursis software accepts data in 
the same comma separated value format as 
Leximancer, and the workflow to process the 
data and extract the concepts is largely the same 
also. The point of difference is how the output 
of Discursis is post-processed. After loading 
the data into Discursis via its interactive graphi-
cal user interface, the data export of ‘concepts 
identified for utterances’ is chosen. This export 
produces a CSV file where each row of data cor-
responds to an input row (in this case a tweet), 

Table 31.1  (Continued)

@gilliantriggs @gilliantriggs, @qanda, 
walker, #magnacarta, 
powers, power, 
anyone, minister, 
better, @
bronwynbishop, old

Similar to the Gillian Triggs theme 
above, this theme contained mostly 
tweets of support for Prof. Triggs, 
and also direct messages regarding 
support for established legal 
concepts such as the separation of 
powers.

alex_white91: @gilliantriggs for 
prime minister pipsterb: No 
man may be made an outlaw 
or alien #magnacarta800 - 
separation of powers judiciary 
& Govt's is vital #commonlaw 
@gilliantriggs

asylum seekers boats, asylum, seekers, 
stop, man

In the later half of the Q&A episode a 
Hazara Refugee asked a question 
to the panel related to Australia's 
asylum seeker policies, particularly 
relating to children in detention 
and boat turnbacks. Tweet content 
related to concepts ‘asylum' and 
‘seekers' could be interpreted 
as mostly critical of the current 
policies, and sympathetic to the 
plight of asylum seekers.

@scottywalks2: Turning back 
boats creates a regional crisis 
and doesn't solve the issue 
of persecution from which 
asylum seekers are fleeing

@CaseyMcCowan1: We need to 
separate the idea of stopping 
the boats with the idea of 
seeking asylum

noel pearson noel pearson, 
indigenous, 
voice, australians, 
aboriginal, women

Noel Pearson talked at length on the 
programme about the issue of 
indigenous recognition within the 
Australian constitution. Tweet content 
related to how (predominantly white) 
Australians can provide indigenous 
Australians with a voice to hear 
their thoughts on various issues, 
to rebroadcast and paraphrasing 
of Noel Pearson's statements and 
thoughts on the issue.

@Mamamia: Noel Pearson on 
Indigenous recognition: 
Symbolism is not enough.

@dowdell_jeff: Can we ask Mr. 
Pearson his thoughts on the 
divisiveness amongst First 
People's re Constitutional 
Recognition vs. Treaty?

children children, child, refugees Similar to the asylum seeker theme 
above, this theme contained 
more tweets that focused more 
prominently on children in 
detention from families seeking 
asylum. Most of the tweets 
containing these concepts were 
highly critical of the Australian 
Government's practice of holding 
children in detention.

@josh1782: One child in 
detention is one too many

@SkyesTheLimit97: This is the 
face of children refugees 
being processed.
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and each row contains 74 values indicating the 
presence (or absence) of the concepts identified 
in the data. For each column of data a positive 
value indicates that there was enough evidence 
in this tweet to indicate the presence of the con-
cept identified at the head of that column.

The next step is to load the original data 
and this new concept data into an appropriate 
spreadsheet or data manipulation tool to gen-
erate aggregate statistics and visual outputs. 
In this example, I use the somewhat ubiqui-
tous Microsoft Excel™, however this could 
be performed in the open-source R package 

or other freely available or commercial soft-
ware just as well.

The concepts identified for utterances 
columns are merged back into the original 
data such that the 74 concept columns are 
appended next to details such as the times-
tamp, location, handle and tweet text. The 
next step is to choose an appropriate tempo-
ral window to generate aggregate statistics of 
concept use over time; in the case here a time 
window of one minute was selected.

The Excel countif and sumif were used to 
generate aggregate statistics of concept use 

Figure 31.3 T his figure highlights the interactive nature of Leximancer and how an analyst 
can select a concept to interrogate and reveal the raw data that aligns with that concept
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on a minute-by-minute basis. These func-
tions reduce the concepts identified for utter-
ances data to concepts identified per minute 
data. In some sense this first step can be seen 
as a vertical compression of the data where 
close to 50,000 data rows are reduced into 
360 data rows.

The next step is to condense the con-
ceptual data into thematic data which is 
achieved by summing the columns corre-
sponding to concepts that belong to the dis-
tinct eight themes together. This step can be 
seen as a horizontal compression of the data 
to reduce it from 74 columns of concepts to 
eight columns containing thematic promi-
nence scores.

An Excel area chart is used to create the 
stream graph with each theme represented 
using a different colour and the prominence 

of themes at each time point scaled between 
0–100% to determine the relative thematic 
prominence of all eight themes at any point 
in time. The graph is also overlayed with 
the volume of tweets at each point in time 
as a useful counterpoint for the analysis (see 
Figure 31.5).

The graph reveals that there is a lack of 
thematic organisation on Twitter in the lead 
up to the televised broadcast which began 
at 9:30pm. Once the television broad-
cast started, several themes rise and fall 
in prominence corresponding to the tim-
ing of these topics in the Q&A broadcast. 
Three examples of the symmetry between 
the broadcast theme and Twitter themes 
are the prominence of the ‘magna carta’ 
theme from 9:36pm–9:50pm which was the 
first topic the programme panel discussed.  

Figure 31.4 T his figure highlights the nature of the evidence terms that invoke a specific 
concept. The term weightings can be seen here as they relate to the concept ‘citizenship’
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A question to Noel Pearson related to con-
stitutional recognition for Australia’s first 
peoples triggered a response in Twitter as 
well which can be seen from near 10:10pm 
to 10:20pm, and discussion of asylum seek-
ers and children in detention peaked from 
10:20pm–10:36pm. Beyond the period of 
the television broadcast, which ran overtime 
until around 10:45pm, several themes seem 
to persist in the same mixture of prominence. 
These themes relate to the direct exchanges 
between Prof. Gillian Triggs and Bronwyn 
Bishop on the Q&A programme. Most 
Tweeters showed support for Prof. Triggs, 
while lambasting Bronwyn Bishop:

@rosiedream: Outclassed, Bronnie. Gillian Triggs 
is way way above your league. #qanda

@PeterWMurphy1: Unimpressed by the 
spiteful, mean-spirited eye-rolling contempt 
displayed by #BronwynBishop towards @
GillianTriggs. #QandA @QandA #auspol

Conceptual Profiles of 
Twitter Users

Having gained an appreciation for the con-
cepts discussed via Twitter and their promi-
nence in time we will lastly turn our attention 
more closely to an examination of the indi-
vidual actors/agents that were active in the 
creation of this content. While there are 
many ways to examine how Tweeters con-
nect, examples including examination of fol-
lower and followee statistics and the use of 
hashtags, in this analysis we focus on how 
concepts are deployed by Tweeters.

Another data export of Discursis is a meas-
ure of conceptual overlap between pairs of 
individuals, in this case Tweeters. This meas-
ure allows Twitter users to be compared as to 
see how similar their content is, and to exam-
ine concept use on Twitter from a network 
perspective. For this analysis all Tweeters who 
posted 30 or more tweets in the period of the 

Figure 31.5 T he Streamgraph reveals the prominence of themes on Twitter over time
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data capture were selected for analysis which 
resulted in 343 Tweeters being selected.

The open source Gephi network visualisa-
tion and analysis tool is used here to analyse 
the networks of conceptual overlap between 
the most prolific Tweeters for this corpus of 
tweets. Gephi accepts CSV formatted edge 
and node data as an input where Twitter han-
dles represent the unique node labels and 
the edges represent conceptual similarity 
between the tweets made any two Tweeters. 
Microsoft Excel was used to generate a list of 
cosine similarity values which measured the 
similarity of concept use between all pairs 
of Tweeters (117,649 edges in total). These 
values were loaded into Gephi and a force-
directed layout was used to project the nodes 
based on their conceptual similarity with 
each other (see Figure 31.6).

The network of conceptual similarity 
revealed seven cliques based on Gephi’s default 
modularity algorithm. This algorithm locates 
clusters of highly connected nodes and allows 
for the colouring of these clusters to visually 
discern neighbourhoods of nodes. In Figure 
31.6, user @feverpitch96 is selected to high-
light their connectedness with other Tweeters 
based on the conceptual content of their tweets, 
a selection of which are produced here:

Bronwyn Bishop REALLY doesn’t like it when 
National Security boffins go off-government-
script and start talking about justice. #qanda

Oh Bronwyn NOT the frigging drownings again as 
a smokescreen for YOUR government turning 
people smuggler. #qanda

Brownyn Bishop, being inappropriately partisan, 
accuses Gillian Triggs of political agitation. 
That’s funny. Or would be… #qanda

Figure 31.6 T he Gephi plot reveals networks of conceptual overlap between Tweeters, and 
can be useful in locating groups of topically aligned Tweeters
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The strongest link in the network connect-
ing to @feverpitch96 is to user @suthernx 
who as can be seen from a selection of tweets 
below, was largely commenting on similar 
issues, albeit mostly retweeting rather than 
offering their own original content:

RT @northonm31: How ironic, that Bronwyn Bishop 
is accusing Gillian Triggs of overreach. #qanda

RT @Quagslime: Bronwyn Bishop is making this 
political, @GillianTriggs is not. She is just do-
ing her job. #QandA

To be clear, this does not imply that these 
individuals are aware of one-another’s 
actions on Twitter or that they are following 
each other or in any way influencing each 
other’s behaviour online. It is simply a way 
to reveal groups of Tweeters who happen to 
be posting similar content onto the social 
media platform.

Conclusion

This rather brief guide through the use of 
visual text analytics for Twitter research has 
revealed several ways to code text-based 
social media data for conceptual content. The 
workflows provided revealed how to gener-
ate insights into thematic trends in time and 
how individual social media users overlap in 
terms of the conceptual content they post 
online.

The approaches described in this chap-
ter allow large volumes of text-based social 
media data to be processed and analysed. 
While the Leximancer and Discursis meth-
ods explained would be considered as distant 
reading approaches, one of the aims of these 
approaches is to direct an analysts atten-
tion to interesting aspects, or representative 
samples of the data that can be scrutinised in 
more detail. In trying to maintain close prox-
imity between the analyst and the raw data 
these techniques attempt to remove a draw-
back of close reading where important data 
is missed due to processing constraints, and 

distant reading where important nuances are 
lost through over-abstraction of the data.

A fundamental limitation of the technolo-
gies described here is that the use of irony 
and sarcasm will not necessarily be detected, 
and a large caveat of the above analyses is 
that the prominence of a concept or theme 
does not reflect a particular attitude towards 
that theme. As one example, the prominence 
of a theme such as ‘asylum seekers’ does not 
by itself reveal whether Tweeters are reacting 
positively or negatively towards this particu-
lar issue.

Naturally there are many other ways that 
such conceptual data could be used to pro-
vide insight into the content that individu-
als are posting online, and if combined with 
other data such as physical location, or fol-
lowership dynamics, these various modalities 
could combine to give key insights into con-
tent flows through Twitter.

Note

 1 	 At time of writing the Text Visualisation Browser 
contained 225 Visual Text Analytic systems: 
http://textvis.lnu.se/
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32
Sentiment Analysis

M i k e  T h e l w a l l

This chapter discusses the use of automated 
sentiment analysis as an aid to social media 
research. Although often ignored as irrele-
vant, sentiment aids effective interpersonal 
interactions and online sentiments expressed 
in public have created a de facto big data 
repository of public attitudes. Understanding 
the role of sentiment in communication is an 
important topic in itself, and being able to 
identify changes in sentiment over time and 
differences in sentiment between contexts 
and objects of discussion is particularly 
useful for social web investigations. Current 
sentiment analysis software is able to esti-
mate the amount and strength of sentiment in 
texts with close to human-level accuracy, 
making it possible to analyse large amounts 
of text in order to detect sentiment-related 
patterns and to address sentiment-related 
questions. This chapter explains how auto-
mated sentiment analysis software works, 
gives examples of social science research 
projects using sentiment analysis for the 

social web, discusses the limitations of the 
approach and describes how to conduct senti-
ment analysis with the free software 
SentiStrength.

Introduction

Sentiment analysis is the use of computer 
programs to estimate some aspect of the sen-
timent conveyed by a text (Liu, 2012; Pang & 
Lee, 2008). Research into sentiment analysis 
was originally driven by a specific commer-
cial need but the software is now used for 
many different applications. The original 
motivation was to create software that could 
detect whether an online product review was 
positive or negative. This would help busi-
nesses to identify which of their products 
were popular and could also be used in prod-
uct review websites to help users find the 
best products without having to read all of 
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the reviews – assuming that the reviews did 
not include an overall numerical score or 
category (e.g., essential, recommended, not 
recommended). This research area is also 
known as opinion mining because its objec-
tive is to data mine opinions from texts. As 
sentiment analysis software has become 
more sophisticated, it has become more fine-
grained and can now identify specific aspects 
of a product that are liked or disliked. More 
widely, there are now many applications of 
sentiment analysis, from predicting stock 
market prices to developing sentiment-aware 
systems that can respond more appropriately 
to user inputs. It has now become routine in 
marketing and public relations to monitor 
social media for mentions of relevant prod-
ucts and services with the aid of sentiment 
analysis. There are many organisations that 
provide this data and analysis to their clients, 
such as Pulsar and Salesforce Marketing 
Cloud.

Sentiment analysis programs have been 
created for several different types of task. 
Some of the simplest decide whether a text 
is positive, negative or neutral overall. Others 
identify the strength of sentiment in addi-
tion to its polarity. Some also detect a range 
of emotions, such as sadness, anger and joy 
(e.g., Strapparava & Mihalcea, 2008), or 
detect the object of an expression in addition 
to its sentiment (e.g., ‘the colour is lovely 
but it is too big’ -> colour, positive; size, 
negative).

Sentiment programs tend to use one of two 
broad strategies. The first, machine learning, 
works by feeding the program with exam-
ples of positive and negative texts (assuming 
that the task is polarity detection, i.e., decid-
ing whether a text is positive or negative) 
so that the algorithm can learn their typical 
distinguishing features. For example, a pro-
gram might ‘learn’ that documents contain-
ing good more frequently than the term bad 
tend to be positive. In practice, however, the 
algorithms learn complex patterns that are 
mathematical abstractions without simple 
interpretations. Hence, sentiment analysis 

algorithms based on machine learning tend 
to be opaque, estimating the sentiment in 
texts without giving intuitive reasons for 
their decisions. The second type of algorithm 
uses a lexical approach, starting with a set of 
linguistically inspired rules and predicting 
the sentiment of a text based upon them. For 
example, ‘The steering is very good but the 
car is ugly’ might be judged to be positive 
because good is a known positive word and 
is made stronger with the booster word very, 
outweighing the known negative word ugly. 
Lexical algorithms take longer to construct 
but can give a clear explanation for any esti-
mated sentiment output. Whichever approach 
is used, however, mistakes will sometimes be 
made because the heuristics will not always 
work. The frequency of these mistakes 
depends upon the type of text as well as the 
algorithm itself. They are particularly likely 
when sentiment has been expressed in an 
unusual way and when irony or sarcasm is 
present.

Context can affect the typical ways in 
which sentiment is expressed (Blitzer, 
Dredze, & Pereira, 2007). Programs that 
can detect sentiment accurately in one con-
text may give poor performance in another. 
For example, when reviewing a smartphone, 
the words heavy and expensive might tend 
to be negative, whereas they would be irrel-
evant in a film review. In contrast, negative 
words in film reviews might include predict-
able, slow, and wooden. A program that has 
learned to detect sentiment based on smart-
phone reviews might therefore miss many 
opinions expressed about films. Although 
some sentiment analysis programs are 
designed to be relatively general purpose, 
they cannot be expected to be as accurate 
as programs that are targeted at a specific 
type of text. Hence, the accuracy of any 
given sentiment analysis program will vary 
by context and for any new type of text the 
researcher should expect to have to create a 
new sentiment analysis program or custom-
ise an existing one in order to get an optimal 
level of accuracy.
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Social scientists wishing to use automated 
sentiment analysis in their research now have 
a wide choice of programs because many are 
free online or are available, often in conjunc-
tion with data, from commercial providers. 
For many applications it does not matter 
whether the software used is fully optimised 
as long as it is reasonably effective at detect-
ing sentiment. It is important to be aware that 
systematic biases are possible, however. For 
example, if younger authors tend to use slang 
to express sentiment and the system does not 
recognise it then it can tend to detect fewer of 
their opinions.

SentiStrength

This section describes the software 
SentiStrength (Thelwall, Buckley, Paltoglou, 
Cai, & Kappas, 2010; Thelwall, Buckley, & 
Paltoglou, 2012). The purpose is to show how 
one program works and how its accuracy can 
be evaluated in order to illustrate some of the 
key sentiment analysis issues. SentiStrength 
can be tried live online or downloaded from 
http://sentistrength.wlv.ac.uk.

The goal of SentiStrength was inspired 
by the emotion psychology research find-
ing that positive and negative sentiments 
are processed to some extent in parallel in 
the human brain. It therefore makes sense 
from a psychology perspective to detect both 
positive and negative sentiment at the same 
time rather than to attempt to make an over-
all judgement of polarity. In addition, emo-
tion psychology research suggests that fine 
grained expressions of emotion, such as 
being angry, unhappy, and sad, are less basic 
than positivity and negativity in the sense that 
they seem to be socially constructed rather 
than being common to all human societies 
(Cornelius, 1996; Fox, 2008). Hence, the goal 
of SentiStrength is to detect both positive and 
negative sentiment strength in a given social 
web text, acknowledging that one or both 
could be absent. Its output takes the form 

of two numbers. For negative sentiment, the 
whole numbers −1 (no negative sentiment) to 
−5 (very strong negative sentiment) are used 
and for positive sentiment the numbers 1 (no 
positive sentiment) to 5 (very strong positive 
sentiment). A text with strong negativity but 
weak positivity might get a score of −4, 2.

SentiStrength uses a lexical approach. 
At its heart is a lexicon of 1,125 words and 
1,364 word stems, each with a score for posi-
tive or negative sentiment. When these match 
a word in a text then this suggests the pres-
ence of sentiment and its strength (but see 
later). For example, ailing has a score of −3 
in the lexicon, and so sentences containing 
this word may have a moderate negative sen-
timent. Similarly, the word stem appreciat* 
has a score of +2 and so sentences matching 
this (e.g., appreciate, appreciated) may have a 
mildly positive sentiment. The scores for the 
individual words and word stems were ini-
tially assigned by human judgement but were 
checked and modified by an automated pro-
cess. The basic rule for a sentence is that it is 
assigned the highest positive and the highest 
negative score for any word in it. Texts with 
more than one sentence are given the maxi-
mum positive and negative scores of any sen-
tence within them. This very simple system 
is then modified by a number of rules to cope 
with other ways of expressing sentiment.

Negation is commonly used when express-
ing opinions. A positive term that is preceded 
by a negating word (e.g., not, don’t) has its sen-
timent flipped by SentiStrength (e.g., I don’t 
like it), whereas negative terms are neutralised 
(e.g., I don’t hate you). These rules deal with 
the most common effects of negating, and the 
differing rules for positive and negative sen-
timent are due to variations in the common 
ways in which negating is used for them.

Terms preceded by booster words like very 
and extremely have their positive or nega-
tive sentiment strength increased, whereas 
quite decreases the sentiment strength of 
the next word. There are also rules for ques-
tions, idioms, spelling correction and punc-
tuation as well as rules that are specific to 
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computer-mediated communication meth-
ods of expressing sentiment. As part of 
this, SentiStrength has a list of emoticons, 
together with sentiment strength scores for 
them (e.g., smiley faces like =) score +2). In 
addition, sentiment is sometimes expressed 
in the social web by adding extra letters to a 
word. To illustrate this, the single word mes-
sage Janieeeee in a social network site might 
well be read as an excited calling of some-
one’s name, expressing a positive sentiment. 
The SentiStrength rule for this is that the 
presence of at least two additional letters in a 
word increases its sentiment strength, if any, 
by one. In sentences lacking sentiment, the 
spelling instead gives the sentence a mildly 
positive score and no negativity: −1, 2.

Any sentiment analysis program must be 
evaluated on a relevant data set to test its 
accuracy. This typically means assessing 
the degree to which the program agrees with  
the sentiment judgements of one or more 
people on a set of relevant texts. For 
SentiStrength, collections of at least 1,000 
texts were gathered from each of six dif-
ferent areas of the social web (BBC Forum 
posts; Digg.com posts; MySpace comments; 
Runners World forum posts; tweets; and 
YouTube comments) and were coded for 
sentiment by two or three different human 
judges. The average of the scores assigned by 
the human coders formed the gold standard 
against which to evaluate the performance 
of SentiStrength. The comparisons showed 
that SentiStrength agreed with typical human 
judgments at close to the degree that they 
agreed with each other for most of the data 
sets, giving human-like accuracy for this 
task. The main exceptions were that it gave 
worse results for positive sentiment for both 
Digg and BBC forums. The reason for the 
lower accuracy was the presence of sarcastic 
political comments that SentiStrength fre-
quently considered to be positive although 
its intent was negative (Thelwall, Buckley, & 
Paltoglou, 2012).

SentiStrength was designed to be accurate 
on most social web texts but its poor results 

on some collections led to the creation of ver-
sions focused on particular topics (Thelwall &  
Buckley, 2013). One of the topics was of 
tweets about UK riots and another was of 
tweets about a referendum about alternative 
voting in the UK. In both cases, relatively 
obscure words that were not in the lexicon 
were frequently used to convey sentiment 
(e.g., baton, scaremongers). In response, code 
was added to the program to identify words 
that often occurred in miss-classified texts 
so that they could be added to the lexicon. 
A second issue was that some of the rules to 
detect implicit sentiment (e.g., through mis-
spellings or exclamation marks) did not work 
on the riot corpus. In the original version 
of SentiStrength, a neutral sentence ending 
with an exclamation mark was assumed to be 
positive, whereas for the riots texts these sen-
tences tended to be negative. In response, an 
extra rule was added to detect the prevailing 
mood of a collection of texts using that mood 
as the default sentiment in such cases. This 
(negative mood) improved the accuracy for 
the riots corpus in particular.

A final and only partly successful modifi-
cation of SentiStrength allowed it to take into 
account the sentiments of the texts before the 
text to be classified. The rationale behind this 
was that an apparently very positive text fol-
lowing a long sequence of neutral texts is more 
likely to be due to a classification error than a 
genuine change in sentiment. A damping rule 
accommodated this by reducing the size of any 
sudden large changes in sentiment. The rule 
produced very minor improvements in accuracy 
(Thelwall, Buckley, Paltoglou, et al., 2013).

In comparison to other programs, 
SentiStrength is very fast (14,000 tweets per 
second on a standard PC), transparent (it can 
describe how its scores were calculated), gen-
eral purpose, and customisable, even to other 
languages (Vural, Cambazoglu, Senkul, & 
Tokgoz 2013). A more fundamental advan-
tage for social science research of its lexical 
approach is that its results will not detect the 
topic discussed rather than sentiment about 
the topic. Machine learning can conflate topic 
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and sentiment, classifying entire topics as 
positive or negative, and this can be a problem 
in social science applications. Weaknesses of 
SentiStrength include that it does not perform 
well for detecting opinions in product reviews, 
it cannot detect sarcasm, it cannot differenti-
ate between different types of positive and 
negative emotions, and it cannot detect the 
object of an expression of sentiment.

Social science applications

This section discusses academic sentiment 
analysis research in a range of different 
social science areas to illustrate a variety of 
applications. Perhaps the most generic social 
science application is to use sentiment analy-
sis as part of a suite of approaches to analyse 
public perceptions of an event by mining 
online text. This has been done for important 
news events, for example (Hu, Ge, & Hou, 
2014). Large-scale analyses almost inevita-
bly analyse text without the knowledge or 
consent of the creators of the text and this 
can be controversial (Kennedy, 2012) and 
may seem strange to social scientists that are 
used to the principles of informed consent. 
Nevertheless, text that is posted freely in the 
public web and is not password protected or 
within a private forum can be analysed by 
researchers without consent as long as the 
identity of the participants is not disclosed by 
the researcher either directly or by quoting 
from them in a way that would make their 
identity findable by a search system 
(Wilkinson & Thelwall, 2011). The use of 
sentiment analysis and other Big Data tech-
niques by large corporations for social engi-
neering or persuasion is substantially more 
problematic, however (Tufekci, 2014).

Social Media Usage

Within the communication and media studies 
domain, sentiment is recognised as being 

important for social media systems, such as 
Facebook and Twitter. Emotions play an 
important but often unacknowledged role in 
communication and therefore need to be 
investigated so that their role can be more 
fully understood.

One early study of the formerly dominant 
social network site MySpace used human 
classifications to investigate how sentiment 
was used and shared within the comments 
posted to user profiles (like Facebook wall 
posts). Positive sentiment was widespread 
within the site, occurring in about two-thirds 
of all comments. In contrast, negativity 
was found in less than 20% of comments. 
Positivity was particularly common in tweets 
sent and received by female users. Overall,  
the prevalence of positive sentiment sug-
gested that sending positive messages to 
friends within the system was an extremely 
important part of how it was used and per-
haps also an important part of its success 
at the time (Thelwall, Wilkinson, & Uppal, 
2010).

The issue of homophily – the extent to 
which friends or acquaintances tend to be 
similar to each other – has been investigated 
from the perspective of sentiment in social 
networks. For example, the sentiment of 
messages sent by MySpace users correlates 
with the sentiment of messages sent by their 
friends, even to other people. This could 
either be due to people with similar emotional 
states or expression styles attracting each 
other or could be due to emotions spreading 
to some extent from one person to another 
(Thelwall, 2010). Similar trends have also 
been found in Twitter (Bollen, Gonçalves, 
Ruan, & Mao, 2011). Both of these studies 
suggested that artificial attempts to match 
depressed people with more upbeat users 
might be an effective strategy to help with 
depression, although this does not seem to 
have been tested empirically yet. Emotional 
contagion in a similar sense has also been 
demonstrated through Facebook posts, and 
negativity also linked to bad weather (rain) in 
the city of the user (Coviello, Sohn, Kramer, 
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Marlow, Franceschetti, et  al., 2014). More 
directly, an experiment has demonstrated 
online emotional contagion within a social 
network site: Facebook users tended to pro-
duce more positive posts and fewer negative 
posts when their news feed was manipulated 
to have additional positive content, and more 
negative posts and fewer positive posts when 
their news feed was manipulated to have 
more negative content (Kramer, Guillory, &  
Hancock, 2014). This study is controver-
sial for covertly manipulating the emotions 
of people for research purposes (rather than 
passively analysing their texts, as most 
other studies have done) without an ade-
quate degree of informed consent, although 
the experiment was covered by Facebook’s 
standard terms and conditions (Schroeder, 
2014; Verma, 2014).

A few studies have investigated the role 
of sentiment in Twitter. One focused on 13 
extremely popular users and used the senti-
ment expressed in messages to them to split 
their audience into predominantly positive 
and negative groups. In addition, the sen-
timent of tweets posted by popular users 
seemed to influence the sentiment expressed 
by their followers, suggesting that the influ-
ence of highly popular tweeters may extend 
to the affective dimension (Bae & Lee, 2012), 
and echoing, in part, prior homophily and 
emotion contagion findings.

Twitter has also been analysed as a conven-
ient data source to gain insights into offline 
emotional states. A large-scale investigation 
has shown that people’s moods, at least as 
expressed in tweets, vary periodically and 
are most positive at the weekends and during 
holidays (Golder & Macy, 2011).

Tweets may be useful to gain insights into 
public reactions to events that are commonly 
tweeted. An investigation into the level of 
sentiment expressed in tweets about major 
news stories found that peaks in the volume 
of tweeting tended to be associated with small 
increases in the average negative sentiment 
strength of tweets related to the topic. It was 
surprising, however, that strong expressions of 

sentiment were relatively rare in Twitter even 
for emotional events. This seemed to be due 
to the predominant use of Twitter to broadcast 
facts rather than opinions, at least for news sto-
ries (Thelwall, Buckley, & Paltoglou, 2011).

Human–computer Interaction

At the social science end of computer science 
in the specialism of human–computer inter-
action, sentiment analysis has been incorpo-
rated into different computing systems in 
order to manage interactions with human 
users. These have varied from background 
processing tasks that improve the efficiency 
of the way in which text is processed for a 
particular task to injecting affective compo-
nents into interactions with users.

An example of a background processing 
application is the use of SentiStrength by 
Yahoo! in their answers system (answers.
yahoo.com). This allows website visitors to 
post questions in the hope that other visitors 
can post informative replies. If multiple users 
post a reply to a question then Yahoo! attempts 
to rank the answers so that the one is most 
likely to be informative is ranked first. This 
is better for the question asker because they 
are likely to get a good answer more quickly, 
assuming that they start to read answers from 
the top of the list. SentiStrength is used to 
detect the sentiment in feedback given to 
question answerers. If this feedback tends  
to be positive, then this boosts the ranking 
of the answerer’s future answers on the basis 
that they seem to be a person that gives good 
answers. Experiments have shown that this 
use of sentiment improves the ranking of the 
answers (Kucuktunc, Cambazoglu, Weber, & 
Ferhatosmanoglu, 2012). Users of the Yahoo! 
Answers system probably do not know that 
the sentiment of their feedback helps to 
improve the ranking algorithm so this is an 
unobtrusive use of sentiment analysis.

A more direct application of sentiment 
detection is within autonomous dialog or 
chat systems. These are computer programs 
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that seek to engage in conversation online 
with users in a way that simulates human 
behaviour. Although such agents may have 
a specific purpose, such as finding out what 
problem the user has with a specific product 
or service, they can also be used in a purely 
social context. As part of such systems, an 
algorithm attempts to interpret the user input, 
which is typically a short text message, and 
then tries to compose an appropriate reply. 
Sentiment analysis can help this by including 
sentiment within the algorithm deciding on an 
appropriate response. For example, if the user 
enters an apparently highly negative message 
then the autonomous agent might respond 
with a calming response. Experiments with 
dialog systems have shown that the inclusion 
of this affective component results in a more 
engaging experience. Perhaps more sinisterly, 
if the mood or ‘affective profile’ of the agent 
is manipulated, then this affects the nature 
of the conversation with the user (Skowron, 
Theunis, Rank, & Borowiec, 2011; Skowron, 
Theunis, Rank, & Kappas, 2013).

An automated dialog system has been 
embedded within agents inside of a virtual 
world. Here, the avatar of the agent reacts 
physically to the sentiment expressed by 
the user. In one experiment, the agent was a 
bartender and chatted to humans when their 
avatars walked into the bar. As an example 
of the reactions, when a user made a nega-
tive comment, the bartender would lean away 
and adopt a concerned facial expression. 
Users that were unaware of the sentiment 
component of the system reported that they 
felt more engaged with the bartender when 
the sentiment was activated than when it was 
not activated, even when they were unaware 
of, or did not consciously notice, the affective 
reactions (Skowron, Pirker, Rank, Paltoglou, 
Ahn, & Gobron, 2011).

Marketing

Although marketing applications drove early 
sentiment analysis there is little published 

academic research about applying sentiment 
analysis to social media texts for marketing 
purposes and there are calls for more 
(Gopaldas, 2014). In one important excep-
tion, brand mentions were found to be 
common in Twitter, with about 20% being 
accompanied by an expression of sentiment 
(Jansen, Zhang, Sobel, & Chowdury, 2009). 
This is powerful evidence that Twitter is a 
good source of data about customer attitudes 
to brands. The use of Twitter for market 
research presupposes that sentiments 
expressed reflect the offline attitude of send-
ers, and perhaps also their likely future 
behaviour, which seems to be true (Verhagen, 
Nauta, & Feldberg, 2013).

A crisis in Domino’s Pizza has given 
evidence that bad news about a company 
can spread particularly quickly in social 
media. This was triggered by the posting 
of a YouTube video prank by employees 
showing them deliberately using unhygienic 
food-making practices. The consequent viral 
spread of negative publicity underlines the 
importance of large companies routinely 
monitoring their image online because  
they could have detected this negative pub-
licity through the spike in negativity asso-
ciated with their brand (Park, Cha, Kim, & 
Jeong, 2011). Another case study focused 
on the apology of a CEO for his company 
mislabelling beef. This apology seemed to 
be effective at positively influencing senti-
ments towards the company, suggesting that 
the CEO had been at least partially forgiven 
(Park, Kim, Cha, & Jeong, 2011).

It is possible to estimate the popularity of 
some products from social media, with the 
volume and sentiment of tweets predicting 
popular movies in the U.S. This is perhaps 
a best case scenario in the sense that newly 
released movies seem to be a natural sub-
ject for tweets (Hennig-Thurau, Wiertz, & 
Feldhaus, 2012).

From a more proactive perspective, it 
would be useful for organisations to under-
stand how to influence customers through 
social media interventions. One project has 
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developed a mathematical model for the 
success of a marketing post that can help an 
organisation to choose the most effective one 
to send. The model includes factors such as 
the sender’s gender, as well as sentiment met-
rics such as the ratio of positive terms to total 
post length and the number of negative terms. 
Here, effectiveness is measured in terms of 
the number of positive responses by recipients 
of the post (Chen, Tang, Wu, & Jheng, 2014).

For customer relations rather than mar-
keting, many organisations collect customer 
feedback in the form of unstructured text 
comments and attempt to process them to 
identify areas of good practice and ideas 
for improvements. One study has built an 
integrated system to mine this feedback for 
useful information, including sentiment 
(Ordenes, Theodoulidis, Burton, Gruber, & 
Zaki, 2014). This approach also seems to be 
fruitful in the airline industry, where it can 
reveal areas where customer feedback is pre-
dominantly positive or negative (Misopoulos, 
Mitic, Kapoulas, & Karapiperis, 2014).

Economics

Some research has claimed that automati-
cally detected sentiment in social media texts 
can be used to help predict changes in stock 
market prices. For example, an investigation 
of the Dow Jones Industrial Average found 
that some dimensions of mood in Twitter 
associated with stock market changes several 
days later (Bollen, Mao, & Zeng, 2011). 
Positive relationships have also been found 
between emotions in Twitter and several 
other stock market indicators (Nassirtoussi, 
Aghabozorgi, Wah, & Ngo, 2015; Zhang, 
Fuehres, & Gloor, 2011). Presumably, if 
these work then stock trading companies will 
be routinely using them to predict future 
prices and to help manage their trading 
strategies.

Within economics, there are also senti-
ment indicators derived implicitly from 
financial markets rather than from text (e.g., 

Aguiar-Conraria, Martins, & Soares, 2013), 
and sentiment is known to be important for 
financial investments (McLean & Zhao, 
2014). Hence, there seems to be a need 
for more sentiment analysis research for 
economics.

Healthcare

Twitter and other social media are a logical 
source of health-related information, assum-
ing that enough posts can be identified that 
are relevant to a given condition or behav-
iour to be investigated. It is not clear, how-
ever, that people will post relevant or 
representative information about health 
related conditions. Twitter may be particu-
larly useful for types of experience that 
would naturally be discussed online, such as 
bad incidents in health settings (Greaves, 
Ramirez-Cano, Millett, Darzi, & Donaldson, 
2013).

An investigation of smoking-related 
tweets has shown that it is possible to get 
useful health-related information from 
Twitter, although extensive manual coding 
was required. The tweets revealed predomi-
nantly positive sentiments about hookah and 
e-cigarettes, but negative sentiments about 
tobacco cigarettes (Myslín, Zhu, Chapman, &  
Conway, 2013). From a different perspective, 
another investigation searched for tweets 
including the names of treatments for multi-
ple sclerosis. This was straightforward due to 
their distinctive names and a sentiment anal-
ysis of the results found that the oral medi-
cines had more positive reactions then did 
the injected ones (Ramagopalan, Wasiak, &  
Cox, 2014).

Some health interventions may wish to iden-
tify influential users online in order to ensure 
that they give appropriate messages or advice. 
For this, sentiment analysis can help to detect 
users that are powerful enough to influence oth-
ers’ sentiments in online health communities 
(Zhao, Yen, Greer, Qiu, Mitra, & Portier, 2014). 
This seems to be a promising application.
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Politics

The social web is a natural place to debate 
political issues and these are likely to gener-
ate strong emotions. Because of this, news 
programmes and newspapers sometimes 
follow social media during elections, report-
ing, for example, the volume of tweeting and 
the average level of positive or negative sen-
timent about parties or candidates. There 
have also been many academic investigations 
into political events that have employed sen-
timent analyses of social media texts as well 
as a proposal for a general strategy for this 
(Stieglitz & Dang-Xuan, 2013). For example, 
an analysis of tweets posted during the 2008 
presidential debate between Barack Obama 
and John McCain, found that sentiment 
varied substantially according to which topic 
was being discussed at a particular point in 
time (Diakopoulos & Shamma, 2010).

A frequent theme in the media has been 
the light-hearted use of Twitter sentiment or 
volume to predict the outcome of an election. 
There have also been several academic stud-
ies that have investigated this seriously. For 
example, one monitored tweeting relevant to 
parties in a German election and found that 
posts in Twitter tended to reflect the known 
offline concerns of the electorate. In addi-
tion, the volume of tweeting broadly reflected 
the eventual election outcomes (Tumasjan, 
Sprenger, Sandner, & Welpe, 2011) and simi-
lar results have been found for other countries 
(e.g., Ceron, Curini, Iacus, & Porro, 2014). 
Nevertheless, election prediction seems to be a 
very difficult problem and one that is unlikely 
to succeed because of biasing factors, such 
as social media users tending to be younger, 
richer and less technophobic than average 
(Metaxas, Mustafaraj, & Gayo-Avello, 2011).

Two studies have investigated the role of 
sentiment in distributing political messages 
online. These showed that the presence of 
sentiment helps to disseminate a message 
both in Twitter and Facebook, and that the 
sentiment itself also diffuses with the mes-
sage (Stieglitz & Dang-Xuan, 2012a, 2012b).

Education

Since many students routinely share their 
experiences with others online whilst study-
ing, it may be possible to extract useful infor-
mation about the learning experience from 
their social media posts or interactions within 
online learning environments (Suero Montero 
& Suhonen, 2014). An investigation has 
shown that this is possible with Facebook 
posts but did not evaluate the usefulness of 
the information extracted (Ortigosa, Martín, 
& Carro, 2014). A collaborative learning 
environment has gone further by providing 
emotion-aware feedback to students during 
online learning tasks, but it required them to 
explicitly record their emotional state 
(Feidakis, Caballé, Daradoumis, Jiménez, & 
Conesa, 2014) and perhaps a future system 
will automatically detect it.

Conclusion

Sentiment analysis software can be used to 
research social science issues. This software 
is much faster and cheaper than human 
coding. Coupled with the huge amount of 
textual data that is now freely available in the 
social web and is relatively easy to access, 
this has created the potential to conduct 
many types of big data and smaller scale 
analyses of the role of sentiment in the social 
web. Although this could have opened the 
floodgates for sentiment-related research in 
many different social science disciplines, 
computer scientists and information scien-
tists are still leading the way, perhaps because 
of weaker traditions of large scale analyses in 
other fields. Politics is a partial exception 
because there have been many academic 
investigations into the role of sentiment in 
online political discourse. The social web is 
a natural focus for political discussions in 
addition to discussions of brands and 
products.
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An important limitation for many of the 
studies discussed above is that the social web 
is evolving over time, both in terms of the 
sites that are the most popular and the typi-
cal user profiles and usage strategies. Hence 
the findings of even the best studies are likely 
to become outdated and will need to be peri-
odically repeated. Another issue is that few 
of the studies are robust, particularly if they 
are individual case studies or are limited to a 
particular country or narrow time period. As 
a result, the findings here should not be taken 
as definitive in most cases.

In terms of future work, there is an ongo-
ing need to follow up the studies discussed 
above for different countries, languages, and 
social websites. There is also scope for apply-
ing sentiment analysis methods in new ways 
to social media texts in order to address prob-
lems of interest to social science disciplines. 
An important limitation is that thousands of 
texts are needed to give robust evidence and 
so investigations of obscure online topics 
are likely to be unsuccessful. A good study 
would need to identify an issue that is dis-
cussed extensively online and is either of par-
ticular interest online or seems likely to be 
reflected in a relatively unbiased way online.
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33
The Ontology of Tweets:  

Mixed-Method Approaches  
to the Study of Twitter

D h i r a j  M u r t h y

This chapter focuses on Twitter and the 
unique challenges associated with data col-
lection and analysis on this microblogging 
platform. Specifically, many big data 
approaches that are popular for studying 
tweets are tremendously useful, but are often 
ill-suited to more in-depth contextualized 
analysis of tweets. The chapter speaks to this 
issue and proposes alternative approaches to 
create a more balanced means of analysis. 
Further, the chapter proposes a framework to 
categorize tweets, addressing issues of ontol-
ogy and coding. It draws on qualitative 
approaches, such as grounded theory, to 
demonstrate the value of a solid coding 
scheme for the qualitative analysis of tweets. 
To illustrate the value of this approach, the 
chapter draws on a case study, the Twitter 
response to the controversial song Accidental 
Racist, and shows examples of how this 
emergent coding of Twitter corpora can be 
done in practice. This case study illustrates 
how the proposed approaches offer ways to 

tackle themes such as racism or sarcasm, 
which have been traditionally difficult to 
interpret. Finally, the chapter draws some 
conclusions around a) Twitter as a platform 
for mixed-method approaches, and b) the 
value of relying on established approaches, 
like grounded theory, to inform Twitter 
analysis.

Introduction

Social media data have the capacity to give us 
insights into things that we have never been 
able to see before. Indeed, there is a highly 
diverse and vibrant set of literature just cover-
ing the popular microblogging platform 
Twitter. Big data methods have been success-
fully applied to a variety of contexts using 
Twitter data such as large-scale analysis of 
emotions (Wenbo, Lu, Thirunarayan, & Sheth, 
2012), social movements (Tinati, Halford, 
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Carr, & Pope, 2014) and civil disturbances 
(Procter, Vis, & Voss, 2013). This work argues 
that many types of inferences about the social 
world can be made from Twitter data. 
However, a problem is that all media facilitate 
particular types of communication systems 
(an issue recognized by some of these 
authors). Twitter particularly affords in-the-
moment content such as textual comments, 
photos, links, etc. Though we may like to 
think that just about anything about human 
behavior can be deciphered from Twitter data, 
that simply is not true.

There are also challenges associated with 
data collection and analysis on Twitter (boyd 
& Crawford, 2012). These have ranged from 
sampling issues such as the limits of collect-
ing data from the free 1% Spritzer stream 
(boyd & Crawford, 2012) to difficulties in 
inferring demographic attributes such as 
age, race, and gender (Murthy, Gross, & 
Pensavalle, 2016; Sloan, Morgan, Burnap, & 
Williams, 2015). The focus of this chapter is 
on Twitter, and the unique challenges asso-
ciated with data collection and analysis on 
this microblogging platform. Specifically, 
many big data approaches that are popular 
for studying tweets are tremendously useful, 
but are often ill-suited to more in-depth con-
textualized analysis of tweets. This chapter 
speaks to this debate and proposes the use 
of mixed methods approaches to create a 
more balanced means of analysis. For exam-
ple, hand coding can be used to critically 
categorize tweets by addressing issues of 
ontology – our assumptions about the world. 
Specifically, coding categories can be emer-
gent, undergoing several stages of reflection 
and engagement with theory in that domain 
(e.g. race, gender, and moral panics). What 
I  mean here by ‘ontology’ builds from 
Hardt’s and Negri’s (2005) argument of ‘new 
ontology’ – which Murphy (2001, p. 22),  
succinctly defines as ‘an innovative account 
of the being-in-process in which we are 
immersed’. Of course, we cannot reduce all 
subjective bias, but we can approach things 
like coding practice with some reflection on 

our ontological position. Hardt and Negri 
(2005, p. 312) argue that this type of a critical 
‘new ontology’ is part of their desire not to 
engage in ‘repeating old rituals’, but, rather, 
‘launching a new investigation in order to 
formulate a new science of society and poli-
tics [… that] is not about piling up statistics 
or mere sociological facts [… but] immers-
ing ourselves in the movements of history 
and the anthropological transformations of 
subjectivity’. Descriptive logics, knowledge 
representation systems that ‘subscribe to an 
object centered view of the world’ (Baader, 
2003, p. 351), rely on formal codification 
systems with strict notations and syntax. 
But, like all forms of classification, are 
shaped by our worldview. In the case of the 
semantic web, for example, what metadata 
categories are deployed reflects a particular 
ontology, which can come from a privileged 
gender, racial, and/or socioeconomic posi-
tion. Tweet codification systems are simi-
larly affected from what metadata is selected 
for study to how text, links, or hashtags are 
categorized.

Ultimately, this chapter presents an over-
view of means to categorize tweets, address-
ing issues of ontology and coding. It draws 
on qualitative approaches, such as grounded 
theory, to demonstrate the value of a solid 
coding scheme for the analysis of tweets. 
To illustrate the value of this approach, the 
chapter shows examples of how this can be 
done in practice taken from my own research. 
Finally, the chapter draws some conclusions 
around a) Twitter as a platform for mixed-
method approaches, and b) the value of rely-
ing on established approaches, like grounded 
theory, to inform Twitter analysis. Emergent, 
open approaches to the study of Twitter-
derived data can not only advance what we 
can reliably infer from the popular medium, 
but also ultimately contribute to social 
knowledge. This chapter will first review our 
usual assumptions around Twitter research – 
especially around coding systems – before 
offering alternative approaches and opera-
tionalizing frameworks.
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Our usual assumptions

The usual assumption in studies using Twitter 
data is that the creation of knowledge from 
coded Twitter data is best served by closed 
coding systems, wherein attributes of tweet data 
(e.g. links, mentions, hashtags and text) are 
given pre-defined coded categories. These types 
of closed coding systems set categories to be 
studied and research method(s) is/are applied. In 
contrast, an open system allows for codes to be 
altered or changed. Closed systems are common 
in the natural and medical sciences. In the case 
of the former, vegetation types, for example, 
have been classically categorized via closed 
coding systems (Ellenberg & Klötzli, 1972) and, 
in the case of the latter, as Stock et al. (1996) 
observe, ‘the common attributes of the varia-
tions of treatment conditions are listed and given 
code numbers’. In the context of Twitter, a pref-
erence of closed coding systems comes from 
computer science-based approaches. Indeed, 
more interest in Twitter’s infancy came from 
disciplines such as computer science and infor-
mation systems rather than from the social sci-
ences (e.g. Bollen, Pepe, & Mao, 2009; Kwak, 
Lee, Park, & Moon, 2010). Though this seminal 
work was path breaking, it led to a normative 
thinking that closed coding systems are better 
for for studying Twitter data. A commonly held 
assumption behind the preference to closed 
coding systems was that computational 
approaches were the best way to study Twitter 
data. This is evidenced by many studies, wherein 
frequencies of mentions or hashtags were used 
as a proxy, rather than part of a theory building 
exercise. The literature around Twitter as a 
detection system, wherein Twitter is used  
to sense events, social (Cataldi, Caro, & 
Schifanella, 2010) and physical (Sakaki, 
Okazaki, & Matsuo, 2010), is an example of this.

Alternative epistemologies  
and ontologies

However, within the disciplines of computer 
science and information systems themselves, 

arguments were being made early on for 
hybrid or alternative methods to understand-
ing Twitter data (i.e. Honeycutt & Herring, 
2009). And when social scientists arrived 
after computer scientists to Twitter-related 
work, the call for critical epistemologies was 
renewed. This work has argued, for example, 
that hashtags and mentions imply complex 
social contingencies (Florini, 2014). Other 
work has argued that we need to be cumula-
tive: tweet actions are accompanied by tem-
porality and a tweet at one time does not 
necessarily mean the same thing another 
time  (Murthy, 2013). Additionally, digital 
ethnography has drawn from experience 
in ethnography and argues that learning more 
about the culture of a digital space is impor-
tant (Kozinets, 2010; Murthy, 2011). In this 
sense, an emphasis is made on having 
experiential/cultural knowledge about a 
tweet corpus. This is viewed as integral to 
inquiry. Though it is not always apparent to 
Twitter researchers, Twitter is a ‘field’ in the 
Bourdieusian sense in that, as Lindgren and 
Lundström (2011) argue, the medium consti-
tutes part of a social field with rules and 
presuppositions specific to it. And, speaking 
from experience, I have often found myself 
deep in the field when coding a large sample 
of tweets. The process can be immersive, 
drawing one into a specific cultural context 
as ethnography does for sociologists and 
anthropologists. Computational approaches 
have tended to shy away from these more 
‘messy’ social scientific aspects of Twitter, 
which also include contentious material  
(e.g. sexist, racist, and homophobic content). 
However, ‘messy’, hard to code Twitter con-
tent (e.g. sarcasm) and users (e.g. transgen-
der, multiracial, or transgeographical) have 
an important relationship to reflective inquiry.

Methods

Twitter data are very complex and not terri-
bly straightforward. As such, these data are 
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often poorly served by simply applying 
deductive reasoning. And as boyd and 
Crawford emphasize (2012, p. 668), ‘Big 
data is at its most effective when researchers 
take account of the complex methodological 
processes that underlie the analysis of that 
data’. This is not to say that traditional  
bottom-up inductive and top-down deductive 
methods are not useful for studying Twitter 
data. However, inductive and deductive 
methods have their own limitations and 
abductive methods, a form of reasoning ‘for 
finding the best explanations among a set of 
possible ones’ (Paul, 1993), were developed 
as an alternative approach out of responses to 
the reliance on model selection in the sci-
ences (Bhaskar, 1976; Harré, 1976). In addi-
tion, mixed approaches to studying Twitter 
data open up possibilities.

In the case of Twitter work that is not 
altogether straightforward, other approaches 
can be highly beneficial. For example, with 
retroduction, a type of abductive method 
that emphasizes ‘asking why’ (Olsen, 2012,  
p. 215), researchers are able to probe the 
data regularly and to ‘avoid overgeneraliza-
tion but searching for reasons and causes’ 
(Olsen, 2012, p. 216) instead. Or put another 
way, ‘the retroductive researcher, unlike the 
inductive researcher, has something to look 
for’ (Blaikie, 2004). In the context of Twitter 
research, retroduction emphasizes ‘allow-
ing for contradictory voices’ (Olsen, 2012). 
Similarly, Poole (2015) argues that retroduc-
tion allows us to be stopped by a surprise and 
then to try to comprehend it, enabling us to 
encounter problems and make sense of them. 
The idea behind such approaches is to high-
light a sense of openness towards one’s data 
and possible research questions.

Coding Tweets

There now exist a variety of methods to code 
tweets and their users (e.g. Dann, 2010; 
Honeycutt & Herring, 2009; Krishnamurthy, 

Gill, & Arlitt, 2008). Most of these frame-
works examine the type of communication 
within tweets such as directed mentions via 
the @ symbol, replies, retweets, and general 
statements. Additionally, they also examine 
the types of content within tweets (e.g. pro-
motion, personal reporting, link sharing, etc.) 
However, Twitter data generally follows a 
power law curve with a long tail, a distribu-
tion seen in many forms of empirical data 
(Clauset, Shalizi, & Newman, 2009). This 
opens up interesting possibilities for selec-
tive coding. Specifically, a large percentage 
of mentions, hashtags, and links are directed 
to a small group of popular users, tags, and 
domains.

For example, Wu et  al. (2011) in their 
Firehose sample (which includes all tweets 
available), found that a mere .05% of users 
they sampled accounted for almost half of 
the URLs in their collected data. Because 
of this distribution, it is possible to develop 
manageable coding rubrics and code small 
groups of users, domains, and hashtags, or 
other elements of Twitter data. This approach 
allows one to analyze large numbers of 
tweets (Wu et al., 2011) and can also be used 
to complement machine-learning classifica-
tion methods. Hand coding of tweets has 
also been used in a diverse range of contexts  
(e.g. Hughes, St Denis, Palen, & Anderson, 
2014) and is considered the gold standard. 
Given this, it is critical for researchers in 
this field to keep coding methods highly 
robust.

Additionally, the types of communication 
the tweet indicates (e.g. promotion, refer-
ral, or personal status) can be coded. Robust 
ways to automatically classify whether the 
tweet contains a link, mention, or hashtag are 
readily available and can be combined with 
hand coding to discern more detail about 
tweet corpora. Additionally, coding meth-
ods can provide further detail on the types 
of users producing and consuming content 
in corpora and whether tweets were from an 
individual user, organization, bot, etc. All 
of these standardized variables can either 
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be human coded, machine learned, or some 
combination thereof (e.g. supervised learn-
ing). I have done all of these with success. 
However, imposing pre-ordained coding cat-
egories can limit our understanding not only 
of individual tweets, but also larger Twitter 
discourses and the relationship between types 
of users and individual tweets. For example, 
the same text in a tweet could be serious  
when posted by an older user and sarcastic 
when posted by a younger user. Add race, 
gender, location, socioeconomic status, and 
a variety of other sociological variables and 
our ability to code with confidence can be 
significantly increased.

Although there are major pushes to move 
to exclusively computationally based coding 
models, there are major limitations to these 
approaches. Mixed-method approaches can 
be particularly useful here. A larger argu-
ment I am making is that the ways in which 
we code social media data have enormous 
impacts on the empirical knowledge we 
are able to decipher from these data. Even 
if coding is systematic, it does not preclude 
miscoding. What I mean by this is that if 
coders are given coding rubrics that are 
leading, oriented around particular ontolo-
gies, or too narrowly defined, some content 
just gets missed. Of course, this can and 
does happen with interview-based coding. 
However, these coders usually have more 
context given the much greater verbosity 
of an interview compared to a 140 charac-
ter tweet. Brevity is not the sole factor here 
as interviews are also often videotaped and 
gestural cues can assist with the success of 
the coding process.

Grounded Theory

One tandem method that has been used in a 
variety of data-driven contexts including 
Twitter is grounded theory, a method that is 
premised on searching for possible expla-
nations in the data rather than setting up 

hypotheses and testing them (an approach 
often ill-suited to Twitter-based research). 
Glaser and Strauss (2009), seminal to build-
ing the field, argued that reviewing col-
lected data repeatedly and coding data into 
categories enables one to avoid some of the 
biases and limitations of overly positivistic 
research methods. Or, as Corbin and Strauss 
(2015) highlight, ‘the complexity of phe-
nomena direct us to locate action in context, 
to look at action and interaction over time 
(process), and to examine action and inter-
action in routine as well as problematic 
situations in order to obtain a better under-
standing of how these relate’ (p. 22). 
Following Corbin and Strauss, my aim was 
not merely to code individual tweets, but to 
view tweets as part of a larger tweet ‘con-
text’. From this perspective, it is important 
to also understand the user who tweeted as 
well as the larger contexts they sit within. 
As Corbin and Strauss (2015) discuss, a key 
feature of grounded theory is: ‘[T]he con-
cepts out of which the theory is constructed 
are derived from data collected during the 
research process and not chosen prior to 
beginning the research. It is this feature that 
grounds the theory and gives the methodol-
ogy its name’ (p. 7, original emphasis). For 
this reason, employing emergent coding 
methods – though they are challenging – 
present tremendous opportunities to under-
stand tweets individually and collectively.

The advantage of this method is that it can 
also be combined with structured data. The 
ability to combine unstructured data such as 
status updates with structured data has util-
ity for a wide variety of social media-related 
research work. For example, JavaScript 
Object Notation (JSON) data derived from 
Twitter provides structured fields such as 
‘user_mentions’, ‘hashtags’ and ‘in_reply_
to_user_ID_str’. Many social media applica-
tion programming interfaces (APIs) deliver 
data via JSON. The format is useful for its 
readability by humans as it consists of a series 
of defined attributes and values rather than 
having abstract variable names or numerical 
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variables. For example, an excerpt of JSON 
output for my Twitter ID is:

"user": {
"name": "dhirajmurthy",
"friendsCount": 771,
"followersCount": 1534,
"listedCount": 100,
"statusesCount": 2609,}

Figure 33.1 illustrates how I have holistically 
incorporated classic grounded theory 
approaches into the research design process. 
Specifically, the top of Figure 33.1 empha-
sizes that one should begin with the research 
problem and literature review, but not preor-
dained research questions. Rather, as ‘Field  
Research #1’ in Figure 33.1 indicates, data 
should be collected and analyzed  

simultaneously, a process that leads to con-
stant comparison and from there the genera-
tion of all possible conceptual categories or 
explanations.

With these larger conceptual categories in 
place (and their properties determined), one 
is able to then implement a coding method. 
Axial coding, where a category is placed in 
the center of analysis and a set of relationships 
is created surrounding it, enables researchers 
to make connections between codes and to 
build explanatory models as part of a process 
of seeing relations between codes (Glaser & 
Strauss, 2009). This type of coding is itera-
tive as categories are placed and hypotheti-
cal relationships explored. For example, one 
could investigate situations causal to the cat-
egory as well as the effects of the category 

Figure 33.1 T heory building (adapted from Goulding, 2002, p. 115)
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and iterate as part of axial coding until the  
relationship sets are robust. However, there 
are limitations to this and ‘Field research’ 
adds value to the coding and analysis process. 
Specifically, ‘Field Research #2’ in Figure 
33.1 emphasizes following some of the con-
tent embedded within tweets to contextual-
ize the content. For example, after looking 
at linked URLs in a dataset, one may feel a 
need to code content at this point as this pro-
cess could change what coding categories are 
deemed relevant. I provide examples in the 
next section regarding how this has unfolded 
in my own practice. ‘Field Research #3’ is a 
synthetic phase, where attempts are made to 
synthesize conceptual categories and refine 
their parameters and prioritize core categories 
and theory. This phase provides an opportu-
nity to reflect on how categories have devel-
oped. The core categories that have emerged 
can be part of a mixed methods project, where, 
for example, they are used with machine learn-
ing to extract tweets that might correspond to 
the categories of interest. Having this type of 
reflexive process also has the advantage of 
providing more nuanced categories that are 
then applied to computational big data meth-
ods including sentiment analysis.

In Practice

Operationalizing these types of frameworks 
do require a different ontology of tweets in 
the sense that many of our approaches to 
studying Twitter are often closed. This may 
come as a surprise to some. However, as 
Zimmer and Proferes (2014) report, 16% of 
research on Twitter employed sentiment 
analysis. Because computer science and 
information science have historically been 
the majority producers of research that uses 
Twitter data (Zimmer & Proferes, 2014,  
p. 252), the dominant ontological world-
views in these fields have had great influence 
on how we study Twitter data. Mixed  
method approaches such as that described in 

Figure 33.1 require one to be open in the 
inquiry, allowing coding to be emergent. 
Tweets are not merely bits of text. We, as 
researchers, have a real opportunity to ask 
what is happening in the tweet and to think 
about Twitter API-derived JSON data holisti-
cally. For example, Manovich’s (2001) 
notion of ‘digital objects’ can be useful in 
thinking of tweets as a complex entity, rather 
than merely as a collection of 140 characters. 
Specifically, tweets can be thought of as, 
what Manovich (2001, p. 37) referred to in 
the context of web pages, ‘interfaces to a 
multimedia database’. In addition, as Quan-
Haase et  al. (2015) argue, the context of 
social media use matters (in their case, com-
munities of digital humanities scholars 
shaped the content and organization of 
tweets). Just like any text can be taken out of 
context, so can tweets.

A key aspect of this is to think openly 
of what collected tweet data are helping us 
study, broadly speaking. Again, this requires 
a certain ontological openness to the research 
process. Corollaries to this are:

(a)	 ‘Are we being reflexive on the point of view/
standpoint we are interpreting?’ and

(b)	 ‘Are we being flexible or following prescribed 
rules?’

Though these steps can be seen as a barrier 
to the Twitter research process, I firmly 
believe they open up exciting new lines of 
research possibilities. For example, Figure 33.2  
visually illustrates how I adapted Corbin and 
Strauss’s (2015) model specifically to Twitter 
data.

This model leverages a continual collection 
and analysis method in order to discern social 
knowledge that is not straightforward. After 
raw tweet data are obtained (the ‘COLLECT’ 
phase), the API may need to be queried regu-
larly in the ‘CONTINUED’ phase to study rel-
evant conversations, images, followers, other 
hashtags, external media, etc. Figure 33.3  
illustrates how I applied this to work on 
#accidentalracist, a hashtag associated with 
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a controversial 2013 duet by Brad Paisley 
and LL Cool J that received significant atten-
tion on Twitter and became a trending topic 
(Muse, 2013). The hashtag covered com-
ments about the song, which mixes country 
and rap, race (as the song refers to slavery, 
the Confederate flag, and KKK), and various 

interview gaffes by the artists. These data 
presented a very complex social engagement 
with the album that ranges from dismissive 
to supportive as well as involving various 
levels of richness. In other words, there is a 
discursive value to the hashtag. However, as 
is common with Twitter data, there is also 

Figure 33.3 C ontinuous open coding Twitter data model applied to #accidentalracist

Figure 33.2 D ata collection and relationship model (figure adapted from Corbin and Strauss, 
2015, p. 8)
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a lot of noise and a difficulty in discerning 
the messages of what people are expressing, 
what Graves, McDonald, & Goggins (2014) 
refer to as a ‘signal’ in tweet data.

Figure 33.3 illustrates how I overcame 
some of these issues by an iterative process 
of coding and analyzing data, which, like 
many qualitative methods more broadly, sees 
the iterative research process as a journey that 
does not ‘follow a straight line’ (Bryman & 
Burgess, 2002, p. 208). For example, I went 
back and expanded URLs and added top-
level domains to my data set. I also followed 
some of the top links that revealed important 
media sources, such as an article by Essence 
Magazine (2013) which briefly described the 
album and asked its reader base of African–
American women to vote whether the song 
helped race relations or not. Operationalizing 
this type of ontology requires several stages 

of coding. Key to this approach is to be open 
to diverse messages in one’s data as the 
example in Figure 33.3 illustrates.

Figure 33.4 illustrates how memo making 
during collection and analysis is a ‘crucial 
step’ (Charmaz & Mitchell, 2001, p. 167) to 
both coding development and theory build-
ing. Also, comparisons across diverse data at 
each stage provide reflexivity and triangula-
tion, rather than proving particular paradigms.  
As Figure 33.4 illustrates, memo making at 
each stage is integral as this allows research-
ers to be open to what knowledge Twitter 
data can help build. In this framework, I 
began sampling by date (age, hashtag, seed 
user, Twitter list, etc.) and completed the pre-
liminary ‘1st stage coding’. I then actively 
collected further data like linked images, 
while coding. Specifically, this coding pro-
cess guided what further data I needed.

Figure 33.4 O perationalization of Twitter coding model (figure adapted from Birks and 
Mills, 2015)
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I iteratively compared codes and sub-
codes with JSON-attributed data I was 
receiving from Twitter calls. Specifically, 
were there patterns and themes emerging in 
other JSON attributes (e.g., language code or 
whether a user was ‘verified’) that affirmed 
or challenged established codes. This is a 
juxtaposition to merely looking at queries run 
against a CSV file or even the CSV file itself.  
As part of this process, I used memo making 
of JSON responses I got from Twitter as I 
did not actually use all the fields in my CSV 
file. In this framework, the ‘who’, ‘what’, 
‘when’, ‘where’, and ‘why’ are all kept open 
to interpretation in the coding of content. 
In other words, the larger dataset with full 
JSON data delivered by the Twitter API is 
kept as a resource during the grounded theory 
process, wherein the subset of filtered data 
by specified variables could be augmented 
with other variable fields during the research 
process if a value to doing this arises. The 
idea here is to navigate these data in differ-
ent ways and to see what coding categories 
are determined. Emergent patterns can be 
captured well in this method. The traditional 
approach is to apply pre ordained coding 
rubrics for tweet data. However, if tweets are 
treated as ‘digital objects’ (Manovich, 2001) 
open to nuanced forms of interpretation, 
we can have richer understandings of tweet 
corpora (although we do have to deal with 
smaller n counts).

Indeed, I often saw different things catch 
my attention (like language code) that 
popped up in my JSON observations. Again, 
the idea here is to see what surprises you. I 
have had great success in surprises helping 
drive ‘2nd stage coding’ into specific areas. 
Indeed, even the theories I have engaged 
with have evolved greatly during the research 
process. This is in contrast to deciding on 
a fixed theory/theories to test the research 
questions. This has been particularly true in 
my disaster-related (Murthy & Gross, under 
review) and race-related (Murthy & Sharma, 
forthcoming) Twitter work. Additionally,  
I have noticed the role of humor in particular 

corpora by using this approach where humor 
came into 2nd or 3rd stage coding as I found 
in the case of tweets posted during Hurricane 
Sandy (Murthy & Gross, under review).

Using Computational 
Approaches to Probe  
Twitter Data

My focus so far has been on collecting data 
and using qualitative and mixed approaches 
in the first instance of Twitter analysis. 
However, computational approaches can also 
come first, yielding data that can be incorpo-
rated as part of ‘Field Research #1’ in Figure 
33.1. Human, manual coding can then occur 
(following Figure 33.1) and this coding can 
be informed by machine learning techniques 
applied to tweet content, profiles, and other 
metadata. Such methods can also advance 
computational approaches (e.g. via super-
vised learning).

A method I have explored many times 
across a wide variety of social media includ-
ing Twitter data is Latent Dirichlet Allocation 
(LDA), a Bayesian ‘topic model’ approach 
that uses computational machine learning 
methods to derive topic clusters. LDA works 
by reading in text and a discrete number of 
topics are generated (generally not more 
than 100). LDA ‘is a robust and versatile 
unsupervised topic modeling technique, 
originally developed to identify latent top-
ics [… with a] probability distribution over 
words (as opposed to a strict list of words 
that are included in or excluded from the 
topic’ (Gross & Murthy, 2014, p. 39). These 
topics are sometimes straightforward and 
other times indicate unexpected or surpris-
ing interactions. Table 33.1 illustrates three 
LDA-derived topic clusters from a 50-topic 
LDA application to 90,986 cancer-related 
tweets including the following keywords: 
cancer, mammogram, lymphoma, melanoma, 
and cancer survivor. As Topic 5 illustrates, 
one topic of collected cancer-related tweets 
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refers to family, friends, hospitals and indi-
cates a topic cluster around procedures/diag-
noses. Topic 7 (which is only partially listed 
due to space constraints) starts with a diverse 
array of words, but then moves to beauty and 
later on down the list are words like makeup 
and lipstick. Indeed, I would not have set out 
to understand these sometimes peripheral 
aspects of tweeting and cancer, but ‘look-
ing good’ and keeping up beauty rituals was 
very important for a significant number of  
Twitter users. Another topic (not included in 
Table 33.1) indicated subjects surrounding 
cancer and pets, which I discovered often 
involved lymphoma in dogs.

Ultimately, one can effectively use 
machine learning approaches such as LDA to 
derive topic clusters around a Twitter corpus. 
Table 33.1 illustrates this application with 
cancer-related tweets, but I have similarly 
used LDA and other machine learning meth-
ods on a variety of Twitter and other social 
media corpora (Gross & Murthy, 2014). 
Another opportunity for coding arises here as 
well. This section emphasizes that it is pos-
sible to also have the computational element 
come first. Specifically, I have effectively 

used machine learning approaches such as 
LDA to derive topic clusters around a par-
ticular Twitter corpus. I have then used this to 
inform what coding categories are deployed 
for not only tweet content, but profiles, and 
other metadata.

Conclusion

This chapter makes a case for reflexive, open 
methods for studying tweets and their users. 
Importantly, the chapter seeks to emphasize 
the role of mixed methods for social media 
research. For example, if social media con-
tent and their users are coded by methods of 
convenience or in biased or unsystematic 
ways, this has real impacts on the episte-
mologies presented within the still emergent 
fields of social media research. This chapter 
has highlighted the limitations of traditional 
inductive and deductive methods and under-
scored some of the potential benefits of 
alternative approaches such as abductive 
methods. Retroductive methods and the spe-
cific case of grounded theory are introduced 
to provide alternative frameworks for study-
ing Twitter data.

Social media are complex sociotechnical 
spaces. The presentation of the self is often 
highly nuanced – a case particularly compli-
cated with uses of humor, a frequent theme on 
Twitter. Coded content can present different 
perspectives on social interactions, but these 
data are complementary to computational 
methods. Combining emergent grounded 
theory with machine learning or vice versa 
can advance both qualitative and quantitative 
methods. Such methods can offer new social 
media ontologies and epistemologies, which 
pave the way for completely new lines of 
knowledge.

It is tempting to simply look at easily 
collectible sets of tweets and make quick 
observations. However, having methods to 
systematically and rigorously study tweets 
produces robust methods as well as new 

Table 33.1 T hree sample cancer-related 
Twitter topic clusters

Topic 5 Topic 6 Topic 7

My Good is

Mom Found year

Got Start there

Through Side god

Hope Effects scan

Hospital Work hear

Really Said heart

Dad While praying

Prayers Feel clear

During morning continue

Keep Bad glad

Friends Body low

Happy Started beauty

Oh Sick january

Strong Feeling bless
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ways to study Twitter data. This chapter has 
argued that traditional approaches can be 
useful to studying Twitter, but that alterna-
tive approaches, such as retroduction and 
grounded theory have tremendous value 
to studies of Twitter. Using the #acciden-
talracist hashtag as a case study, this chap-
ter presents, as exemplars, frameworks 
and methods that I have employed on sev-
eral Twitter-based projects. These methods 
range from simple changes to make Twitter 
research more reflexive and open to more 
advanced machine learning approaches. 
Additionally, having reflexive ontologies 
provide ways to see Twitter data from var-
ied perspectives, ultimately advancing our 
potential to produce more varied and robust 
social knowledge.

Though computational approaches such as 
machine learning methods of studying social 
media content will continue to be important 
empirical methods, the utility of mixed meth-
ods is that they present different perspectives 
on social interactions within social media. 
For example, understanding sarcasm within 
tweets is not straightforward, but content 
emergently coded by research teams can 
then be used for supervised learning within 
traditional machine learning approaches in 
computer science. The argument here is that 
mixed methods such as these are fundamen-
tally important to continuing advances in 
social media research methods as sometimes 
very large generalizations are made from 
Twitter data and this may be a trend.
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34
Instagram

L i n n e a  L a e s t a d i u s

This chapter offers an applied exploration of 
how to navigate the unique opportunities and 
challenges of research using Instagram data. 
Any researchers seeking to fully avail them-
selves of Instagram’s rich data must consider 
how to combine visual imagery with cap-
tions, hashtags, and comments. Following a 
brief history of the platform, I explore key 
distinctions between Instagram and its more 
heavily studied social media counterparts 
and why Instagram functions well as a site of 
research. From there, I present a typology of 
current Instagram research and explore best 
practices and ethical considerations for those 
seeking to use Instagram for their own 
research. Finally, I offer a case study of a 
qualitative content analysis of Instagram 
posts that generated valuable public health 
insights about electronic cigarettes.

Introduction

Described by its creators as a ‘fun and quirky 
way to share your life with friends through a 
series of pictures’ (Instagram, 2015a), 
Instagram is one of the most popular visual 
social media platforms in the world. As of 
June 2016, Instagram had over 500 million 
active users, with 95 million posts and 4.2 bil-
lion ‘likes’ made each day (Instagram, 2016). 
The platform is particularly popular with teen-
agers and young adults (Duggan, 2015). 
Despite its growing popularity and public 
interest in visual platforms, research using 
Instagram has been relatively limited com-
pared to social media platforms like Twitter. 
While this is partially related to Instagram 
being a more recent addition to the social 
media landscape and to the socio-demographic 
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profile of academic researchers, Instagram’s 
unique features and functionality also contrib-
ute to the relative paucity of studies. The 
visual nature of Instagram is not naturally 
suited for mainstream Big Data approaches to 
social media (Highfield and Leaver, 2014; 
Kaufer, 2015). Instagram’s rich data necessi-
tates novel approaches to combining visual 
imagery with captions, hashtags, and com-
ments (Highfield and Leaver, 2014).

This chapter offers an exploration of how 
to navigate the unique opportunities and chal-
lenges of Instagram research. Following a brief 
history of the platform, I explore the distinc-
tions between Instagram and its more heavily 
studied social media counterparts, Twitter and 
Flickr. I also consider why this platform func-
tions well as a site of research. From there, I 
present a typology of current approaches to 
Instagram research and explore best practices 
for those seeking to use Instagram in their own 
work. Finally, I offer a case study of a qualita-
tive content analysis that sought to understand 
how electronic cigarettes are portrayed on 
Instagram. This case study helps to shed light 
on the application of some of the approaches 
outlined here.

A Brief History of Instagram

In 2010, Kevin Systrom and Mike Krieger 
launched Instagram as a free iPhone applica-
tion designed for sharing pictures with friends 
(Instagram, 2015b). A portmanteau of the 
words instant camera and telegram, Instagram 
is imagined by its creators as a means of creat-
ing a ‘world more connected through photos’ 
(Instagram, 2015a). In addition to connecting 
people, Instagram is cast as offering three 
specific benefits for its users: 1) improving 
the ‘mediocre’ appearance of mobile phone 
photos through filters, 2) facilitating the 
instant sharing of pictures across multiple 
platforms, and 3) improving the speed and 
ease of the photo uploading process 
(Instagram, 2015a). Social media users were 

quickly receptive to the Instagram model. One 
million users had joined the platform by 
October 2010, increasing to ten million users 
by September 2011 (Instagram, 2016). This 
success garnered the attention of Facebook, 
which purchased Instagram for one billion 
dollars in April of 2012 (Metz, 2014).

Since its launch, Instagram has continued 
to grow in both user base and functional-
ity. Since 2010, additions to Instagram have 
included: new filters, application software for 
a larger number of mobile operating systems 
(most notably Android in 2012), photo maps 
that display a user’s posts by location, tag-
ging of other accounts in an image, the ability 
to upload 3–60 second videos, direct messag-
ing, the ability to use emojis as searchable 
hashtags, and horizontal and vertical images 
(Instagram, 2016). In 2015, Instagram also 
launched new functionality for advertisers 
seeking to make sponsored posts, including 
a ‘Shop Now’ button and new API (applica-
tion programming interface) for advertis-
ing (Sloane, 2015). At the time of writing, 
Instagram’s most recent changes were the 
switch to an algorithm-based feed and the 
addition of the Snapchat inspired Instagram 
Stories feature (Instagram, 2016). Each of 
these additions, informed by current usage 
patterns, commercial demands, and the social 
contexts of developers, has further re-config-
ured the architecture of Instagram and cre-
ated new affordances for its users.

Instagram as a Distinct 
Platform

As ‘differences in digital affordances lead to 
differences in group behavior’ (Baym, 2015: 
74), it is important to recognize that Instagram 
should not simply be treated as Twitter with 
pictures and a 2,200-character limit. Dubois 
and Ford (2015: 2071) express this well when 
they note that ‘a tweet is not the same as a 
Wikipedia edit, which is different still from a 
Facebook comment’ and that each must be 

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   574 08/12/16   3:55 PM



Instagram 575

interpreted in a different fashion. While it is 
tempting to use other platforms as a point of 
methodological reference, particularly given 
a shared hashtag architecture (Highfield and 
Leaver, 2014), this may obscure some of the 
unique elements and usage aspects of 
Instagram. That said, researchers with experi-
ence on other platforms will almost certainly 
approach Instagram in this manner. It is valu-
able then to describe Instagram’s features and 
traits through a discussion of key differences 
between Instagram and its most conceptually 
related platforms, the social networking plat-
form Twitter and image-sharing platform 
Flickr. While Facebook represents another 
major platform that combines visual and tex-
tual elements, it is not used a point of refer-
ence as there are no comparative studies 
between the two platforms at the time of writ-
ing. This may partially be due to Facebook 
functioning as a ‘mostly private network,’ 
which poses a challenge for holistic research 
on the platform (Olmstead and Barthel, 2015).

Visual and Textual Practices

Instagram is distinct from Twitter in that 
each post must include an image or short 
video. While Instagram users can also upload 
images not captured with Instagram’s built-in 
photo feature, thus allowing for memes, 
images of text, and photos not taken by 
mobile phones to be posted, each post still 
involves a conscious decision about aesthet-
ics (or the lack thereof) that is not required 
on Twitter. As a result of this, Instagram has 
a highly visual culture that frequently con-
veys meaning through photographs, with text 
and hashtags used as needed for context. As 
noted by Marwick (2015: 139), ‘textual 
description and replies to followers are de-
emphasized in favor of images, particularly 
selfies.’ This de-emphasis is confirmed by a 
large-scale study by Manikonda et al. (2014), 
which found that Instagram posts have on 
average just 2.55 comments and almost  
60 per cent of posts have no comments at all. 

While social media analytics firm Sysomos 
(2010) suggests that 71 per cent of tweets 
receive no retweet or reply, explicit compari-
sons are difficult given different usage pat-
terns and the fact that there are many more 
tweets per active user on Twitter than posts 
per active user on Instagram (Instagram, 
2016; Twitter, 2015). The average comment 
on Instagram is only 32 characters, despite 
the fact that comments are currently capped 
at 2,200 characters (Manikonda et al., 2014). 
In light of these usage patterns, it is critical 
for Instagram researchers to engage in the 
often time-consuming process of analyzing 
the content of images in conjunction with 
captions, comments, and hashtags.

Flickr, like Instagram, is image based. 
However, its primary function has long been 
as a photo and video hosting service rather 
than a social networking platform. Flickr 
places greater importance on images in their 
own right, while Instagram uses images to 
facilitate connections between users. This is 
perhaps best illustrated by the fact that Flickr 
provides detailed information on camera set-
tings for each image uploaded and allows 
uploads at original file sizes (Sheer, 2012). 
Instagram provides none of this information 
and saves images at a low resolution to save 
on data storage space. Further, Instagram 
does not permit uploading images through 
its website interface (although some third-
party applications can bypass this), plac-
ing the emphasis on mobile phone photos. 
Rather than encouraging skillful photogra-
phy, Instagram encourages the application 
of ‘awesome looking filters transform your 
photos into professional-looking snapshots’ 
(Instagram, 2015a). Researchers should be 
mindful of this rather utilitarian approach to 
images as they analyze behavior and content 
on Instagram.

Hashtag Usage and Meaning

Hashtags have distinct meanings and usage 
patterns on Instagram. Given the importance 
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of hashtags to searching for relevant content 
(Highfield and Leaver, 2014), it is essential 
to clarify these differences. While a single 
platform can be home to multiple communi-
ties with distinctive norms and ‘insider lingo’ 
(Baym, 2015), each platform has an overall 
‘vernacular specific to it that has developed 
over time, through design, appropriation, and 
use’ (Gibbs et  al., 2015: 257). Given that 
Instagram’s affordances promote visual 
rather than textual communication, its 
hashtags are less likely to indicate posts as 
being part of a continuing text-based conver-
sation, as on Twitter (Bruns and Burgess, 
2011), and are more likely to indicate partici-
pation in a community or provide context for 
an image. While a number of definitions of 
online community have been developed in 
prior literature, Baym’s (2015: 73) consider-
ation of the concept is both accessible and 
sufficiently specified to be valuable. Of the 
qualities of online communities that she out-
lines, a shared sense of space, practice, and 
identity are most relevant to understanding 
hashtag-based communities on Instagram.

The difference in usage is further rein-
forced by Instagram’s more generous char-
acter limit and the ability to apply up to 30 
hashtags on a single post (Instagram, 2015c). 
By contrast, Instagram limits @ mentions 
of other users to just five per post/comment 
in order to ‘help reduce spam on Instagram’ 
(Instagram, 2015c). Conversation with a 
large number of users at once is seen as rela-
tively unusual for the Instagram platform. As 
a result of these usage distinctions, different 
platforms are suited for answering differ-
ent research questions. Twitter, for example, 
appears better suited to understanding public 
opinion or discourse around a current event. 
Instagram instead lends itself to understand-
ing self-presentation and expression, online 
communities, and everyday lives as mediated 
through images (Ibrahim, 2015; Jang et  al., 
2015b).

Social media marketing blogs have also 
noted that Instagram hashtags are used ‘to 
build community, and be unique/detailed,’ 

while Twitter hashtags are used for catego-
rization (Lee, 2015). The case study at the 
end of the chapter also supports this, finding 
a large number of community and identity 
hashtags denoting life as an electronic ciga-
rette user within a sample of #ecig and #vape 
posts. In addition to a focus on community 
building, Instagram hashtags provide con-
text for posted images. A study by Hitlin and 
Holcomb (2015) of the Pew Research Center 
compared Twitter and Instagram posts using 
#Ferguson (relating to the events surrounding 
the 2014 police shooting of Michael Brown 
in Ferguson, MO) and found that tweets were 
generally closely related to the shooting and 
the civil unrest that followed, whereas the 
Instagram posts were more thematic and 
focused on broader questions about race and 
civil rights. Frequently, the only explicit con-
nection between the post and the events in 
Ferguson was the hashtag itself rather than 
the image, suggesting that users created 
meaning by connecting contextual hashtags 
to images (Hitlin and Holcomb, 2015).

A study comparing Instagram and Flickr 
posts with #Ebola found similar results with 
regard to the absence of explicit connec-
tions to the topic being studied (Seltzer et al., 
2015). Flickr posts were typically directly 
related to the Ebola outbreak of 2014, depict-
ing heathcare workers and scenes from West 
Africa. By contrast, Instagram posts were fre-
quently determined to be unrelated to Ebola 
in any obvious way or to consist of jokes and 
memes about Ebola. The higher number of 
memes is a clear indicator of Instagram’s 
status as a social networking platform rather 
than a platform for sharing photography.

Posting, Friending, Geotagging, 
and Liking

There are also distinct posting, friending, 
geotagging, and liking patterns between 
social media platforms. With over 500 million 
monthly active users in June 2016 (Instagram, 
2016), Instagram now has over 180 million 
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more active users than Twitter (Twitter, 2016). 
Yet Twitter users post much more frequently 
than Instagram users. Each day there are on 
average 500 million tweets made, compared 
to just 95 million Instagram posts (Instagram, 
2016; Twitter, 2015). This is partially due to 
conversations on Instagram taking place 
through comments on posts rather than requir-
ing a new post each time someone wishes to 
respond. The lower posting rate does not 
signal a lack of usage so much as a different 
form of usage, with surveys finding that  
59 per cent of U.S. Instagram users visit the 
platform at least once a day (Duggan, 2015) 
(at the time of writing, there is limited data on 
non-U.S. Instagram usage patterns). Flickr, 
with its focus on photography rather than 
social networking, had only an average of 2 
million public images uploaded each day in 
2015 (Michel, 2016). As a result, it is difficult 
to make meaningful comparisons about a 
topic based on the volume of posts made on 
different platforms.

Due perhaps to Instagram users’ focus on 
documenting their everyday lives, Instagram 
posts are on average 31 times more likely than 
tweets to include geotag data (Manikonda 
et  al., 2014). This presents unique opportu-
nities for researchers hoping to explore loca-
tion-based trends. Instagram users also form 
distinctive relationship patterns, with a lower 
friending reciprocity than users on Flickr 
and Twitter but a greater number of small 
cliques than found on Twitter (Manikonda 
et al., 2014). There is no clear data on why 
this is the case, but it may reflect both the 
stronger community element of Instagram 
found in hashtag practices and the simulta-
neous focus on following celebrity accounts. 
Researchers should also consider the effects 
of the Instagram ‘Search & Explore Page’ 
which uses algorithms to highlight popular 
content and can lead some posts and users to 
receive unusually high volumes of engage-
ment (Carah and Shaul, 2016).

Given limited data on Instagram usage and, 
perhaps more importantly, the motivations 
for usage patterns, I encourage researchers 

to make an Instagram account for themselves 
and use it as a conventional user would (i.e. 
not for research purposes) for at least a month. 
As the architecture of the platform is con-
stantly changing through new additions and 
the amending of old ones (Larsson, 2015), 
only firsthand experience with Instagram in 
the period leading up to a study can provide 
an in-depth and up-to-date understanding of 
the platform’s affordances and common usage 
patterns. Additionally, I believe that privacy 
expectations can best be understood through a 
reflexive practice in which one considers the 
very real prospect of researchers making use 
of one’s own social media data.

Demographics of Users

The final distinguishing feature of Instagram 
that researchers should note is that its core 
users are different from other platforms 
(Duggan, 2015). Instagram’s user base is 
younger than Twitter’s, with estimates sug-
gesting that 90 per cent of Instagram’s users 
are under age 35 (Smith, 2014). As per U.S. 
data, Instagram is also distinct in its racial and 
social diversity. As compared to Twitter, it 
has  notably more black and Hispanic users, 
users making less than $50k per year, 
and  users who do not hold college degrees 
(Duggan, 2015). It is critical that researchers 
seeking to make broader social inferences 
from Instagram data consider these demo-
graphic distinctions. While Instagram better 
represents the racial and economic diversity 
of the U.S., it is highly skewed toward younger 
users and thus should not be viewed as being 
representative of the population at large.

Instagram as a Site of Research

In addition to the specific traits and distinc-
tions described above, it is important to con-
sider the more general affordances that allow 
Instagram to be a site of research. Affordances 
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can be understood as the types of actions 
made possible for users through a platform 
(Wellman, et al., 2003; Curinga, 2014). The 
structural affordances of networked publics, 
as articulated by boyd (2010, 2014), capture 
several of the core reasons why researchers 
are drawn to explore their questions on 
Instagram.

First, the Instagram platform (functioning 
as a form of networked publics) affords persis-
tence (boyd, 2010). Not only does Instagram 
allow and encourage its users to capture what 
may have been previously ephemeral moments 
in their lives through mobile photography, 
it renders these images even more persistent 
and enduring by posting them to Instagram’s 
servers. This persistency of both moments and 
images results in a rich and relatively stable 
source of data for researchers. Beyond this, 
Instagram affords visibility of content (boyd, 
2014). As Instagram defaults accounts to pub-
lic status, large volumes of content are acces-
sible to researchers. Instagram also enables 
replicability as posts can be screen-captured 
to facilitate analysis even if the original post is 
deleted (boyd, 2010). Unlike Snapchat, which 
prides itself on being ephemeral, Instagram 
does not notify users when their photos have 
been captured.

Instagram also affords searchability (boyd, 
2010), which allows researchers to identify 
content specifically related to their topic of 
study. On Instagram, searching is facilitated 
by built-in search functions for usernames, 
hashtags, and locations and through its API. 
Initial work on Instagram as a research plat-
form argues that hashtags should represent 
an ‘initial point of departure for studying 
activity on Instagram’ (Highfield and Leaver, 
2014). Given a body of over 40 billion photos 
(Instagram, 2015d), searching for hashtags is 
a critical affordance for those seeking to con-
duct research on the platform.

To add one final and novel element to 
boyd’s (2010) list of affordances, Instagram 
affords a high degree of interpretabil-
ity. Since Instagram, unlike Twitter and 
Facebook, requires each post to have an 

image or video attached, Instagram posts are 
almost inherently rich from the perspective 
of data analysis. As per Losh (2015: 1653), 
Instagram uploads are tied to ‘rich and messy 
information about social history and personal 
context.’ Rich data are so valued in qualita-
tive research because they ‘afford views of 
human experience that etiquette, social con-
ventions, and inaccessibility hide or mini-
mize in ordinary discourse’ (Charmaz, 2015: 
62). Instagram’s emphasis on image creation 
yields this rich and, in turn, also highly inter-
pretable data that are well-suited for qualita-
tive research. Interpretation can occur at three 
distinct sites where meaning is made: 1) the 
site of production where images are created, 
2) the site of the image itself and its content, 
and 3) the site where the image encounters an 
audience (Rose, 2012).

This richness is particularly important in 
light of the digital divide in skills and access 
that the ecosystem around Big Data has cre-
ated among social media researchers (boyd 
and Crawford, 2012). Big Data approaches 
to Instagram remain largely inaccessible for 
researchers with limited resources or com-
putational skills, but Instagram’s unique 
affordances and suitability for qualitative 
research opens the door for Big Data and qual-
itative researchers alike. The gender dynamics 
of this skill divide, attributable to the fact that 
males are overrepresented among those with 
computational skills (boyd and Crawford, 
2012), are of particular note given that a 
higher proportion of women than men use 
Instagram (Duggan, 2015). It will be impor-
tant to follow the trajectories of both types of 
Instagram research over time to discern the 
ways in which current social media research 
hierarchies are challenged or reinforced.

Typology of Instagram 
Research

At present, most Instagram research draws 
from four major methodological areas.  
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Each of these approaches and recent studies 
relying upon them will be reviewed in brief, 
followed by a discussion of general best 
practices to consider when undertaking 
Instagram research. More specifically, these 
are: 1) quantitative Big Data approaches, 2) 
digital humanities approaches such as cul-
tural analytics that seek to make greater use 
of Instagram’s rich data, 3) small samples of 
Instagram data paired with qualitative 
approaches such as content analysis, and 4) 
direct engagement with Instagram users 
themselves through interviews and ethno-
graphic work. Beyond this, Instagram 
research can be classified as either seeking to 
understand Instagram-specific behaviors 
(Ting et al., 2015; Jang et al., 2015a) or seek-
ing to understand secondary phenomena 
through Instagram (Yi-Frazier et  al., 2015; 
Tiidenberg, 2015).

Big Data and Instagram

Although it is difficult to precisely define Big 
Data research in a social media context (boyd 
and Crawford, 2012; Manovich, 2012a), 
Kitchin (2013: 262) outlines several unifying 
traits of Big Data. Specifically, that Big Data 
are huge in volume, high in velocity, exhaus-
tive in scope, diverse in variety, fine grained 
in resolution, flexible and scalable, and rela-
tional in nature. Perhaps the three most 
distinctive traits as compared to small data 
are the overall volume of data (indeed, so 
large they could not be analyzed by hand), the 
velocity in which new data are collected, and 
a scope so large it approaches whole popula-
tions rather than small samples (Kitchin and 
Lauriault, 2015). The studies presented below 
meet these traits to varying degrees, but all 
fall toward Big Data on the spectrum of meth-
odological approaches. As of 2015, these 
studies have largely been based in the com-
puter sciences and have sought to understand 
Instagram usage patterns, including hashtag 
popularity and tagging behavior (Ferrara 
et  al., 2014; Jang et  al., 2015b), liking and 

commenting behavior (Souza Araujo et  al., 
2014; Bakhshi et al., 2014; Jang et al., 2015a; 
Jang et al., 2015b; Yamasaki et al., 2015), and 
the traits of networks of friends, likes, and 
hashtags (Ferrara et  al., 2014; Jang et  al., 
2015a; Manikonda et al., 2014).

A small number of studies are also using 
Instagram to understand phenomena that go 
beyond Instagram usage itself. Szczypka 
et  al. (2015), for example, performed a 
descriptive content analysis of hashtags and 
depictions of smoking and cigarette brands 
in a large sample of Instagram posts. Tostes 
Ribeiro et al. (2014), considered the extent to 
which Instagram posting behaviors can reveal 
traffic conditions, and Mejova et  al. (2015) 
combined Foursquare and Instagram data 
to understand the ways in which Instagram 
users post and interact about different types 
of foodservice establishments. In 2015, these 
more applied Big Data studies remained rare 
within the Instagram literature.

Overall, a Big Data approach offers valua-
ble insights into subjects such as connectivity, 
network structure, and general usage patterns 
on Instagram. Characterized by their more 
traditional quantitative approach to data, 
however, relatively few studies have incorpo-
rated details of the content and composition 
of Instagram images or videos into their anal-
ysis. When they have, it has most commonly 
been in a limited fashion (e.g. selfie or no 
selfie, teen or adult). This represents a current 
limitation of the Big Data approach, although 
this will likely change as image recognition 
algorithms improve and more researchers are 
exposed to developments within cultural ana-
lytics (addressed below).

Cultural Analytics and Instagram

Developed by Lev Manovich and his team in 
2005 for use in the digital humanities, cul-
tural analytics is closely related to the above 
approach in that it makes use of large sam-
ples of posts, computational analysis, and 
quantification (Software Studies Initiative, 
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2015). However, cultural analytics is criti-
cally distinct from conventional approaches 
to Big Data in that it relies upon: 1) ‘image 
processing and computer vision techniques’ 
to place the focus on visual media themselves 
rather than existing metadata about visual 
media (Manovich, 2009: 18), and 2) the crea-
tion of interactive visualizations of results in 
order to reveal ‘patterns which lie below the 
unaided capacities of human perception and 
cognition’ (Manovich, 2009: 8). Rather than 
reducing images to generic data points, bars, 
or lines, these visualizations maintain the full 
content of images (Manovich, 2012b). A col-
lection of images becomes translated into an 
interactive image plot or montage (among 
other possible visualizations).1

While cultural analytics was not designed 
specifically with social media data in mind, 
it is well suited to Instagram’s large volume 
of culturally relevant visual data. Once col-
lected, processed, and visualized, images can 
be mapped and sorted (by metadata such as 
location and time of posting, as well as con-
tent and visual properties) to discern novel 
patterns. Much of this data can be generated 
automatically using image recognition tech-
niques, while other items must be created or 
validated by hand. One past study using this 
approach relied upon Amazon’s Mechanical 
Turk workers (Manovich et  al., 2014). The 
volume of data in question and the Instagram 
interface make these trends almost impos-
sible to discern through manual qualita-
tive coding (Manovich, 2012b). That said, 
cultural analytics methods, as with Big Data 
approaches more generally, can also be used 
to identify targeted subsets of data for closer 
manual analysis (Manovich, 2012a).

As of 2015, three major projects have 
applied cultural analytics to Instagram data. 
In Phototrails (Hochman et  al., 2013), 2.3 
million Instagram images were analyzed to 
discern how ‘temporal changes in number 
of shared photos, their locations, and visual 
characteristics can uncover social, cultural 
and political insights about people’s activ-
ity around the world.’ Selfiecity (Manovich 

et  al., 2014), followed this initial project 
and explored the demographics, poses, and 
expressions in a sample of 3,200 Instagram 
selfies across five cities. This project deter-
mined, among other things, that posing and 
smiling behavior differs across cities, and 
informed several theoretical reflections on 
both selfies and the project itself (Losh, 
2014, 2015; Tifentale, 2014). More recently, 
Manovich’s team launched On Broadway 
(Goddemeyer et  al., 2015), which consists 
of an interactive installation and application 
examining 660,000 Instagram images taken 
along Broadway street in New York City 
in conjunction with multiple other visual 
and demographic data sets tied to the same 
locations along the street. These projects 
illustrate the ways in which researchers 
can push the boundaries of mainstream Big 
Data approaches to more fully make use of 
Instagram’s visual data.

Small Samples of Instagram Data

While the above approaches enable unique 
insights into broad trends of Instagram usage 
and content, small data approaches relying 
primarily on qualitative analysis offer ‘a 
granularity of detail that might otherwise be 
lost in dazzling large-scale data visualiza-
tions that value the quantitative over the 
qualitative’ (Losh, 2015: 1650). As this ‘era 
of Big Data’ has contributed to discourse that 
discounts the value of qualitative research 
and small sample sizes (boyd and Crawford, 
2012), the value of these approaches to 
Instagram data warrants being stated 
explicitly.

Researchers looking to make use of rich 
data generally face a tradeoff between depth 
and breadth, with an inverse relationship 
between the amount of usable data gathered 
from each post or Instagram user and the size 
of their sample (Morse, 2000). Accordingly, 
the analysis of small samples of Instagram 
data can provide extremely valuable insights 
that could not be obtained from Big Data 

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   580 08/12/16   3:55 PM



Instagram 581

approaches. As noted by boyd and Crawford 
(2012: 630), ‘the size of data should fit the 
research question being asked; in some cases, 
small is best.’ One such example is studies 
that seek to understand specific phenomena 
as they exist among narrow subpopulations 
of Instagram users rather than to facilitate 
generalizations to all Instagram users (Carah 
and Shaul, 2016). Kitchin and Lauriault 
(2015: 466) capture this strength particu-
larly well, stating that ‘small data studies 
can be much more finely tailored to answer 
specific research questions and to explore 
in detail and in-depth the varied, contextual, 
rational and irrational ways in which people 
interact and make sense of the world, and 
how processes work.’ Smaller sample sizes 
also currently offer the best opportunity to 
make sense of Instagram post components 
as a unit, rather than considering images/
videos, hashtags, captions, comments, and 
likes independently. The unity of visual and 
textual analysis has been recognized as criti-
cal to fully making sense of Instagram data 
(Highfield and Leaver, 2014). Removing an 
image from its caption and vice versa creates 
a significant loss of context. Small data quali-
tative approaches can also be combined with 
simple counts of hashtag volume over time to 
demonstrate the overall popularity of a spe-
cific trend or phenomenon.

Some recent applications of qualitative 
methods to small samples of Instagram data 
include Carah and Shaul’s (2016) analysis 
of 100 posts from each of four brand related 
hashtags, Marwick’s (2015) descriptive case 
study of three Instagram accounts to under-
stand techniques to obtain ‘microceleb-
rity’ and ‘instafame,’ Gibbs et  al.’s (2015) 
grounded theory analysis of 1,330 #funeral 
posts, and Tiidenberg’s (2015) in-depth vis-
ual narrative analysis of themes related to 
femininity and pregnancy on eight Instagram 
accounts. These studies are notable in that 
most of them consider the visual and tex-
tual elements of Instagram together and all 
offer significant engagement with and inter-
rogation of data. The case study at the end of 

this chapter also falls within this category of 
research.

Engaging with Instagram Users

The final category of research consists of 
studies that have engaged directly with 
Instagram users rather than taking an obser-
vational approach. Despite the fact that these 
studies represent the only means of assessing 
the meaning of posts in relation to their site 
of creation and the site where they encounter 
an audience (Rose, 2012), this category rep-
resents the area where the least amount of 
work has been done. As noted by Farman 
(2015: 1), research must begin to ‘go beyond 
what takes place on the screens of devices to 
contextualize those interactions with what is 
happening around those devices.’

So far, this approach has been used across 
a small number of widely divergent top-
ics, and most often to understand a specific 
phenomenon rather than general usage. One 
recent study used a fieldwork approach to 
understand Instagram practices of lifestyle 
bloggers in Singapore (Abidin, 2014). Other 
studies have drawn on interviews with groups 
such as female self-portrait artists to under-
stand how they circumvent censorship on 
Instagram (Olszanowski, 2014), Malaysian 
Instagram users to understand their beliefs 
about the platform (Ting et  al., 2015), and 
individuals who post self-injury content to 
platforms including Instagram (Seko et  al., 
2015). Instagram has also been adapted to the 
established PhotoVoice methodology where a 
study population is asked to create Instagram 
content about a specific aspect of their lived 
experience (Yi-Frazier et al., 2015).

Best Practices for Instagram 
Research

I now move to a more applied consideration 
of the practical and ethical best practices for 
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studies using Instagram posts as data. 
Specifically, I consider issues related to the 
collection and analysis of Instagram data. 
For more detail on the principles of social 
media data collection and visual data analy-
sis more generally, I refer readers to the rest 
of this volume and to Gillian Rose’s (2012) 
comprehensive text on Visual Methodologies.

As of late-2015, Highfield and Leaver’s 
(2014) methodology for hashtag mapping 
represented the entirety of the peer-reviewed 
literature providing advice specifically on 
Instagram research. In addition to this work, 
I draw from the more general social media 
research literature and from my own experi-
ences gained from the case study discussed 
below. Rather than a separate section on ethical 
practices, I weave these in with general prac-
tices to emphasize that the two are intrinsically 
connected. That said, readers are strongly 
encouraged to review the most up-to-date ver-
sion of the ethical guide from the Association 
of Internet Researchers Ethics Working 
Committee (Markham and Buchanan, 2012).

Determining a Data Collection 
Approach

Instagram researchers have three primary 
options for data collection: 1) they can 
extract their desired data directly from the 
Instagram API, 2) they can to obtain data 
from a third-party tool or service that con-
nects to the API for them, or 3) they can 
manually extract data from the Instagram 
user-interface. The first of these offers the 
greatest utility and flexibility for researchers, 
but also presents a number of technical chal-
lenges for non-programmers and often 
requires ‘costly and time-consuming (and 
sometimes alienating) partnerships with 
technical experts…’ (Burgess and Bruns, 
2012). As an alternative, there are third-party 
services such as Gnip, which will collect data 
from Instagram’s public API for a cost. 
Unfortunately, there are currently few free 
third-party tools designed with Instagram in 

mind. At present, Netlytic (see Chapter 30 
this volume) offers basic functionality for the 
download of Instagram data. While it seems 
highly likely that additional tools will be 
developed over time it is worth noting that 
Instagram may follow a path similar to 
Twitter and limit free access to its API as 
opportunities for commercialization increase 
(Burgess and Bruns, 2012).

The third approach is to manually search 
the Instagram user-interface or third-party 
websites and then capture the found data using 
a tool such as EndNote, Zotero, or a simple 
screen capture. While those with the techni-
cal skills may be tempted to automate this 
process, Instagram’s terms of use explicitly 
state that they ‘prohibit crawling, scraping, 
caching or otherwise accessing any content on 
the Service via automated means, including 
but not limited to, user profiles and photos…’ 
(Instagram, 2013). This approach is certainly 
the most time-consuming of the three and 
is not appropriate for researchers seeking 
extremely large samples or metadata on things 
like filter choices, but it does have several dis-
tinct benefits for qualitative researchers.

Working with the user interface and the 
standard hashtag, location, or username 
search functions forces researchers to engage 
with images/videos, captions, hashtags, and 
comments in the manner that users envi-
sioned when they created the content. While 
there can be significant discussions about 
who the imagined audience is for Instagram 
posts (Litt, 2012), it is almost certainly not 
researchers who automate data extraction 
from Instagram into a database (boyd and 
Crawford, 2012). Accordingly, researchers 
working directly with the user interface, or 
websites that mimic the key features of that 
interface, are better able to understand the 
visual intent of posts and the ways in which 
other users experience exposure to Instagram 
content. This also breeds greater familiarity 
with the data, as researchers must look at 
each post as they capture it. As an added ben-
efit, manual collection provides researchers 
an opportunity to assess the relevance of each 
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post to their study question and minimize 
the collection of irrelevant data. Researchers 
taking this approach are reminded not to use 
their own personal Instagram log-in when 
collecting data, as it may result in the inclu-
sion of data from private accounts.

Finally, even researchers focused on 
the content of posts rather than Instagram 
users themselves may wish to engage with 
Instagram users. One such technique is 
trace interviewing, in which Instagram users 
are asked to comment on visualizations of 
their trace data. This approach, as articu-
lated by Dubois and Ford (2015: 2085), can 
strengthen the validity of data through trian-
gulation, provide additional context on the 
creation of posts, and respond to some of the 
ethical concerns associated with social media 
research by creating ‘a dialogue between the 
researcher, the participant, and the data rather 
than between the researcher and the data…’. 
This approach is particularly valuable if data 
is being collected on a sensitive subject or 
from minors since it also facilitates an oppor-
tunity for consent to be given.

Managing Posts that are Edited, 
Made Private, or Deleted After 
Being Collected

As Instagram users can edit their post cap-
tions and location data, delete posts com-
pletely, and change their account status from 
public to private, researchers should develop 
an explicit policy for how to deal with any 
such changes before they begin data analysis 
(Highfield and Leaver, 2014). While there 
may be occasions where the capture and 
analysis of initially posted content is essential 
to addressing a research question, a blanket 
policy for including this content raises con-
cerns. First, the intent of the user may be 
better reflected in an amended post if they are 
making corrections or adding context. 
Second, the removal of content, deletion of 
entire posts, or changing an account to private 
may signal that a post contains information 

that is perceived by a user as sensitive and not 
for public consumption. The simple fact that 
Instagram posts are publicly available should 
not be taken to mean that the user lacks 
expectations for privacy (Markham and 
Buchanan, 2012). Even if consent is seen as 
implied by the fact that a post is public, 
removing that post from public access may 
suggest a withdrawal of consent. Institutional 
review boards (IRBs) should also be attentive 
to the fact that teenagers are more likely to 
delete Instagram posts than adults (Jang 
et al., 2015b), raising concerns about research-
ers using private data from minors.

Unless a clear motivation can be articu-
lated for including posts in their original 
form or there is broad social and institu-
tional acceptance that collected data is in no 
way sensitive, researchers should strive to 
ensure that their final samples: 1) include the 
amended version of posts if a post has been 
edited, and 2) exclude posts that have been 
deleted or made private. That said, it appears 
that some reasonable window of time for 
these changes should be defined since  
continual monitoring of posts is beyond the 
capacity of most researchers, to say noth-
ing of the permanence of findings once they 
have been published. In their examination of 
post deletion practices, Jang et  al. (2015b) 
found that teenage deletions peaked after 
about a week and continued on into the two-
week mark. A one-month window between 
real-time-data collection and analysis should 
provide sufficient time for users to reflect 
on their posted content. At the end of this 
one-month period, collected data should be 
revisited. In the case study below, all sam-
pled posts were visited on two separate 
occasions. By the time of coding, 22 per cent 
of collected post links had gone dead, allow-
ing us to exclude these posts from our sam-
ple. Researchers should adjust their planned 
sample sizes up front to accommodate for 
this loss of data. An additional benefit of 
this approach is that it allows likes and com-
ments, which accumulate on posts over time, 
to be better captured.
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Reading the Comments

As described above, Instagram posts are not 
static data points. This relates not just to the 
content created by the author of a post, but 
also to elements of the post that are born out 
of engagement with other users. Accordingly, 
comments and likes can add new meaning to 
posts over time. As explained by Highfield 
and Leaver (2014), ‘if a user responds to an 
image by leaving a comment, that becomes 
an addition to the original data point – it is 
part of the comments thread for that media, 
rather than being a distinct entity.’ While not 
every study will want to incorporate com-
ments, researchers seeking to understand 
user engagement, the effects of posts, or 
meaning creation will want to capture and 
find a way to make use of these data.

Comments may also pose a challenge to 
hashtag-based data collection. A hashtag 
applied by another user in the comments of a 
post will cause that post to come up in hashtag 
searches even if the hashtag is not present in 
the original caption. This raises questions of 
intentionality and meaning, as well as privacy 
if the original user did not intend for their 
post to be searchable (Highfield and Leaver, 
2014). Some type of decision-rule about han-
dling posts with hashtags applied by other 
users must be created. Complicating matters 
somewhat, it is not uncommon for users to 
apply hashtags to their own posts through 
comments rather than editing their original 
caption. A removal of all posts with relevant 
hashtags only in the comments may thus end 
up eliminating posts where the hashtag was 
applied by the original poster.

Analysis of Visual Data

Following data collection, the analysis of 
Instagram posts begins. For small sets of 
Instagram data, a range of well-established 
qualitative methods for visual and textual 
data analysis apply (Elo and Kyngäs, 2008; 
Rose, 2012). The training and computational 

skills needed to find meaning in Big Data, 
however, are not standard in many social sci-
ences, humanities, and public health gradu-
ate programs in 2015. As a result, there are 
still relatively few individuals who can 
appropriately analyze large social media data 
sets (boyd and Crawford, 2012), and likely 
even fewer who are able to make sense of 
visual Big Data. Those who lack these skills 
but still want to examine the content of large 
Instagram datasets have to seek out collabo-
rations or contracts with either computer 
scientists or private sector services. For those 
purely interested in text or network analysis, 
Netlytic currently offers free tools for 
Instagram (see Chapter 30, this volume).

The aforementioned collaborations raise 
at least two potential ethical concerns that 
researchers should consider. First, many of 
the services that perform image recognition 
and deep learning for researchers specialize 
in providing this service for corporate cli-
ents. Ditto Labs, which is currently billed as 
the leading image recognition company for 
social media, has partnered with research-
ers on tobacco control efforts but also per-
forms similar services for clients such as 
Proctor and Gamble, Kraft, and General 
Mills (Alspach, 2014; Szczypka et al., 2015). 
While these services may occasionally 
provide analysis for researchers at a reduced 
price, this type of collaboration lends cred-
ibility to services that mine people’s social 
media data to develop more effective means 
of selling products that promote unhealthy 
and unsustainable behaviors. Validating these 
services also reinforces the social acceptabil-
ity of large-scale automated data mining and 
bypasses the discourse around nuances of the 
ethics of using people’s social media data 
for research. Researchers with social justice 
or public health oriented values should put 
thought into any decision to partner with ser-
vices whose primary purpose is to provide 
data mining for corporate clients.

Researchers may also complement their 
computational analysis by contracting with 
Amazon’s Mechanical Turk workers for 
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manual coding of images (Jang et al., 2015b; 
Bakhshi et al., 2014; Manovich et al., 2014). 
Given that some scholars find that this ser-
vice is exploitative of its workers, research-
ers are encouraged to pause and reflect about 
this choice and the extent to which it can be 
‘reconcile[d] with academic values’ (Losh, 
2015: 1653). As each of these ethical dimen-
sions may hamper the ability of researchers 
to analyze large volumes of Instagram data, 
it is important to support novel technological 
development and continued holistic training 
of graduate students to put more of this pro-
cess into the hands of researchers with train-
ing that combines advanced methods with 
ethics and social theory.

Interpreting Instagram Posts

As mentioned earlier, Instagram data are 
unlikely to be representative of the broader 
population in a geographic area (boyd and 
Crawford, 2012). This is partially due to 
demographics, but also due to the interfer-
ence of the platform itself. Instagram users 
are known to craft their online identities in 
ways that generate likes rather than reflect 
authenticity (Jang et  al., 2015b; Marwick, 
2015). As noted by Manovich (2012a: 466), 
social media ‘data are not a transparent 
window into people’s imaginations, inten-
tions, motifs, opinions, and ideas.’ As a 
result, Instagram is a valuable resource for 
understanding the practices, self-disclosed 
lived experiences, and aspirational identities 
of subpopulations on Instagram, but perhaps 
less valuable for researchers seeking an 
objective and broadly generalizable assess-
ment of opinions or experiences.

Instagram’s terms of use, community 
guidelines, and shared norms also shape and 
limit the content in any sample of Instagram 
data. First, content may be absent because it 
has been deleted or users have been banned 
for posting it. Alternatively, it may simply 
never have been posted because users know 
it ‘will be deemed unacceptable’ (Gillespie, 

2015: 1). Most recently, Instagram ran into 
trouble with the public over its repeated bans 
of users posting breastfeeding pictures. While 
the community guidelines were amended in 
April 2015 to permit these pictures, Instagram 
continues to ban ‘some photos of female 
nipples’ (Instagram, 2015e). Instagram does 
not offer a list of its currently banned hashtag 
searches, although these have been to known 
to include #Curvy, #EDM, and the egg-
plant emoji (Song, 2015).2 For other hashtag 
searches, such as #anorexia, Instagram will 
display a content advisory offering informa-
tion about eating disorders before posts can be 
viewed. Researchers should consider the ways 
in which Instagram shapes both what is found 
in their data and what is not found in their data.

Dissemination of Instagram 
Images in Research Findings

At the time of writing, observational social 
media research is frequently considered not 
to be human subjects research or is consid-
ered exempt from IRB review (Moreno et al., 
2013), allowing researchers to proceed with-
out obtaining consent from participants to 
make use of their Instagram data. With 
no  consent sought, the question of how to 
handle images in dissemination becomes an 
important issue for Instagram researchers. 
The inclusion of images can be seen as criti-
cal for illustrating findings and supporting 
the validity of analysis, however, doing so 
can raise significant privacy concerns 
(Highfield and Leaver, 2014). As noted by 
Markham and Buchanan (2012: 6), ‘people 
may operate in public spaces but maintain 
strong perceptions or expectations of pri-
vacy.’ For example, an Instagram user may 
have a public account but still anticipate that 
only their followers will view their posts. 
With no access to statistics on how many 
individuals view non-video posts, it becomes 
impossible for users to accurately assess the 
extent to which their posts are being viewed 
by individuals outside their network.
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Researchers have taken a broad range of 
approaches to this question. The Selfiecity 
project (Manovich et al., 2014), for example, 
created an online interface to explore de-iden-
tified selfies with no consent from the depicted 
individuals. Marwick (2015) reproduced 
images of named Instagram microcelebrities 
in her published manuscript with no mention 
of consent being given. Tiidenberg (2015: 
1749) followed all of her research subjects via 
an Instagram account designed to outline her 
study and limited her ‘reproduction of images 
to only those where the person’s face is not 
recognizable, and altered the images using 
a sketching app called toonPAINT on IOS.’ 
Some chose not to reproduce any images at 
all (Carah and Shaul, 2016; Seko et al., 2015), 
while others reproduce images ‘courtesy of 
the artist’ (Olszanowski, 2014).

Although it is difficult to develop a defini-
tive assessment of when images should be 
altered and/or de-identified and when con-
sent should be obtained regardless of altera-
tions and de-identification, several questions 
do appear clearly relevant as they change 
expectations for privacy and possible conse-
quences of harms.

•• Is the image created by a celebrity, microcelebrity, 
or private person?

•• Is the image still publicly available on Instagram 
at the time of dissemination?

•• Does the image depict anything that could be 
seen as sensitive, harmful, or embarrassing from 
the perspective of the image creator or pose risks 
within the creator’s particular cultural, economic, 
emotional, and legal context?

•• Did the creator of the image apply a hashtag to 
the post to render it searchable?

•• Is the image creator or image subject known to 
be a minor?

•• Does the image allow for the potential identifica-
tion of a person or location?

•• Are several images being reproduced from the 
account of a single user?

•• Does the image depict someone who is not the 
owner of the Instagram account?

It is clear that consent is not always sought 
for reproducing Instagram images and 

that consent may not always be necessary 
or realistic. It is, however, problematic 
to assume that consent is not necessary 
simply because the images are publicly 
available (boyd and Crawford, 2012). 
Researchers are encouraged to reflect on 
the above questions and err on the side of 
protecting the privacy of Instagram users 
through alteration, de-identification, and/or 
consent if there is a risk of creating harm 
or changing ‘the experience of privacy’ for 
an Instagram user (Highfield and Leaver, 
2014; Moreno et  al., 2013). Additionally, 
Instagram’s most up-to-date terms of 
service should be consulted before repro-
ducing any images.

A Case Study Considering 
Electronic Cigarette Content 
on Instagram

To highlight some of the above points in a 
more applied fashion, I offer a case study 
drawn from recent work on how electronic 
cigarettes (‘e-cigarettes’) are portrayed on 
Instagram (Laestadius et  al., 2016). At the 
time of writing, there had been no prior 
research on the content of e-cigarette posts 
on Instagram and there were significant 
questions about e-cigarette usage and cul-
ture. This issue was of concern to public 
health because e-cigarette usage has the 
potential to renormalize smoking among 
adolescents, increase rates of nicotine addic-
tion, and prevent full smoking cessation 
(Pisinger, 2014). As an exploratory study, a 
qualitative content analysis of a small sample 
of Instagram posts was chosen to allow new 
insights to emerge from the data. This was 
paired with tracking of hashtag usage over 
time to assess overall trends in e-cigarette 
content. The primary aim of this work was to 
understand how e-cigarettes have been por-
trayed and engaged with on Instagram rather 
than building generalizations to all Instagram 
or e-cigarette users.
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Approach and Data Collection

As an entry point to the study, we began with 
the hashtag ‘ecig’. An informal examination 
of posts with #ecig also revealed seven addi-
tional common hashtags: #ecigarette, #vape, 
#vaping, #vapelife, #vapelyfe, #vapeporn, 
and #ejuice (vaping is a slang term for the 
use of e-cigarettes, as they emit what is pub-
licly considered vapor rather than smoke). 
These eight hashtags were tracked over time, 
with the number of posts with each hashtag 
(as displayed in the Instagram application) 
recorded biannually in 2014 and 2015. From 
here, #ecig and the most popular affiliated 
hashtag, #vape, were chosen for sampling. 
We performed searches for ‘#ecig’ and 
‘#vape’ in Iconosquare, which allows 
researchers to view complete posts without 
logging in with an Instagram account. Links 
to the 60 most recent posts in chronological 
order of tagging were gathered for #ecig and 
for #vape on 17 October 2014, yielding 120 
posts. Duplicate posts that appeared more 
than once from the same user were removed, 
as were posts related solely to marijuana use 
but not e-cigarettes or vaping. Further, 30 
additional posts were gathered to assist with 
codebook development.

All posts in the original sample were revis-
ited and screen-captured on 7 January 2015 
in order to better protect the privacy of users. 
Posts where links had gone dead due to users 
deleting posts or changing their accounts to 
private were removed. After these adjust-
ments, the final sample contained 85 posts 
(43 #ecig, 42 #vape). Clearly, our sample 
size was reduced dramatically after these 
adjustments and going forward we will plan 
for such reductions upfront by increasing the 
volume of data collected in the initial period.

Coding and Analysis

We developed the coding scheme through a 
combined inductive and deductive approach 
(Elo and Kyngäs, 2008). First, 20 recent 

#ecig posts were discussed to identify 
common themes. Based upon this initial 
review, a codebook was developed to include 
content relating to devices types, e-cigarette 
use in conjunction with marijuana, and 
hashtags indicating that e-cigarette use repre-
sents a source of shared community or social 
identity (e.g. #vapefam or #vapebabe). 
Additionally, the codebook incorporated 
themes identified as persuasive in e-cigarette 
messaging (Pepper et al., 2014) and themes 
common to e-cigarette advertising on web-
sites (Grana and Ling, 2014; Richardson 
et  al., 2014). Number of ‘likes’ and com-
ments, gender of individuals in images, 
country of origin, and any identifiable e-cig-
arette or e-cigarette liquid (‘e-juice’) brands 
visible or mentioned in posts were also 
included for coding. Finally, we recorded all 
hashtags used, and created written descrip-
tions of the image/video and caption of each 
post.

We applied codes to posts as a unit, con-
sidering the content of images/videos and 
any descriptive text, emoji, and hashtags in 
the post caption. Comments were not consid-
ered, as our focus was on content created by 
the original poster. Additionally, we traced 
each post back to the poster’s account page 
to determine user status as: 1) an individual 
member of the public who was unaffiliated 
with the e-cigarette industry, 2) an e-cigarette 
enthusiast (i.e. member of the public whose 
screen name or profile referenced e-cigarettes 
in some way, 3) an e-cigarette or e-juice 
brand, 4) an e-cigarette or e-juice vendor, or 
5) a formal brand or vendor representative 
(i.e. the personal account of someone who 
works in the field).

After completion of the initial codebook, 
30 screen-captured posts were pilot coded by 
a PhD student trained in coding and myself. 
Coding discrepancies were discussed and 
resolved and the codebook was revised to 
have 28 coding fields. The large volume of 
codes is distinct from studies that place each 
post into just one category (Gibbs et  al., 
2015), and thus required a significant time 
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investment for each post. This was further 
compounded by a need to build familiar-
ity with the meaning of many e-cigarette 
hashtags. Once finalized, we independently 
coded the final sample of posts using 
Microsoft Excel. On each field, an intercoder 
reliability test was performed using STATA 
14 (Cohen, 1960; Lin, 1989). The intercoder 
reliability coefficients ranged from 0.38 to 
1 with an average of 0.77. Following this 
calculation, we discussed any discrepancies 
in coding to reach consensus, with a third 
reviewer offering input when consensus 
could not be reached.

Findings and Reflection

In brief, our analysis generated notable 
insights about e-cigarette depictions on 
Instagram and e-cigarette subculture more 
generally. This consumption subculture evi-
dences itself on Instagram primarily through 
unique jargon, rituals, and shared values and, 
as articulated by Schouten and McAlexander 
(1995: 43), is comprised of individuals who 
have self-selected ‘on the basis of a shared 
commitment to a particular … consumption 
activity.’ In this case, the consumption of 
advanced e-cigarette devices. Given the 
harmful and addictive nature of nicotine, this 
finding is of notable importance to public 
health.

The tracking of hashtag volume over 
time allowed us to capture changes in the 
way e-cigarettes were conceptualized on 
Instagram, with use of hashtags related to 
vaping increasing at a much more rapid pace 
than hashtags related to e-cigarettes. This 
suggested that e-cigarettes were being framed 
more as novel devices than as an equivalent to 
conventional cigarettes. Our content analysis 
further supported this finding, with evidence 
of few comparisons to conventional ciga-
rettes or smoking cessation. Instead, users 
were posting about the e-cigarette devices 
themselves and about novel vaping practices 
specific to advanced models of e-cigarettes.  

We also found that many of the posts served to 
fetishize the devices both through appealing 
visual depictions and the use of #vapeporn. 
Finally, the majority of posts analyzed made 
use of hashtags denoting self-identification 
as a ‘vaper’ and/membership in vaping com-
munities (e.g. #vapefam, #vapelife, #vaper, 
#vapeaholic). To better protect the privacy 
of the large number of individual members 
of the public in our sample, we chose not to 
reproduce any images in our final published 
manuscript.

Conclusion

While Instagram research can be time con-
suming and complex, the rewards are clear. 
Instagram users visually capture aspects of 
their everyday lives and aspirations in ways 
that can inform significant research across a 
broad range of topics and fields. Given the 
current demographics of users, it is a particu-
larly rich source of data for those seeking to 
understand youth culture. Big Data and qual-
itative researchers alike are encouraged to 
explore how Instagram may serve as a valu-
able site of research for their work, with 
recognition that: 1) Instagram should be 
treated as its own distinct platform, 2) posts 
function as holistic units, in which images/
videos, text, emoji, and hashtags should 
interpreted together, 3) content must be situ-
ated within its cultural and platform context 
and should not be seen as representative of 
the general population, and 4) distinct ethical 
concerns must be managed when analyzing 
and disseminating visual data. As docu-
mented in this chapter’s case study, engaging 
with Instagram data allowed us a unique 
perspective on the e-cigarette and vaping 
subculture as it exists on Instagram and 
revealed information about vaping identity 
that had not previously been made known to 
researchers via more conventional approaches 
to e-cigarette users and e-cigarette content 
online. Recognizing that Instagram users 
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may not anticipate that they will be studied, 
we also made a point to remove posts that 
were deleted or made private within a several 
week-long window after initial data collec-
tion was completed.

Instagram will inevitably continue to 
develop over time. As a result, researchers 
who personally engage with and post on the 
platform will be those best situated to under-
stand its developing affordances and norms. 
Going forward, there is also a clear need for 
more research that engages with Instagram 
users directly rather than simply looking at 
the content they create, as well as methodo-
logical work on how to best integrate analysis 
of Instagram’s visual and textual components.

Notes

 1 	 Manovich’s team makes software tools for cul-
tural analytics available free of charge on their 
Software Studies Initiative website (http://lab.
softwarestudies.com/).

 2 	 Curvy, the eggplant emoji (which is thought to 
resemble a penis), and EDM (short for Electronic 
Dance Music) were all banned because they were 
determined to be consistently associated with 
nudity that violated Instagram’s terms of service.
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Introduction

Social media is one of the most dynamic and 
innovative industries in China. The market 
has experienced significant development, 
and continues to expand. Despite the fact that 
the leading international social media plat-
forms such as Facebook, Twitter and YouTube 
are blocked in China, numerous domestic 
social media sites/ platforms have grown to 
fill this gap in the market, and become com-
parable to their western counterparts. Weibo 
is one of the leading microblogging services 
in China.

‘Weibo’ [微博] is the generic Chinese term 
for microblogging services in China. These 
services are similar to Twitter, the most well-
known microblogging service worldwide. 
Since the growth of social media, many 
companies have launched Weibo services in 
China. However, not all of them survived. 
(Duan et al., 2015). Presently, the most influ-
ential microblog service in China is provided 

by Sina.com, namely Sina Weibo. The ser-
vice, which was launched in August 2009, 
has now attracted approximately 250 million 
registered users, and generates 90 million 
posts per day (Yu et  al., 2015). Because of 
its dominant position among Weibo service 
providers in China, Sina Weibo is often sim-
ply called ‘Weibo’ (Duan et al., 2015). This 
chapter focuses on Sina Weibo, hereafter 
referred to simply as ‘Weibo’.

Outside of China, Weibo is often compared 
to Twitter. One way to think about Weibo is 
to think of it first as a replication of Twitter 
for the Chinese market. Similar to Twitter, on 
Weibo, users can post short messages of up to 
140 characters, repost (retweet) others’ posts, 
post and reply to comments, mark ‘like’ for 
a post, mention other users, and participate 
in discussions with specific tags such as ‘@’ 
and ‘##’. Besides text content, Weibo also 
allows users to post links, images, music, and 
videos. Weibo provides users with customiz-
able personal profile pages, and shows users’ 
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basic information and platform activity statis-
tics. Users can ‘like’ posts/reposts and make 
comments on them. They can also follow or 
be followed by other users and form groups.

The interface of Weibo also shares com-
mon features with that of Twitter. Figure 35.1 
shows a sample page of Weibo. Posts and 
reposts are displayed in descending chrono-
logical order. It also displays a short profile of 
the user on the right side, with the number of 
followers, number of tweets, etc. Like Twitter, 
Weibo also has a location based service (LBS), 
polling, and private messaging.

Weibo has also become an open platform, 
with many integrated official or third-party 
applications, and hence provides services 
which differentiate it from Twitter, such 
as user groups, games, stock reports, pod-
casts, shopping, cloud storage, and payment 
services.

Although Weibo is an open platform, it 
is subjected to government monitoring and 
regulations that aim to suppress rumors and 
sensitive content. As has been reported by 
Bammam et al. (2012), we can find evidence 
of censorship by observing missing posts 
and blocked search results. In other words, a 

post might be deleted after it is deemed by 
the authorities to contain politically sensi-
tive topics, abusive language, pornography, 
or ‘rumors’ (Chen, Zhang, & Wilson, 2013). 
Searches containing sensitive keywords 
can also be blocked. Additionally, the Real 
Name Policy requires users to submit bona 
fide identity information when registering 
for Weibo accounts. The accounts are being 
monitored and could be banned if the users 
continuously post illegal or sensitive content.

Weibo, also contains a number of spe-
cial ‘VIP’ accounts, known as ‘Big V’s’ – 
influential Weibo users with verified accounts. 
These VIP accounts often have millions of fol-
lowers and thus are considered to be opinion 
leaders. Some campaigns have been aiming 
to undermine the influence of the VIPs (Chin 
& Mozur, 2013).  There is also government’s 
propaganda on Weibo. The seemingly ‘free’ 
commentary on Weibo is often actively influ-
enced in favor of a ‘harmonious’ (GOV.cn, 
2006) and pro-government outlook by the 
‘50-Cent Party’ - a group of hired online com-
mentators who participate in online discus-
sions by posting messages that promote the 
official line of the Chinese Communist Party.

Figure 35.1  Screenshot of Weibo interface
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As one of the foremost social media ser-
vices in China, Weibo has attracted a signifi-
cant amount of research interest since 2009 
(the year it was founded). In CNKI, China’s 
largest digital academic publication data-
base, there are more than one million articles 
focusing on Weibo. A wide range of areas 
have been studied based on data collected on 
Weibo, such as information diffusion, public 
administration, communication, marketing 
research, linguistics, and social computing.

The following sections of this chapter aim 
to summarize some representative methods 
applied in Weibo studies. This chapter starts 
with the description of methods used to collect 
Weibo data (‘Weibo data collection’), followed 
by data analysis methods in Weibo-related 
research (‘Analyzing Weibo content’ and 
‘Analyzing Weibo relationships’). In ‘Selected 
studies and methods applied’, a number of case 
studies in different domains are then presented, 
demonstrating how these methods were used to 
solve various research questions. Based on the 
methodological reviews, this chapter is con-
cluded by summarizing lessons learned and 
challenges for Weibo research.

Weibo Data Collection

Weibo studies usually require the collection 
of user-generated data. Manual data gather-
ing is a direct approach, and readers may 
utilize Sina Weibo’s search function to find 
content of interest (see Figure 35.2). However, 
for research purposes, it is often necessary to 
collect Weibo data in significant quantities, 
which requires an automated approach. In 
practice, there are mainly two approaches for 
automatic fetching of data from Weibo: offi-
cial Weibo API and API-free web crawlers.

Weibo API

Weibo APIs, or officially Open APIs, provide 
programmatic access to read and write Weibo 
data. Readers may think of Twitter REST 
APIs to get an intuitive impression of Open 
API, as the functions and styles of the two 
are quite similar.

Similar to Twitter REST APIs, Open 
APIs are usually called from computer pro-
grams, and thus direct application of raw 
APIs requires programming skill and knowl-
edge of HTTP (Hypertext Transfer Protocol, 
an Internet transport protocol) and JSON 
(JavaScript Object Notation, a format for 
the organization of data). An example of the 
workflow for data collection using the API 
is illustrated in Figure 35.3. The requester 
(user-built program) wraps an API call in a 
HTTP packet, which is then delivered to the 
Weibo server. The server receives the packet, 
opens it, finds the API call, and retrieves the 
requested data. It will then encode the data 
using the JSON format, wrap it into a HTTP 
packet, and send it back to the requester.

According to the API document (Weibo 
Open Platform, 2012), the Open API includes 
15 function groups, including information 
access for posts (Weibo API), comments 
(Comments API), user information (User 
API), friendship information (Friendships 
API), geographical information (Geo API), 
etc.

An example of a request1 for the content of 
a single Weibo post can be: ‘https://api.weibo.
com/2/statuses/show.json?access_token= 
SomeToken&id=11488058246’.

In this request URL, the component ‘show.
json’ indicates the current request type (i.e. 
getting a single Weibo post). It is appended 
by the request variables in key-value pairs. 
This is referred to as the HTTP GET method 

Figure 35.2  Screenshot of Weibo search
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which includes all variables in the request 
URL. Alternatively, the variables can be 
included in the body of the HTTP request in 
JSON style (i.e., HTTP POST method), such 
as:

{
"access_token":SomeToken,
"id":11488058246
}

The key ‘access_token’ is the requester’s cre-
dential and the ‘id’ identifies the Weibo post 
of interest. A possible response from the 
Weibo server would be like the JSON style 
codes below. The ‘‘text’’ variable is the Weibo 
content requested which is accompanied by a 
number of other variables, such as creation 
time, counts of reposts and comments, and 
information about the user who made the 
post.

{
"created_at": "Tue May 31 17:46:55 +0800 

2011",
"id": 11488058246,
"text": "求关注。",
"source": "<a xhref="http://weibo.com" 

rel="nofollow">新浪微博</a>",
"favorited": false,
"truncated": false,
"in_reply_to_status_id": "",
"in_reply_to_user_id": "",
"in_reply_to_screen_name": "",
"geo": null,
"mid": "5612814510546515491",

"reposts_count": 8,
"comments_count": 9,
"annotations": [],
"user": {
"id": 1404376560,
"screen_name": "zaku",
"name": "zaku",
"province": "11",
"city": "5",
"location": "北京朝阳区",
"description": "人生五十年, 乃如梦如幻 有

生斯有死, 壮士复何憾。",
"url": "http://blog.sina.com.cn/zaku",
"profile_image_url": "http://tp1.sinaimg.

cn/1404376560/50/0/1",
"domain": "zaku",
"gender": "m",
"followers_count": 1204,
"friends_count": 447,
"statuses_count": 2908,
"favourites_count": 0,
"created_at": "Fri Aug 28 00:00:00 +0800 

2009",
"following": false,
"allow_all_act_msg": false,
"remark": "",
"geo_enabled": true,
"verified": false,
"allow_all_comment": true,
"avatar_large": "http://tp1.sinaimg.

cn/1404376560/180/0/1",
"verified_reason": "",
"follow_me": false,
"online_status": 0,
"bi_followers_count": 215
}
}

Figure 35.3  Workflow of applying the Open API for Weibo data collection
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To date, the Open API has been implemented 
in multiple commonly used programming 
languages, including Java, PHP, C#, Flash, 
Python, Javascript, Android, and iOS SDKs. 
To make use of the Open API, a user should 
obtain a developer account on the Weibo 
Open platform, and get verification keys for 
his/her programs.

It is noteworthy that Sina changes the 
Open API from time to time, for techni-
cal updates or for protecting its data prop-
erty. The company also imposes restrictions 
on the API usage rate and unsolicited data 
requests according to different levels of user 
account. For example, there is a limit on the 
number of requests a single application can 
issue within an hour. If a higher number of 
requests are needed, advanced API accounts 
with more privileges are required. Because 
of these constraints, studies often sample 
Weibo content using keywords or user status 
(e.g. most active users on certain topics). This 
may introduce biases into the data collection, 

which needs to be considered when interpret-
ing findings. For the latest information on the 
API, we recommend that readers consult the 
official website (http://open.weibo.com/).

API-free Web Crawler

Another option for collecting data from Weibo 
is to implement a Web crawler, a computer 
program that automatically collects Web 
pages from targeted sources. A Web crawler, 
like a browser, sends HTTP requests to the 
Weibo server, receives responses, and then 
parses the returned HTML pages to extract 
useful data. It differs from Weibo’s API mostly 
in its processing of the responded data. Unlike 
the clean JSON style responses, it directly 
processes the raw HTML pages returned. A 
crawler is more flexible in fetching data 
because it is free from API constraints.

Figure 35.4 shows the workflow of a Web 
crawler for Sina Weibo (Shen et  al., 2013), 
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Figure 35.4 D ata flow of a Sina Weibo crawler (adapted from Shen et al., 2013)
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which follows the typical structure of a gen-
eral Web crawler. The crawler needs to login 
to the Weibo platform with a valid account. 
The data that can be fetched by the crawler 
are the same as what can be obtained by a 
normal user’s Web browser, except that the 
crawler does not need to render the raw 
HTML tags to human-readable pages. Since 
Web pages are interconnected by hyperlinks, 
a crawler can start from some given seed 
pages and trace the hyperlinks to fetch linked 
pages. As a result, the quantity of pages being 
crawled can be very large. A configuration 
for crawling strategies, such as the number 
of parallel threads, request frequency, or 
tracing depth, is sometimes needed to opti-
mize performances. Fetched data are usually 
stored in databases or files after parsing and 
preprocessing.

An example of a Weibo crawler is the 
online crawler module of WeiboEvents (Ren 
et  al., 2014). As shown in Figure 35.5, the 
crawler supports data fetching for a particular 
user, for tweets containing a certain keyword, 
and for the relationships and connections of 
a certain user. All fetched data can be down-
loaded in JSON format. As the Online Weibo 
Data Crawler is freely available, we recom-
mend the tool to readers who have no techni-
cal background and prefer off-the-shelf tools.

Analyzing Weibo Content

After the data are collected, it is time to make 
sense of them. Studying the content on Weibo 
is a useful method to determine social trends, 
public concerns, and other elements of public 
life within the Chinese community. Weibo 
content is conveyed in posts, reposts and com-
ments that contain text (including hashtags, 
emojis), images, music, animations (usually 
animated gif pictures), videos and external 
URLs. Despite the rich content, text is com-
monly analyzed by studies. In this section, we 
describe the method of content analysis rely-
ing on human judgement as well as automatic 
methods enabled by natural language process-
ing and data mining techniques.

Content Analysis

Content Analysis (CA) is a classic research 
method widely used in social science. 
Technically, it requires raw data to be labeled 
by human coders based on a coding scheme. 
The coding scheme is usually designed 
according to the research purposes of the 
given study. Basic steps of CA are summa-
rized as: 1. To establish a coding scheme 
based on the specific research purpose of the 

Figure 35.5  Screenshot of the online Weibo data crawler
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study; 2. To employ coders to code the con-
tents and check the inter-coder reliability; 3. 
To analyze the results. Here we list the work 
of Dann (2010) as an example. Part of the 
coding scheme and counts of conversational 
categories for Tweets are illustrated in Figure 
35.6. We can see the definition and exemplar 
texts for each category, and from the result 
we learn that most Tweets are for querying 
and responding.

CA is particularly helpful for deep analy-
sis of Weibo content as well. For example, a 
study by Guo & Goh (2014) applied CA to 
analyze posts in an HIV/AIDS support group 
on Weibo. They constructed a coding scheme 
by further refining the categories on the basis 
of the Social Information Processing Theory. 
Likewise, Liao et  al. (2013) applied CA to 
categorize types of Weibo posts in the study 
of rumor transmission. They designed a cod-
ing scheme based on the Rumor Interaction 
Analysis System, and revised the coding 
scheme by piloting it on a small collection 
of messages. This is an example of a mix-
ture of top-down and bottom-up strategies 

for content analysis. Yiu et  al. (2015) com-
pared the Weibo accounts of three famous 
singers by manually coding the posts with a 
coding scheme adopted originally for Twitter 
content. This is an example of recycling 
instruments and findings from Twitter-based 
research. We emphasize their ways of devel-
oping coding schemes because implementing 
an appropriate coding framework is a key 
prerequisite for CA.

CA can also be used for non-text based con-
tent analysis, for example, images and music. 
In addition, as it relies on human intelligence, 
CA can be undertaken in more intelligence-
demanding occasions where human interpre-
tation on media content is essential and most 
automatic approaches may fall short.

Automatic Methods

Notwithstanding its usefulness, manual CA 
meets its limitations in the context of large-
scale datasets where an automatic content 
analysis approach supported by Natural 

Figure 35.6  Fragment of a coding scheme and results (reprinted from Dann, 2010)
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Language Processing (NLP) and Data Mining 
(DM) techniques is more efficient and effec-
tive. As Weibo content is mostly in Chinese, 
in this section, we discuss Chinese process-
ing and text classification.

Chinese Processing
As Chinese is the dominant communication 
media on Weibo, Chinese NLP techniques 
are needed for automating content process-
ing. It is well known that in written Chinese 
there is no space between characters, as is 
shown in Figure 35.7. Therefore, tokeniza-
tion algorithms based on whitespace delimit-
ers (such as in English) do not work. It is 
usually the first task in Chinese text process-
ing to segment a string of written Chinese 
into meaningful words, which is called word 
segmentation tasks (Zhang et al., 2003; Qiu 
et al., 2013). For the text in Figure 35.7, the 
segmented words with part-of-speech (POS) 
tags produced by the ICTCLAS tool are 
shown in Figure 35.8, where we can see that 
the nouns and verbs are correctly identified. 
Additionally, NLP is also capable of extract-
ing Named Entities, keywords, and sentence 
structures from the text.

In Weibo studies, researchers often wish to 
identify keywords from a large set of Weibo 
posts and to understand which topics are most 
discussed. Alternatively, researchers aim to 
detect the sentiment orientations (i.e., positive 

or negative) of Weibo users on certain topics. 
All these analytic purposes can be fulfilled 
with the help of NLP techniques. For inter-
ested readers, we would like to recommend 
two popular Chinese NLP toolkits, namely, 
Institue of Computing Technology, Chinese 
Lexical Analysis System (ICTCLAS), and 
formerly Fudan NLP. ICTCLAS (Zhang 
et al., 2003) is a Chinese processing toolkit 
emphasizing Chinese word segmentation. It 
offers a list of functions of Chinese word seg-
mentation, POS tagging, named entity recog-
nition, new word recognition, and keyword 
extraction. It also provides an application 
which particularly caters the needs of word 
segmentation in Weibo by extracting and 
marking user ID, URL and email in the Weibo 
content, and recognizing reposts embedded in 
the Weibo content (Zhang, 2012). ICTCLAS 
provides a graphical user interface (GUI) 
as well as a set of programming APIs for  
C/C++/C#/Java. This toolkit has a relatively 
long history and is usually the first option for 
lexical level Chinese processing. In addition 
to word-level Chinese processing functions, 
FNLP (Qiu et  al., 2013) also provides rela-
tively complete solutions for Chinese lan-
guage processing tasks, including sentence 
parsing, text classification, document clus-
tering, as well as other machine learning 
functions. FNLP is implemented in Java and 
is open source, which offers high flexibility 

Figure 35.7 A  chinese text string on Weibo (translated as ‘AlphaGo defeated Lee Se-dol, but 
artificial intelligence has not conquered human being’)

Figure 35.8  Segmented words and part-of-speech tagging (by the ICTCLAS tool)
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for advanced users or researchers for further 
adaption and extension.

Text Classification
When the data have been preprocessed, they 
are ready to be analyzed. Classifying Weibo 
content into topics such as sports, politics, 
health, etc. is widely used in many studies 
and the required technique for this research 
purpose is text classification.

Text classification has been used in 
Weibo-related research on many topics, such 
as rumor classification (Yang et  al., 2012), 
grass-roots phenomenon exploration (Huang 
et al., 2013) and sentiment prediction (Yuan 
& Purver, 2015). For automatic approaches, 
it is critical to select representative features 
for text content representation, choose suit-
able classification models, and trained the 
models appropriately.

Classification models are functions of a 
set of features. In Weibo content classifica-
tion, the most basic features are usually bags 
of words (i.e., word occurrences in the text) 
(Fan et al., 2014). Additional sources beyond 
words can be used, such as characteristics of 
posts (e.g. includes multimedia, or URLs, 
emojis, and the time span), client device 
(e.g. device type, web client, mobile client), 
account information (e.g. is verified, number 
of friends, number of followers, register time, 

number of posts), location information (e.g. 
geographical distribution), as well as propa-
gation (whether a post is the reposted, the 
number of comments, the number of reposts) 
(Yang et al., 2012). Among the classifiers that 
are often used in text categorization, Support 
Vector Machines (SVMs) and Naive Bayes 
are popular in Weibo research (Yang et  al., 
2012; Huang et al., 2013), while many new 
and sophisticated classifiers are also being 
developed and employed.

Figure 35.9 illustrates the steps needed 
to conduct a classification task once a set of 
classifiers have been developed. Predefined 
features that best characterize the raw con-
tent are extracted for each text, and the 
classifiers calculate the scores based on the 
features. The text is then labeled the category 
by the classifier with the highest score (here, 
category 3), which finishes the current round 
classification.

As an example of applying text classifica-
tion to Weibo content, Fan et al. (2014) clas-
sified Weibo posts into seven topic types, 
and kept the task going for several months. 
Consequently, the result generated accumula-
tive distributions for the counts of each topic 
within a given time span. Through visualiza-
tion, the temporal patterns of the seven topics 
can be easily recognized, as shown in Figure 
35.10. Using topic tracing, the authors were 

Figure 35.9 T he process of a classification task with three classifiers
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able to detect occurrences of extraordinary 
events in the real world. For example, point 
A in Figure 35.10 indicates a high propor-
tion of Entertainment posts caused by the 
celebration of Lunar New Year. The spike 
on Technology at Point B resulted from 
the breakdown of WeChat. Points C and D 
are related to the sports competition events 
held on those days. The successful launch of 
Shenzhou-10 spacecraft brought a spike on 
the Military category at Point E.

�Analyzing Weibo Relationships

Besides analyzing the topics posted on 
Weibo, researchers are also interested in rela-
tionships among entities. The most common 
relationships include inter-account (follower–
followee) relationships and comment (reply) 
relationship. The relationship between a 
massive numbers of Weibo users generates 
complex networks, which can be interpreted 

with the help of network theory and social 
network analysis (SNA).

These networks consist of nodes and edges, 
representing entities with their inter relations 
(directed or undirected). Most Weibo studies 
view accounts as nodes and their various rela-
tions as edges. Figure 35.11 shows a network 
construction based on the co-mention rela-
tion of a set of Weibo users who mention the 
same keywords. In the network, those who 
mentioned the same keywords are linked, 
as shown in the two clusters in Figure 35.11 
(mentioning keywords ‘AlphaGo’ and ‘Tay’ 
respectively). It is noteworthy that nodes may 
not necessarily be accounts. For example, in 
the study conducted by Tang et  al. (2015), 
both users and users’ posts were treated as 
nodes.

When a network is constructed, it can be stud-
ied from various perspectives. For example, we 
can study the network’s overall structure, local 
groups, and key nodes. Using Figure 35.11 as 
an example, we analyze the connectivity of the 
network. Node 7 is observed as isolated from 

Figure 35.10  Weibo topic dynamics with identified significant points (reprinted from Fan  
et al., 2014)
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the connected component. In addition, we can 
estimate the density of the network by count-
ing the average edges a node has, and discern 
the shape of the network by counting the aver-
age distances of the node pairs. The network in 
Figure 35.11 also indicates two local groups, 
which consist of nodes 2, 3, 4 and nodes 5, 6 
respectively. The analysis of sub-groups and 
group diversities are also quite popular among 
Weibo studies. At the individual level, nodes 1 
and 7 are in two controversial situations. While 
node 1 has the most connections in the net-
work, node 7 has no connections at all. Node 1 
may be worth attention in this situation, since 
it connects two sub-groups (called a ‘structural 
hole’) and plays an important role in social 
network, because it controls information flow 
across otherwise isolated groups2.

Here we list three Weibo studies concern-
ing different levels of the network. An example 
of studying global structures can be found in 
the work of Yang and Yu (2014). The authors 
collected diabetes-related posts on Weibo and 
constructed user network. They calculated 
indicative statistics of the network to model its 
structure, and traced the dynamic changes of 
the network over time with the help of a proba-
bilistic modeling technique. In a group view, 
Guo et al. (2011) identified groups of verified 
users in various domains, and explored these 

groups based on user professionals and group 
network statistics. They found some common 
characteristics of groups, and discovered that 
core users (nodes with high degree values) in 
Weibo tend to attract a greater number of fol-
lowers, and the groups formed by core users 
usually have short diameters, making informa-
tion transmission fast.

We give one final example concerning an 
individual node, the opinion leader. Being an 
opinion leader is one of the key roles on Weibo 
and can greatly influence information flows 
within the network. Studying health informa-
tion diffusion on Weibo, Han and Wang (2015) 
discovered opinion leaders by calculating net-
work statistics for each account. They found 
that opinion leaders are usually in central 
positions on the network, and they have much 
control over the information flow within the 
network. For example, they can make deci-
sions regarding what information to spread, 
and influence how popular it can become.

�Selected Studies and Methods 
Applied

Weibo has become a popular context for 
research in a number of different fields. 

Figure 35.11 U ser network constructed with co-mentioned relations on keywords
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Researchers are developing algorithms and 
techniques for processing Weibo contents, 
detecting network structures and modeling 
network dynamics. These techniques and tools 
have enabled various studies from a wide range 
of perspectives. An information communica-
tion view attracts attention to the flow and dif-
fusion of information as well as the explanation 
for roles and characteristics of the Weibo com-
munication system. From a market research 
point of view, studies explore new ways of 
advertising, campaign and customer relation-
ship management. Scholars in public adminis-
tration are concerned about the role of Weibo in 
facilitating government affairs, crisis responses, 
and citizen participation and monitoring.

In this section, we present a few repre-
sentative studies in three selected themes that 
have drawn much research attention.

�Weibo Censorship (Fu et al., 2013)

Censorship is a content regulation strategy 
used by the government to control media 
communication (Chen, Zhang, & Wilson, 
2013). Although Weibo is a major communi-
cation platform for breaking news and politi-
cally-sensitive commentary that are absent 
from the state-sanctioned news media, activi-
ties on Weibo are still subjected to official 
censorship, as has been discovered in 
research by Bamman et  al. (2012) and Fu 
et  al. (2013). China launched the real-name 
registration directive on March 16th, 2012; 
intended to reduce the number of censored 
posts at the offset. Besides, it is hypothesized 
that censorship on Weibo operates through 
automated keyword filtering and real-time 
crowdsourced monitoring (Zhu et al., 2013). 
For content that fails to pass the censor, the 
posts may be deleted and the accounts may 
be temporarily suspended or permanently 
deleted. Weibo users are usually aware of the 
content censorship. As a response, they often 
use variations of sensitive terms (homo-
phones and puns) for those sensitive phrases 
to avoid censorship.

Concerning studies about the effects of 
censorship, researchers have been interested 
in detecting censorship, mining censored 
contents, and discovering responses of users.

Detecting Censorship
Fu et al. (2013) developed a software tool for 
Weibo data fetching and visualization. The 
tool was based on the Sina Weibo Open API. 
They selected microbloggers who have at 
least 1,000 followers (this high-follower-
count strategy also filtered many spam 
accounts) from each region of China, and 
collected 111 million posts with the User 
Timeline API between January 1 2012 and 
June 30 2012. To tackle the problem of 
access constraints (per-hour rate limitation) 
set by the Weibo API server, they grouped 
the accounts and allocated each group a dif-
ferent sampling frequency, ranging from 
every three minutes (10 members), every six 
hours (about 5,000 members) to once a day 
(about 38,000 members), based on the updat-
ing frequencies of the accounts.

The system found posts suspected of cen-
sorship by comparing the newly updated user 
timelines with the version of the previous 
update. The missing posts in the new timeline 
were further tested to determine whether they 
were deleted by the users themselves or had 
simply become inaccessible. The latter cases 
were then regarded as having being censored 
(Fu et al., 2013).

Mining Censored Content
To explore what content of the censored 
posts, Fu et  al. (2013) used a case-control 
matching strategy to find representative key-
words. They paired each censored post with 
two randomly selected uncensored posts 
from the same user, and formed a corpus 
with these paired posts. After preprocessing 
the corpus with NLP tools, they applied chi-
squared feature selection to find the set of 
keywords with high discriminatory power in 
differentiating censored and uncensored 
posts. Furthermore, a relative risk measure 
was used to determine the keywords that 
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characterize censored posts. At the same 
time, varied versions of the censored key-
words were also identified from the posts 
that survived censorship.

�Discovering Responses of Users
In evaluating the impact of the real-name 
registration policy, Fu et  al. (2013) divided 
the time window into two parts: before the 
real-name registration policy (T1) and after 
(T2). Users who posted at least once on 
Weibo at T1 but did not post in T2 are 
regarded as those who were influenced by 
the real-name registration policy. This type 
of users are called ‘potentially affected 
microbloggers’ (PAM). Although the initial 
analysis on measures aggregated across all 
samples did not show statistical significance 
in the number of posts in T1 and T2, a re-
examination on the posts of individual users 
showed evidence of PAM.

Logistic regression was conducted to pre-
dict whether a user account was PAM. The 
results uncovered six significant predictors: 
number of followers, number of followees, 
VIP status, whether a comment is allowed, 
self-reported gender, and self-reported geo-
graphic location.

To analyze terms associated with PAM 
status, the case-control matching strategy 
was applied again to pair 3,000 PAM 
accounts with 3,000 non-PAM accounts with 
the same status of the predictors except for 
the numbers of followers and followees. The 
posts of these 6,000 accounts posted in T1 
were retrieved and the top 30 censorship-
discriminatory terms were obtained based 
on their values of the chi-square tests. The 
results showed that the most discriminatory 
terms were those related to politics and social 
issues. Therefore, it is inferred that there 
was indeed a negative effect on some users 
after the launch of the real-name registration 
policy on Weibo.

In this study, a number of methods were 
applied together to achieve the explorative 
goals. Statistical methods were used to dis-
cover significant indicator terms and account 

features. The case-control matching strategy 
was applied in this context to help balance 
the samples. NLP techniques were used to 
process Weibo content.

�Governmental Weibo Usage  
(Ma, 2013)

The adoption of government microblogs by 
state authorities has enabled them to build a 
modern social image and broaden comm
unication channels. To study the cause of 
government engagement in Weibo and find 
out the factors that drive the adoption of 
government Weibo accounts, Ma (2013) 
empirically examined the spread of official 
police Weibo accounts in China. The findings 
include factors significantly associated with 
police adoption of official accounts on 
Weibo, and the fact that the spread of adop-
tion is subject to different variables at various 
phases.

�Theoretical Frameworks and 
Hypotheses
The theories that directed this study include 
organizational innovation, policy diffusion, 
and characteristics of specific innovation 
areas. Nine hypotheses were proposed to 
test whether the adoption of official Weibo 
accounts was significantly related to a set of 
factors. Some of the factors involve theo-
retical predictions of organizational innova-
tion, such  as government size, government 
fiscal resource, jurisdictional economic 
development, and jurisdictional economic 
openness. Others are about the horizontal 
and vertical diffusion of police Weibo adop-
tion, such as the percentage of neighboring 
governments adopting Weibo, and the 
Weibo adoption status of upper-tier police 
departments. Moreover, the specific techno-
logical and policy features of police Weibo 
were taken into account as well, such as 
jurisdictional public safety, jurisdictional 
E-government performance, and jurisdic-
tional internet penetration.
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Samples and Data Sources
The samples consisted of 282 prefecture-level 
cities in 27 provinces and autonomous regions 
in China, excluding Lhasa (due to missing 
data), municipalities, Hong Kong, Macao and 
Taiwan (as these cities have different govern-
ment administrative structures) (Ma, 2013). 
The analysis unit selected was the urban police 
bureau. The microblog samples from the offi-
cial Weibo account were drawn from verified 
official accounts of the police bureaus, which 
were retrieved with the official search function 
provided by the Sina Weibo platform. Other 
data were from mixed sources including 
published statistical reports, yearbooks, and 
research reports.

Data Analysis
The proposed hypotheses were tested by cor-
relation analysis and the results supported a 
majority of them, except for one involving 
public safety (measured by safety index).

Multivariate regression analysis was 
applied to determine whether the status and 
duration of adoption can be predicted by the 
aforementioned factors. As the dependent 
variable of adoption status has binary values 
(i.e., whether or not a police bureau created 
an official Weibo account), logistic regres-
sion was used. Tobit regression was applied 
to study the second dependent variable: the 
time span of police Weibo operation. The 
regression results showed that models for 
both dependent variables were significant 
and could explain a large extent of variation. 
The significant independent variables were: 
government size, internet penetration rate, 
as well as horizontal and vertical diffusion 
effects.

The study conducted by Ma (2013) was an 
example of Weibo studies involving a mix-
ture of data sources. The researchers com-
bined Weibo data with those external to the 
Weibo platform. This is an effective approach 
to exploring Weibo phenomena because the 
virtual Weibo society is closely connected to 
the offline world. Information in the offline 
world, such as culture, location, political, 

economic and habitat environment, can be 
complementary to the analysis and contribute 
to a deeper understanding.

�Disaster Response (Qu  
et al., 2011)

While easy accessibility and swift informa-
tion diffusion enable Weibo users to play the 
roles of social sensors and responders to 
disasters and crises, research is conducted to 
study the role of this ‘Weibo society’ in 
severe disasters, as well as dissemination 
patterns of disaster-related information. Qu 
et al. (2011) conducted a case study to inves-
tigate the phenomena on Weibo after the 
severe Yushu Earthquake in 2010 through a 
combination of content analysis, topic trend 
detection, and information spreading process 
analysis.

Data Collection
Qu et  al. (2011) fetched a total of 94,101 
microblog posts and 41,817 reposts related to 
the earthquake. They selected a time window 
of 48 days, starting from the strike of the 
earthquake (7:49 a.m. 14 April, 2010) until 
23:59 p.m. 31 May, 2010. The data was 
obtained by launching two queries, ‘玉树 
[Yushu] AND 地震 [Earthquake]’ and ‘青海 
[Qinghai] AND 地震 [Earthquake]’ daily. 
The authors extracted basic information 
about each collected post including message 
content, posting date, and total number of 
reposts, as well as information about the 
account who posted the post, including 
account name, number of messages, number 
of followers, number of followees, and VIP 
status.

Data Analysis
The content analysis method was applied to 
identify topics in the collected posts. A 
mixed bottom-up and top-down approach 
was used to construct the coding scheme by 
identifying topics from randomly sampled 
Weibo messages (totally 4,618 from the 
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collection), and adopting categories from 
previous studies. Several iterations of coding 
with the scheme and modifications were 
undertaken by two researchers for the pur-
poses of consensus building. The final 
scheme contained six major categories of 
Weibo posts in response to the disaster: 
informational messages (situation update, 
general relief related), action-related 
(requesting help, looking for missing people, 
proposing relief action, relief coordination), 
opinion-related (criticizing, suggesting), 
emotion-related (expressing feelings, bless-
ing), microblogging system related, and off-
topic (i.e., those not related to the earthquake). 
The trends of these categories were then 
plotted on a time dimension, which helped 
reveal that the focuses of responses changed 
from situation updates to action and opinion-
related topics.

To understand the information spread pro-
cess, the authors examined the percentage 
of Weibo posts that got reposted during the 
studied period. A regression analysis was 
conducted to determine the factors impact-
ing a post’s likelihood of being reposted. 
The results showed that the Weibo category, 
number of followers and the VIP status were 
the most influential factors. They also visual-
ized the ‘repost trees’ that were formed fol-
lowing the reposting paths, and examined the 
depth of the trees (indicating how far a post 
was disseminated) as well as the speed of dis-
semination. The results showed that action-
related messages were more likely to spread 
far away, and messages of situation updates 
travelled the fastest in Weibo, while opinion-
related messages travelled the slowest.

This study applied both qualitative and 
quantitative methods with visualization 
techniques to study the crisis response role 
of Weibo. Content analysis was used to 
construct the scheme of six major catego-
ries of crisis-related content. The categories 
were further applied in statistical analyses 
including descriptive analysis, statistical 
visualization, regression analysis, etc. The 
temporal trend analysis and the ‘repost tree’ 

visualization helped illustrate the process of 
information diffusion. We can also see that 
although many methods were applied, they 
were coherently integrated to address the 
research questions.

Conclusion

This chapter introduced one of the most 
popular social media services in China – 
Weibo. Functions and features of the plat-
form were presented. A number of data 
preprocessing techniques and analysis meth-
ods were explained and illustrated in a col-
lection of existing Weibo-related research.

We find that the content and behaviors of 
the posts, as well as the social connections 
among users, are major themes of Weibo-
related research. Hence, it is important to 
understand the relevant content and the 
relational analysis. In this chapter, we have 
covered a number of qualitative and quanti-
tative analytical approaches that cater these 
requirements.

We also find that Weibo can be understood 
as a complex system. An individual method 
may only contribute to part of a research 
question. Therefore, it is desirable to combine 
different methods in studying Weibo phenom-
ena. We have also demonstrated how mixed 
methods were applied in exemplar studies. As 
Weibo is closely related to the offline world, 
seeking information from sources outside the 
Weibo platform is sometimes necessary in 
order to have a complete picture of complex 
social phenomena. Most previous studies 
investigated the Weibo data with respect to a 
specific event, such as a natural disaster or 
a health crisis. Future research can extend 
single studies to multiple-case studies. For 
instance, Nip and Fu (2016) examined 29 
corruption cases on Weibo collectively in one 
study. Moreover, a randomized and repre-
sentative sampling method is more desirable 
for understanding the overall phenomenon 
in the system as well as its temporal change. 
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Fu et al. (2013) deployed a random sampling 
approach to analyze the profile and the pat-
tern of usage for a representative sample of 
Weibo accounts.

Although Weibo is still a major social 
media platform, particularly in China, 
there are challenges from other popular 
and newly emerging social media services 
such as WeChat and WhatsApp (Hu et  al., 
2015). When the attention of users is 
attracted by more and increasingly diverse 
platforms, researchers are reminded to con-
sider the characteristics of the users of spe-
cific platforms before drawing a general 
conclusion. While the majority of previous 
works targeted at a single platform, cross-
platform studies are also warranted in the 
future. Given the fact that new features are 
constantly being added into the Weibo plat-
form (e.g. Weibo payment), new perspec-
tives and questions on Weibo research will 
continue to emerge. Consequently, innova-
tive methods targeting formerly untouched 
questions will be proposed and developed 
over time.

Notes

1	 The example was retrieved from the Weibo API 
online documentation http://open.weibo.com/
wiki/2/statuses/show/en on December 28, 2015.

 2 	 For other interesting components of social net-
work, readers can refer to Scott’s book (2012).
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M a t t h e w  J .  W i l l i a m s  a n d  M a r t i n  C h o r l e y

Introduction

Location sharing as a feature is now embed-
ded in many online services, presenting an 
unprecedented opportunity for analysts and 
scientists to explore the mobility of individu-
als, including where they went, when they 
visited, and the friends they visited with. As 
the most-popular service of its type, 
Foursquare has become a valuable platform 
for researchers in many fields, including 
social science, computer science, and human 
geography.

In this chapter we describe how Foursquare 
can be effectively used as a platform for 
research. The service provides four core 
sources of data: users, venues, check-ins 
(visits to venues by users), and social con-
nections. The chapter will describe what 
these data represent for research, the research 
questions and hypotheses that Foursquare has 
been used to explore, and how the relevant 
data can be obtained and processed.

The platform is amenable to a variety of 
analyses. Check-in patterns allow the study 
of where and when users visit locations. The 
social network enables comparison of how 
friends and strangers co-locate. Check-ins 
can also be explored from the perspective of 
the venue, allowing for the analysis of how 
location influences user mobility, and for the 
large-scale study of how cities are structured. 
This is further supported by Foursquare’s 
extensive venue category hierarchy and 
its large collection of crowdsourced venue 
descriptions, thereby providing researchers 
with rich semantic information on locations.

There are many means of accessing and 
collecting data from Foursquare, includ-
ing real-time monitoring, accessing cross-
platform check-ins shared to other services, 
and data collection experiments via web and 
mobile applications. The chapter provides 
researchers with an understanding of the 
opportunities and limitations of Foursquare, 
along with the technical knowledge of how to 
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access Foursquare data, and how to select and 
implement an appropriate collection method 
based on the chosen research question.

In the next section, The Rise of Location-
Based Social Networks, we provide a back-
ground to location-based social networks 
(LBSNs), Foursquare’s emergence in this 
arena, and how it compares to other platforms. 
In An Introduction to Foursquare we then 
describe Foursquare itself, its features, and 
give an overview of the information it provides, 
which are important in understanding the cir-
cumstances in which the data were collected. 
In the following section we briefly discuss a 
variety of previous scientific studies that were 
enabled by access to Foursquare data. These 
will highlight the various uses of the platform 
for research, and potentially stimulate ideas 
for interested readers. The following two sec-
tions, Data Sources and Collection Methods, 
together form a technical description of the 
data that are available, how they are structured, 
and methodologies for their systematic collec-
tion. We conclude the chapter with a discus-
sion of the limitations and opportunities of 
location-based networks such as Foursquare.

�The Rise of Location-Based 
Social Networks

The end of the 2000s saw an explosion of a 
new type of online service, now referred to as 
location-based social networks (LBSNs). 
These services can be viewed as an extension 
to the idea of an online social network to 
include rich information on the geographic 
space in which their users exist. Foursquare 
emerged from this period as the leading 
LBSN, and in 2013 reported over 45 million 
registered users (Crowley, 2013). 
Furthermore, in 2016, Foursquare announced 
that it had reached its nine-billionth check-in 
and reported an average of over eight million 
check-ins per day (Foursquare, 2016).

Before the emergence of LBSNs, con-
ventional online social networks had been 

popular for a number of years. In 2008, 
Facebook (founded in 2004) reached 100 mil-
lion active users for the first time (Associated 
Press, 2013), and Twitter (founded in 2006) 
was receiving substantial growth. These 
networks allowed users to form friendships 
and interact through the online world of the 
World Wide Web. Although not widespread, 
location-based services did exist prior to the 
smartphone era. Just as Twitter began partly 
as a communication service based around 
SMS messaging, Dodgeball, (co-founded in 
2003 by Dennis Crowley, who subsequently 
co-founded Foursquare) allowed individuals 
to become alerted to the presence of other 
network users by texting their location to the 
service. The service was acquired by Google 
in 2005, and shut down in 2009 when it was 
replaced by Google Latitude.

The rise of conventional social networks 
has led to large amounts of personal and social 
information – such as friendship links, con-
versations, individuals’ likes and dislikes, and 
political beliefs – being recorded and collected 
by service providers. Scientists and researchers 
were quick to identify the value of social net-
works and social media to understand human 
behaviour (a very early example is from Java 
et al., 2007), especially platforms whose data 
was publicly exposed and therefore could be 
easily collected by web scraping or using a web 
Application Programming Interface (API).

Until 2008, however, services such as 
Twitter and Facebook were predominantly 
focused on online social interactions only, as 
mediated through web browsers on desktop 
computers. In parallel to the growth of online 
social networks, the mobile application revo-
lution had begun, and smartphone adoption 
was increasing dramatically, driven in part by 
the success of Apple’s first iPhone in 2007.

Many individuals were now carrying 
small, highly sophisticated computer devices 
in their pockets, equipped with a range of 
sensors, and capable of accessing the web. 
One sensor which has proved highly valuable 
has been its location sensor, providing highly 
accurate location information, obtained using 
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GPS (the Global Position System) and/or 
WiFi positioning. The inclusion of this sensor 
has allowed smartphone software developers 
to associate a user with their geographic posi-
tion, enabling new and innovative location-
aware mobile applications.

Taking advantage of the converging trends 
in online social platform usage and the rise 
of location-enabled smartphone adoption, 
the first online LBSNs emerged in 2008. 
Three startups – Foursquare, Brightkite, and 
Gowalla – all vied for dominance in this 
space, with Foursquare emerging as the win-
ner. Other popular online services, including 
Facebook, Twitter, and Google+, also inte-
grated the check-in (more generally referred to 
as geotagging) as a secondary feature. We note 
that location sharing service has also become 
a term for Foursquare, referring to a particular 
type of LBSN where location sharing is the 
core function, rather than a secondary feature.

More recently, Foursquare chose to split 
their service into two distinct mobile applica-
tions – Foursquare and Swarm – which may 
be a source of confusion for some readers. 
Both applications are developed by the same 
company (formally, Foursquare Labs, Inc.), 
rely on the same online database of users, 
venues, and check-ins, and can be accessed 
through the same API. The key difference 
lies in the services offered to the user. The 
Foursquare app provides an interface through 

which the user can discover local venues and 
receive personalised recommendations for 
places to visit, whereas the Swarm app is 
the mechanism through which users check-
in to venues and share their location with 
friends. The ambiguity in ‘Foursquare’ can 
lead to some confusion. Where necessary, 
in this chapter we will use ‘Foursquare app’ 
to refer to Foursquare’s venue recommenda-
tion application and ‘Swarm app’ to refer 
to the check-in application. Finally, we will 
refer to the API and collection of databases 
that supports these two applications as the 
‘Foursquare platform’, or simply ‘platform’.

�An Introduction to  
Foursquare

In this section we provide a brief introduc-
tion to the Foursquare platform, including 
the features the service provides to users 
through its apps. As well as introducing the 
data that are available through the platform, a 
secondary aim of this section is to convey the 
context in which individuals use the apps, 
which is relevant to the validity of the data 
provided. Figure 36.1 provides a conceptual 
overview of the three core components of the 
platform (users, venues, and check-ins), and 
the information associated with each.

V
en

u
e

Venue
User
Co-visitors
Date and time
Comment

Check-in

U
se

r

Name
Latitude
Longitude
Venue category (e.g., Pub) 
User-contributed tips

Name

Friends list
Venue history
Check-in history

Profile photo

User-contributed photos
Address
Country
Rating

Gender
Home city
Venue tips
Twitter username
Facebook username

Figure 36.1 A  conceptual overview of Foursquare
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Foursquare venues are crowdsourced; that 
is, venue information is contributed and main-
tained by the users themselves. If a Swarm 
user notices that they cannot find a venue 
they wish to check in to, the app allows them 
to add it to Foursquare by providing its loca-
tion, address, and a venue type. The interface 
also allows users to suggest updates to exist-
ing venues (e.g., due to change of address or 
closure), correct inaccurate information, and 
merge duplicates.

To promote consistency across the plat-
form, Foursquare offers a style guide, and 
updates to venues are verified by a commu-
nity of voluntary Superusers. While normal 
users may suggest edits to venue information, 
it is the Superusers who are able to review 
and accept/reject these edits, as well as pro-
posing edits themselves. Thus the database 
is kept up-to-date with current venue infor-
mation, crowdsourcing a globally accurate 
database of distinct locations. In addition, 
the owner of a venue (such as the manager 
of a bar) can ‘claim’ the venue, which affords 
him/her additional privileges to manage and 
correct the venue’s details.

Of key interest are a venue’s location and 
category. Location is represented by geo-
coordinates (longitude and latitude), as well 
as a street address and country. Each venue 
is also assigned a category from Foursquare’s 
taxonomy of over 700 place types. Together, 
these provide rich information on where ven-
ues are located within a city or region (and 
thus where users check-in) and also the type 
of place.

It is important to note that the geographic 
scale that venues represent can vary greatly. 
For example, the ‘Outdoors and Recreation’ 
top-level category includes ‘Town’ and ‘City’ 
venue sub-categories, thus allowing a user to 
check-in to a large geographic region. On 
the other hand, ‘Food’ venues are typically 
restaurants and other eateries, and therefore 
specify a particular building. This compari-
son also highlights another consideration: 
some venues may, conceptually, be contained 
within others. For example, a shopping 

mall and its constituent shops may each be 
recorded on Foursquare as distinct venues. 
Foursquare offers a mechanism to designate 
a venue as contained within another (referred 
to as a sub-place); however, this is a rela-
tively recent feature, and has not been widely 
applied.

Figure 36.2 illustrates the Foursquare app 
interface, showing a list of ‘Food’ venues 
near the user (left panel) and information on a 
particular venue (right panel). This highlights 
the variety of venue attributes that Foursquare 
captures. These include user-contributed 
comments (referred to as tips), photos of the 
venue, and an average numerical rating.

We note that the Foursquare app aims to 
allow users to discover and explore venues 
in a region. This contrasts with the Swarm 
app, which allows users to check in to ven-
ues and see what places their Foursquare 
friends are visiting. Although user accounts 
are integrated across both services, not all 
Foursquare app users are Swarm app users, 
and vice versa. Active Swarm users are a 
valuable source of data for the platform. 
The information they contribute include 
check-ins to places, tips, photos, and adding/ 
updating venues. In addition, the app requests 
further information from users by occasion-
ally posing short questions after a user has 
checked in; for example, ‘Did you enjoy your 
visit to this venue’? As the analogy implies, 
Swarm users are the worker drones that help 
keep Foursquare’s database current. In Figure 
36.3 we show an example of the Swarm app 
interface, demonstrating a user’s friend feed 
(left panel) and a check-in list (right panel).

Participation in Swarm is incentivised by 
game-like features that allow users to com-
pete with one another. For example, each 
check-in earns points, which places users on 
a leaderboard among their friends, and being 
the recent most-frequent visitor to a place 
earns a user the title of ‘mayor’ of that venue. 
Although this encourages users to be more dil-
igent in their check-ins, it is not clear to what 
extent this biases check-in behaviour. In some 
cases, users may include fake check-ins to 
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Nearby venues Venue information

Figure 36.2 T he Foursquare mobile app interface (2016)

Friend feed Venue check-in

Figure 36.3 T he Swarm mobile app interface (2016)
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inflate their score, although since Foursquare 
does not offer any material benefits to frequent 
users, this is relatively rare.

Friendship is particularly important in 
Foursquare as it controls who can see a user’s 
current neighbourhood and check-in history. 
By default, an individual’s check-ins are only 
visible to the user and his/her friends. A stran-
ger cannot directly access another individu-
al’s check-in history, either through the app 
or via the Foursquare API. A user can option-
ally also make an individual check-in public 
by cross-posting it to other platforms (e.g., 
Twitter and Facebook). These controls on 
location sharing have important implications 
for collecting large-scale check-ins datasets, 
which we discuss later in this chapter.

Foursquare’s friendship mechanism 
requires mutual approval by both users (i.e., 
reciprocal approval), resulting in symmetric 
friendships in the social network. As is typi-
cal of LBSNs, the network is sparse com-
pared to other online social networks such 
as Twitter (Scellato et al., 2011a). Due to the 
private and potentially sensitive nature of 
location-sharing, most users are very selec-
tive with whom they connect. Previous stud-
ies suggest that the average number of friends 
a Foursquare user has is 22 (Scellato et  al., 
2011a), with a much lower median of around 
seven friends.

The usage patterns of Swarm users are var-
ied. Using interview and questionnaire data, 
Lindqvist et  al. (2011) further explored the 
Foursquare user base, and identified many 
usage types and motivations for checking in, 
including: personal tracking (also known as 
‘life-logging’), maintaining long-distance 
friendships, social serendipity (running into 
friends), the app’s gaming elements, and see-
ing where their friends have been.

�Foursquare in Scientific 
Research

In this section we provide an overview of 
studies in which Foursquare has enabled 

scientific insight. There is a large body of 
work in this area, and therefore we focus on 
a few diverse examples.

As a platform that combines both social 
and spatial human behavioural signals, 
Foursquare has served as a useful dataset for 
benchmarking socio-spatial algorithms and 
analytic methods. Examples include social 
tie prediction (Scellato et  al., 2011b), next-
place prediction (Noulas et al., 2012b), venue 
recommendation (Ye et al., 2010), and loca-
tion anonymisation techniques (Rossi et al., 
2015). Due to the high density of venues and 
check-in behaviour in cities, Foursquare has 
also proved a fruitful resource for data-driven 
modelling of urban mobility patterns (Noulas 
et al., 2012a).

In the field of computational social sci-
ence, Foursquare has shown promise as a way 
of predicting urban gentrification and social 
segregation (Hristova et al., 2016), identify-
ing relationships between the distribution 
of venues and neighbourhood obesity rates 
(Mejova et al., 2015), and comparing cultural 
preferences in food and drink consumption 
(Silva et  al., 2014). Many of these stud-
ies demonstrate the value of the Foursquare 
venue database itself, rather than the mobil-
ity and check-in data that were originally 
the core of the service. Indeed, many online 
services have chosen Foursquare as location 
database provider, which has in turn enabled 
scientific studies of other location-based 
human behaviour patterns, such as alcohol 
drinking preferences (Chorley et al., 2016). It 
has also recently been noted that geographic 
crowdsourcing has great potential as an 
alternative to expensive and slow-to-collect 
official datasets such as land-use statistics 
(Quercia and Saez, 2014).

Finally, we should mention that there 
have been many descriptive investigations of 
Foursquare usage patterns. While the details 
of these studies are out of the scope of this 
chapter, they may be of interest to readers 
seeking summary statistics of the platform. 
Such statistics depend on the Foursquare 
dataset, when it was collected, and how it was 
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collected, and thus results can vary between 
studies. Specifically, we refer interested read-
ers to the work of Scellato et al. (2011a) for 
social network measures and description of 
spatial distribution of friendships, the work 
of Noulas et  al. (2011, 2015) for temporal 
dynamics of venue activity and check-ins, 
and Colombo et al. (2012) for discussion of 
co-location patterns.

Data Sources

So far in this chapter our discussion of 
Foursquare has predominantly focused on 
data from the perspective of service users and 
researchers. We now consider the topic of 
programmatic access. This section details 
which data are available through the 
Foursquare API and they can be accessed.

The Foursquare API

Through its REST API, Foursquare provides 
data relating to all aspects of the service. 
Extensive documentation detailing the 
Foursquare API and the data available is pro-
vided at https://developer.foursquare.com/. 
An overview is presented here.

Accessing the API
As with most REST APIs, individuals requir-
ing access to the API are required to register 
an application with the API provider. This 
can be done by any Foursquare user at 
h t tp s : / /www. four squa re . com/oau th . 
Registering your application will provide 
you with the credentials required to access 
the API, in the form of a Client ID and Client 
Secret. Authenticating these with an individ-
ual Foursquare user account via the OAuth 
flow of key exchanges and redirects (https://
developer.foursquare.com/overview/auth) 
will provide you with an Access Token, with 
which calls to the Foursquare API can be 

made. We note that it is possible to access 
certain parts of the Foursquare API without a 
user-specific Access Token, so-called ‘user-
less’ access. This is discussed further below. 
How to carry out the OAuth flow and obtain 
an access token depends on your method of 
accessing the API.

Once a key has been obtained, data is 
retrieved from the API using either GET or 
POST requests. The Access Token must be 
provided as a URL parameter to all requests 
(except userless requests, which use the 
Client ID and Client Secret).

Endpoints
The API is grouped into top-level endpoints, 
with each group relating to a specific differ-
ent type of entity. Within each group, further 
sub-endpoints are available. Each endpoint 
typically provides general operations to 
search, add, and retrieve entities. Aspects 
provide further information about a specific 
entity, such as listing all friends of a particu-
lar User or all photos of a particular Venue. 
Actions allow particular operations to be car-
ried out on specific entities; for example, 
approving a friend request from a specific 
User, or proposing edits to a particular venue.

For instance, the /venues endpoint group 
relates to Venue objects, with /venues/search 
allowing a search to be carried out, while  
/venues/<VENUE_ID> returns information 
for a specific Venue, and /venues/<VENUE_
ID>/photos retrieves all public photos 
attached to that venue.

The endpoint groups available that may be 
of particular interest are:

•• /users
•• /venues
•• /checkins

However, additional endpoints exist for other 
entities, such as tips, lists, and photos. A full 
list of API endpoints, and aspects and actions 
is available at https://developer.foursquare.
com/docs/
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Versioning
The Foursquare API is versioned by date. All 
requests to the API must include a ‘v’ param-
eter (e.g., v=20150714) specifying which date 
version of the API they require. This ensures 
that responses will remain consistent, so if 
data retrieval software is written to a particular 
API version, it will continue to work as long 
as the correct date version parameter is pro-
vided, even if later API versions change the 
JSON response format. Requests for API ver-
sions below v=20120609 are deprecated.

Additionally, for requests with a v equal 
to or later than 20140806, an ‘m’ param-
eter must be provided depending on whether 
Swarm- or Foursquare-style responses are 
required.

Internationalisation is supported via either 
the ‘Accept-Language’ HTTP header in the 
GET or POST request, or via a ‘locale’ request 
parameter. The list of supported country codes 
is available at https://developer.foursquare.
com/overview/versioning.

Responses
All responses from the Foursquare API are 
given as JSON (JavaScript Object Notation) 
objects. These objects contain at least two 
further objects, a ‘meta’ object containing 
details on the request such as the response 
code and any error details, and the ‘response’ 
object containing the actual body of the 
response. The Foursquare API also supports 
‘JSONP’-style responses by appending a 
callback parameter to the API request.

When querying the API, the amount of data 
present in the response depends on the size 
of the Object returned. Data objects may be 
returned in one of three forms: a mini object, 
a compact object, and a complete object. 
Which data fields are included in the object 
returned depends upon its size. A complete 
object will contain all information available 
about that entity. Any sub-objects within 
that Object will be represented by either a 
compact or a mini object. Compact and mini 
objects include only a subset of fields in the 

counterpart complete object, with mini con-
taining the smallest number of fields of all 
three representations.

The size of object returned by the API 
depends upon the position of the object 
within the response. For instance, calling a  
/user/<USER_ID> endpoint will return a com-
plete User. That User may contain within it a 
list of the user’s most recent check-ins – these 
check-ins will be ‘compact’ objects rather 
than complete. The general rule is that access-
ing a particular Entity’s endpoint delivers a 
complete object. Any sub-entities within this 
object will either be compact or mini. The full 
version of any compact or mini objects within 
an object can be accessed by querying the end-
point for that specific object.

Paging
Many API requests return lists of items that 
may be too long to include in a single 
response. These request endpoints will accept 
‘offset’ parameters in order to page through 
results.

Rate Limiting
Applications are limited in the number of 
requests they may make to the Foursquare 
API per hour. Each application may make up 
to 500 authenticated requests per hour, per 
OAuth token. So, for example, an applica-
tion that has been authenticated by two users 
may make a total of 1,000 API requests  
per hour.

However, it is also possible to make unau-
thenticated or userless requests by providing 
the application Client ID and Client Secret 
as request parameters, rather than the Access 
Token. An application may make 5,000 user-
less requests per hour to the /venues end-
point. The unauthenticated method for this 
particular endpoint therefore permits a larger 
volume of queries, and collection and analy-
sis of larger amounts of data. Each applica-
tion may also make a further 500 userless 
requests per hour to any other endpoint group 
which accepts userless requests.
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The response to an API request will include 
headers detailing the rate-limit and number 
of calls remaining for that particular request. 
If a rate-limit is exceeded, the response will 
return an error with an empty response body, 
and an extra header will be added detailing 
when the rate-limit for that request will reset.

Policies
Usage of the Foursquare API is subject to 
certain terms and conditions and policies 
around access, data retention, privacy, and 
attribution. Details of the current versions of 
these policies are available at https:// 
developer. foursquare .com/overview/
community.

Libraries
As with other REST APIs, the Foursquare 
API operates with simple HTTP GET and 
POST requests. It is therefore relatively 
straightforward to write code that can request 
data from the API and deal with the response. 
However, to save some effort, several librar-
ies exist for accessing the Foursquare API. 
Foursquare maintains a list of recommended 
client libraries at https://developer.four 
square.com/resources/libraries. A summary 
of a number of Foursquare-recommended 
software libraries can be found in Table 36.1.

Foursquare Data

Data provided by Foursquare that may be 
primarily of interest to researchers are data 
that relate to two specific types of entity: the 
users of the service and venues. Additional 
entities available that may be of interest 
include check-ins, along with tips, photos, 
and events.

Detailed information about what data is 
contained in each type of entity is available 
in the API documentation. This information 
also specifies whether a data item is present 
in a mini, compact or complete representa-
tion of an entity. For example, for the full 
details of a User entity response, including 

all the data fields, see https://developer.four-
square.com/docs/responses/user.

Users
At the most-basic level, User data consists of 
individual user profiles containing a unique 
identifier, their first name and last name, and 
a profile image. This demographic informa-
tion may be extended to include their gender, 
their home city, and their contact informa-
tion. A short user-supplied biography may 
also be present.

User data also provides information on 
their social network on the service, as a 
count and list of the users they have a friend 
relationship with. This friend relation-
ship is always bidirectional. The full set of 
friends can be retrieved separately from /
users/<USER_ID>/friends.

Counts and samples of any lists of venues 
the user has created are included in both com-
pact and complete objects. Full details can 
be obtained from /users/<USER_ID>/lists. 
Similarly, a count of the tips made by the user 
are included in both compact and complete 
objects, with a sample of those tips also being 
included in a complete User object. The full 
list of tips created by a user is available at 
/users/<USER_ID>/tips. Also contained 
within a complete User object is informa-
tion relating to the gaming aspects of Swarm; 
namely, the user’s current score and a count 
of their mayorships. Full details on the user’s 
mayorships can be obtained from its aspect; 
i.e., /users/<USER_ID>/mayorships.

A sample of check-ins for a user are 
included in a complete User response. The 
full list of check-ins is retrieved from /
users/<USER_ID>/checkins. This is only 
available for the acting (authenticated) user – 
it is not possible to retrieve the list of check-
ins for any Foursquare user without their 
permission. For any user endpoint, passing 
‘self’ as the <USER_ID> returns informa-
tion about the authenticated user through 
which the query is issued. Non-standard 
users will have an indicator ‘type’ present 
to indicate they are not a typical Foursquare/
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Swarm user. This is used to indicate that the 
User object represents a special user such as 
a Page, Chain, or Celebrity.

Venues
Venue data consists of information relating to 
individual locations. This data at its most basic 
consists of the name of the venue, and its geo-
graphic coordinates. However, this data may 
be extended further. Additional geospatial data 
added may give a textual street address, the 
city in which the venue is located, and the 
postal code of the venue. It may include con-
tact information, such as the telephone number 
or social media accounts of the venue. It may 
also contain additional rich metadata about the 
venue, such as its opening hours, the types of 
credit card accepted there, whether it has 
happy hours and so on. Additionally, venues 
may have tips attached, which are user-created 
annotations and comments about the venue 
and the services provided there.

Due to the crowdsourced nature of tips, they 
are susceptible to incorrect information or 
malicious activity. According to Foursquare’s 
usage policy, examples of non-legitimate tips 
include advertising, self-promotion, and abu-
sive comments. Tips that do not meet guide-
lines can be reported by users and business 
owners, and are subsequently removed by 
Superusers and administrators, although in 
practice tips are less-carefully moderated 
than core venue information (Aggarwal et al., 
2013).

Each venue may also have one or more 
categories applied to it. These categories are 
taken from the Foursquare category hierar-
chy. Venues may have one primary category, 
and up to two more additional categories. 
Combining categories allows a looser descrip-
tion of venues. For instance, a café bar that is 
very much like a coffee shop during the day, 
but which becomes more like a bar during the 
evening may have both categories applied, 
giving the user a better picture of the type of 
venue rather than just using a single category.

Venues may be supplied by users, and so 
much of the information within the database 

has been crowdsourced. Swarm users are able 
to add a new venue while trying to check-in to 
a location, if it does not already exist within 
the database. Other users are then prompted 
to add additional details about venues that 
they have visited, such as opening times, 
credit card acceptance, special offers, etc. In 
this fashion the database is populated with 
new venues, and their metadata is improved 
and refined as users visit them.

Categories
Foursquare’s category hierarchy is readily 
accessed via the /venues/categories endpoint. 
A reference hierarchy is also provided at 
https://developer.foursquare.com/catego-
rytree. The ten top-level Foursquare catego-
ries are:

1	 Arts & Entertainment
2	 College & University
3	 Event
4	 Food
5	 Nightlife Spot
6	 Outdoors & Recreation
7	 Professional & Other Places
8	 Residence
9	 Shop & Service
10	 Travel & Transport

Each top-level category has a number of sub-
categories, each of which may themselves 
have sub-categories. So, a venue may be 
classified as ‘Food’, or may be classified as 
‘Chinese Restaurant’, itself a sub-category 
of ‘Food’, or may be classified even more 
specifically as a ‘Dim Sum Restaurant’, 
which is a sub-category of ‘Chinese 
Restaurant’.

The logic of which category a sub-category 
is placed in is not always clear. For instance, 
‘Irish Pub’, which one may expect to find 
in the ‘Bar’ sub-category of the ‘Nightlife 
Spot’ category, alongside ‘Sports Bar’ and 
‘Cocktail Bar’, is actually found in ‘Food’. 
When dealing with venue data, one may wish 
to further refine and re-assign some venue 
categories according to what is appropriate 
for the particular research question.
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For certain applications, it may also be 
useful to divide categories into ‘sociable’ and 
‘non-sociable’. Chorley et al. (2015) carried 
out a crowdsourced classification exercise 
in order to classify categories in these two 
ways. The data they came up with, which 
includes a sociable confidence value for each 
Foursquare category has been made available 
online at https://mobisoc.cs.cf.ac.uk/data/
sociable_venues/.

Check-ins
A check-in represents the unique combination 
of a User and a Venue at a given time. Check-
ins contain a reference to the Venue the user 
checked into, the time the check-in was cre-
ated (as seconds since the Unix epoch), and 
may possibly contain a comment about the 
check-in provided by the User. Using the 
Foursquare API it is only possible to retrieve 
the check-in history of an authorised user – it 
is not possible to obtain check-ins from users 
who have not given their permission for their 
history to be accessed. Check-ins may also 
include a reference to a specific event occur-
ring at the venue. As an example, when a user 
checks in to a cinema venue, they may be 
given an option to also check-in to the specific 
movie they are viewing.

Social Network
Foursquare allows Users to become friends 
with other Users. These relationships are bi-
directional, and once a user is a friend with 
another user they are then able to see all of 
that user’s check-ins and profile information. 
As with check-ins, it is only possible to 
retrieve the friend list of users who have given 
their explicit permission for this data to be 
accessed; it is not possible to retrieve a user’s 
social network without their permission.

Collection Methods

There are several different methods available 
for accessing and collecting Foursquare data. 

As previously discussed, access to user 
check-ins is in general restricted. However, 
there are some methods to access check-ins 
that have been made public, or to obtain per-
mission from users to retrieve their check-in 
histories. Access to venue data is far more 
permissive, provided the terms and condi-
tions of the API are abided by.

�Cross-platform Public  
Check-ins

During the check-in process, users are able to 
publicly share their check-in on other social 
networks; specifically, Twitter and Facebook. 
It is therefore possible to use the APIs or 
search facilities for these other platforms to 
retrieve publicly posted check-ins. A search 
on Twitter for Swarm check-ins will therefore 
show the check-ins currently being publicly 
shared; as an example the most recent and cur-
rent check-ins can be retrieved with a simple 
search for ‘swarmapp.com’, for example, 
https://twitter.com/search?q=\%22swarmapp.
com\%22&src=typd.

Using the Twitter API or advanced Twitter 
search (https://twitter.com/search-advanced) 
it is possible to fine-tune these results to a 
particular geographic area. In this way, the 
check-ins for a particular city or area can be 
retrieved. Swarm automatically includes a 
URL to the visited Foursquare venue in cross-
posted tweet. The venue URL includes the full 
Foursquare ID for the venue. Thus, once the 
tweets have been collected, a researcher can 
subsequently collect the full data about the 
venues captured during the crawl using the 
Foursquare /venue/<VENUE_ID> endpoint.

One important caveat when collecting this 
data is that this method only allows access to 
check-ins that users have chosen to publicly 
share. The relative importance of those partic-
ular check-ins may be particularly high for that 
user, and may not be representative of typical 
behaviour. For instance, a user may be more 
willing to publicly share a check-in to a new or 
unusual venue than they are to share a check-in 
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to a shop or train station that they visit every 
day. The collection of these check-ins over a 
geographic area may not therefore be repre-
sentative of the usual day-to-day activity of 
the area. Despite these biases, this collection 
method has some advantages, particularly 
in enabling collection over large geographic 
regions, and retrieval of historical check-ins if 
the tweets are available. Example studies using 
this collection method include those of Noulas 
et al. (2012a) and Hristova et al. (2016).

Existing Datasets

Researchers using Foursquare have made 
datasets of check-ins and other Foursquare 
data available. Often these datasets are pro-
vided free for use, with the only restriction 
being a requirement to cite researchers’ 
papers if the datasets are used in further 
research. Details of a selection of available 
datasets are given in Table 36.2.

An example of a small scale dataset is 
https://sites.google.com/site/yangdingqi/
home/foursquare-dataset which contains 
check-in details for restaurants in New York 
City over five months in 2011–2012. This 
dataset consists of 3,112 users and 3,298 ven-
ues with 27,149 check-ins and 10,377 tips. 
The same page hosts a larger dataset collected 
over ten months from April 2012 to February 
2013. It contains 227,428 check-ins in New 
York city and 573,703 check-ins in Tokyo.

A much larger existing dataset is available 
at https://archive.org/details/201309_four 
square_dataset_umn. The dataset contains 
2,153,471 users, 1,143,092 venues, 1,021,970 
check-ins, 27,098,490 social connections, 
and 2,809,581 ratings of venues.

Redistribution of data extracted from the 
Foursquare API is against the terms of use; it 
remains to be seen how long existing datasets 
are available for. Foursquare have been seen 
to pursue researchers and require the removal 
of datasets previously made available (e.g. 
http://www-users.cs.umn.edu/∼sarwat/
foursquaredata/).

Finally, we note that large amounts of 
anonymised Foursquare check-ins can be 
obtained through the data reseller Gnip 
(https://gnip.com/sources/foursquare/). 
Specifically, Gnip sell access to the Foursquare 
activity ‘firehose’. The researcher can pur-
chase live access to all check-ins within a 
chosen region. This method requires that the 
researcher collect the check-ins in real-time, 
which contrasts with data re-sale for other 
online services (e.g., Twitter), where histori-
cal data can be purchased. In 2016, the cost 
of an annual license was upwards of $10,000 
per year, although this depends on the level 
of Foursquare activity in the chosen region.

Participatory Experiments

One method to obtain Foursquare data with 
user permissions and within the terms of use of 
the Foursquare API is to build a participatory 
experiment (e.g., Chorley et al., 2015). In such 
an experiment, Foursquare users are invited to 
use an application or service in exchange for 
access to their Foursquare data. The Foursquare 
API is used to authenticate users, which allows 
the application or service access to their data.

In order for these experiments to be success-
ful, it may be necessary to offer the user some-
thing in return for their data, perhaps providing 
them with the results of analysis to inform 
them of details of their individual behaviour 
of which they might not be aware. Users are 
unlikely to participate in the experiment and 
provide access to their data if it is not clear 
what they stand to gain from such an exchange. 
Furthermore, it is important that users are fully 
informed on how their Foursquare data is being 
collected and used in the experiment.

The main drawback of these types of stud-
ies can be gaining participants. If the service 
or application is of sufficient quality, users 
may choose to share information about it 
themselves, and in such a way it is hoped the 
app or service can ‘go viral’, and gain fur-
ther users. It is helpful if the application or 
service contains links and calls to action to 
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promote such sharing. Alternatively, sites and 
users specifically interested in Foursquare 
and Foursquare-related apps can be used to 
promote an experiment. For example, https://
twitter.com/aboutfoursquare is a Twitter 
account dedicated to promoting news related 
to Swarm and Foursquare.

Once a user has authorised your applica-
tion, further check-ins can be obtained using 
the real-time Push API. This API allows 
an application to be notified every time an 
authorised user checks in. This information is 
sent from Foursquare via a POST request to a 
specified URL. This requires an extra layer of 
complexity within an application, as all such 
POST requests will be sent via HTTPS.

Realtime Monitoring

If the primary interest is not in specific users, 
but instead venues, or details of venue popular-
ity, it may be possible to poll the API repeat-
edly in order to obtain information. For 
instance, if monitoring the popularity of a set of 
venues, the venue information could be peri-
odically queried in order to check the number 
of likes, the current rating, the latest tips, and so 
on. Additionally, each time a venue is polled, 
the number of people currently checked in is 
reported (although not their details). This is 
referred to as the venue’s ‘Here Now’ meta-
data. It is therefore possible to obtain a measure 
of the number of users at a venue over time. 
Early versions of the API used to reveal a full 
list of users checked in at the venue, enabling 
collection of comprehensive check-in data 
within a predefined region (Chorley et  al., 
2011; Colombo et  al., 2012). However, this 
feature has since been deprecated.

�Limitations, Opportunities,  
and Outlook

The limitations of Foursquare for research 
can be roughly grouped into three concerns: 
access restrictions, data reliability, and bias.

In the early days of the platform, direct 
access to data such as check-in histories was 
more permissive. However, new iterations 
of the API have become more restrictive. It 
is now, for example, not possible to directly 
collect comprehensive check-in data for all 
users within a region. Nor is it possible to 
query all users’ friend lists, which was once 
a method of reconstructing large portions of 
the Foursquare social network.

While these changes now make it difficult 
to collect Foursquare datasets on the same 
scale as researchers were once able, there still 
remain viable methods for building new data-
sets, and novel studies continue to be con-
ducted. As described in the previous section, 
unfiltered check-ins can be obtained at a cost 
through an official reseller, and it is still possi-
ble to collect a subset of check-ins for free by 
crawling cross-platform posts. Furthermore, 
Foursquare’s rich venue database and third-
party app integration make it well-suited 
for supporting participatory experiments in 
location-based social networks.

As we have discussed in this chapter, 
Foursquare’s venue information is predomi-
nantly crowdsourced, and user data (e.g., 
profiles and check-ins) is voluntary and self-
reported. This raises issues of accuracy and 
reliability that are commonly encountered 
in social media platforms. Furthermore, it is 
important to note that the userbase is biased. 
For example, the requirement that users must 
have GPS-enabled smartphones introduces a 
fundamental selection bias. Further, the wide 
variety of Swarm usage styles – from life-
loggers to social sharers – means one must 
be careful not to over-generalise from visit-
ing patterns.

Finally, we note that the highly sensitive 
nature of individual visiting patterns means 
that careful ethical consideration should 
be taken when collecting and analysing 
Foursquare datasets. The company has taken 
measures to allow users to control what they 
share; for example, by allowing users to make 
private check-ins (hidden to everyone except 
the user) and automatically hiding all visits 
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to home locations. However, despite these 
safeguards, even basic analysis of check-
in patterns can reveal personal and sensi-
tive information that a user originally never 
intended to disclose. Discretion is needed in 
selecting ethically appropriate research ques-
tions and ensuring private data are not dis-
closed when presenting results.
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37
Facebook as a Research Tool in 

the Social and Computer Sciences

J e s s i c a  V i t a k

More than one billion people use Facebook 
each day to connect and interact with friends, 
colleagues, family, and others. These users 
share a wide range of content, including text, 
images, links, and video, private and public 
messages, and interactions with other users. 
The resulting data produced by individual 
users – and the site’s integration into users’ 
daily lives – quickly caught the interest of 
researchers in the social and computational 
sciences, and in the last decade these research-
ers have employed a range of methodological 
approaches to evaluate user behaviors, motiva-
tions, attitudes, and more. This chapter sum-
marizes the major methodological approaches 
used by social and computer scientists to study 
Facebook users and their digital traces, high-
lights a number of research challenges inher-
ent to conducting research on the social media 
platform, and provides recommendations to 
researchers who are incorporating Facebook 
users and/or Facebook data into their research 
projects. Throughout the chapter, I stress how 
researchers must be actively engaged with and 

considerate of research subjects and data, and 
evaluate how the socio-technical affordances 
of Facebook blur distinctions between public 
and private data raise new ethical challenges 
for researchers.

Introduction

Since its launch more than a decade ago, the 
social network site Facebook has become 
one of the most popular research spaces 
among social and computer scientists. These 
researchers have used Facebook to evaluate a 
range of topics from the site’s role in accru-
ing social support to the relationship between 
site use and educational outcomes. In addi-
tion, computational methods have been used 
to predict everything from users’ personality 
traits to their emotional well-being. 
Researchers using Facebook-related data 
have explored a wide range of theories, 
research methods, and user groups across 
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thousands of studies, with a August 2016 
Google Scholar search of the word 
‘Facebook’ yielding more than 1.42 million 
results – and 24,900 articles with Facebook 
in the title – all within the last decade.

Methodological approaches for incorpo-
rating Facebook into a research study are as 
diverse as the disciplines evaluating the plat-
form and represent a wide range of quantita-
tive, qualitative, computational, and critical 
approaches. Depending on the methodo-
logical choices researchers make regarding 
sampling techniques and data sources, they 
will face a number of challenges when using 
Facebook in their research. This chapter dis-
cusses these challenges and provides a set of 
recommendations for researchers to consider 
when using Facebook as a research platform.

The rest of the chapter is divided into three 
sections. In ‘Common research methods for 
studying Facebook and its users’, I highlight 
examples of Facebook research across seven 
methodical practices. In ‘Key considerations 
for researchers studying Facebook’, I discuss 
in detail six of the most important methodo-
logical challenges researchers should con-
sider when studying Facebook and its users, 
including questions around sampling, data 
sources, and ethics. In ‘Overarching guide-
lines for conducting Facebook research’, I 
present a set of overarching guidelines for 
designing a research project involving one or 
more sources of Facebook-related data.

Common research methods 
for studying Facebook and its 
users

Facebook’s diverse features and popularity 
offers a wide range of methodological choices 
for researchers. Below, I describe seven of the 
most common methods used, including sur-
veys, interviews, experiments, server data 
collection, social network analysis, diary stud-
ies, and lab studies. These methods are not 
mutually exclusive, and many studies take a 

multi-methodological approach to triangulate 
findings. Two methodological approaches to 
studying Facebook that will not be discussed 
in this chapter are theoretical pieces and meta-
analyses. Some of these articles are highly 
cited (e.g., boyd and Ellison, 2007; Ellison 
and boyd, 2013; Wilson et al., 2012) and have 
helped drive the focus of the field; while 
important, the nature of their ‘data collection’ 
places them outside the scope of this chapter.

Surveys

One of the most common methods for evaluat-
ing Facebook use – especially in the social sci-
ences – is through one-shot surveys and, less 
frequently, longitudinal survey data collection. 
Survey research on the relationship between 
Facebook use and perceptions of social capital is 
among the most highly cited across all disci-
plines and methodologies (e.g., Ellison et  al., 
2007, 2011, 2014b; Steinfield et al., 2008). Early 
surveys of Facebook users focused on college 
undergraduates (e.g., Ellison et al., 2007, 2011; 
Hewitt and Forte, 2006; Ross et  al., 2009; 
Valenzuela et al., 2009; Vitak et al., 2011) before 
expanding to consider other types of users 
(Burke et al., 2010, 2011; Ellison et al., 2014a, 
2014b; Joinson, 2008; Vitak, 2012, 2014). 
Popular topics evaluated through survey research 
are social capital and social support (e.g., Ellison 
et  al., 2007, 2011, 2014b; Valenzuela et  al., 
2009), self-esteem and well-being (Kim and 
Lee, 2011; Kross et  al., 2013; Manago et  al., 
2012), and issues around privacy and disclosure 
(e.g., Acquisti and Gross, 2006; Liu et al., 2011; 
Stutzman et al., 2011, 2012; Vitak, 2012).

While many surveys using convenience 
samples, such as those taking advantage of 
high-enrollment college classes, may have 
relied on paper surveys in the past, the vast 
majority of surveys now use hosting sites like 
Survey Monkey, SurveyGizmo, or Qualtrics. 
These sites offer logic-based features, includ-
ing skip logic and question piping to allow 
more customized questions and responses. 
That said, hosting surveys online may not be 
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as effective in reaching the targeted popula-
tion (as in the case of low-income individuals 
who only access the site on their phone or on 
public computers) and typically have lower 
completion rates compared with pen-and-
paper surveys (Nulty, 2008).

Interviews and Focus Groups

Interviewing Facebook users, either in com-
bination with other data collection methods 
or as a stand-alone, are another commonly 
used method for analyzing research questions 
related to the site. Methodologically, inter-
views provide greater depth but limit general-
izability of findings due to their small sample 
size. Oftentimes, researchers use purposeful 
sampling (Patton, 1990) to narrow in on a 
specific segment of the population, including 
older users (Vitak and Ellison, 2013), high 
self-monitors (Vitak et  al., 2015; Vitak and 
Kim, 2014), the LGBT (lesbian, gay, bisex-
ual, and transgender) community (Penney, 
2015; Taylor et al., 2014), and cross-cultural 
contexts (Muuruma and Siibak, 2012; Pearce 
and Vitak, 2016; Zhao et al., 2008).

A less frequently used interviewing method 
for Facebook research is focus groups; how-
ever, this method has proven successful for 
evaluating certain topics and populations. 
For example, McLaughlin and Vitak (2012) 
conducted focus groups with college under-
graduates to understand norm evolution on 
Facebook, while Urista et  al. (2009) used 
focus groups to understand young people’s 
uses and gratifications of the site. Notable 
work in this area has been conducted by 
the Pew Research Center and the Berkman 
Center to understand teens’ online behaviors, 
including on Facebook (e.g., Lenhart, 2015; 
Madden et al., 2013).

Experimental Design

Across both the social and computational sci-
ences, researchers use experimental designs to 

examine differences in attitudes and behaviors 
based on changes to Facebook’s features or 
characteristics of other users. For example, 
researchers have studied users’ subjective 
well-being by manipulating the channel 
(Facebook vs. offline; see Gonzales and 
Hancock, 2011) and social attractiveness by 
manipulating the number of friends a Facebook 
user has (Tong et al., 2008) or by what other 
users post on someone’s profile (Walther 
et  al., 2008). Through random assignment, 
experimental studies can hone in on the effect 
of small changes to site features. However, 
many of these experiments raise concerns 
about ecological validity due to their ‘artifi-
cial’ nature.

Facebook itself has received significant 
media attention for its use of A/B testing, 
a specific type of experiment (known as a 
field experiment) where users are randomly 
assigned to conditions – typically without 
their knowledge – and view different ver-
sions of the website. A/B testing addresses 
questions related to artificiality because 
the changes do not significantly affect their 
regular engagement with the site; thus, par-
ticipants are unlikely to shift their behavior 
due to study participation or concerns about 
artificiality. Facebook has used this method 
to evaluate and predict user behaviors rang-
ing from political engagement (Bond et  al., 
2012) to ‘emotional contagion’ (Kramer 
et al., 2014) and curating online conversations 
algorithmically (Backstrom et al., 2013). See 
Bakshy et al. (2014) for a detailed overview 
of Facebook’s field experiment practices.

Server-level Data/data Scraping

In Facebook’s early days, researchers were 
able to use automated scripts to collect user 
data from particular networks (e.g., Acquisti 
and Gross, 2006; Lampe et al., 2007); while 
this practice has since been prohibited by the 
company’s Terms of Service, Facebook’s Data 
Science Team and a small number of aca-
demic researchers have analyzed server-level 
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data to detect broader behavior trends among 
users (e.g., Bernstein et al., 2013; Burke et al., 
2010, 2011; Das and Kramer, 2013; Ellison 
et  al., 2013, 2014a; Kramer et  al., 2014; 
Lampe et  al., 2014). In many cases, server 
data is paired with user surveys to create more 
robust datasets of users’ perceptions and 
behavior on the site.

For researchers without access to 
Facebook’s servers, data can be collected 
through less sophisticated methods, including 
using applications or plugins that participants 
must install, or capturing screen shots of profile 
content. For example, Gilbert and Karahalios 
(2009) used Greasemonkey, a Firefox exten-
sion, to randomly select Facebook friends 
from a participant’s account and ask a series of 
questions about the selected friend. Likewise, 
Hogan (2012) and Rieder (2013) have both 
developed applications to collect and analyze 
ego network data (NameGenWeb and Netvizz, 
respectively), while Bechmann (2014) used 
the Danish-based software Digital Footprints 
to collect and visualize users’ Facebook data 
with their consent and Gruzd (2010) devel-
oped Netlytic to collect and analyze large 
volumes of text from social media platforms. 
Similar programs for researchers include 
NodeXL (Hansen et al., 2010) and Discover 
Text (Shulman, 2011).

Social Network Analysis

Social network analysis (SNA) is a powerful 
method for evaluating power, centrality, and 
information flows (Borgatti, 2005; Scott, 
2012). While data availability and Terms of 
Service agreements make platforms like 
Twitter easier for evaluating network struc-
tures around specific topics like protests 
(e.g., Tremayne, 2014), researchers have 
looked at ego networks, groups, and fan 
pages using applications such as those 
described in the previous section. For exam-
ple, Brooks et al.’s (2014) study of Facebook-
using adults evaluated the relationship 
between users’ network structure and  

perceptions of social capital using ego net-
work data collected through the NameGenWeb 
application. Researchers have developed 
complex, privacy-compliant Web crawlers to 
analyze the broader connections between 
Facebook users (e.g., Catanese et al., 2011), 
links between privacy attitudes and network 
structure (Spiliotopoulos and Oakley, 2013), 
and connections in ‘taste networks’ within a 
university setting (Lewis et al., 2012). Finally, 
Facebook researchers have applied SNA 
techniques to server-level data in a number of 
studies (e.g., Backstrom and Kleinberg, 
2014; Lampe et  al., 2014; Ugander et  al., 
2011; Weng and Lento, 2014).

While these studies provide useful insights 
into network structure, information flow, and 
characteristics of ‘brokers’, they are unable 
to provide insights into why people choose to 
connect with others or how they take advan-
tage of their social network. For these more 
in-depth evaluations, SNA must be combined 
with methods where researchers directly 
interact with users and/or their digital traces.

Diary Studies

Diary studies (often used interchangeably 
with ‘experiential sampling’), which require 
participants to track specific aspects of their 
usage over a period of time, are a less-uti-
lized method for evaluating Facebook use 
and users. Methodologically, diary studies 
are tedious for participants, who are asked to 
report data on a regular basis (e.g., weekly, 
daily, multiple times per day). These studies 
often recruit small samples and the effort 
required of participants may lead to signifi-
cantly reduced response rates. For example, 
in a study evaluating regret related to 
Facebook posts, Wang et  al. (2011) asked 
interview participants to complete a diary 
each day for a month; only 12 of 19 partici-
pants completed at least one diary entry for 
an average of 18 entries during the one-
month period. Likewise, in a study evaluat-
ing self-censorship on Facebook using 
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diaries, Sleeper et  al. (2013) had approxi-
mately half (16/30) of the participants com-
plete all entries over a one-week span.

At the same time, diary studies generate in-
depth longitudinal data that provide insights 
into how people’s attitudes and behaviors 
may shift over time (Bolger and Laurenceau, 
2013), and could not be captured through 
more standard methods, such as one-shot sur-
veys. For example, Maier et al. (2015) used 
a diary study to evaluate how social media-
related stress influences Facebook use and dis-
continuation of use over a two-week period. 
Newer technologies for logging data that 
reduce and/or simplify the amount of ‘work’ 
participants must complete (e.g., Footprint 
Tracker; see Gouveia and Karapanos, 2013) 
may increase the use of this method for evalu-
ating Facebook and other technologies.

(Non-experimental) Lab  
Studies

While experiments may involve bringing 
participants into a lab, lab studies encompass 
a much wider range of methodological 
options than experiments alone. For exam-
ple, in human–computer interaction (HCI) 
research, usability testing is common, with 
researchers bringing participants into lab 
spaces to test new programs or tools and 
capturing their keystrokes, eye movement, 
and/or immediate reactions to what is being 
evaluated. Among Facebook research con-
ducted by researchers outside the company, 
usability studies are most common in acces-
sibility research, such as testing the usability 
of the Facebook platform among blind users 
(Wentz and Lazar, 2011) or those with other 
physical disabilities (Buzzi et  al., 2010). 
Other topics analyzed through usability test-
ing include testing message encryption (Fahl 
et  al., 2012) and information control-based 
tools (Mazzia et al., 2012).

Lab studies are often paired with or embed-
ded within other data collection methods, 
and may involve assigning participants to 

complete specific tasks (Egelman et  al., 
2011; Jung et al., 2013) or having participants 
engage in ‘think aloud’ activities while scroll-
ing through their profile page (e.g., Gray et al., 
2013). A benefit of using these methods is the 
researcher’s ability to ask follow-up questions 
or request feedback while a user is engaged 
with their account. This provides useful data 
that cannot be obtainable through methods 
such as surveys or controlled experiments.

Key considerations for 
researchers studying Facebook

In a meta-analysis of Facebook research, 
Wilson and colleagues (2012) describe three 
principle methods for collecting Facebook 
data: participant recruitment from offline 
sources, participant recruitment through 
Facebook applications, and data crawling. 
Regardless of the method(s) applied to col-
lect Facebook data, however, researchers 
need to evaluate a number of factors that may 
affect their interpretation of the data and, at a 
more general level, ethical and contextual 
factors related to the data collection. These 
are discussed below.

Sampling Considerations

The vast majority of Facebook studies use 
undergraduate samples. In the early days of 
Facebook, this choice of sample was logical 
because college students were the only users 
(Wilson et al., 2012). However, as use of the 
site has expanded, the userbase has grown 
and diversified significantly. In 2015, more 
than two-thirds of Americans used the site, 
with similar adoption rates across sex and 
race and increasing usage among older adults 
(Haight et  al., 2014; Perrin, 2015). 
Furthermore, most Facebook users (84.5%) 
are from countries other than the United 
States or Canada (Facebook, 2016); there-
fore, researchers should be careful about 
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generalizing findings from specific types of 
users to the larger Facebook userbase.

Ideally, researchers should identify their 
population of interest prior to data collection 
and consider the best methods for obtaining 
data from those users. Many researchers use 
convenience samples of college students, 
which is problematic for generalizability 
and often skews heavily female; instead, 
researchers should aim to invite random sam-
ples of students, which are often available 
through their university registrar, to partici-
pate in their studies (e.g., Ellison et al., 2007, 
2011; Valenzuela et  al., 2009; Vitak, 2012). 
For reaching adult users, Ellison and col-
leagues have used random samples of uni-
versity staff; while university employees are 
likely not representative of the wider popu-
lation of adult Facebook users, this strategy 
provides an outlet for reaching non-students 
(Ellison et  al., 2014b). Mechanical Turk 
provides another outlet for reaching non-
student samples – although there are limita-
tions to this sample as well (see Buhrmester 
et al., 2011 for a discussion of this sampling 
method) – while sites like Craigslist have 
been used infrequently. Finally, advertising 
within Facebook may help researchers reach 
a target population (e.g., Vitak and Ellison, 
2013); however, the usefulness of this sam-
pling method is questionable (Kapp et  al., 
2013; Ramo and Prochaska, 2012).

A canonical example of problems associated 
with poor sampling methods is a 2009 study 
on the relationship between Facebook use and 
students’ grades (Karpinksi, 2009). The study, 
which employed a convenience sample of 
undergraduate and graduate students, received 
significant media attention when the university 
published a press release highlighting prelimi-
nary results; however, the findings were quickly 
brought into question and spawned a response 
article the same year (Pasek et al., 2009) that 
contradicted the findings using three separate 
samples, including one nationally representa-
tive sample. Pasek et al. (2009) critiqued the 
original study for having few non-users, 
for having a significant number of graduate  

students – and no freshmen or sophomores – 
and for not controlling for other factors (e.g., 
sex, Internet experience, year in school) in the 
analyses.

User Recall

Unless capturing and analyzing server data, 
most Facebook studies rely on some degree 
of user recall to measure behaviors; for 
example, it is very common to see measures 
of Facebook usage (e.g., time per day/week, 
logins per day, number of friends) included 
in analyses as a control – or as part of a more 
complex measure, as in the case of Facebook 
Intensity (see Ellison et  al., 2007, for a 
description of this measure). However, 
researchers have questioned the reliability of 
self-report behavioral data. For example, 
Burke and colleagues (2010) highlighted a 
large disparity between self-reports of time 
spent on Facebook and actual usage (calcu-
lated through server logs); after removing 
outliers, the correlation between reported and 
actual use was .45, suggesting users may 
have trouble accurately accounting for the 
full amount of time spent on the site. This is 
complicated by the fact that it is difficult to 
quantify ‘use’; for example, is having the site 
open in one of many Internet browser tabs 
use? Do the 30-second checks on one’s 
smartphone or laptop count? In an always-
on, always-connected society, users are likely 
multitasking too much to be able to fully 
account for their use of various applications.

A related issue involves asking users fac-
tual or recall-specific questions to meas-
ure knowledge, skills, or a similar attribute. 
When participants are asked to do this in a 
non-controlled environment – as is often the 
case in online surveys – it is impossible for 
the researchers to assess whether participants 
‘cheated’ by looking up answers. For exam-
ple, in a study evaluating political knowledge 
and Facebook political participation, the 
researchers noted that the low reliability of 
the items could be due to some participants 
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looking up answers to the questions online 
(Vitak et al., 2011); subsequent research has 
attempted to quantify the frequency with 
which survey takers ‘cheat’ in such online 
assessments (Jensen and Thompson, 2014).

Algorithmic Biases

Facebook’s algorithm is critical in shaping 
users’ experiences on the site (Diakopoulos, 
2014), with small changes to the algorithm 
yielding large shifts in behavior (e.g., voting 
patterns; see Bond et al., 2012). Because the 
algorithm driving content display in Facebook 
is relatively opaque, researchers can only 
make educated guesses about individual 
users’ experiences (Rader and Gray, 2015). 
When asking questions such as the frequency 
of viewing a specific type of content or view-
ing content from a particular user, researchers 
must recognize that user experience will vary 
based on how that user has ‘trained’ the algo-
rithm. Furthermore, many users are unaware 
of the algorithmic processes operating behind 
the scenes and curating their experiences on 
the site, which may artificially shift their atti-
tudes toward other users based on the content 
they see – or don’t see (Eslami et al., 2015).

Another way this problem manifests is 
when using Facebook to select a ‘friend’ 
to evaluate. Several studies on relational 
formation or maintenance on the site have 
asked users to select one or more friends 
and respond to a series of questions about 
them; based on published research using this 
methodology, an unintended consequence is 
low variance across friend type, as most peo-
ple choose a ‘close’ friend (e.g., Ledbetter, 
2009; Miczo et  al., 2011). To address this, 
some researchers have asked participants to 
respond to questions based on the friend who 
appeared in a specific location on the profile 
page, while recognizing that the algorithm is 
determining who appeared in that box (e.g., 
Ledbetter et al., 2011; Vitak, 2014). The lack 
of transparency regarding Facebook’s algo-
rithmic decisions forces researchers to engage 

in ‘guesswork’ regarding factors that might 
influence an individual user’s experiences.

Collecting Behavioral Traces

Beyond capturing users’ attitudes toward and 
perceptions of their engagement with the site, 
researchers may wish to capture behavioral 
data from the site, such as ego networks, 
updates, or profile information. One benefit 
of this approach is that researchers can trian-
gulate their data and compare perceptions to 
actual behaviors. In at least two studies, 
researchers have used this approach to show 
how inaccurate users are at gauging their 
time spent on the site (Burke et  al., 2010; 
Junco, 2013); in another study, merging 
survey and server data found that users sig-
nificantly underestimate the full audience for 
their status updates (Bernstein et al., 2013).

While this method represents an extremely 
effective way of unpacking factors related 
to site use, Facebook has recently imposed 
highly restrictive policies regarding auto-
mated data collection in their Terms of 
Service, forbidding automated data collec-
tion of any kind without users’ or Facebook’s 
approval. While some early researchers were 
able to scrape public or network-specific pro-
files (e.g., Bortree and Seltzer, 2009; Gruzd 
and Haythornthwaite, 2013; Lampe et  al., 
2007; Lewis et  al., 2008, 2012; Stutzman 
et al., 2012) or have partnered with Facebook 
to gain access to data (e.g., Bernstein et al., 
2013; Burke and Kraut, 2013; Ellison et al., 
2013, 2014a; Jones et  al., 2013; Kramer 
et al., 2014; Lampe et al., 2014), the major-
ity of researchers must rely on procedures 
approved through an institutional review 
board (IRB) and requiring participant con-
sent before collecting behavioral trace data.

While these restrictions may appear lim-
iting, researchers have developed a vari-
ety of strategies for obtaining behavioral 
data; the biggest challenges appear to be 
related to building trust with participants 
and providing proper incentives for these 
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more intrusive data collection methods. For 
example, researchers may bring participants 
into a lab setting and obtain consent to take 
screenshots or download content from users’ 
profile pages (e.g., Gosling et al., 2011; Gray 
et al., 2013). Alternatively, researchers have 
gained access to users through invitations 
to join research-based Facebook Groups 
(e.g., Bhutta, 2012; Hoy and Milne, 2010) 
or to ‘friend’ a research-based account (e.g., 
Deters and Mehl, 2012), or as part of the con-
sent process (e.g., de Choudhury et al., 2014; 
Saslow et  al., 2013; Sosik and Bazarova, 
2014). A final consideration for collecting 
more accurate data from users is to use diary 
studies, where participants log their daily 
activities on the site through a paper/online 
diary or through repeated pings via email or 
text messages (e.g., Jelenchick et  al., 2013; 
Kross et al., 2013).

Building or using third-party applica-
tions to collect and/or visualize data pro-
vides another outlet for researchers to collect 
detailed user data, although the future of these 
applications is unknown due to recent restric-
tions on the information Facebook shares 
with application developers. For example, 
Bernie Hogan, a researcher at the Oxford 
Internet Institute, developed NameGenWeb 
(Hogan, 2012) to allow researchers to col-
lect ego network data from an individual user 
and then use that data to conduct social net-
work analysis. A number of studies using this 
application have evaluated features of users’ 
Facebook networks to predict variables 
including social capital (Brooks et al., 2014), 
political communication (Dubois and Ford, 
2015), and emotional exchanges (Lin and 
Qiu, 2012). As of this writing, applications 
that visualize users’ networks – including 
NameGenWeb and Netvizz –no longer func-
tion due to Facebook’s increased restrictions 
on the kinds of data applications can collect 
from users. In lieu of these types of applica-
tions, researchers may request that partici-
pants download a plugin or tracking software 
designed to collect data from the site (e.g., 
Junco, 2013; Pempek et al., 2009).

Ethical Challenges

Considerations around the collection and 
analysis of Facebook users’ data have 
received significant attention following the 
publication of several studies by Facebook’s 
Data Science Team and academic collabora-
tors (e.g., Das and Kramer, 2013; Kramer 
et al., 2014). Due in part to the media’s mis-
representations of the methodological pro-
cesses – and because users felt uncomfortable 
not knowing what was going on ‘behind the 
scenes’ at the company – many called for a 
deep reflection on the ethics of research on 
users, increased transparency, and inherent 
biases in ‘big data’ (Goel, 2014; Grimmelman, 
2015; Hargittai, 2015; Tufekci, 2015).

Beyond Facebook’s UX (user experience) 
research – which largely focuses on increasing 
profits – a wide range of tools exist to collect 
digital traces from online sources, including 
comments on news sites and forums, public 
tweets or Facebook comments, and so on. As 
noted above in ‘Collecting behavioral traces’, 
Facebook’s Terms of Service prohibit auto-
mated data scraping without their permis-
sion or consent of all participants; however, 
the extent to which such rules are enforced is 
unclear. Researchers should carefully consider 
what data they need, what additional data they 
might (unintentionally) collect through vari-
ous scraping techniques, and how collection 
of data could potentially harm users.

Even before the 2014 fallout from 
Facebook’s ‘social contagion’ study, ethi-
cal issues with Facebook research received 
significant attention following the release 
of raw data from the Tastes, Ties, and 
Time study (Lewis et  al., 2008), which the 
researchers represented as anonymized but 
was re-identified within days of release. In 
a detailed analysis of the ethical missteps of 
the researchers involved in this study, Zimmer 
(2010) described how the researchers violated 
participants’ privacy through the amount of 
information collected, improper access of 
accounts (with no consent), unauthorized 
secondary use of data, and errors in personal 

BK-SAGE-SLOAN_QUAN-HAASE-160238.indb   634 08/12/16   3:55 PM



Facebook as a Research Tool in the Social and Computer Sciences 635

information. Furthermore, by making the data 
publically available without taking the nec-
essary steps to protect individual users, the 
researchers failed to consider the implications 
of their data collection and aggregation.

Even when researchers are collecting 
data directly from consenting participants, a 
number of ethical considerations should be 
built into the study design to minimize any 
risks to participants. For example, Sosik and 
Bazarova (2014) employed the Facebook API 
to collect all interactions between participants 
and selected friends (photos, wall posts, etc.); 
while the participants provided consent for 
this data collection, their friends did not. Even 
with IRB-approved protocols and procedures 
in place to secure the data, researchers should 
carefully weigh the risks and benefits of data 
collection. Researchers should not assume that 
data that is ‘technically’ public – including 
public posts, certain profile information, and 
content of public groups – is freely available 
for collection and analysis. As Marwick and 
boyd (2011) note in their study of how users 
perceive the audiences for their social media 
posts, ‘We may understand that the Twitter or 
Facebook audience is potentially limitless, but 
we often act as if it were bounded’ (p. 115). 
In other words, even if users’ perceptions of 
audience and visibility are skewed, research-
ers may still be violating their privacy by col-
lecting their posts in public venues.

Special care should be taken when col-
lecting – or potentially collecting – data 
from minors; a non-insignificant number of 
Facebook users are under 18, and it is critical 
that additional steps be taken to protect their 
personal information. Recent research sug-
gests that even though Facebook limits third 
parties from profiling minors (e.g., by exclud-
ing them from search results), companies can 
easily circumvent these policies and aggregate 
public data from social media platforms like 
Facebook to build detailed profiles of young 
people (Minkus et  al., 2015). Likewise, dif-
ferences in norms around sharing among 
adolescents (see ‘Norms and context’ below) 
would suggest that young people take a more 

open attitude toward sharing publically; 
Livingstone and Locatelli (2014) argue that 
even when rich data is available from minors, 
researchers should carefully evaluate whether 
that data should be captured and/or retained.

The Belmont Report (Office of the 
Secretary, 1978) is viewed as the guiding 
document for conducting ethical research; 
however, in the four decades since it was writ-
ten, data practices have shifted dramatically 
with the explosion of mediated communica-
tion platforms. Online data sources require 
researchers to consider factors beyond those 
involving respect for persons, beneficence, 
and justice. Vitak et al. (2016) highlight three 
additional areas beyond the Belmont Report 
for researchers studying Facebook (and other 
social platforms) based on findings from a 
survey on online data researchers. First, they 
discuss the importance of researchers being 
transparent, both in intent (details on the pro-
cess and purpose) and practice (how data will 
be collected). Second, they note that ethical 
deliberations should be an ongoing practice 
among researchers, which is in line with the 
Association of Internet Researchers’ emphasis 
on maintaining a deliberative process through-
out study design, data collection, and analy-
sis (Markham and Buchanan, 2012). Third, 
Vitak et  al. (2016) stress the importance of 
protecting individual participants by carefully 
evaluating whether outliers or unique cases 
could be identified before sharing the data or 
results. While the research community contin-
ues to push researchers to share research data 
with the wider research community (e.g., in 
the U.S., this includes any grants funded by 
the National Science Foundation or National 
Institutes of Health), concern for the safety of 
individual participants should be placed first.

Recent history has highlighted too many 
cases of ‘anonymized’ data being re-identi-
fied shortly after release (e.g., Barbaro and 
Zeller, 2006; Narayanan and Shmatikov, 2008; 
Zimmer, 2010). Therefore, researchers should 
be especially considerate of the data they’re 
collecting from Facebook users when collect-
ing data from at-risk populations (e.g., minors), 
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when there is not an explicit consent process in 
place, when collecting server data, and when 
collecting data beyond the scope of a consent 
(e.g., friends’ posts on a participant’s wall).

In response to the complex ethical con-
cerns researchers face when engaging with 
digital trace data, as well as increased con-
cerns from the public regarding their inter-
nal research procedures, Facebook’s policy 
team recently published a law review arti-
cle (Jackman & Kanerva, 2016) detailing 
their research review process. The authors 
detail their internal processes and highlight 
how ethics reviews must evolve in light of 
changing research methods, saying: ‘a flex-
ible process is key: The ever-changing nature 
of the questions and data involved in indus-
try (and academic) research requires that 
any processes must be able to adapt effi-
ciently to new internal challenges and exter-
nal feedback so they can improve over time’  
(p. 444). This increased transparency suggests 
that Facebook’s review processes are more 
closely aligning with the privacy rights of indi-
vidual users and that the company is listening 
to public concerns about this kind of research.

Norms and Context

Norms of use vary across and within specific 
social media platforms, and Facebook is no 
exception. Researchers developing studies 
should carefully consider how their target 
population engages with the site, including 
their specific uses and gratifications, which 
varies across gender, age, and feature use 
(Bumgarner, 2007; Joinson, 2008; 
Papacharissi and Mendelson, 2010; Raacke 
and Bonds-Raacke, 2008; Smock et  al., 
2011). For example, danah boyd’s work with 
teenagers (e.g., boyd, 2007, 2014) has high-
lighted how teens repurpose site features to 
achieve their communication goals. In gen-
eral, younger Facebook users disclose sig-
nificantly more information on the site and 
have less restrictive attitudes toward sharing 
personal content (Chakraborty et  al., 2013; 

Madden et al., 2013). Likewise, specific per-
sonality traits or attitudes influence users’ 
practices on the site (e.g., Skues et al., 2012; 
Vitak et al., 2015).

Norms of use also evolve over time, both 
due to the technical changes to the site’s 
architecture and changing goals associated 
with use. Therefore, researchers should be 
cautious in applying findings from the early 
years of the site – when membership was lim-
ited to college students, who were grouped 
by their university networks – to current 
projects. For example, privacy perceptions 
and practices have evolved significantly 
over time, and studies have shown that many 
of the early studies (Acquisti and Gross, 
2006) do not reflect current users’ practices 
(Stutzman et al., 2012, 2013). Among young 
adults, McLaughlin and Vitak (2012) found 
that users adapted their friending and post-
ing behaviors over time as they became more 
skilled users; in this study, participants said 
their use of privacy settings increased and 
their personal disclosures decreased over 
time, while specific factors (such as turning 
21) led some users to begin posting content 
that could previously have been problematic, 
such as photos of them with alcohol. Similar 
findings suggest that students begin restrict-
ing access and/or deleting Facebook content 
as they enter the job market (Vitak and Kim, 
2014). These latter examples reflect how 
changes in the individual user (such as get-
ting older) lead to changes in what is deemed 
‘acceptable’ or ‘appropriate’ use of the site.

Overarching Guidelines for 
Conducting Facebook Research

As the previous sections have highlighted, 
using Facebook as a research tool offers great 
diversity across topics to evaluate, data to be 
collected, and methods available for analyz-
ing data. This is highlighted in the tens of 
thousands of articles generated during the 
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last decade, especially in the social and com-
puter sciences. At the same time, just because 
Facebook contains such a wealth of data does 
not mean that it is the best fit – or even an 
appropriate choice – for all research projects. 
And even when Facebook appears to be an 
appropriate source for study, researchers 
should consider a number of questions before 
proceeding with study design, data collec-
tion, and analysis.

If you’ve decided to incorporate Facebook 
into your study, how do you choose the right 
method and apply it properly? First and fore-
most, as with all research, methodological 
decisions should be driven by the research 
question(s). Surveys will typically only pro-
vide perceptions of use – with the exception 
of questions asking participants to copy con-
tent from the site – and are therefore limited 
in their ability to draw conclusions about 
actual use. At the same time, surveys are a 
much more accessible method than collecting 
server data, so researchers must make trade-
offs based on the data they want and the data 
available. Likewise, representative samples 
of a population are highly valued, but may 
be cost-prohibitive, forcing researchers to use 
purposeful or convenience sampling tech-
niques. In these cases, researchers should 
focus on increasing the reliability and valid-
ity of their data within sampling constraints.

Facebook’s userbase is highly diverse, span-
ning across race, gender, and age, and income. 
Unfortunately, the majority of Facebook stud-
ies collect data from a small subset of users 
– typically young American college students, 
who are not representative of larger trends in 
use – and/or employ convenience sampling, 
both of which limit generalizability. This is 
a major problem for many areas of research, 
but it is important not to fall back on these 
sampling methods simply because they are 
‘easy’; to truly advance our understanding 
of Facebook’s role in our lives, researchers 
must aim for random and representative sam-
ples whenever possible, as well as explore 
Facebook use among those typically over-
looked in studies. Even experiments, which 

mitigate some of the concerns about sampling 
due to random assignment to conditions, pose 
validity concerns when the stimuli do not 
closely reflect users’ experiences ‘in the wild.’

The best studies involve triangulation of 
multiple data sources and methods. These 
studies provide more nuanced understand-
ings of a phenomenon. Facebook’s Data 
Science team has published numerous such 
studies over the years, combining server data 
with surveys (e.g., Bernstein et  al., 2013; 
Burke et  al., 2010, 2011; Burke and Kraut, 
2013); however, there are many ways for 
those not employed by Facebook to collect 
highly robust data. For example, Gilbert and 
Karahalios (2009) used a plugin to collect data 
about tie strength, then conducted follow-up 
interviews to understand why certain errors 
occurred in their prediction model. Gray et al. 
(2013) paired surveys with a lab study, where 
participants identified an instance where they 
posed a question to their friend network; the 
question and all responses were captured by 
the researchers and later coded. Brooks et al. 
(2014) paired survey data with ego network 
data collected through a Facebook applica-
tion to understand the relationship between 
network structure and perceptions of resource 
access. Combining multiple methods, as 
highlighted in these studies, provides a more 
complete picture of the studied phenomenon, 
and they are more likely to capture unique 
findings then when using a single method.

In sum, this chapter highlights the major 
challenges to studying a space where both the 
social and technical structures are constantly 
shifting. Facebook provides a tempting plat-
form for researchers across a wide range of 
disciplines because (1) use is largely ubiqui-
tous (especially in Western nations), (2) the site 
has become an extension and supplement of 
both novel and mundane communication, and 
(3) data can be collected through a wide vari-
ety of methods. That said, researchers should 
carefully consider the type of data they need 
to answer their research questions, if and how 
they will collect that data (and the biases inher-
ent in their choices), ethical factors related to 
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data collection, and the shifting norms of use 
before their project begins. Studies employing 
Facebook can provide valuable insights into 
individuals’ attitudes and behaviors and help 
advance theory and design within the social 
and computational studies, but only when the 
above factors are built into study design.
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Big Data and Political Science:  

The Case of VKontakte and  
the 2014 Euromaidan  
Revolution in Ukraine

A n a t o l i y  G r u z d 1  a n d  B e n  O ’ B r i g h t 2

This chapter explores the utility of social 
media user data, collected from the popular 
social networking platform VKontakte (VK), 
as supportive evidence for analysis of exter-
nal social, economic and political relations, 
trends, and events. The authors ask whether 
there are demonstrable linkages between the 
user-defined location of an individual on VK, 
social connections between VK users, and 
their presence in platform-based public 
groups advocating a particular political posi-
tion, specifically focusing on VK groups 
advocating pro- or anti-Euromaidan Square 
protests in Ukraine in 2014. From this VK 
user data, we demonstrate possibilities and 
limitations of its use in supporting analysis on 
politically important relations between coun-
tries and nation-states, namely: immigration, 
economics, conflict, linguistics, and culture. 
Simply put, this chapter asks: are the demo-
graphics and underlying social structures of 
relevant VK groups reflective of the latter 
high-level relations between nation-states?

Introduction

Increasingly, public media is dominated by 
discussions of the utility of social media-
sourced data for use in policymaking, sur-
veillance, marketing, and consumerism. 
Academic lag on the subject, however, 
remains endemic, making its utility in social 
science research seem elusive for those first 
broaching it. Methodologically speaking, 
political scientists have reacted to social 
media data analysis the same way they have 
in efforts at theoretical development: begin-
ning the search for a grand approach. Taking 
a cue from comparative politics and their 
opportunistic approach for theoretical appli-
cation, this chapter explores the utility of 
social media user data, collected from 
VKontakte (VK), a popular social network-
ing platform in Eastern Europe, as indicative 
evidence of external social, economic and 
political relations, trends, and events. It  
fundamentally asks whether there are 
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demonstrable, bidirectional linkages between 
the user-defined location of an individual 
user on VK, connections between VK users, 
and their presence in platform-based public 
group advocating a particular political posi-
tion. In this instance, our research focused on 
VK groups advocating pro- or anti- 
Euromaidan Square protests in Ukraine in 
2014. From this data, we outline the param-
eters of emerging scholarship on the use and 
potential of user demographics in VK groups 
in supporting analysis on high-level relations 
between countries and nation-states, namely 
immigration, economics, politics, linguistics 
and culture. Simply put, this chapter asks: are 
the demographics and underlining social 
structures of relevant VK groups reflective of 
the latter high-level relations between nation-
states? The chapter begins with a literature 
review, followed by an outline of data collec-
tion and a lengthy, but brushstrokes discus-
sion, on particular relationships between user 
groups on VK and political science topics.

Social Big Data, VKontakte and 
Analytics

Although, as Resnick, Adar and Lampe 
(2015) accurately describe, social science 
has long been interested in patterns of media 
consumption and interpersonal communica-
tion; in the digital age, it has moved com-
paratively slowly toward the use of ‘big data’ 
in research methodologies. There tends to be 
a general scepticism about its use for testing 
and evidencing formal theoretical perspec-
tives and causal explanations (boyd & 
Crawford, 2012). In contrast, Shah et  al. 
(2015) suggest that the unprecedented avail-
ability of behavioural trace data from social 
media platforms provides new opportunities 
to garner insights on a range of political phe-
nomena, despite not being representative of 
the entirety of a population. Indeed, big data 
is fundamentally here to stay, and its strong-
est contribution to political science will come 

when researchers embrace it on a broader 
scale, as well as the rigorous methods and 
theories of their social science discipline 
(Shah et  al., 2015). Studies show that from 
the perspective of political institutions, agen-
cies, and actors themselves, there is an ever-
growing need to perpetually gather, monitor, 
analyze, summarize and visualize politically 
relevant information from digital and social 
media sources, with the goal of improving 
communications with citizens and voters, a 
trend that has been interrelated with the tre-
mendous growth of individual participation 
in social media platforms (Stieglitz and 
Dang-Xuan, 2012). To ignore the potential of 
big data in predictive modelling, particularly 
for matters essential to the survival and func-
tioning of the nation-state (i.e., high-poli-
tics), is to dismiss a significant transformation 
in our ability to understand and analyze 
contemporary political action, information 
production and dissemination, and user 
mobilization, which have been core to the 
study of political science for some time.

Monroe et  al. (2015) argue that big data 
research taken as a whole includes a vast plu-
ralism of scientific tasks, out-of-sample pre-
dictions, and inferential strategies than exist 
in a conventional social science toolkit. But 
much of big data is social data, that is, about 
the interactions between people, how they 
communicate, form relationships, and shape 
their future interactions through and with 
political institutions, themes, and events. As 
such, Monroe et al. conclude that big data is 
being shaped by social science, in as much as 
the latter is being tailored by the breadth and 
utility of the former. Indeed, they predict big 
data can induce three instrumental changes 
(i.e., possible benefits) to formal theory and 
causal analysis in political science: data 
from social media and other large reposito-
ries of user-generated information (1) can 
be treated inductively as a source of sug-
gestive hypothesis to be tested empirically;  
(2) it can provide critical data on smaller sub-
populations typically excluded from research 
for lack of appropriate sample size; and,  
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(3) it can provide evidence of user and individ-
ual behaviour previously difficult to observe 
(Monroe et  al., 2015). This appears to be a 
difference in opinion from the late-2000s, 
when those such as Hindman and Chadwick 
proposed that political scientists were flail-
ing in blind darkness, unable to understand 
the interrelationship between information 
and communication technologies (ICTs) and 
social science, relegating themselves to wild 
speculation based on grand predictions and a 
tendency towards technological determinism 
(Hindman, 2009; Chadwick, 2006).

Research has already begun to explore the 
use of social media data as a predictive meas-
urement tool within the broad theme of politi-
cal science, albeit not without some difficulty. 
DiGrazia et al. (2013) argued that in a study 
of 795 elections over two full election cycles, 
there was a positive correlation between 
amount of attention received by a candidate 
on Twitter and their relative vote share. A sim-
ilar result was achieved in an analysis of elec-
tion results in France and Italy, where a strong 
correlation existed between polling from 
social media and those of traditional surveys, 
demonstrating what the authors described 
as a ‘remarkable ability for social media to 
forecast electoral results on average’, (p. 353) 
both for single issue elections and those based 
on a wide range of preferences and political 
platforms (Ceron et al., 2014).

Social media has been employed more 
readily in the last half decade (in conjunction 
with the rapid diffusion of ICTs) for related 
but dispersed areas of social science analy-
sis. Contrary to pervasive research in the 
early years of digital media, Gil de Zúñiga 
et al. (2012) suggest that informational use of 
social networking services can and do exert a 
significant and positive impact on individu-
als’ activities engaging in civic and political 
action. Later, Colleoni et  al. (2014) argued 
that depending on the measure of analy-
sis utilized, Twitter is used both as an echo 
chamber and thus a strong source of politi-
cal homophily development, as well as a 
medium for informational, public sphere-like 

engagement with opposing political per-
spectives. Similarly, Vitak et  al. (2011), in 
their study focusing on youth participants 
in social media ‘politics’, argue that this 
demographic primarily uses social media 
like Facebook for low intensity informational 
political action, although there is a correla-
tion between increased levels of this type of 
engagement with the advent of readily avail-
able digital tools. The above studies provide 
indication that means and methods of politi-
cal action and engagement in a digitally-
saturated world have shifted substantially 
from those established at the inauguration of 
Political Science, requiring at the very least a 
rethinking of disciplinary approaches to this 
research.

As noted, this chapter will review, in par-
ticular, the growing research on the use of 
VK, a popular social networking site (SNS) 
in Eastern Europe. Founded in 2006, the 
website’s growing user base is now over  
340 million user profiles and over 80 mil-
lion average daily users (VK.com, ‘About’, 
2016). The website is most popular in former 
Soviet Union republics including Russia and 
Ukraine. VK’s user interface and features are 
similar to those of Facebook, whereby a user 
starts by creating a personal profile, which can 
be made public or private. As with Facebook, 
VK is a platform for connecting and building a 
social network via ‘friending’ other VK users 
and joining public or private groups of users 
with similar interests. VK also offers features 
for exchanging messages with other users 
via a private chat while encouraging users to 
‘like’ and repost content on the platform.

Limited academic research has been 
generated specifically on the use of VK in 
high-level predictive political science analy-
sis. There have, however, been a handful of 
direct and indirect efforts to study the pros-
pects and qualities of VK data for social 
science research. For example, Duvanova 
et al. (2015) studied political polarization in 
Ukraine based on social connections formed 
on VK. Using the country’s electoral map, the 
authors compared social connections formed 
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among VK users before and after the 2012 
presidential election in Ukraine. With the 
help of Social Network Analysis, they con-
firmed the increase of the polarization effect 
between VK users relatively to the 2011 pre-
election period. Continuing, Sherstobitov and 
Bryanov (2013) studied connections formed 
among politically active groups on VK dur-
ing the 2011–12 election cycle in Russia. The 
researchers first retrieved information on a 
sample of 50 pro-government and 50 opposi-
tion groups that were the largest based on the 
number of their members. Next, they created 
a network among these groups, showing what 
groups linked to what other groups in the net-
work. The network analysis of both networks 
(pro- and anti-government) suggested that the 
opposition groups tend to be more connected 
which might also lead to the increase in the 
number of group members as more VK users 
learn about other relevant groups to join.

Beyond the above referenced studies, 
research relevant to this chapter’s efforts 
becomes limited. In Pisarevskiy (2013), the 
author retrieved public user profiles to study 
demographic data of Orthodox users on VK, 
using sourced data from VK’s ad service. Using 
a primarily qualitative methodology, Gorelik’s 
(2013) study analyzed the official VK group 
of United Russia during the period of January 
10–April 10, 2013. It used a content analysis 
method to establish and analyze instances of 
two-way communication between the members 
of the group and its moderators. Suleymanova 
(2009), focused on Tatars groups online, with 
specific emphasis on qualitative methods for 
identifying pathways of online and identity 
construction. Therefore, in response to the lim-
ited availability of knowledge on VK as a site 
of social science data collection, the authors 
seek to outline its effects in filling this gap.

Methodology

To answer the broad research question set 
above, we will rely on secondary data collected 

by Gruzd and Tsyganova (2015), who exam-
ined the use of VK to organize politically-
motivated groups during the 2014 Euromaidan 
revolution in Ukraine. The researchers were 
interested in studying differences and similari-
ties in how VK groups operate based on their 
political ideology. Based on a sample of the 
four largest online groups (two groups that sup-
ported the Euromaidan revolution and two that 
opposed it), they found some differences in 
how the groups on the opposite sides organized 
themselves, but most of the differences could 
be attributed either to the physical location of 
group members (e.g., anti-Euromaidan groups 
included more people from Russia) or to the 
groups’ function (e.g., recruitment groups 
tended to be more centralized with few influen-
tial accounts controlling information flows in 
the group). For the remainder of this chapter, 
we will refer to the two pro-Euromaidan/pro-
Western groups as PRO1 and PRO2 and to the 
two anti-Euromaidan/pro-Russian groups as 
ANTI1 and ANTI2, both wholly housed on the 
VK platform. It was hypothesized that via 
these datasets, evidence could emerge to aid in 
the answering of whether the high-level politi-
cal divisions, between countries that supported 
the Euromaidan movement versus those that 
sided with pro-Russian activists would be vis-
ible in social media data collected through VK, 
indicating a possible utility for such data in 
supporting political science analysis.

The four selected VK groups were primar-
ily chosen based on their explicitly political 
nature and content, as well as direct associa-
tion with the conflict at the time in Ukraine, 
which had verifiably become globalized in 
its scope, action, membership, and support, 
particularly in regard to external state obser-
vation and diaspora support. The dataset was 
collected automatically using a custom-built 
script by querying VK’s API (Application 
Program Interface) during a two-week period 
from May 25th, 2014 to June 11th, 2014.3 

VK’s API allowed to collect the following 
data points about public groups and group 
members: posts, comments, likes, group 
members’ friendship status as well as some 
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basic user profile information such as the 
date of birth, location, interests (for those 
users who made such information publically 
available). Data for this study was collected 
only when made publically accessible by 
user groups themselves, which are acces-
sible by any outside actor without the need 
for a profile, account, or password. Specific 
user identities were not retained during this 
study. Table 38.1 summarizes the size of each 
group in terms of the number of users and 
connections.

Analysis

Self-declared User Location  
Data

Our analysis of the VK data focused on the 
geographical distribution of group members 
from different countries. Based on their 

self-declared location information, the two 
largest groups of users for all four VK groups 
were from Ukraine and Russia. This is not 
surprising considering the nature of the tar-
geted groups and the temporal period of data 
collection, which happened around the 2014 
Euromaidan revolution in Ukraine (see 
Table 38.2). Also not surprisingly, for the two 
pro-Euromaidan groups, the percentage of 
members from Ukraine is substantially 
larger – 69.41% and 72.61% – as compared 
to 56.57% and 34.39% for the two anti 
Euromaidan groups. The difference in the 
group composition may be due to the differ-
ent level of pro-Russian or pro-Ukrainian 
sentiments among group members.

The third largest group of users (and the 
second largest for PRO2) are those who 
were ‘abnormal’ in the sense of their online 
profiles do not specify their location (about 
10–11%). It is possible that some of these 
accounts are spammers or so-called ‘trolls’ 
who joined one of the groups with malicious 

Table 38.1  Study dataset description

PRO1 PRO2 ANTI1 ANTI2

Number of Users 141,542   96,402   60,506   69,029

Number of Friendship 
Connections

338,344 221,452 280,678 192,273

Group Founded April 2014 January 2014 February 2014 December 2011

Table 38.2 T op ranked countries based on the number of group members

Pro1 (% of users) Pro2 (% of users) Anti1 (% of users) Anti2 (% of users)

Ukraine 69.41 Ukraine 72.61 Ukraine 56.57 Russia 49.96

Russia 14.82 unknown/ 
undisclosed

12.34 Russia 29.55 Ukraine 34.39

unknown/ 
undisclosed

10.19 Russia 10.07 unknown/ 
undisclosed

10.26 unknown/ 
undisclosed

11.15

Belarus 1.58 Belarus 1.49 Belarus 0.61 Belarus 1.14

USA 1.01 USA 0.97 Kazakhstan 0.36 Kazakhstan 0.54

Kazakhstan 0.41 Germany 0.30 USA 0.36 USA 0.42

Germany 0.37 Poland 0.22 Germany 0.29 Germany 0.32

Italy 0.19 Italy 0.19 Israel 0.11 Moldova 0.14

Poland 0.17 Kazakhstan 0.19 Moldova 0.09 Spain 0.10

Spain 0.14 Spain 0.15 United Kingdom 0.09 Italy 0.08
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intent. In fact, due to the open nature of these 
groups, most of the groups in the study either 
created a discussion thread or had an ongoing 
discussion among group members on how to 
handle trolls, users who joined their group 
to post inappropriate comments or com-
ments that would openly question the group’s 
objectives, or start a verbal fight with another 
group member. It is also possible that due 
to the political nature of these groups, some 
members might have created new accounts 
just to participate in the group. Future 
research is needed to interpret the nature of 
these accounts more definitively. In addition 
to users from Ukraine and Russia (and those 
without a location information), users from 
other countries represent only about 5–6% in 
each group case.

Country-to-Country Networks

To further investigate international connec-
tions among members of these groups, we 
converted the VK Friendship network to the 
Country-to-Country network, where nodes 

represent countries and ties between coun-
tries exist if there are friends who reside in 
these countries (see Figure 38.1). For exam-
ple, if one user resides in Ukraine and 
another in Russia and they are ‘friends’ on 
VK, there will be a tie connecting Ukraine 
and Russia in this network. The weight 
assigned to each tie represents the number of 
‘friendship’ ties that exist between each 
county pair.

Table 38.3 below shows the top countries 
ranked based on the scaled degree central-
ity in the Country-to-Country network for 
each group. The higher rank indicates that 
a particular country has more connections 
to other countries in the network. In other 
words, this means that more members from 
that country also have connections to group 
members from other countries. Based on the 
network configuration, the top countries are 
also likely to be connected to one another. In 
selecting countries for further analysis, we 
sought to explore first those states which, 
on the surface, appeared to fit within the 
international relation’s dynamic of the con-
flict between Ukraine and Russia (including 

Figure 38.1 C ountry-to-Country networks
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these two countries respectively). Simply, 
the authors sought to initially analyze those 
states on the degree of centrality list whose 
position there made high-politics and diplo-
matic sense at face value. Additionally, we 
regard some examples of those states whose 
appearance on the list appeared odd or out of 
place, the outliers and difficult cases. While 
the authors were unable to explore all the 
high-politics relationships between the states 
in Table 38.3 and the protagonists in this par-
ticular conflict, testing both easy and difficult 
cases, rather than those of middle-range rel-
evance, provides a spectrum of data applica-
bility from social networking websites like 
VK to areas of political science analysis.

As Ukraine and Russia are the two larg-
est countries in each dataset, it is expected 
that they will also have the most number of 
connections to other countries in the dataset. 
What may be less expected is the level with 
which Ukraine and Russia are scored accord-
ing to the scaled degree centrality. For each 
country, we calculated the relative difference 
in their degree centralities. The country with 
the largest number of ties to other countries 
will have the scaled degree centrality equal to 
1. The degree centrality values for the remain-
ing countries will be calculated as a percent-
age of the first ranked country. In PRO1, 
Russia represents only 20% of the interna-
tional ties relatively to the total number of 
international ties of users from Ukraine. But 

in PRO2, this percentage drops down to only 
6.92%. This suggests that relative to members 
from Ukraine, members from Russia do not 
have as many friends from other countries in 
both VK groups. In case of PRO1, the 20% 
ratio is similar to the ratio of Ukrainian to 
Russian users (21%). This means that the 
smaller number of international ties can 
likely be explained by the smaller number of 
users from Russia in general. But the same 
cannot be said for PRO2, where the ratio of 
Ukrainian to Russian users is 16.99%, but 
the ratio of international ties is only 6.92% 
(2.46 times less). Considering that PRO2 is 
strongly pro-Euromaidan, the users that it 
attracts from Russia may be there to disagree 
with the group’s motives and thus may have 
fewer friends in this group in general. Further 
analysis is needed to determine why PRO2 
members from Russia are different from 
PRO1 members from Russia in this regard.

For ANTI1, the ratio of international ties 
for Russian users is 38%, 1.37 times less 
than the ratio of Ukrainian to Russian users 
(52%). The ratios for the ANTI2 is reversed 
since there are more members from Russia 
than Ukraine. The ratio of international ties 
for Ukrainian users is 79%, 1.15 times more 
than the ratio of Russian to Ukrainian users 
(68.84%). This suggests that Ukrainians in 
ANTI2 have more international ties rela-
tively to their representation in the group than 
Russians in ANTI1.

Table 38.3 T op ranked countries based on the degree centrality

Pro1 Pro2 Anti1 Anti2

Ukraine 1.000 Ukraine 1.000 Ukraine 1.000 Russia 1.000

Russia 0.204 Russia 0.069 Russia 0.384 Ukraine 0.788

Belarus 0.026 Belarus 0.014 France 0.011 France 0.004

Germany 0.007 Poland 0.006 China 0.007 Serbia 0.004

USA 0.007 Moldova 0.003 Lithuania 0.004 USA 0.003

Poland 0.004 Spain 0.003 Germany 0.004 Estonia 0.003

Spain 0.003 United Kingdom 0.002 Greece 0.003 China 0.002

Israel 0.002 Latvia 0.002 Georgia 0.003 Lithuania 0.002

Czech Republic 0.001 USA 0.002 Sweden 0.002 Greece 0.002

Australia 0.001 Norway 0.001 Argentina 0.002 Belarus 0.002
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Political, Foreign Policy,  
Social and Economic Data

In analyzing the data above further, we iden-
tify correlative relationships with various 
high-level political, foreign policy, social or 
economic events, to provide readers with an 
initial evidence base for the predictive quali-
ties of social media data.

Immigration
We began first with immigration, matching 
public records of immigrant receptor states to 
the VK group data. In particular, we explored 
whether there is a relationship between being 
connected in the Country-to-Country net-
work (Figure 38.1) and immigration trends. 
For the purposes of this chapter, we only 
examined the immigration rate from the most 
connected state in Figure 38.1 to the other 
highly connected states as calculated in Table 
38.3. For example, since Ukraine is the most 
connected state in PRO1, we relied on the 
World Bank Data, to identify the number of 
people who immigrated from Ukraine to the 
other nine states listed in Table 38.3: Russia, 

Belarus, Germany, USA, Poland, Spain, 
Israel, Czech Republic, and Australia. The 
results are summarized in Table 38.4.

Overall, in many cases, there appears to 
be a strong association between immigration 
numbers (Table 38.4) and the presence of users 
from the top connected states in either the pro- 
or anti-Euromaidan group degree centrality list 
(Table 38.3). This does not, however, prove 
definitively that there exists a causal relationship 
between the two. Belarus, for example, appears 
fourth on all four top ranked country lists based 
on the number of group members (Table 38.2), 
matching its position as one of the highest 
receptor states for both Ukrainian and Russian 
immigrants, but at the same time Belarus is not 
among the top ten countries based on the degree 
centrality for ANTI1 and ANTI2.

We have also discovered a number of out-
lier states with a relatively low immigration 
rate (less than 10,000) as shown in Table 38.4,  
including Norway (in PRO2), China, Sweden, 
Argentina (in ANTI1), Serbia and China (in 
ANTI2). Explaining the presence of outliers 
will require the use of alternative explanatory 
variables.

Table 38.4  Immigration receptor states

Pro1 Pro2 Anti1 Anti2

Ukraine < Source 
country 
(across)

Receptor 
(down)

Ukraine < Source 
country 
(across)

Receptor 
(down)

Ukraine < Source 
country 
(across)

Receptor 
(down)

Russia < Source 
country 
(across)

Receptor 
(down)

Russia 2,939,083 Russia 2,939,083 Russia 2,939,083 Ukraine 3,453,506

Belarus 227,042 Belarus 227,042 France 15,236 France 47,984

Germany 230,000 Poland 221,307 China 1,437 Serbia 3,803

USA 376,852 Moldova 51,908 Lithuania 20,528 USA 438,458

Poland 221,307 Spain 80,679 Germany 230,000 Estonia 140,200

Spain 80,679 United 
Kingdom

22,527 Greece 14,174 China 9,714

Israel 137,472 Latvia 41,184 Georgia 25,044 Lithuania 99,224

Czech 
Republic

138,000 USA 376,852 Sweden 6,292 Greece 16,282

Australia 15,539 Norway 3,881 Argentina 5,335 Belarus 686,316

Source: World Bank, 2013 World Bank Database, available at: http://econ.worldbank.org/WBSITE/EXTERNAL/EXTDEC/EXTDECPROSPECTS/0,, 
contentMDK:22803131∼page PK:64165401∼piPK:64165026∼theSitePK:476883,00.html
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Finally, there are also a number of states that 
appear to be missing in our representative VK 
user group degree centrality list (Table 38.3)  
and the top-ranked countries based on the 
number of group members (Table 38.2), 
including Uzbekistan (189,709), Canada 
(69,048), Portugal (48,065), Azerbaijan 
(41,933), Hungary (31,632), Kyrgyz 
Republic (29,726), Turkmenistan (29,339) 
and Romania (11,903), which are destina-
tions of choice for Ukrainian immigrants in 
particular.

The utility of VK group data for explain-
ing high-level political topics and relations is 
thus limited by our ability to identify reasons 
behind this notable absence. Lack of user 
base on VK may be a factor in their failure 
to appear on our lists: limited VK market 
penetration and dominant alternative plat-
forms, including Facebook and Twitter in 
predominantly English-speaking countries 
(Turu-uuringute, 2011; Alexa.com, 2015). 
More study of popular social media sites, as 
well as additional public groups on VK, will 
be required to explore this outlier country set 
further.

One of the most peculiar cases from the 
list of ‘missing’ states is Canada, which has 
the third-largest Ukrainian population out-
side Russia and Ukraine proper, estimated at  
1.2 million Canadians of Ukrainian origin as 
of 2006 (Hudyma, 2011). Heritage Canada 
estimates that while in 1971 there were 
309,900 Ukrainian speakers in Canada that 
number has since dropped to less than half 
at 134,500 in 2006. Hudyma notes that the 
rate of language shift for Ukrainians living 
in Canada (i.e. the shift from native language 
to majority language) is at 75% of the total. 
Indeed, and perhaps representative of the lack 
of Canada in the analysis of VK connections, 
the population most expected to use social 
media sites, only 20% of those between the 
ages of 15–20 wish to keep their mother 
tongue while 78% prefer to speak English 
or French, indicating that few fourth- and 
fifth-generation Ukrainians living in Canada 
have a strong commitment to the Ukrainian 

language (Hudyma, 2011), thereby limit-
ing their ability to engage in VK discus-
sions which are conducted predominantly in 
Ukrainian or Russian.

Political and Foreign Relations
As the current crisis revolves primarily 
around Ukraine and Russia, who have long, 
storied historical and political relations 
between them, it appears correlative that they 
occupy the top two positions for the degree 
centrality. Historical and political analysis, 
however, demonstrates that beyond the two 
antagonist countries of our study, other fac-
tors may help explain the presence of other 
particular states on our degree centrality lists. 
In the following section, we specifically 
examine the countries that are marked in red 
in Table 38.3 as they present the most inter-
esting cases.

Poland in PRO1, PRO2
It is unsurprising, from a political relations 
perspective that Poland appears on both 
PRO1 and PRO2 degree centrality lists. 
While Ukraine has a history of subjugation 
and violence at the hands of Poland, the end 
of the Cold War and contemporary revolu-
tions against authoritarianism has brought a 
strong sense of solidarity between the two 
countries (Kenney, 2014). Poland was one 
of the first countries, along with Canada, to 
recognize an independent Ukraine in 1991, 
and it has continued to be a leading advo-
cate of closer ties between the latter and 
Brussels (The Economist, 2014). On 
February 19th 2014, opposition parties in 
Poland, in a rare instance of solidarity, 
united in their condemnation of Ukrainian 
authorities for inciting violence against pro-
testors in Maidan Nezalezhnosti Square 
(The Economist, 2014). Poland has a special 
interest in Ukraine, as the two share a long 
border and similar languages, and large 
parts of Western Ukraine were once part of 
Poland prior to World War II (Lowe, 2014). 
Indeed, Polish Prime Minister, Donald Tusk, 
while fearing a similar incursion by Russian 
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forces into his own formerly Soviet land, has 
argued that there can be no stable and secure 
Poland without the same in Ukraine (Lowe, 
2014). This statement was manifest in 
September 2014, when Poland, Lithuania, 
and Ukraine formed a first-of-its-kind joint 
military unit numbering in the several thou-
sands, in an effort to deter Russian expan-
sionism (BBC News, 2015). The above could 
suggest that VK group composition, particu-
larly during crisis events, may be indicative 
of existing cultural and historical relations 
between like-minded nation-states, particu-
larly when the latter have similar antagonistic 
connections to a conflict belligerent. Polish 
users joining and participating in PRO-
Euromaidan groups may be a digital expres-
sion of solidarity equally expressed at a high 
level in political statements and messages of 
support. Further research could support this 
supposition by interviews with individual 
Polish users in VK groups to identify subjec-
tive reasoning behind their joining.

Spain in PRO1, PRO2
Limited information exists on a political 
impetus behind Spanish presence in PRO1 
and PRO2 degree centrality lists. Indeed, 
Spain enjoys nominally stronger political 
relations with Russia, signing several bilat-
eral agreements with the latter in 2009. The 
European Council on Foreign Relations sug-
gests that Spanish views on the Russia–
Ukraine Crisis can be divided into several 
distinct categories. First, some Spanish com-
mentary reflects their position as a Southern 
state member of the European Union (EU): it 
prioritizes Mediterranean issues over those in 
the Eastern Neighbourhood, but as many 
other large member states, including 
Germany and France, it wishes to avoid esca-
lation in the crisis (de Borja Lasheras, 2014). 
Second, Spain is home to numerous geo-
political realists, akin to Kissinger, who 
understand Russian grievances as hugely 
important, but desire stability as a first and 
foremost goal for Europe (de Borja Lasheras, 
2014). They tend to blame the EU for the 

current crisis by their attempts to bring 
Ukraine into Europe while ignoring 
Moscow’s continuing influence in the state, 
and they are deeply suspicious of the West’s 
attempts at soft containment (de Borja 
Lasheras, 2014). Third are the ‘equidistants’ 
those who believe that the EU made a consid-
erable mistake in advocating and operation-
alizing sanctions, favouring instead dialogue 
and engagement with Russia, but whom 
remain generally pro-European (de Borja 
Lasheras, 2014). Fourth and fifth are the pro-
Maidans and the Atlanticists respective, both 
of whom continue to be a minority within 
Spain and demand strong responses to 
Russian aggression (de Borja Lasheras, 
2014). With this in mind, there seems to be 
limited political explanation for the Spanish 
presence in the PRO-Euromaidan lists, as 
one would expect either a division between 
the two halves (PRO/ANTI) or a stronger 
anti presence, if the above positional analysis 
by de Borja Lasheras is taken as true. As 
such, Spain is a representative data outlier, 
demonstrating that while the above correla-
tion expressed for Poland could exist, other 
listed countries have seemingly few to no 
‘high-politics’ reasons behind their presence. 
It showcases the difficulty in the application 
of big data to support political science theory 
and hypothesis; digital group participants 
may simply join because they want to at that 
particular moment. Without qualitative 
research interviews of identified users, 
research is left with an answer to the question 
of ‘what is occurring?’ but not ‘why is it 
occurring?’

Belarus in PRO1, PRO2, ANTI2
Belarus and Ukraine have a long standing 
political relationship as a by-product of his-
tory. Both were part of the Polish–Lithuanian 
Commonwealth, the Second Polish Republic, 
the Russian Empire, and most recently, the 
Soviet Union (Savchenko, 2009). The con-
temporary political relationship between the 
two states can be said to begin in 1990 with 
the signing of a first-of-its-kind bilateral 
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treaty, with recognition of each other based 
on common principles of sovereignty under 
international law and a recognition of their 
close historical, cultural, social and linguistic 
ties (Szeptycki, 2015). The two states, merely 
a year later, would partner with Russia to 
formally dissolve the USSR and create the 
Commonwealth of Independent States 
(Szeptycki, 2015). Events after the end of the 
Soviet Union, however, would set Belarus 
and Ukraine on two distinct political paths, 
straining foreign relations between them for 
some time to come: Ukraine would move 
towards Europe and democracy, while 
Belarus would fall to the authoritarian gov-
ernance of Lukashenka and would subse-
quently draw closer to Russia (Szeptycki, 
2015). After Lukashenka took office in July 
1994, Belarus began to tighten relations with 
Russia, signing an Association agreement in 
1996, then the Union of Belarus and Russia 
in 1999 (Szeptycki, 2015). According to 
Szeptycki, formal and informal ties and 
instruments have effectively allowed Russia 
to control the politics and foreign relations of 
its Belarusian neighbour, while the close ties 
with Russia simultaneously strengthened the 
position of authorities in Minsk (Szeptycki, 
2015). Indeed, combined with polling in 
2013 which suggests that 55% of Belarusians 
now have a positive impression of the EU, 
rising from 40% in 2008 (Bylina, 2013), it 
would appear that there are several key fac-
tors buried in the political history of the 
country which help account for its strong 
degree centrality. Circumstantial evidence 
suggests that historical political relations 
between Belarus and Ukraine, combined 
with contemporary positive perspectives of 
Europe, may help account for its degree cen-
trality position in PRO1 and PRO2. The pres-
ence of Belarus in ANTI2, albeit to a much 
lower degree, may equally be partially 
explained by the historical and contemporary 
political relationships, including recent two 
distinct political and customs unions. That 
said, due to these physical and institutional 
linkages, one would expect Belarus to occupy 

a much higher position in the degree central-
ity rankings in ANTI2, as well as appear on 
the list for ANTI1. Thus, we can assume that 
other factors are also at play.

Germany in PRO1 and ANTI1
Germany appears midrange in both PRO1 and 
ANTI1 lists. With a cursory knowledge of 
Cold War history, one can understand that 
Germany has occupied a somewhat middle 
ground between East and West. Physically 
divided itself, Germany, in contemporary 
European affairs, has responded to crisis with 
a cool head and a near-neutral foreign policy 
position. Its place in the international response 
to the present Russian incursion into Ukraine 
mirrors this stance: while the West has opted 
for tough rhetoric, support for the Euromaidan 
movement, and economic sanctions, Germany 
has kept the phone lines open to Moscow 
(Evans, 2014). There are a number of addi-
tional causes likely behind this effort to keep 
diplomacy alive, as German firms maintain 
substantial economic interest in Russia, 
Ukraine is a mere ten hours from German ter-
ritory if full-scale war breaks out, and 
Germany’s economic health is substantially 
hampered by a significant dependence on 
Russian light-natural gas and crude oil (Evans, 
2014). Additionally, the calls for a German 
leadership role in negotiating an end to the 
Ukrainian crisis have been strong in the U.S., 
European allies, and Ukraine itself (Meister, 
2014). It is possible that this middle position 
in diplomatic affairs occupied by Germany 
has contributed to a similarly middle ground 
in our lists of degree centrality. The slight dif-
ferential could be partially attributed to the 
firmer stance taken by Germany after August 
2014 (two months after data collection) on 
Russian sanctions, however, there is no iden-
tified causality in this case (The Guardian, 
‘Threaten Russia’, 2014).

Argentina in ANTI1
Argentina appears only once on our degree 
centrality lists: ANTI1. Recent warming of 
political relations between Argentina and 
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Russia may partially explain this occurrence. 
During the Cold War, Central and South 
America were largely cut off from Soviet 
influence, thanks to continued pressure from 
the United States. With the lifting of the Iron 
Curtain, however, that dynamic has certainly 
changed. According to the New York Times, 
Argentina has backed Russia’s position on 
Ukraine, including defying trade sanctions 
imposed by the West, with the former offer-
ing support for Argentina’s international 
legal dispute on the value of defaulted gov-
ernment bonds (Federman, 2014; Bosoer and 
Finchelstein, 2014). In July 2014, Russia 
signed a number of nuclear energy agree-
ments with the Argentinian Government, 
infusing much-needed foreign direct invest-
ment into the Latin American country’s 
economy which has suffered after investors 
this year rejected its debt restructuring plans 
(BBC News, ‘Nuclear Deals’, 2014). 
Warming relations have also translated into 
an interstate treaty in 2014 on mutual legal 
assistance in criminal matters including 
transfer of persons, a communications agree-
ment which will see Russia’s state-owned 
media outlet Russia Today being broadcast in 
Spanish in Argentina, and an agreement to 
host Russian military bases in-country 
(Nelson, 2014; TASS, 2014). Criticism of the 
U.S., along broad foreign policy lines, have 
been curiously similar from both Russia and 
Argentina, again indicating warming rela-
tions between the two states (Federman, 
2014). This new political relationship, paral-
leled by limited South American engagement 
by the US, may indeed help explain 
Argentina’s position on the ANTI1 degree 
centrality list.

China in ANTI1, ANTI2
Several reports agree that Chinese silence on 
the Ukrainian crisis has supported its emer-
gence in a substantially advantageous posi-
tion. As the West and Russia face off in 
Ukraine, China has been able to secure a 
long-delayed gas deal with Russia, Chinese 
companies have expanded into upstream 

Russo-energy projects, oil imports for China 
are set to increase and well as prospects for 
new arms deals (Perlez, 2014). Russia and 
China still have substantial economic and 
political competition between each other, but 
for the moment, their presence in the ANTI 
categories can be partially explained by a 
partnership forged on the basis of a common 
political antagonist, the U.S., and Chinese 
diplomacy-facilitated economic gains as 
Russia continues to be cut off from traditional 
export destinations for its natural resources 
(Yeung, 2014; Brugier and Popescu, 2014).

In addition to the political and foreign rela-
tions discussed above, we also investigated 
economic and development aid factors such 
as import/export destinations and develop-
ment aid levels based on the data provided by 
the Organization for Economic Cooperation 
and Development (OECD). However, no 
definitive relationship between these factors 
and patterns in social media data was found.

Discussion

More generally, we were unable to find strong 
correlative or causal patterns between VK data 
and the high-level political events and actions 
detailed in this chapter. This may be a result of 
a number of limitations associated with the 
use of social media data in predictive analysis. 
Gayo-Avello et  al. (2011) argue there are 
instances when researchers have tended to 
treat social media as a black box: data mined 
from its annals may give one the right answer, 
regardless of whether you understand why 
that is the case. Shah et al. (2015) term these 
Type I errors, or false discoveries, where 
inferential relationships are deemed to exist, 
particularly in cases where large samples 
make insignificant findings seem meaningful 
because they achieve conventional statistically 
significant thresholds, despite those relation-
ships not existing at all. For political polling in 
particular, the authors argue that while profes-
sional pollsters traditionally build their 
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samples from ‘likely voters’, or those who had 
voted in previous elections, limited available 
methodology exists to obtain similar user pro-
file information for social media data collec-
tion (Gayo-Avello, et  al., 2011). A parallel 
difficulty would likely exist in the use of 
social media data for prediction and analysis 
in high-politics areas, although future research 
would do well to study whether closed-social 
networks have a higher degree of authenticity 
and a greater array of available user profile 
traits for use in countering this difficulty in 
polling using information collected from open 
platforms like Twitter or public VK groups 
such as those examined in our study. As noted 
in this chapter’s methodology section, the 
problem of spammers, fake accounts and troll-
ing is a pervasive issue in social media data 
collection (Gayo-Avello, et al., 2011). Future 
research would do well to identify qualitative 
and quantitative markers for troll accounts, so 
as to remove them and their contributions 
from data collection. Psychosocial analysis of 
personality characteristics may be effective in 
this regard, as found in the works of Buckels 
et  al. (2014), Shachaf and Hara (2010), and 
Shin (2008).

In a similar vein to Gayo-Avello, Clark and 
Golder (2015) argue that political scientists 
should not treat big data and causal inference 
as substitutes; there is nothing about increas-
ing the number of observations or variables in 
a dataset that solves the basic problem of trying 
to understand how an outcome would change 
if a causal variable were to change, while eve-
rything else remained constant. Keele argues 
that inherent to big data use, bias can grow in a 
researcher as sample sizes increase with obser-
vational data, ending with a ‘very precisely 
estimated highly biased effect where the con-
fidence intervals may no longer include the 
true value’ (Clark and Golder, 2015, p. 66). 
To address this issue, some researchers have 
advocated for using and reporting a compli-
mentary measure of significance called ‘effect 
size’, which in case of big data may be a better 
representation of the strength of the observed 
outcome. See a detailed discussion on the use 

of ‘effect size’ in Lin et al. (2013) and Kelley &  
Preacher (2012).

Hargittai (2015) equally points to the dif-
ficulty in sampling frames, referring to the 
units of a population that can be sampled for 
a study. When big data studies in political sci-
ence sample a particular platform, the only 
people whose opinions and actions are being 
represented are those who at some point in the 
past opted to join and use the particular site or 
service in question. Fundamentally and struc-
turally, this excludes anyone who has not and 
does not use the platform. It would be incor-
rect at this point to assume that volume of data 
points, for instance a million tweets or thou-
sands of VK group posts, would be enough to 
circumvent the limitations of sample frames. 
Simply, if individuals have not chosen to use 
a particular site, then findings are rarely able 
to be generalized beyond the site’s popula-
tion, because entire groups are excluded 
from study (Hargittai, 2015). Overcoming 
this limitation is, in part, an objective of this 
chapter. Hargittai (2015) suggests a related 
problem, and one additionally broached in 
this chapter, is the lack of data from social 
media mining on actions undertaken by users 
offline, or on other platforms. Indeed, one 
user might espouse a pro-Euromaidan posi-
tion on VK, and a subsequent pro-separatist 
view on Twitter. Support for Ukrainian sover-
eignty might occur online, but a migration to 
Russia offline. Indeed, in identifying possible 
conclusions and observations from its data 
collection and analysis, this chapter must be 
wary of the above pervasive, and sometimes 
endemic, difficulties with causal inference 
and prediction with social media data.

Future Research

The above, while providing substantial infor-
mation on possible answers to this chapter’s 
questions, remains only an initial first step. 
Each of the categories presented have briefly 
been touched upon, with all meriting their 
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own in-depth analysis on the predictive qual-
ities of social media group and user data. 
Indeed, none of the above should be taken as 
the final word on this topic.

Instead, and as is the case with most social 
science research, we end this chapter with 
more questions than answers. In responding 
to these remaining queries, future research 
can begin the establishment of a firm base 
upon which to further explore the utility of 
VK data in social science study. First, can and 
does international political rhetoric between 
states reflected in online networks, groups, 
and interaction? Second, does or can the pres-
ence of internal independence movements, 
including those within Israel, Moldova 
and United Kingdom, have an influence on 
their VK user base’s perspectives on the pro 
Euromaidan movement? Third, what impact 
does temporary migration patterns, includ-
ing international students, have on the demo-
graphic characteristics of VK user groups, 
and what are the repercussions for the validity 
of collected data in applying it in quantitative 
analysis? Fourth, do expatriate communities 
in destination states have a demonstrable 
impact on the message content, user demo-
graphics, or other observable characteristics 
in VK user groups? Fifth, what are the broad-
based implications of a potential limited 
predictive ability from social media group 
demographics? And finally, if our argument 
is reversed, can international events, actors, 
and relations help predict the demographics 
and social structures of social media groups?

As digital medium development speeds 
rapidly forward, the search for a grand meth-
odology and theory for data analysis and 
function seems to be a rather futile endeav-
our. Instead authors and researchers should 
perhaps follow the opportunistic guidelines 
of comparative political scientists; applying 
available methods and data on an as-needed 
basis, in relation to a particular event, trend, 
or case. If the topic of study changes as such 
an expeditious pace, there is little logical 
sense in developing a standardized but stag-
nant, overarching methodological approach. 

In this regard, the preceding study offered a 
glimpse into the possible linkages between 
social media data from VK, and its applica-
tion to political and social science subjects. 
Our efforts were opportunistic, preliminary, 
and resulted in limited correlative conclu-
sions. But, they were also the first steps along 
a long, winding road, one which may never 
reach a final destination.
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A Retrospective on State of 

the Art Social Media Research 
Methods: Ethical Decisions, 

Big-small Data Rivalries and the 
Spectre of the 6Vs

L u k e  S l o a n  a n d  A n a b e l  Q u a n - H a a s e

This concluding chapter offers critical 
reflections on some of the key themes cov-
ered in the Handbook. Ethics emerged as a 
concern for many scholars, both for those 
engaging in quantitative and qualitative 
approaches. Scholars agree in that there is 
no overarching set of rules that can be 
applied to all projects blindly, rather they 
see ethical decisions as being grounded in 
the specifics of the data being collected, the 
social group under study, and the potential 
repercussions for subjects. A second central 
theme was the value of qualitative 
approaches for understanding ‘anomalies’ 
within larger data sets. Qualitative 
approaches are seen as valuable and a stand-
alone means of collecting, analyzing and 
making sense of social media data, in par-
ticular for projects where context is essen-
tial. Finally, as the contributions in this 
volume demonstrate that many of the chal-
lenges posed by the nature of social media 

data are being tackled and addressed, this 
chapter ends with a reorientation of the 6Vs 
which focuses on the primacy of the 
researcher in the decision-making process. 
We argue that the provision of technical 
solutions alone do not entirely address the 
6V problem and clarity of thought around 
research design is still just as important as 
ever.

Introduction

The SAGE Handbook of Social Media 
Research Methods brings together over 50 
authors from a wide range of disciplines and 
scholarly traditions. This makes the 
Handbook truly interdisciplinary, drawing 
on approaches focusing on large-scale quan-
tification to studies that stress the relevance 
of single cases and anomalies. It is this 
diversity that gives the Handbook depth and 
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relevance and provides new perspectives and 
insights into the study of social media 
research methods. The Handbook demon-
strates that social media methodology is not 
only about big data, but how qualitative 
work is also developing quickly and leaving 
a mark on the field. It would also be inac-
curate to say that the interdisciplinary nexus 
between the social and computing sciences 
is solely oriented around a positivist para-
digm as clearly the challenges around col-
lecting, collating and handling qualitative 
data on social media require researchers 
from all backgrounds to collaborate. Further, 
neither quantitatively nor qualitatively-ori-
ented scholars can simply apply the tradi-
tional approaches developed in their 
disciplines to the study of social media phe-
nomena. Rather, scholars are challenged to 
rethink conventional approaches and reori-
ent themselves toward the new dimension-
alities inherent in these kinds of data. This 
creates a real need for the development of 
innovative methodological approaches that 
are uniquely suited to social media 
environments.

This concluding chapter identifies sev-
eral key threads that weave throughout the 
Handbook. We discuss ethical considerations 
first as one central theme that is of impor-
tance to many chapters and is considered 
by many scholars to still be unresolved. We 
briefly show what ethical issues are of most 
pressing relevance and ways of moving for-
ward. We then examine the growing popu-
larity of qualitative approaches to the study 
of social media. The range of approaches 
is astonishing, borrowed and adapted from 
established qualitative traditions. These 
approaches are singled out as not only coun-
tering big data approaches – often criti-
cized for flattening data, losing context, and 
stressing large-scale trends at the expense 
of an individual’s experiences – but also 
as providing unique insights into ‘anoma-
lies’ that would go unnoticed in large-scale 
scholarship (Bradley, 1993). This leads to 
the third central theme which focuses on the 

development of multi-method approaches 
that integrate big data analytics and small-
scale studies. Regardless of whether the 
quantitative techniques follow the qualita-
tive ones or vice versa, either process can be 
used to better illustrate current trends that are 
demonstrated in the initial data set and gain 
contextualization and reach deeper meaning. 
These kinds of approaches are not only time-
consuming, but also require the formation of 
interdisciplinary teams that can bring to bear 
expertise on different approaches to data col-
lection and analysis. We end the chapter with 
a discussion of the challenges surrounding 
the 6Vs first brought up in the introductory 
chapter. Having demonstrated throughout 
the book that the technical solutions to the 
6V problem exist, we return to the essential 
agency of the researcher and the additional 
considerations we need to reflect on when 
tackling this new form of data for social sci-
entific enquiry.

Ethics in big data and 
small data

Ethical considerations emerged as a strong 
theme in discussions related to the handling 
of social media data. It was evident that tra-
ditional considerations and guidelines regard-
ing ethics were not applicable to the new 
challenges that social media environments 
present. This is directly linked to the kinds of 
approaches developing in social media schol-
arship including tools for data collection that 
harvest information at new scales in terms of 
the 6Vs discussed in the introductory chapter 
and revisited later in this concluding chapter 
(i.e., volume, variety, velocity, veracity, 
virtue, and value). On one hand, scholars are 
calling for tighter regulations and more 
intense debate around ethical standards 
(Goel, 2014). On the other hand, scholars 
suggest that research involving social media 
data may not require as rigorous an ethics 
and consent regime as other types of research 
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because data are publicly available and stud-
ies will often involve ‘minimal risk’ to par-
ticipants (Grimmelmann, 2015).

What complicates the decision-making 
around ethics is that no pre-established set 
of rules or guidelines can be applied to all 
projects. For Beninger (Chapter 5, this vol-
ume), discussions around ethics cannot be 
boiled down to a checklist, but must instead 
take the entire research process into account 
including issues such as the topic under 
investigation, the time period of data collec-
tion, the participants to be included, and the 
sensitivity of the content. She contends that 
decisions around whether to seek consent 
from individuals who have posted content to 
public sites are closely linked with the nature 
of the content under study and the poten-
tial repercussions disclosure can have for 
research subjects. (see also Townsend and 
Wallace 2016).

Regardless of whether there is high or low 
risk to participants, it is clear that existing 
ethical guidelines and practices are not read-
ily applicable because social media data blur 
the lines between public and private spheres. 
Social networking sites (SNSs) contain infor-
mation intended for a specific network audi-
ence consisting of a mix of close and distant 
ties and thus is not truly public, even if users 
do have an understanding that a wider network 
of ‘friends’ can see, and interact with, this 
content. Recently, boyd and Crawford (2012) 
have also drawn attention to the fact that even 
data that is truly public, such as data posted on 
a Twitter timeline from a non-private account, 
may not be intended for further use by those 
who originally created the data. In short, how 
do social media scholars know that users are 
consenting to their data being utilized and 
analyzed in ways they cannot predict? Where 
in a research design is the traditional standard 
of consent being addressed? The networked 
nature of data on social media sites also pre-
sents new challenges for researchers. Consent 
obtained from one participant does not auto-
matically transfer to individuals interacting 
with that participant. Thus, new questions 

emerge around what data can be collected and 
included in a study. This problem of boundary 
specification is characteristic of all data pro-
duced in social media platforms and extends 
to likes, comments, and retweets of content 
(Quan-Haase & McCay-Peet, 2016).

Issues of anonymity also arise in delibera-
tions about ethics. In this regard, there is con-
siderable disagreement within the scholarly 
community as to what strategy is the most 
ethically sound. At the center of this debate 
lies the question of whether publicly avail-
able data is by default public and hence can be 
examined by scholars for research purposes 
(Stewart, Chapter 16, this volume; boyd & 
Crawford, 2012). From a participant’s point 
of view, anonymizing the collected data would 
most likely represent the lowest risk in terms 
of associating content with a particular per-
son/account. A common practice for review-
ers during the peer-review process of a social 
media project is to request the anonymiza-
tion of all data. In some instances, this may 
be a reasonable expectation, but one that is 
also associated with data loss. If key players 
– for example, Google’s Twitter account, the 
Twitter account of the US Republican can-
didate, Donald Trump, or of celebrity figure 
Kim Kardashian West – cannot be recognized 
in the data set, this would preclude scholars 
from drawing specific interpretations based 
on the social status of these key players and 
the role they play in society. To complicate 
things further, for some platforms such as 
Twitter, anonymizing data violates the terms 
and conditions of use. So, decisions around 
anonymity create tensions between the right 
of users to protect their privacy and the abil-
ity of scholars to draw conclusions based on 
their data.

Zeller (Chapter 23, this volume) specifi-
cally points out that not all data sets avail-
able online are indeed public. For instance, 
the website Ashley Madison was created to 
romantically connect married individuals (it 
basically helped people cheat). The service 
had around 40 million users in 2015 when 
the site was hacked and data on user accounts 
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were retrieved and posted online for anyone 
to access (Dreyfuss, 2015). Similarly, the ser-
vice Snapchat was reportedly also hacked, 
often via third party apps (Eng, 2014). 
Snapchat users consider this kind of data 
to be ephemeral and non-retrievable (Bayer 
et  al., 2015), but it can still be available on 
a company server or via a third-party app. 
Zeller (Chapter 23, this volume) notes that 
scholars have the responsibility to assess the 
origins of data sets and the nature of consent 
given by users. While data may be publicly 
available online, if it has been obtained ille-
gally, it may not conform to the standards of 
scholarly ethical practice. Nonetheless, it is 
not always clear where the boundaries lie, as 
data sets may be of public interest, but ille-
gally obtained, increasing researchers’ uncer-
tainty around the usage for research purposes.

Hargittai (2015) highlights the problem 
of the representativeness of the big data sets 
available through SNSs. She points out that 
‘if people do not select into the use of the par-
ticular site randomly, then findings cannot be 
generalized beyond the site’s population’ (p. 
65) because those who are not members of 
the site may vary from those who are in ways 
that are of relevance to the research being 
undertaken. Indeed, Sloan et al. (2015) dem-
onstrate that, for UK Twitter users, it appears 
that the distributions of tweeter age, occupa-
tion and class are not representative of the 
wider population and that those who enable 
geotagging are not demographically identical 
to users who do not (Sloan & Morgan, 2015). 
This links to yet another ethical dilemma as 
the absence of certain groups from social 
media violates ethical principles of inclu-
sivity. Conversely, concerns can arise about 
representation in small data projects as indi-
viduals may be more easily identifiable and 
reporting such data compromises anonymity.

The most controversial discussion around 
ethics so far is that which surrounds col-
laborations between academic and corporate 
researchers. For Vitak (Chapter 37, this vol-
ume), the trigger for much concern emerged 
from the publication of large-scale studies by 

Facebook’s Data Science Team in collabora-
tion with academics (e.g., Das and Kramer, 
2013; Kramer et al., 2014). Users were often 
not informed about the study either before 
it took place or after its completion and, as 
a result, Vitak contends, average Facebook 
users who served as subjects ‘felt uncomfort-
able not knowing what was going on ‘behind 
the scenes’ at the company’ (p. 634). This 
led to an outcry in the media regarding the 
ethical practices of big data analytics and a 
call for increased transparency, greater com-
munication with research subjects and more 
care in the design of large-scale experiments 
(Goel, 2014; Grimmelman, 2015; Hargittai, 
2015; Tufekci, 2015).

Discussion is underway about the need 
for ethical standards for research involv-
ing data sets from corporate social net-
works. Grimmelmann (2015) suggests that 
it might be even more important with cor-
porate research because self-interest may 
be even more significant. Jeffrey Hancock, 
one of the academic researchers involved 
in the Facebook experiment manipulating 
users’ emotions, suggests an ‘opt-in process’ 
whereby users agree from the outset to par-
ticipate in studies that will have a significant 
impact on their internet experience. He also 
suggests introducing a debriefing process 
that would provide information to users after 
smaller studies have been carried out, a prac-
tice that is standard today in experimental 
studies that involve some element of decep-
tion. May Gray, from Microsoft Research, 
suggests that ‘if you’re afraid to ask your 
subjects for their permission to conduct the 
research, there’s probably a deeper ethical 
issue that must be considered’ (Goel, 2014). 
The lesson here is that, simply because it is 
technologically possible, does not mean that 
it is ethically advisable.

Social media scholars cannot turn a blind 
eye toward ethical considerations because 
academic research is based on trust. Building 
trust with human subjects is critical and a 
result of a long-standing tradition of ethical 
standards in academia. The ethical standards 
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that govern research practices today are based 
on past experiences, such as the Stanford 
Prison Experiment (Zimbardo, 1972) and the 
Milgram (1963) experiment on obedience 
to authority figures. In both of these cases, 
researchers, in part unintentionally, breached 
the participants’ trust through the unexpected 
consequences of their study designs. If par-
ticipants get the perception that scholars are 
unconcerned about their wellbeing and the 
intended and unintended consequences of 
their research, this long-built trust may dis-
sipate. Salmons (Chapter 12, this volume) 
notes that this could jeopardize what lies 
at the center of much academic work, the 
recruitment of participants to voluntarily par-
ticipate in research studies.

Big data versus small data?

Big data approaches have received consider-
able scholarly and media attention, being 
heralded for their great potential to provide 
new insight into human behavior and thereby 
transforming the nature of social science 
research. It is often claimed that, with large 
enough data sets, we will no longer need 
theory as powerful ‘knowledge discovery 
software tools find the patterns and tell the 
analyst what–and where–they are’ (Dyche, 
2012 np). These approaches have received 
harsh criticism for being myopic to context 
and not being able to tell a full story by 
focusing only on large trends. Certainly their 
quantitative nature and the confusion around 
data-mining and machine learning paints a 
picture where theory becomes obsolete 
(Anderson, 2008), although this volume 
demonstrates that theory is seldom absent 
despite the hype around big data approaches 
(for a nuanced discussion see Kitchin, 
Chapter 3, this volume).

This Handbook demonstrates that there 
is more to big data than nomothetic, quan-
titative work – indeed there is an expanding 
body of work around innovative qualitative 

approaches that demonstrate completely dif-
ferent insights into the value of social media 
data. As Rasmussen Pennington (Chapter 15,  
this volume) points out: ‘The exponentially-
growing presence of non-text documents on 
popular social media outlets such as Facebook, 
Twitter, Instagram, Flickr, Pinterest, Snapchat, 
YouTube, and Vine has created an opportu-
nity for social science researchers to under-
stand the products of digital society through 
analyzing this data in many formats’ (p 232). 
Qualitative approaches being developed in 
social media scholarship do not only consist 
of embedding traditional techniques into new 
research designs (as argued by Latzko-Toth, 
Bonneau and Millette, Chapter 13, this vol-
ume), rather they consist of also using small 
datasets to reassess their capabilities and com-
plementarity with quantitative approaches. 
For example, Georgakopoulou (Chapter 17, 
this volume) proposes a new kind of narrative 
analysis based on small stories research to 
analyze social media data. While she borrows 
from the principles of narrative analysis, her 
approach is uniquely suited to the parameters 
created by social media environments. This is 
particularly relevant for narrative analysis, as 
narratives unfold differently on social media 
than in any other medium. In addition, the 
value of qualitative approaches goes beyond 
the type of method being employed and also 
expands to the populations being investigated. 
Salmons (Chapter 12, this volume) identi-
fies that social media can be an entry point 
for more traditional studies through offering 
access to hard to reach individuals or groups 
and enabling us to further understand their 
lived experiences.

The use of big versus small data does 
not have to be an either or debate. Rather, 
mixed methods can provide an alternative 
that takes the advantages of one approach 
to compensate for the disadvantages of the 
other – hence they can complement each 
other. Consider the use of Big Data, which 
uses large and complex data sets. Some argue 
that the massive data speaks for itself, that 
quantity equates to quality (for a discussion 
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see Zeller, 2015). However, critics argue that 
such data lacks contextualization and deeper 
meaning. A solution to this problem would 
therefore be to employ qualitative strategies 
in order to gain more in-depth knowledge 
regarding one’s research topic, as well as its 
meaning to participants.

The value of a mixed methods approach is 
demonstrated by Mayr and Weller (Chapter 8, 
this volume) through the combination of sur-
veys, social media and interviews. Indeed, the 
way in which qualitative and quantitative data 
complement each other is particularly visible 
when utilized for social media research. Social 
media sites produce vast amounts of diverse 
content at a rapid pace, creating a dilemma 
for researchers who must balance keeping 
the size of the data manageable while gather-
ing adequate information to develop knowl-
edge (Latzko-Toth, Bonneau and Millette, 
Chapter 13, this volume). For this reason, a 
mixed-methods strategy can be instrumental, 
as quantitative data collection allows for suf-
ficient breadth, while qualitative data collec-
tion provides the required depth. One can also 
combine the two methods through conver-
sion, in which the data is either ‘quantitized’ 
or ‘qualitized’ (Zeller, 2015). In other words, 
one need not collect both qualitative and 
quantitative data, but can transform one into 
the other to meet the research needs of a pro-
ject. Ultimately, the goals, research questions 
formulated, and theoretical underpinnings of 
the study will guide these decisions.

In his study of the relation between physi-
cal places and their social media hyper-local 
representations through the application 
Instagram, Nadav Hochman (Chapter 22, this 
volume) demonstrates the value of a mixed-
method approach to social media research. 
Using Instagram’s API to gather more than 
28,000 images pertaining to the elusive-yet-
renowned street artist Banksy, Hochman 
manipulated the sample in a variety of ways 
to cluster such images in order to compare and 
contrast the ways in which various users dis-
seminated Banksy’s art in New York. While 
his collection method is largely quantitative, 

his examination of the images has a qualita-
tive element. Hochman informally examined 
each cluster of images to reveal differences 
that were both unintentional, as well as inten-
tionally provided by users. Since he sought to 
determine what particular characteristics of 
hyper-locality are experienced through social 
media, statistical analysis simply would 
not suffice. Once his quantitative methods 
became inadequate, he transitioned to a quali-
tative analysis in order to draw significance 
and meaning from the collected images.

Zeller (Chapter 23, this volume), Hochman 
(Chapter 22, this volume), and Latzko-Toth, 
Bonneau and Millette (Chapter 13, this vol-
ume) demonstrate that in order to effectively 
conduct research in a field as vast and diverse 
as social media, one has to draw on a varied 
and flexible methodological toolkit. In this 
case, numbers do not speak for themselves, as 
each post (whether it be an image, a tweet, or 
a share) encompasses a variety of motivations, 
interactions and subjectivities. Employing a 
form of qualitative analysis is thus essential to 
fully understand such online activities. On the 
flip side, the massive amount of users flock-
ing to each site means that the smaller sam-
ples typically required for qualitative analysis 
risk producing ‘distinct’ results, distinct in 
that they do not speak for the majority of 
other users. Thus, researchers must develop a 
flexible approach to the study of social media 
data, and be prepared to develop strategies 
that best suit the topic at hand.

Combining elements of qualitative and 
quantitative methods can be seen as creat-
ing a strategy of data collection and analysis 
that is unique to the study, however research-
ers typically have more extensive training in 
one branch of methods/analysis than another. 
Attempting to take on elements of both could 
mean employing strategies that the researcher 
is not well-familiarized with and this in itself 
is a good justification for the value of collab-
oration in this area (Quan-Haase & McCay-
Peet, Chapter 4, this volume).

Lastly, a concern regarding combin-
ing qualitative and quantitative methods 
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may be deciding which to employ first – an 
issue not limited to social media research. 
Should a researcher interview a small sam-
ple for insight, and then attempt to analyze 
a larger sample of similarly-minded people 
in order to generalize such insight? Or vice 
versa, where a large sample is analyzed and 
the interviews follow? While the latter may 
seem more straightforward, the question then 
becomes who from the large sample to select 
for qualitative data collection? Certain mem-
bers of the sample may provide information 
that, had other members been selected, would 
not have been discussed. In other words, the 
choice of which participants a researcher 
selects to conduct qualitative research on 
could take the study in a very different direc-
tion, depending on who is used. While the 
solution may appear to be using the same 
sample for both quantitative and qualitative 
strategies, this could prove very costly and 
time-consuming for the researcher, and such 
practical constraints are not inconsiderate 
when dealing with big data.

Reorienting the 6Vs

Returning to the 6Vs discussed in the intro-
ductory chapter, we have a very different take 
on the nature of the challenges presented to 
researchers wishing to work with social 
media data. The chapters in this volume have 
demonstrated frenetic activity around the 
development of processes and systems to 
deal with the characteristics of the data, but 
tools and approaches are only as effective as 
the researcher using them. In light of this, we 
invite readers to reconsider the 6Vs from an 
alternative perspective that focuses on the 
individual designing and conducting the 
research rather than the data itself.

Volume will be an issue for any study even 
if technology makes collection and access 
easy, as researchers still have to sort the 
sound from the noise. For example, although 
it is laudable to use Twitter to try and predict 

an election by looking for positive sentiment 
towards political parties, looking for refer-
ences to the Green Party using a search term 
such as ‘Greens’ is going to identify many 
false positives – and any strategy to whittle 
these errors out requires time in proportion 
to the number of cases (see for an example: 
Burnap et al. 2016). Tighter search terms will 
reduce volume and accuracy but may exclude 
much relevant content, so the researcher has 
to evaluate how much noise is acceptable and 
schedule an extensive period of post-collec-
tion data cleaning.

Taking into account a variety of data types 
has always been a challenge of mixed-meth-
ods research, however as researchers we typi-
cally design such studies with tight parameters 
(such as the use of open and closed questions 
on a questionnaire) that allow us to link the 
data we are collecting with a careful plan 
of analysis – not so with social media data. 
Variety in social media means an unstruc-
tured mix of text, images, and videos with 
some users producing only one type of data 
whilst others produce two or all three types. 
An apparently simple study looking at reac-
tions on Twitter to, for example, the London 
2012 Olympics may need to take into account 
multiple tweets from the same users, the text 
of the tweet, use of images, use of hashtags 
and even the end content of a URL. Does this 
require a researcher to be an expert methodo-
logical pluralist? Should a researcher choose 
to focus on only one mode of data? What is 
being excluded by such a choice? The data 
can be captured, but that does not aid us in 
dealing with its complexity and variety.

Velocity is a key concern for any researcher 
interested in events or time sensitive inves-
tigations. Reacting quickly to real world 
events by starting live data collections using 
some of the tools described in this volume, 
such as COSMOS (Morgan, Chapter 26, this 
volume), R (Hegelich, Chapter 28, this vol-
ume) and Netlytic (Gruzd, Mai, & Kampen, 
Chapter 30, this volume), allows data to be 
collected whilst events unfold but deciding 
on an analytical strategy for the data requires 
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an understanding of temporal granularity. 
The metadata associated with social media 
activity specifies the creation of a post/tweet/
check-in to the second and it is then up to the 
researcher to decide at what temporal level 
the data is aggregated. For example, does it 
make sense to plot sentiment around a spe-
cific event for every second or should a sum-
mary sentiment score (Thelwall, Chapter 32,  
this volume) be computed by minute, hour, 
day, week or month? For studies with a 
high n during a short burst of time a smaller 
aggregation may be appropriate, but for other 
studies where cases are limited it may be 
necessary to summarize data over a longer 
period.

Veracity is hard to establish and research-
ers must be reflexive around the use of 
demographic proxies and how users present 
themselves online (Sloan, Chapter 7, this 
volume, Yang, et al., Chapter 6, this volume). 
The presentation of the self and construc-
tion of identity and group memberships is 
not new to the social sciences but the issues 
are compounded by the ‘remoteness’ of the 
researcher and the virtuality and plurality of 
social media data. Certainly respondents to 
a survey may answer items in light of social 
desirability bias, but how does this manifest 
in naturally occurring user-produced data? 
Tools such as Social Lab (Reips & Garaizar, 
Chapter 27, this volume), an open source 
software similar to Facebook with many of 
its features (messaging, sharing, befriend-
ing, wall posts, pictures, searching, profiles, 
privacy settings, etc.), allows scholars to 
simulate social interactions and manipulate 
aspects, including features of the system. 
Social Lab provides the means to observe 
actual behaviors on a social networking site 
instead of relying solely on reports provided 
via surveys or interviews. Additionally, 
through the inclusion of social bots on the 
platform specifics of social interaction can 
be systematically tested by manipulating var-
iables of interest. Similarly, Sloan is involved 
in current work investigating the possibility 
of linking social media to survey data to test 

the accuracy of demographic proxy meas-
ures and the relationship between opinions 
expressed in survey-format and tweets made 
online, but in the meantime studies are draw-
ing on the wisdom of crowds using Twitter 
data to predict elections (Burnap et al., 2016), 
box office revenue (Asur & Huberman, 
2010) and exchange rates (Papaioannou 
et al., 2013) with variable degrees of success 
for a variety of reasons (Lassen, La Cour, & 
Vatrapu, Chapter 20, this volume). Veracity 
may be less important to studies looking for 
nomothetic aggregate patterns than those 
interested in the intricacies of individual 
cases.

How do we account for virtue? The terms 
and conditions of data usage differ by plat-
form but as long as we abide by them we are 
legally entitled to do things with the data that 
violate traditional notions of ethical research. 
For example, it is not possible to implement 
the principle of anonymity when conducting 
qualitative analysis on tweets because Twitter 
terms and conditions require the tweet con-
tent always to be reproduced alongside the 
Twitter handle – what are the implications 
of this on protecting the ‘participant’ from 
harm for research into sensitive topics such 
as the use of hate speech online? If Twitter 
is a broadcast medium, is it necessary to 
gather informed consent? Conversations 
with colleagues in the wider academic com-
munity demonstrate a variable approach to 
ethics dependent on discipline, the level of 
understanding that ethics committees have 
about the nature of social media data and 
whether projects using ‘scraped’ data should 
be classified under primary collection or sec-
ondary analysis. An advantage of differing 
approaches is the opportunity for research-
ers to share ideas and for good practice to 
emerge and be publicized.

The value of social media data for social 
scientific research has been demonstrated 
in this volume through the use of case stud-
ies and applied examples and in the wider 
academic literature. Social media is a dif-
ferent source of data to what we are used 
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to dealing with and in turn it enables us to 
answer different questions, but the true value 
of a study is often in the reflections of the 
researcher on the strengths and limitations 
of the data and approach. Throughout this 
volume authors have presented transparent 
analytical strategies and methods to allow 
others to build upon their ideas – indeed 
this is exactly how science progresses and 
we should encourage open and frank discus-
sions about what works and what does not. 
There is also value in academics from dif-
ferent disciplines working together, expand-
ing their understanding and learning. This is 
reflected in the interdisciplinary nature of 
the volume.

In summary, whilst many of the challenges 
discussed in the introduction to this book 
appeared to be methodological and techni-
cal, following the developments outlined in 
this volume we can see that the challenges 
operate at a much more personal level. 
Researchers need to make good decisions 
informed by an understanding of the data and 
continue reflecting on their current practice, 
which may in turn involve closer collabora-
tions with other disciplines. In many cases 
the technology and tools exist to enable 
access to the data, but just because we can 
does not mean that we should - there is no 
substitute for good research design and con-
stant reflexive practice.

Conclusion

We started this volume by outlining the 
methodological mountain ahead of us, but in 
retrospect the climb is not so sheer. Much 
interest and enthusiasm has been generated 
around the development of this Handbook 
and the range of disciplines, methodological 
positionings and expertise demonstrated 
across the chapters illustrates the frenetic 
research activity around the use of social 
media data for social scientific analysis. 
There are still important issues to be 

resolved, not least around ethical frame-
works and the small data vs. big data rivalry, 
but it is clear that these discussions are well 
underway and that the thinking in this area is 
sophisticated, informed and grounded in a 
knowledge of the data, its limitations, and 
possibilities.

For us, it seems that ‘knowledge of the 
data’ is the key. The technological solu-
tions clearly exist after a fruitful meeting of 
minds between the social and computer sci-
ences and humanities, but the types of ques-
tions that can be asked, how representative 
our findings are and what the best plan of 
analysis is to answer our research questions 
all require a deep understanding of the pur-
pose, functionality and idiosyncrasies of the 
relevant social media platform. So after 39 
chapters we find that the difficult decisions 
around designing and conducting research 
using social media data are analogous to 
those of any traditional social scientific 
enquiry. At the same time, social media data 
has enticed scholars to develop new frame-
works and approaches that are uniquely 
suited to the challenges and dimensions pre-
sented by social media data.

So, having established that the remaining 
challenges are typical of any research pro-
ject, there is no reason to treat social media 
data with trepidation or fear. There may be a 
technical learning curve depending on what 
you want to do, but what better opportunity 
to learn a new skill or to partner with a col-
league in a different and complementary dis-
cipline? This book is a demonstration of the 
ability of the social sciences and humanities 
to upskill and remain relevant in a fast-paced 
and changing world. It is also a testament to 
how creative, innovative and groundbreaking 
we can all be when we break down discipli-
nary silos and collaborate. We sincerely hope 
that this volume enables and encourages new 
and experienced researchers to add to the 
debates and that, in a few years’ time, even 
more colleagues will feel able to contribute 
to the second edition!

Luke and Anabel (Co-Editors)
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