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ABSTRACT 

An open-pit mining operation can be . vie~ed a:; a 
process by which the open surface of a mme is contmu­
ously deformed. The planning of a mining program in­
volves the design of the final shape of this open surface. 
The approach developed in this paper is b:ised. on ~he 
following assumptions: 1. the type of material, its mme 
value and its extraction cost is given for each point; 2. 
restrictions on the geometry of the pit are specified (sur­
face boundaries and maximum allowable wall slopes); 
3. the objective is to maximize total profit - total mine 
value of material extracted minus total extraction cost. 

Two numeric methods are proposed: A simple dynamic 
programming algorithm for the two-dimensional pit (or 
a single vertical section of a mine), and. a mo!e elab?rate 
graph algorithm for the general three-d1mens1onal pit. 

! ntrod uction 

ASURFACE mining program is a complex opei;-a­
tion that may extend over many years, and m­

volve huge capital expenditures and risk. Before un­
dertaking such an operation, it must be known what 
ore there is to be mined (types, grades, quantities 
and spatial distribution) and how much of the ore 
should be mined to make the operation profitable. 

. The reserves of ore and its spatial distribution are 
estimated by geological interpretation of the informa­
tion obtained from drill cores. The object of pit de­
sign then is to determine the amount of ore to be 
mined. 

Assuming that the concentration of ores and im­
purities is known at each point, the problem is to de­
cide what the ultimate contour of the pit will be and 
in what stages this contour is to be reached. Let us 
note that if, with respect to the global objectives of a 
mining program, an optimum pit contour exists, and 
if the mining operation is to be optimized, then this 
contour must be known, if only to minimize the total 
cost of mining. 

*Now Senior Research Mathematician, General Motors 
Research Laboratory, Warren, Mich. 
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Open-Pit Model 

Besides pit design, planning may bear on questions 
such as: 

what market to select; 
what upgrading plants to install; 
what quantities to extract, as a function of 
time; 
what mining methods to use; 
what transportation facilities to provide. 

There is an intimate relationship between all the 
above points, and it is meaningless to consider any 
one component of planning separately. A mathema­
tical model taking into account all possible alterna­
tives simultaneously would, however, be of formidable 
size and its solution would be beyond the means of 

1 present knowhow. The model proposed in this paper 
will serve to explore alternatives in pit design, given 
a real or a hypothetical economical environment 
(market situation, plant configuration, etc. ) . This en­
vironment is described by the mine value of all ores 
present and the extraction cost o.f ores and waste 
materials. The objective then is to design the contour 
of a pit so as to maximize the difference between the 
total mine value of ore extracted and the total extrac­
tion cost of ore and waste. The sole restrictions con­
cern the geometry of the pit; the wall slopes of the 
pit must not exceed certain given angles that may 
vary with the depth of the pit or with the material. 

Analytically, we can express the problem as follows: 
Let v, c and m be three. density functions defined at 
each point of a three-dimensional space. 

v (x, y, z) = mine value of ore per unit volume 
c(x, y, z) = extraction cost per unit volume 
m(x, y, z) = v(x, y, z) -c(x, y, z) = pro 'it per unit volume. 

Let a (x, y, z) define an angle at each point and let 
S be the family of surfaces such that at no point does 
their slope, with respect to a fixed horizontal plane, 
exceed a. 

Let V be the family of volumes corresponding to 
the family, S, of surfaces. The problem is to find, 
among all volumes, V, one that maximizes the integral 

f .. m(x,y,z)dxdydz 
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Figure 1. 

Generally, there is no simple analytical representa­
tion for the functions v and c; consequently, numeric 
methods must be 'used. The traditional approach is to 
divide the whole pit into parallel vertical sections, 
and to consider each section as a two-dimensional pit. 
The technique used to determine the contour of a 
section consists in moving three straight lines, rep­
resenting the bottom of the pit and two walls, at 
slopes a (see Figure 1) , and in evaluating the ore and 
the extraction cost of materials limited by the three 
Jines. The configuration of lines yielding the best re­
sults is then selected. (Here, a is taken to be constant 
over the entire pit ) . 

The following dynamic programming technique is 
simpler, faster and more accurate. 

Two-Dimensional Pit 

Let us select t he units u, and UJ of a rectangular 
grid system such t hat 

~= tan cx 
U j 

For each unit rectangle (i, j ) determine the quan­
tity m,; = v,; - c,;. Construct a new tableau (Fig­
ure 2) with the quantities 

1 
M ij = ~ m ki. 

k = i 
M,; represents the profit realized in extracting a 

single col:Amn with element (i, j ) at its base. 

In a final tableau, add a row zero and compute 
the following quantities: 

Poi = 0 then, column by column starting with 
column 1: Pii = M i; + max (P; + k, ; _ 1) with k = - 1, 0, 1 

k . 

Indicate the maximum by an arrow going from (i, j ) 
to ( i + k, j-1 ) . 

The interpretation of the P ,; is as follows : 

P,; is the maximum possible contribution of columns 
1 to j to any feasible pit that contains the element 
(i, j ) on its contour. It follows that if the element 
(i, j ) is part of the optimum contour, then this con­
tour, to the left of element (i, j ) , can be traced by fol­
lowing the arrows starting from element ( i, j ) . Now, 
any feasible pit contour must contain at least one ele­
ment of the first row. If the maximum value of P in 
the first row is positive, then the optimum contour is 
obtained by following the arrows from and to the left 
of this element. If all elements of the first row are 
negative, then there exists no contour with pos itive 
profit. 
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Figure 2.-Dynamic Programming. 
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Three-Dimensional Pit 

When the optimum contours of all the vertical sec­
tions are assembled, it invariably turns out that t hey 
do not fit together because the wall slopes in a vertical 
section and at right angles with the sections that were 
optimized exceed the permissible angle a. The walls 
and the bottom of the pit are then "smoothed out." 
This takes a great amount of effort and the resulting 
pit contour may be far from optimum. Let us note 
that because the dynamic programming approach 
yields not only the optimum contour but also all alter­
nate optima, if such exist, as well as next best solu­
ti ons, it can be of help in "smoothing" the pit. 

The dynamic programming approach becomes im­
practical . in three dimensions. Instead, a graph al­
gorithm can be applied. The model is derived as fol­
lows : Let the entire pit be divided into a set of vol­
ume elements V,. This divi sion can be quite arbitrary, 
but may also be obtained by taking for V, the unit 
volumes defined by a three-dimensional grid. Associ­
ate to each volume element V, a mass 

ffi i =Vi - C; 

where v, and c, a re the mine value and the extraction 
cost of element V,. Let each element V, be represented 
by a vertex x, of a graph. Draw an arc (x,, x; ) if V; 
is adj acent to V,, that is, V, and V; have at least one 
point in common, and if the mining of volume V, is 
not permi ssible unless volume V; is also mined. We 
thus obtain a directed three-dimensional graph G = 
(X, A) with a set of vertices X and a set of arcs A. 
Any feasible contour of the pit is represented by a 
closure of G, that is, a set of vertices Y such that if a 
vertex x, belongs to Y and if the arc (x,, X;) exist s 
in A then the vertex x; must also belong to Y. If a 
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mass m, is associated to each vertex x,, and if M, is 
the total mass of a set of vertices Y, then the problem 
of optimum pit design comes to finding in a graph G 
a closure y with maximum mass or, shortly, a maxi­
mum closure of G. (See Figure 3) . 

This problem can be viewed· as an extreme case of 
the time-cost optimization problem in project net­
works, to which several solutions have been proposed 
(2, 3, 4, 5) . It can also be transformed into a network 
flow problem. However, there are obvious computa­
tional advantages to be gained from a direct ap­
proach; these advantages become important when the 
graphs considered contain a very large number of 
elements, as may be the case for an open-pit model. 

An effective algorithm to find the maximum clos­
ure of a graph is developed in the Appendix. The 
procedure starts with the construction of a tree T0 

in G. T0 is then transformed into successive trees 
T', T2, ... T" following simple rules until no further 
transformation is possible. The maximum closure of 
G is then given by the vertices of a set of well-iden­
tified branches of the final tree. 

The decomposition of the pit into elementary vol­
umes V; will depend on the structure of the pit itself 
and on the function a (x, y, z) . When a is constant, as 
is the case in most instances, one of the grid sys­
tems shown in Figure 4 can be taken, with proper 
selection of units on the axis. 

Figure 4. 

The three-dimensional pit model can be illustrated 
by a physical analogue. In Figure 5, each block has a 
grid point at its center through which there is an 
upward force (the value of the ore in the block) and 
a downward force (the cost of removing the ore) . 
The resulting force in a block is indicated with an 
arrow. If the system is left to move freely one unit 
a long a vertical axis, some of the blocks will be lifted. 
The total work done in this movement is F X 1 = F', 
where F is the resulting force of all blocks that par­
ticipate in the movement. However, the movement of 
any free mechanical system is such as to maximize 
the work done. Hence, F is the maximum resulting 
force over any set of blocks that can freely move up­
ward in this system, and, returning to our model, the 
blocks will separate along the optimum pit contour. 

I j LU 

I r 

Figure 5. 
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Parametric Analysis 

The established algorithm provides solutions to the 
final contour of a pit. There are, however, virtually 
unlimited numbers of ways of reaching a final con­
tour, each way having a different cash flow pattern. 
Figure 6 illustrates some of the possible cash flows. 

.$ 

An optimum digging pattern might be one in which 
the integral of the cash flow curve is maximum. The 
problem of designing intermediate pit contours can 
become extremely complex. The following analysis 
will highlight some properties of the pit model, and 
the results may provide a basis for the selection of 
intermediate contours. Let us add a restriction to our 
pit model. Supposing that we want to maximize the 
profit in the first year of operations and that our 
mining capacity is limited to a total volume V. What 
is the optimum contour now? To answer this question 
we shall consider the function 

P = M - /,V 

where M is the mass of a closure, V the volume of 
the closure and A a positive scalar. Instead of maxi­
mizing M as we did in our basic model, we now want 
to maximize P. This problem can be transformed into 
the basic problem by substituting each elementary 
mass by a new mass 

m'; = m, - ), 

T For A = 0 we obtain our old solution; when A in­
creases, P decreases, but for sufficiently small incre­
ments of ,\ the optimum contour and V will stay 

Figure 6.-Cash F low Patterns constant. 
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With a sufficiently large A., the contour will jump 
to a smaller volume. The function V = V (A.) is a 
step function . P = P (A.) is piecewise linear and con­
vex; indeed, as long as V is constant, P is linear with 
A. and the slope of the line is V. As V jumps to a 
smaller value so does the slope. 

M=P+AV 

Hence, the value of M corresponding to a volume V 
is given by the intersection of the segment of slope V 
and the axis OP. For each line segment of P (A.), we 
can obtain a point of the curve M =M(V). These 
points correspond to optimum contours for given vol­
umes V. The total curve M = M (V) cannot be gen­
erated by this process, but its shape is shown in Fig­
ure 7. Between any two of its characteristic points 
(M,, V,), (M, , V, ) , the curve M (V) is convex. In­
deed, if we go back to the curve V (A.), the intermedi­
ate volume V, defines the value A.2. The point B on the 
surface P,A., representing the optimum contour for 
V., must be situated below the curve P (A.). To obtain 
M., we draw, from B, a segment of slope V1 and take 
its intersection with OP. 

We can now write 

M ; - ),zV; < M2 - "A2V2 = M1 - "A2V1 

_From the equality 

Maximum Closure of a Graph 

Definitions 

A directed graph G = (X, A) is defined by a set of 
elements X called the vertices of G, together with a 
set A of ordered pairs of elements a, = (x, y), called 
the arcs of G. The graph G also defines a function r 
mapping X into X and such that 

(x, y) e A y e r x. 

A path is a sequence of arcs (a" a 2 , ••• a" ) such 
that the terminal vertex of each arc corresponds to 
the initial vertex of the succeeding arc. A 
circuit is a path in which the initial vertex co­
incides with the terminal vertex. An edge, e, = [x, y] 
of G, is a set of two elements such that (x, y ) f A or 
(y, x ) f A. This concept differs from that of an arc, 
which implies an orientation. A chain is a sequence 
of edges [e,, e,, ... , e,,] in which each edge has one 
vertex in common with the succeeding edge. A cycle 
is a chain in which the initial and final vertices co­
incide. 

A subgraph G (Y) of G is a graph (Y, A,) defined 
by a set of vertices of Y c X and containing all the arcs 
that connect vertices of Y in G. A partial graph 
G (B ) of G is a graph (X, B ) defined by a set of arcs 
B c A and containing all the vertices of G. A closure 
of a directed graph G = (X, A ) is a set of vertices 
Ye X such that xfY -4f'xfY. If Y is a closure of G, 
then G(Y) is a closed subgraph of G. By definition, the 
null set, Y = <f» is also a closure of G. 

A tree is a connected and directed graph T = 
(X, C) containing no cycles. A rooted tree is a tree 
with one distinguished vertex, the root. The graph 
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Substituting for A.2 

M ; < M2 + (V; - V2) Mi - M 2 ) 
V1 - V2 (l 

But a point D on the segment (M,, V,), (M,, V1) , has 
a value 

(2) 

From (1) and (2), it results that point C must in­
deed be situated below point D. The proposed graph 
algorithm can be easily extended to permit such para­
metric studies. 

In summary, we have established the shape of the 
curve M (V) and shown how its characteristic points 
can be obtained. To each point of this curve corres­
ponds a contour that is optimum if the volume mined 
is exactly V. An interesting feature of the curve 
M (V) is that given two optimum contours C. and Cb 
corresponding to two volumes V. and Vb then, for 
V. < Vb, the contour Cb completely encloses the con­
tour C., that is, any volume element contained in C. 
is also contained in Cb. 

It follows that if no other restrictions are imposed, 
the orebody can be depleted along the curve M (V). 
This mining pattern will maximize the integral of 
cash flow with respect to total volume mined [M (V) 
indeed is a cash flow]. 

obtained by suppressing an arc a, in a rooted tree T 
has two components. The component T, = X;, A,) 
which does not contain the root of the tree is called a 
branch of T. The root of the branch is the vertex of 
the branch that is adjacent to the arc a, . A branch is 
a tree itself, and branches of a branch are called 
twigs. 

The Problem 

Given a directed graph G = (X, A ) and for each 
vertex x, a numeric value m, > < 0, called the mass 
of x;, find a closure Y of G with maximum mass. In 
other words, finds a set of elements Y c X such that 

X;fY --+ rx,eY 

and MY = I: m; is maximum 
XifY 

A closure with maximum mass is also called a maxi­
mum closure. 

The Algorithm 

The graph G is first augmented with a dummy 
node Xo and dummy arcs (xo, x,). The algorithm starts 
with the construction of a tree T 0 in G. T0 is then 
transformed into successive trees T ', T2

, ••••• T" 
following given rules, until no further transforma­
tion is possible. The maximum closure is then given 
by the vertices of a set of well identified branches of 
the final tree. 

The trees constructed during the iterative process 
are characterized by a given number of properties. 
To highlight these properties and to avoid unneces­
sary repetitions we shall next develop some additional 
terminology, 
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Definitions 

'- --

\ 
\ 
1 

I 

Each edge e" (arc a" ) of a tree T defines a branch, 
noted as T. = (Xk, A" ). It is also convenient to write 
x. for the root of the branch T •. The edge e. (arc a.) 
is said to support the branch Tk. The mass Mk of a 
branch T. is the sum of the masses of all vertices of 
T •. This mass is associated with the edge ek (arc ak ) 
and we say that the edge ek (arc ak) supports a mass 
M •. 

In a tree T with root Xo, an edge e. (branch T.) is 
characterized by the orientation of the arc a" with re­
spect to Xo; ek is called a p-edge (plus-edge ) if the arc 
a. points toward the branch Tk, that is, if the ter­
minal vertex of a. is part of the branch Tk. T. then 
is called a p-branch. If arc a. points away from branch 
T., then ek is called an m-edge (minus-edge) and T. 
an m-branch. Similarly, all twigs of a branch can be 
divided into two classes: p-twigs and m-twigs. We 
shall also distinguish between strong and weak edges 
(branches). A p-edge (branch) is strong if it sup­
porcs a mass that is strictly positive; an m-edge 
(branch) is strong if it supports a mass that is null 
or negative. Edges (branches ) that are not strong 
are said to be weak. A vertex x, is said to be strong 
if t here exists at least one strong edge on the chain 
of T joining x, to the root Xo. Vertices that are not 
strong are said to be weak. Finally, a tree is normal­
ized if the root Xo is common to a ll strong edges. Any 
tree T of a graph G can be norma,lized by replacing 
the arc (xk x,) of a strong p-edge with a dummy arr 
(xo, x,), the arc (Xq, x,. ) of a strong m-edge with a 
dummy arc (xo, x.) and repeating the process until all 
strong edges have Xo as one of their extremities. 

The tree in Figure 2 has been obtained by normal­
izing the tree in Figure 1. Note that as a ll dummy 
edges are p-edges, a ll strong edges of a normalized 
tree will a lso be p-edges. 

The graph G considered in the sequel will be an 
augmented graph obtained by adding to the original 

52 

1 0 

'5) <-p 

1\1 

Figure 2. 

graph a dummy vertex Xo with negative mass and 
dummy arcs (xo, x, ) , joining Xo to every vertex x,. Be­
cause Xo cannot be part of any maximum closure of 
G, t he introduction of dummy arcs (xo, x, ) does not 
affect the problem. The vertex Xo will be the root of 
all trees considered. 

We shall next establish properties of normalized 
trees . These properties will lead us to a basic theorem 
on maximum closures of a directed graph. 

Property 1 

If a vertex x. belongs to the maximum closure Z 
of a normalized tree T, then a ll the vertices X. of the 
branch Tk also belong to Z. 

Proof: 

We shall show that if a vertex, say x,., of the 
branch T" does not belong to Z, then Z is not/ a maxi­
mum closure. 

Let (Figure 3) T (Z ) and T (X-Z) be the subgraphs 
of T defined by the vertices of Z and X-Z, respec­
tively, and assume 

x.,.,,< 

~' " E Z; x,E: Xk; x,1:X-Z 

~l) 

/ 
/ 

"' ' 

/ 

........ 

Figure 3. 
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All arcs A-"- of T that join vertices of X-Z with 
vertices of Z have their terminal vertex in Z, as Z is a 
closure of T. At least one of the edges of A* is an 
m-edge because the chain joining Xo to x, must go 
over Xk and thus contain at least one of the edges of 
A-". The first such edge between Xk and x, is an m­
edge. Let e. = [x1,, x.] be this m-edge with Xpfz and 
x.€X-Z (possibly x,, = Xk and/ or x. = x,.) . T. is an 
m-branch of T . Let T.' be the component of T (X-Z) 
containing the vertex Xq. The edges of A-"- connecting 
vertices of T..' to vertices of Z, with the exception 
of [ x., x,, J, are all p-edges in T, otherwise there would 
be a cycle in T. Hence T.' is a branch obtained by re­
moving p-twigs from the m-branch T. of T. Because 
T is normalized, the mass of T. is strictly positive ; 
the mass of any p-twig of T. is negative or null. 
Hence, the mass of T'• is strictly positive and Z is 
not a maximum closure (the closure Z + X,.' has larg­
er mass ) . This completes the proof. 

Property 2 

The maximum closure of a normalized tree T is 
the set Z of its strong vertices. 

If we note that any p-branch of T is a closed sub­
graph of T, but that an m-branch is not a closed 
subgraph of T, this property follows directly from 

· property 1. If the tree has no strong vertex, that is, 
no strong edge, then the maximum closure is the 
empty set Z - cf>· 

Theorem I 

If, in a directed graph G, a normalized tree T can 
be constructed s uch that the set Y of strong vertices 
of T is a closure of G, then Y is a maximum closure 
-0 f G. 

Proof: 

We shall use the following argument: If 
S = ( X, A' ) is a partial graph of G a nd if Z and Y 
_are maximum closures of S and G, respectively, 
then obviously 

M , 2:_ M v 

If then we find a closure Y of G and a partial 
-graph S of G for which Y is a maximum closure 
then, because of the above relation, Y must also be 
.a maximum closure of G. Because T is a partial 
graph of G and because (property 2 ) Y is a maximum 
.closure of T, the theorem follows immediately. If, 
in particular, the set of strong vertices of a normal­
ized tree of G is empty, then the maximum closure 
.of G is the empty set Y = cf>· 

Steps of the Algorithm 

Construct a normalized tree T0 in G and enter the 
iterative process. Iteration t + 1 transforms a nor­
-malized tree T' into a new normalized tree T'+1. Each 
tree T' = (X, A') is characterized by its set of arcs 
A' and its set of strong vertices Y'. The process ter­
minates when Y is a closure of G. Iteration t + 1 
contains the following steps: 
1.-If there exists an arc (xk, x1 ) in G such that 

'Xo 

Figure 4. 

3.-Normalize T' . This yields T '+1. Go to step 1. 
4.-Terminate. Y' is a maximum closure of G. (See 

Figure 4) . 

Construction of T 0 

T 0 can be obtained by constructing an arbitrary 
tree in G and then normalizing this tree as outlined 
earlier. A much simpler procedure, however, is to 
constru ct the graph (X, An) where Ao is the set of 
all dummy arcs (xo, x, ) . This graph is a tree and 
it is, of course, normalized. 

Trans/ ormations 

The steps outlined above do not indicate the 
amount of calculation involved in each iteration nor 
do they establish that the process will terminate in 
a finite number of steps. To clarify these points 
we shall analyze, in more detai l, the transformations 
taking place in steps 2 and 3 of the algorithm. 

( a ) Construction of T' : 

The tree T' is obtained from T ' by replacing the 
arc (xo, x,,, ) with the arc (xk, X1 ) . 

The arc (xo, Xm ) supports in T ' a branch T,,,' with 
mass M,,,'> 0. Let (Figure 4) [x,,,, .. . , x., n1, ... , 
;x:,,, Xo] be the chain of T' linking x,,, to Xo. Except for 
this chain, the status of an edge of T ' and the mass 
supported by the edge are unchanged by this trans­
formation. On the chain [x,,,, ... , Xo] of T' we have 
the following transformation of masses: 
For an edge e; on the chain [ x,,,, ... ,. x. ) 

M;' =Mm' - M ,' 
For the edge [x., x1] 

Mk' = M m' 
For an edge e; on the chain [ x,, ... , x,,, Xo J 

(1) 

12) 

M;• = Mm'+ M;' (3) 

In addition, all the edges e1 on the chain 
[x,,., .. . , x.J have changed their status : a p-edge in 
T ' becomes an m-edge in T' and vice versa. On the 
chains [xm, ... , x.J and [x1, . . . , x.) in T ', all p-edges 
support zero or negative masses and all m-edges 
support strictly positive masses as T ' is normal­
ized. Hence, we obtain the following distribution of 
masses in T' : 

m-edge P-edge 
Y k € Y', and x1 € X-Y', then go to step 2. Otherwise 
go to step 4. edge e1 on [xm .... , Xk] (4) 

(5) 

(6) 

2.-Determine Xm, the root of the strong branch con­
taining xk. Construct the tree T' by replacing 
the arc (xo, Xm) of T ' with the arc (x., X1 ). Go to 
step 3. 
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edge 

edge e; on [x1, .. . , Xp, Xo] M;• >Mm' 

It results from these relations. 

M;• ~ Mm' 
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Property 3 

If, in T', e" is an m-edge on the chain [xm, .. , x.J 
then the mass M/ is strictly positive and larger than 
any mass suported by a p-edge that precedes ed on 
the chain [xm, ... , x.]. 

(b) Normalization of T': 

As T' was normalized, all strong edges must be 
on the chain [xm, ... , x.]. We remove strong edges 
one by one starting from the first strong edge en­
countered on the chain [xm, .... ,x.]. This edge, say 
e. = [x., x"], must be a p-edge (because of property 
3, all m-edges are weak). We replace e. with a strong 
dummy edge (x., x.). Thus, we remove a p-twig 
from the branch T/ and must subtract its mass 
from all the edges of the chain [xb, ... , x.]. Be­
cause of property 3, property 3 will remain valid on 
the chain [xb, ... , x.] . We now search for the next 
strong p-edge on the chain [xb, ... , x.] and repeat 
the process until the last strong p-edge has been re­
moved from the chain. 

In practice, transformations (a) and (b) can be 
carried out simultaneously; we have analyzed them 
separately to establish the following: 

Theorem II 

In following the steps of the algorithm, a maxi­
mum closure of G is obtained in a finite number of 
steps. 

Proof: 

As the number of trees in a finite graph is finite, 
we only have to show that no tree can repeat itself 
in the sequence T0

, T1, ... , T". Each normalized tree 
is characterized by its set Y of strong vertices and 
the mass M, of this set. We shall show that either 
My decreases during an iteration or ·else M, stays 
constant but the set Y increases, so that any two 

trees in the sequence T 0
, T', ... , T" will differ either 

in their masses M, or in their sets of strong vertices. 
Indeed, let us see how M, and Y transform during 

an iteration. Because, in the normalization process, 
we never generate a strong m-edge it is clear that 
the last p-edge removed from the chain [xm, ... , x.] 
is the p-edge that supports the largest positive mass 
in T' . Let ew be this edge and Xw' the vertices of the 
branch Tw'. As a result of steps (a) and (b), we now 
have 

Yt+l = Y - Xmt + X,.• 

M,t+I = M,t - Mm t + Mw• 

(7) 

(8) 

In any case, Mw' ""' Mm' because of (4) and (6) 

If Mw• < Mmt then Myt+I < M,.t 
If Mw• = Mm' then M,t+I = M~t 

The latter case can only occur if the equality ap­
plies in (6), and thus ew must be situated on the chain 
[x1, ... , x,, x.J of T' . Then, however, the set Xw' con­
tains Xm' and the set y •+• is larger than the set Y'. 

This completes the proof. 

(1) 

(2) 

(3) 

(4) 

(5) 
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