
Wall polygon retrieval from architectural floor plan images using
vectorization and deep learning methods

Pablo N. Pizarro
pablo@ppizarror.com

Department of Computer Sciences, University of Chile
Santiago, Chile

ABSTRACT
In this paper, we propose a model that retrieves the wall polygons
from architectural floor plan images of Chilean multi-unit resi-
dential buildings. The model, assembled from the combination of
wall segmentation and vectorization algorithms developed from
comparing the state-of-the-art approaches, solves the wall retrieval
for more detailed and complex plans than related work. Data pre-
processing, train, and evaluation procedures will be studied for
improving results. Furthermore, a novel dataset comprising 954
floor plans is proposed, considering the image and polygon data for
each basement, first, and typical floor from 165 different buildings.
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1 INTRODUCTION
Architectural floor plans are documents that result from an itera-
tive design, planning, and engineering process to define the layout,
distribution, and usage of a structure, playing a crucial role while
designing, understanding, or remodeling indoor spaces [36]. Plans
are 2D complex drawing that conveys geometric and semantic in-
formation from a 3D scene [64]. Usually, they consider the walls,
windows, furniture, dimension lines, grids, text, or icon styles that
define room types, making analysis and information recovery a
challenging and open task [36].

Although plans are designed and built using advanced vector
software such as AutoCAD1, these are frequently stored as raster
1https://www.autodesk.com/products/autocad/
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format images in the application process [64], discarding semantic
and geometric information as only human post-processing is con-
sidered (e.g., home buyers, renters, or engineers). Thus, recovering
information from rasterized floor plan images is a long-standing
open problem [36, 39], posing three fundamental challenges. First,
there is no standard notation among architectural and engineering
firms, where colors, line thickness, and symbols differ [39]. Second,
the plan structure must satisfy high-level geometric and semantic
constraints. Finally, this high-level model structure varies across ex-
amples (e.g., different houses have different numbers of bedrooms)
[36].

From the data recovery problem, a critical task is to identify the
walls because these objects define the building’s main layout and
convey essential information to detect other structural elements
[10]. This information is also helpful in the whole spectrum of ar-
chitecture, engineering, and construction, providing data for design,
analysis, cost estimation, among others [53]. Traditionally, the prob-
lem has been solved using low-level image processing methods that
exploit heuristics to locate wall notations in floor plans using shape
recognition, text filtering, line scanning, and pixel classification
[66]. However, relying on hand-crafted features is an insufficient
approach, as it lacks generality to handle diverse conditions [67].
Extensive effort is required to choose proper low-level processing
operations, tune parameters, and craft rules and grammar based on
drawing styles or architectural regularity [65].

Recently, several deep learning methodologies have been pro-
posed to identify the walls, mainly through the application of con-
volutional neural networks (CNNs) [23] and generative adversar-
ial networks (GANs) [24] to segment and vectorize the structural
objects, improving the performance with respect to a manual so-
lution while keeping a general approach for handling different
input styles [62]. Nevertheless, obtaining the wall’s geometry from
the segmented images, process known as vectorization, and the
reconstruction of the wall topology, that is, the connection and
neighborhood relationship, is a problem with great room for im-
provement. Studies such as the one conducted by Li et al. [35] make
it possible to obtain a representation of the polygon contour by
using an energy-refined approach. Macé et al. [39] detect walls and
rooms from images using a coupling of the Hough Transform and
image vectorization. Another study conducted by Feltes et al. [19] is
capable of finding the object’s corners in wall-line drawing images
by filtering out unnecessary points without changing the overall
structure.

https://orcid.org/0000-0002-8745-6638
https://www.autodesk.com/products/autocad/


CC7910, Investigación en Ciencia de la Computación, 2021 Pablo N. Pizarro

Given the latest research in deep learning and image vector-
ization techniques, is it possible to automatically obtain the wall
polygons from Chilean architectural floor plan images of residential
buildings? That is, a model which considers as input an image of
the floor plan (from a given drawing style of the national reality),
and as output the wall polygon data.

In order to answer this question, the present workwill implement
and compare a selection of discriminative and generative-based
deep learning wall segmentation models and evaluate raster-to-
vector methods to obtain the wall polygons from the segmented
images. Both segmentation and vectorization algorithms will be
combined to assemble the proposed model, represented in Figure 1.
The model input (Figure 1a) corresponds to an architectural floor
plan image, which embeds the walls, doors, windows, grids, text,
dimension lines, and furniture. Conversely, Figure 1b illustrates the
output, composed of the wall’s polygons with proper connectivity,
length, thickness, and angles.

(a) Input – Architectural
floor plan image from a
Chilean residential building

(b) Output – Wall polygons,
discretized and properly con-
nected

Figure 1: Inputs and outputs of the proposed model.

2 RELATEDWORK
Several previous studies have been conducted to retrieve the wall
information from architectural floor plans, ranging from low-level
image processing methods that recognize the objects considering
manual features to recent deep learning procedures which train
models to extract the walls in an automated fashion.

2.1 Low-level image processing
Among low-level image processing, there are studies where a par-
allel pair shape is searched to recognize walls, comparing the line
style and orientation from a binarized image [8, 21, 38, 46, 61] or a
set of prior database knowledge rules [55]. Several works applied
pre-filtering methods for text and symbol removals, finding the
walls through line recognition algorithms [1–4, 10, 14, 39, 45, 59]
. Others performed manual binarization and classification from
a specific group of rules [11, 12, 25]. Pixel proximity heuristics
were also used to segment the walls [52], and other studies such as
[5] approximated the wall polyline with a sequence of geometric
primitives. Furthermore, graph-based models, which create a graph
representation of the walls, have also been employed [9, 16].

Geometrically-based methodologies have also been proposed to
retrieve the wall polygon from architectural floor plan images; for
instance, Li et al. [35] obtained a representation of the polygon con-
tour by using a generic energy-refined approach. Feltes et al. [19]
work is capable of finding the object’s corners in wall-line drawing
images by filtering out unnecessary points without changing the
overall structure; also, wall-gap filling is possible while performing
a heuristic criterion. Finally, Mewada et al. [42] proposed a frame-
work based on the 𝛼-shape algorithm to extract room shapes from
binarized images, calculating and classifying their properties using
a linear regression model.

2.2 Deep learning-based methods
Several deep learning models have been developed to recognize and
vectorize the walls from architectural floor plan images in recent
years. Among these, the wall object segmentation is one of the
main tasks, which can be formulated as a classification (semantic
segmentation) or partition problem (instance segmentation). Se-
mantic segmentation performs pixel-level labeling with a set of
object categories for all image pixels; by contrast, instance seg-
mentation extends the classification scope further by detecting and
delineating each object of interest in the image [43].

Within deep learning, image segmentation models can be dis-
criminative or generative-based. Discriminative models learn the
conditional probability distribution of the pixel classes (e.g., wall
or background class), that is, the decision boundary. Conversely,
generative models learn the joint probability distribution, that is,
the distribution of the individual classes.

Among discriminative-based models, the semantic segmenta-
tion FCN [54], U-Net [51], DeepLab [6], and instance segmentation
RCNN [22] have been used. FCNs, or Fully Convolutional Net-
works, are composed of two main sections: encoder (contraction)
and decoder (expansion). The encoder section is used to capture
the context from the image, comprised of several convolutional
and max-pooling layers [23]; in opposition, the decoder section
comprises many feature channels that enable precise localization
through the transposed convolutions, propagating context infor-
mation to higher resolution layers, giving the segmented output.
Similar to FCNs, in U-Net the decoder also combines the feature
and spatial information through a sequence of up-convolutions
and concatenations with high-resolution features from the encoder,
improving localization and reconstruction of the segmented output
image; therefore, the expansive path is symmetric to the contracting
part and yields an u-shaped architecture [51]. Likewise, DeepLab is
a state-of-the-art semantic segmentation model which employs a
pre-trained CNN to get encoded feature maps from the input and
a decoder to reconstruct the segmented output image. Finally, the
instance segmentation RCNN is a family of models which produce
a set of bounding boxes for each object in the image, named regions
of interests (ROI), where the position and category (e.g., wall) are
inferred using neural networks.

Concerning the wall segmentation problem, Dodge et al. [15]
was the first to propose an FCNmodel with different pixel-strides to
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Table 1: Representative research in floor plan analysis concerning deep learning methods.

Title (year) Model Dataset (plans) Parsing Segmentation Vectorization Metrics
[15] (2017) FCN, Faster-RCNN R-FP (500), CVC-FP (122) � � – IoU, JI, ACC, AP
[36] (2017) CNN R2V (870) from LIFULL � – � AP, RE
[26] (2018) U-Net LIFULL (NA, private) – � � –
[63] (2018) FCN LIFULL (5000, private) � � – ACC
[64] (2018) U-Net EAIS (325, private) – � – IoU, ACC
[66] (2019) CNN, DeepLabV3+, PSPNet,

RCF
R3D (232), R2V (815) � � – IoU, ACC

[58] (2020) U-Net, Faster-RCNN BTI (700, private), CubiCasa5K
(5000)

– � � IoU, mAP

[62] (2020) Mask-RCNN CVC-FP (122) � � � MS
[30] (2020) DeepLabV3+ EAIS (319, private), R-FP (500) – � � IoU
[67] (2020) GAN R3D (232), R2V (815) � � – ACC
[69] (2020) FCN, DeepLabV3+ CubiCasa5K (540) – � – IoU
[18] (2020) U-Net, ANN PFP (1554, private) – � – hD, P

[32, 33] (2021) GANs, Pix2Pix EAIS (450, private), CVC-FP
(122)

– � � ACC

[17] (2021) EdgeGAN ZSCVFP (10800, private) � – � ACC

segment walls and Faster-RCNN [50] for object detection. Yamasaki
et al. [63] also used an FCN model to segment the floor plan objects
and a graph structure to assemble the apartment layout. Hanme et
al. [26] segmented the walls employing U-Net. Similarly, Yang et
al. [64] used U-Net along pixel deconvolutional layers (PixelDCL
[20]) to avoid checkerboard artifacts, work extended by Surikov et
al. [58] who detected the wall objects with the Faster-RCNN model
and applied the Ramer-Douglas-Peucker [49] algorithm to simplify
the polygons. Wu et al. [62] used Mask-RCNN [27] to segment
the walls by finding a region proposal that represents its width,
thickness, and location. Jang et al. [30] segmented the walls using
DeepLabV3+ and later vectorized them using a node-edge graph.
Finally, Zhu et al. [69] compared different training strategies to
parse complex floor plans considering FCN-2s and DeepLabV3+,
with VGG16 [56] as a backbone.

CNN-based models have also been developed to obtain the wall
objects without segmenting the image. Liu et al. [36] used a CNN
model to detect the wall edges (ResNet-152 [28]) and applied inte-
ger programming on the extracted corners to construct the vector
data that represented the walls. Zeng et al. [66] used a shared VGG
network for feature extraction and a Conv+ReLU subnet to find
the wall edges, comparing the results against the RCF edge de-
tection network [37], DeepLabV3+, and PSPNet (Pyramid scene
parsing network [68]) segmentation networks. On the other hand,
not only walls are the target. Egiazarian et al. [18] obtained the
line primitives from generic technical plans, using U-Net for image
pre-processing, later splitted into patches to estimate the line prim-
itives with a feed-forward artificial neural network (ANN), each
patch encoded with ResNet-based feature estimator and decoded
using Transformer blocks [60].

Among generative-based approaches, Kim et al. [32, 33] studied
style transfer to transform plan styles to a unified format using the
image-to-image conditional generative adversarial network Pix2Pix
[29], and a GAN [24] to vectorize the floor plan, generating candi-
dates for the wall junctions which are later connected to assemble

the vector representation through integer programming. Zhang
et al. [67] created manually-defined direction-aware additive ker-
nels to optimize the recognition and generation of walls with a
GAN, comparing the implementation against [66]. Finally, Dong et
al. [17] developed an edge extraction GAN (EdgeGAN), based on
the image-to-image translation Pix2Pix model, to detect the wall
primitives.

Table 1 details the deep learning related work within floor plan
analysis, considering the dataset used, the tasks performed such
as floor parsing (subdivision and categorization of rooms), object
segmentation and vectorization, and finally, the metrics used. The
segmentation results were evaluated in terms of the intersection
over union (IoU) [54], pixel accuracy (ACC), and the Jaccard Index
(JI) proposed by de Las Heras et al. [9]. By contrast, works that
detected objects (e.g., walls, doors, windows) used the mean average
precision (mAP), the average precision (AP), recall (RE), and the
match score (MS) [9] metrics. Finally, to measure the difference in
skeleton structures of two vector images, Hausdorff distance (dH)
and the number of primitives (P) were used. Table 2 details the
dataset properties.

Although previous work considered segmentation to retrieve
the structural objects from architectural floor plan images, they do
not aim to obtain a high-level representation of the wall polygons;
usually, the segmentation was an intermediate step to assemble
the floor structure (parsing). Also, the dataset’s floor plans belong
to single apartments or houses, as illustrated in Figure 4, which
are different from the dataset to be used in this work, composed of
multi-unit floor plans from Chilean residential buildings (including
all apartments, halls, or perimeter walls). Moreover, in Chile, the
floor layout is usually composed with a non-uniform distribution
of many walls with complex cross-sections [34, 40, 41] compared
to other countries such as the U.S., where the architectural floor
plan usually consists of a few rectangular walls [44].
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For the reasons mentioned above, ideas can be gathered from
previous work to segment and generate the vector representation of
the wall polygons, finding the consideration and thresholds needed
to process large and complex plans.

3 PROBLEM STATEMENT
In this investigation, the problem to be solved is obtaining the wall
polygons from a rasterized architectural floor plan image in an
automatic procedure, without the need for human input, in such
a way it can handle several input styles and the resulting polygon
adequately represents the semantics underlying the plan drawing.
In previous work, researchers have used low-level image process-
ing methods that exploited manual heuristics to find the objects;
however, as these methods lack generality to handle diverse condi-
tions imposed from the highly variable input plans, a deep learning
approach will be used.

We aim to build a model that uses a deep learning method to
segment the wall objects from architectural floor plan images and
a vectorization algorithm to retrieve the polygons (Figure 1). The
dataset to train and test the proposed model comprises 165 Chilean
residential building projects [47, 48] designed by 53 different of-
fices, yielding 954 high-quality plan images for the basement, first
floor, and typical floor of the buildings. The images are stored in
PNG format of 9000 pixels wide, obtained from each AutoCAD
source file. For each plan, the walls were labeled and stored as a
rectangular-discretized polygon in a graph structure; thus, the con-
nection topology is retained. Figure 2 illustrate a selection of three
different floor plans from the dataset, considering the wall poly-
gon graph and the image in different drawing styles; from these
examples, it is possible to observe that the walls have different
thicknesses and line colors, with multiple orientations, complex
connection layouts, and discontinuities due to other elements such
as notations or grids. The assembly process of the floor plan dataset
is detailed in Figure 3. First, the image of each plan was collected
from the digital drawings (Figure 3a), alongside the wall contour
polygon (Figure 3b); each polygon was processed, discretizing the
complex cross-section into a connected graph, where vertices be-
long to wall joints, and the edges to the wall segments (Figure 3c).
Finally, the polygons were located on each plan’s correct position
(Figure 3d).

To solve the problem, first, a comparison between a selection of
deep learning-based wall segmentation models from related work
will be performed, using both discriminative and generative-based
approaches, to find the one that obtains the best results in terms of
the intersection over union (IoU) [54], which is a standard evalua-
tion metric widely used within floor plan analysis (Table 1). Then, a
vectorization algorithm will be studied to obtain the wall polygon
shape from the segmented images [35, 39] while applying several
heuristics for filtering and simplifying the polygons [19]. Finally,
the segmentation and vectorization algorithms will be combined to
assemble the proposed model, comparing the results between the
output and the real wall polygons from the Chilean dataset.

3.1 Research question
From the proposed problem, the following questions arose:

• Which state-of-the-art deep learning model, from discrimi-
native to generative-based, has better performance for seg-
menting the wall objects considering a dataset of Chilean
architectural floor plans?

• Is there room for improvement for these deep learning seg-
mentation models since new methods have been discovered
to improve training and input pre-processing in recent years?

• Is there a better metric than IoU to characterize wall results
from architectural floor plan analysis?

• How do the classical raster-to-vector algorithms perform
while processing the segmented wall images? Could previous
knowledge of the polygons be used to improve results?

• Can the proposed model, assembled from the selected seg-
mentation and vectorization algorithms, obtain the wall poly-
gons directly from the floor plan image, with equal or better
results than the state-of-the-art approaches?

3.2 Hypothesis
The proposed model, assembled with the best deep-learning and
raster-to-vector segmentation models that emerge from the com-
parison of related work, will allow obtaining the wall polygons
from Chilean architectural plan images, with results similar to the
state-of-the-art approaches that solve the problem for less complex
and detailed plans.

3.3 General objective
In this investigation, we will develop a model (Figure 1) that consid-
ers as input an architectural floor plan image (Figure 1a) and returns
a highly accurate and refined wall polygon as output (Figure 1b).
The model will be assembled from a couple of deep learning-based
wall segmentation and raster-to-vector algorithms that emerged
from comparing the state-of-the-art floor plan analysis works.

3.4 Specific objectives
O1) Compare discriminative and generative-based deep learning

models for wall segmentation, which have been proved to
have a better performance against low-level image process-
ing methods that rely on manual heuristics.

O2) Process the Chilean architectural floor plan dataset (954 floor
plans from 165 different residential buildings) to find the
best data structure to handle the wall segmentation and
vectorization considering semantic and memory restraints.

O3) Evaluate different methodologies to improve the segmen-
tation model results regarding the intersection over union
(IoU) between the ground-truth and the output images. In
addition, other metrics will be studied to determine if it is
possible to characterize the wall polygon results better.

O4) Implement and evaluate a vectorization algorithm that ob-
tains the wall polygon from the segmented images.

O5) Implement the proposed model that automatically obtains
the wall polygon from the floor plan image, using the devel-
oped segmentation and vectorization algorithms, comparing
the results to the ground-truth for each building from the
Chilean dataset.



Wall polygon retrieval from architectural floor plan images using vectorization and deep learning methods CC7910, Investigación en Ciencia de la Computación, 2021

3.5 Methodology
3.5.1 Research. The first step of the research is to explore the state-
of-the-art methods that solve obtaining the wall objects from an
architectural floor plan image, considering both classical low-level
image processing and the latest deep learning approaches.

3.5.2 Wall polygon retrieval model. The model development con-
siders three steps. First, a comparison between different state-of-
the-art wall segmentation deep learning algorithms will be made
(O1), which has been proved to better perform against low-level
image processing methods that rely on manual heuristics [62]. The
comparison will include discriminative-based models such as U-Net
[26, 58, 64] and DeepLabV3+ [30, 66, 69], and the generative-based
Pix2Pix [17, 32]. Models will be trained and tested using the Chilean
architectural floor plan dataset, which will be processed to han-
dle the segmentation considering semantic and memory restraints
(O2) or studying data-augmentation procedures from related work
[18, 26, 30, 32, 33, 36, 57, 58, 62]. Studies such as [69] will also be
applied to enhance the current deep learning models (O3) in terms
of the intersection over union (IoU), a standard metric used within
floor plan analysis research (Table 1).

As a second step, a vectorization algorithm will be implemented
and evaluated to find the wall polygon from the segmented images
(O4). This vectorization can be based on the Hough Transform [39],
or energy-based polygon refined method [35]. The output polygon
will be post-processed using geometrical heuristics [19] and prior
knowledge of the wall polygon domain to improve the result’s qual-
ity.

Finally, the deep learning model for segmenting the image and
the vectorization algorithm for obtaining the wall polygons will be
combined, assembling the proposed model, which will be compared
to the groud-truth included for each floor plan in the dataset (O5).

3.5.3 Experimentation. Experiments will be performed throughout
steps to check the deep learning segmentation models and the
vectorization results. The aim is to compare the output polygons
alongside the real solution (ground-truth), which is already included
in the whole dataset of 954 Chilean residential building floor plans.

3.5.4 Technologies. The model will be implemented in Python, us-
ing Keras-TensorFlow2 as the machine learning backend. For image
processing, OpenCV3 is considered. The front-end application will
comprise a web interface for uploading the floor plan, execute the
model considering its input parameters, and visualize the results.

3.6 Expected results
• A short literature review that includes both low-level image
processing methods and the latest deep learning approaches
to retrieve wall objects from architectural floor plan images.

• A novel dataset comprising 954 Chilean architectural floor
plans of residential buildings to be used for wall retrieval
research.

2https://www.tensorflow.org/
3https://opencv.org/

• A comparison among several state-of-the-art deep learn-
ing discriminative and generative-based wall segmentation
models for Chilean floor plans.

• A vectorization algorithm that obtains the wall polygons
from a segmented image output.

• A model that automatically obtains the wall polygon from
Chilean architectural floor plan images of residential build-
ings, comprising a couple of the segmentation and vector-
ization algorithms.
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A APPENDICES

Table 2: Datasets used by prior floor plan analysis research.

Dataset (year) Annotation (quantity)
R3D – Rent3D, [7]
(2015) Walls, openings, room types (232)

CVC-FP, [13] (2015) Walls, doors, windows, rooms without type
(122)

R-FP, [15] (2017) Walls (500)
R2V, [36] (2017) Walls, openings, room types, icon types (815)
CubiCasa5K, [31]
(2019)

80 object categories such as doors, windows
and walls (5000)

EAIS, [30] (2020) Walls, doors (319-400)
LIFULL HOME’S
dataset (–) None (–)

(a) Ex. 1 – Image (b) Ex. 1 – Wall polygon

(c) Ex. 2 – Image (d) Ex. 2 – Wall polygon

(e) Ex. 3 – Image (f) Ex. 3 – Wall polygon

Figure 2: Example of three different architectural floor plans,
considering the image and the wall polygons.

(a) Retrieval
of the floor
plan image

(b) Polygon of
the wall con-
tour

(c) Graph-
based wall
discretization

(d) Modeling
of the wall

Figure 3: Example of the walls’ assembly process.

R3D – Rent3D CVC-FP

R-FP R2V / LIFULL

CubiCasa5K EAIS

Figure 4: Floor plan image examples from related work’
datasets.
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