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Abstract information relevant for most hydrologic applications cannot be obtained directly from the
native-scale outputs of climate models. As a result the climate model output must be downscaled, often
using statistical methods. The plethora of statistical downscaling methods requires end-users to make a
selection. This work is intended to provide end-users with aid in making an informed selection. We assess
four commonly used statistical downscaling methods: daily and monthly disaggregated-to-daily Bias Cor-
rected Spatial Disaggregation (BCSDd, BCSDm), Asynchronous Regression (AR), and Bias Corrected Con-
structed Analog (BCCA) as applied to a continental-scale domain and a regional domain (BCCAr). These
methods are applied to the NCEP/NCAR Reanalysis, as a surrogate for a climate model, to downscale precip-
itation to a 12 km gridded observation data set. Skill is evaluated by comparing precipitation at daily,
monthly, and annual temporal resolutions at individual grid cells and at aggregated scales. BCSDd and the
BCCA methods overestimate wet day fraction, and underestimate extreme events. The AR method reprodu-
ces extreme events and wet day fraction well at the grid-cell scale, but over (under) estimates extreme
events (wet day fraction) at aggregated scales. BCSDm reproduces extreme events and wet day fractions
well at all space and time scales, but is limited to rescaling current weather patterns. In addition, we analyze
the choice of calibration data set by looking at both a 12 km and a 6 km observational data set; the 6 km
observed data set has more wet days and smaller extreme events than the 12 km product, the opposite of
expected scaling.

1. Introduction

Many of the impacts of climate change on society are going to be felt at the local level, and even regional-
scale problems, such as water resource planning, require detailed spatial information for hydrologic model
input. However, currently available climate models (i.e., coupled models of the climate system, including
land, atmosphere, ocean, and sea ice) are not able to perform long-term simulations with outputs at spatial
resolutions sufficient for use in many impact assessments. As a result, many methods, including statistical
and dynamical models, have been proposed to downscale coarse-resolution climate model results to locally
relevant information.

There is a large range of statistical downscaling methods available [see Fowler et al., 2007; Maraun et al.,
2010; Schoof, 2013], but many recent studies of the impacts of climate change in the water sector use rather
basic statistical downscaling methods, some of which are primarily bias correction methods. In particular,
many impact assessments are based on statistical downscaling methods that simply rescale the coarse-
scale precipitation output from climate models to the finer spatial scales necessary for hydrologic modeling
[e.g., see Brekke et al., 2009; Bureau of Reclamation, 2012; Brown et al., 2012; Hanson et al., 2012; Miller et al.,
2013; Hay et al., 2014]. It is important to carefully evaluate the suitability of these downscaling methods for
water resource and other applications [Barsugli et al., 2013].

Here we present an analysis of four statistical downscaling methods and assess their fidelity in reproducing
precipitation in current climate using an array of metrics. We focus specifically on methods that are used to
rescale precipitation from climate models. However, in this work we analyze these statistical methods as
applied to a coarse-resolution reanalysis (NCEP/NCAR Reanalysis [Kalnay et al., 1996]) as a surrogate for a
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climate model, as is com-
Table 1. Sampling of the Availability of Data Sets Developed With the Methods Examined in v d in th L.
the Current Study monly done in the statisti-

Method Online Availability cal downscaling literature
[e.g., Wilby et al., 2000;

BCSD, BCCA http://gdo-dcp.uclinl.org/downscaled_cmip_projections/dcplinterface.html

BCSD, AR http://cida.usgs.gov/climate/gdp/ Schmidli et al., 2006; Bene-
BCSD http://www.engr.scu.edu/~emaurer/global_data/ stad et al., 2007; Wetterhall
BCSD, BCCA, AR http://earthsystemcog.org/projects/ncpp/downscportals .

BCSD https://portal.nccs.nasa.gov/portal_home/published/NEX.html et al, 2007; Huth et al.,

2008; Maurer and Hidalgo,
2008; Fasbender and
Ouarda, 2010; Abatzoglou and Brown, 2011; Nicholas and Battisti, 2012]. Because reanalyses are essentially a
series of short-term weather forecasts [Zhang et al., 2011], this approach does not consider problems with
climate model simulations of regional-scale precipitation, and instead focuses directly on differences in sta-
tistical downscaling methods. Additional errors associated with problems in simulating regional-scale pre-
cipitation may be present when these methods are applied to climate models, and future work will look at
that application. Our approach also does not address the effect these methods have on the climate change
signal of a climate model, this too will be addressed in future work. In addition, fidelity in simulating current
climate is a necessary, but not sufficient condition to ensure skill in simulating future climate.

The four statistical methods are (1) the Bias Corrected Spatial Disaggregation approach (BCSD) [Wood et al.,
2004], (2) BCSD applied directly at a daily time step (BCSDd) [Thrasher et al., 2012], (3) the Constructed Ana-
log (CA) [Hidalgo et al., 2008] approach modified with a bias correction (BCCA) [Maurer et al., 2010] as well
as a regional application of BCCA (BCCAr), and (4) the Asynchronous Regression approach (AR) [Dettinger

et al., 2004; Stoner et al., 2012]. To distinguish the more typical BCSD approach, which is applied at a
monthly time step and disaggregated-to-daily values, from the direct daily approach, we will refer to the
typical BCSD as BCSDm. Each method is used to compute daily and 12 km fields of precipitation from the
1.9° reanalysis precipitation data in the NCEP/NCAR Reanalysis. It should be noted that these methods may
be referred to as bias correction methods, with statistical downscaling being reserved for methods that
relate other climate model fields, e.g., wind speed, humidity, and pressure, to precipitation. However, within
the communities that develop and use these methods, they are referred to statistical downscaling methods
[e.g., Wood et al., 2004; Maurer et al., 2010; Stoner et al., 2012; Bureau of Reclamation, 2012; Yoon et al., 2012;
Hwang and Graham, 2013], as such, we retain that nomenclature here. Within the classification scheme of
Wilby et al. [2004], BCSDd and AR could be considered transfer functions; BCSDm is a combination of a
transfer function on the monthly time scale and a delta approach on the daily time scale; BCCA is an analog
scheme. Though Wilby et al. [2004] also note that downscaling should rely on variables that are well simu-
lated by the climate model, and one could argue that precipitation is not.

These methods are selected because they are widely used and products are available from a variety of web-
sites (Table 1), and thus there is a need for a review of these methods. For example, Hay et al. [2014] used
the AR method to look at hydrology and stream temperature changes in future climate. Brown et al. [2012]
used the BCSD data set produced by Maurer et al. [2007] when looking at decision making for water resour-
ces. Similarly, Miller et al. [2013] used the Maurer et al. [2007] BCSD data set when looking at changes in
streamflow. Hanson et al. [2012] used a modified constructed analog when looking at interactions between
surface water and groundwater usage scenarios. Finally, Brekke et al. [2009] used the Maurer et al. [2007]
BCSD data set when evaluating climate change impacts on water resources, as did Bureau of Reclamation
[2012].

Our primary analyses cover the Contiguous United States (CONUS), but to compare the BCCA and BCCAr
approaches, we perform additional analyses over three subdomains (Figure 1). These regional foci are anal-
ogous to assessing performance for a water resources study [e.g., Bureau of Reclamation, 2012]. The Central
Rockies domain can also be compared to a 4 km dynamically downscaled data set [Rasmussen et al., 2014],
which only exists for this region due to computational constraints.

This paper builds on the literature on evaluation and comparison of downscaling methods. Many previous
studies focus on only a single statistical method, often one developed in the same study [e.g., Salathe, 2005;
Katz and Parlange, 1995; Fatichi et al., 2011; Jarosch et al., 2012; Ning et al., 2012; Pandey et al., 2000; Vrac

et al,, 2007]. A smaller number of studies have compared multiple approaches, sometimes including dynam-
ical downscaling [Wood et al., 2004; Dibike and Coulibaly, 2005; Fowler et al., 2007; Maurer and Hidalgo, 2008;
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Figure 1. Hydrologic Unit Code (HUC) region outlines over the CONUS. Boxes indicate the subdomains used to test the sensitivity of the
BCCA method to domain size.

Chen et al., 2012; Gutmann et al., 2012; Hwang and Graham, 2013; Chen et al., 2013], though often with only
a few statistical validation metrics, e.g., the bias at annual and monthly time scales and, in a few instances,
the cumulative distribution function (CDF). Additional metrics such as wet day fraction, extreme event size,
or dry spell lengths are often used to validate weather generator type approaches [e.g., Rajagopalan and
Lall, 1999; Fatichi et al., 2011; Vrac et al., 2007; Wilks, 1998; Wilby, 1994; Mehrotra et al., 2006], but are rarely
used in comparisons of spatially distributed statistical downscaling methods. Particularly unique about the
present study is our investigation of the spatial scaling characteristics that are important to hydrology.

This paper is organized as follows: section 2 describes the data sets used in this study; section 3 describes
the statistical downscaling methods; section 4 describes the metrics used to assess the output; section 5
describes these results and discusses why each method performs as it does; and section 6 summarizes our
findings and provides some suggestions for future research.

2. Data Sets

Statistical downscaling methods need a reference data set to calibrate the method, and coarse-resolution
model output, which is used in both the calibration and application of the method. The reference data set
is typically a fine-resolution gridded observation data set when gridded output is desired, though weather
stations are often used for point downscaling. The coarse-resolution model output used is typically from a
climate model, but in this case we use a reanalysis data set as a surrogate for climate model simulations
that matches historical weather patterns.

2.1. Gridded Observational Data Sets

We use the gridded observation precipitation data set of Maurer et al. [2002] to calibrate the downscaling
methods. To provide additional guidance for the use of various downscaled products, we explore differen-
ces between two possible calibration data sets, Maurer et al. [2002] and the gridded product of Livneh et al.
[2013]. Both of these data sets use spatial interpolations from point observations with a topographic adjust-
ment to precipitation similar to that of PRISM (Parameter Regression on Independent Slopes Model) [Daly
et al., 1994]. Both data sets were designed for climate studies for water resources and incorporate only sta-
tions that exist for at least 20 years to minimize homogeneity problems through the record. The Maurer

et al. data are on a 1/8° grid (~12 km on a side at midlatitudes) and the Livneh et al. [2013] data are on a
1/16° grid (~6 km). Both data sets provide daily values of 24 h accumulated precipitation. Both data sets
cover the period from 1949 to 2010, and both data sets primarily cover the CONUS domain used in the
present study. Both data sets used approximately 20,000 stations in total, although a maximum of approxi-
mately 12,000 stations, which occurred in 1970, were used at any given time [Livneh et al., 2013]. This corre-
sponds to, at best, one station for every four grid cells in the Maurer et al. [2002] data set, and one station
for every 16 grid cells in Livneh et al. [2013]. Unless otherwise noted, any mention of “observations” will refer
to the Maurer et al. [2002] data set. Gridded data sets inherently have some limitations due to the necessary
spatial interpolations; however, for distributed applications, gridded data sets are typically required.
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2.2. NCEP/NCAR Reanalysis

We use the coarse-resolution National Center for Environmental Prediction and National Center for Atmos-
pheric Research reanalysis (NCEP/NCAR) [Kalnay et al., 1996], henceforth referred to as NCEP product. This
product is based on a coarse-resolution atmospheric model similar to that used in a climate model, but it
assimilates observations both in the atmosphere and on the surface, and so is representative of current
weather. Such reanalyses have been likened to a series of short-term weather forecasts [Zhang et al., 2011].
The NCEP data are produced on a 1.9° Gaussian grid (~210 km on a side) comparable to the resolution of
many current climate models. This product provides subdaily output, here aggregated to 24 h totals. While
the NCEP data cover the period from 1949 to present, we focus on the period containing satellite micro-
wave and infrared atmospheric soundings (1979 on). The NCEP precipitation data are not assimilated, rather
precipitation is modeled by the atmospheric model, as it is in a climate model.

3. Downscaling Methods

Below we present a brief description of the downscaling methods evaluated with only the critical elements
of the methods presented; the reader is referred to the primary relevant literature for details. These meth-
ods were calibrated in the period 1979-1999 and applied to both the calibration period and a validation
period (2001-2008). All downscaling methods were used to generate daily data, calibrated to the gridded
observations.

3.1. Bias Corrected Spatial Disaggregation (BCSDm)

The BCSDm method was developed by Wood et al. [2004] and is applied in two steps. First, monthly biases
in the coarse model are corrected using quantile mapping [Panofsky and Brier, 1968] based on observations
regridded to the coarse model resolution. Second, the bias-corrected output is spatially disaggregated to
the fine-resolution grid by bilinearly interpolating, and then applying a fine-resolution spatial anomaly pat-
tern derived from the observations. The anomaly is calculated as the difference between the fine-resolution
observations and the coarsened observations bilinearly interpolated to the fine-resolution grid. These steps
are performed at a monthly time step, and daily disaggregation is performed by selecting a semirandom
month from the historical period and scaling it to match the monthly total at each grid cell. To select a his-
torical month, the historical months are grouped into the wettest and driest months, and a month is then
selected randomly from either the wet or dry months depending on the BCSDm derived monthly total. Var-
iations of this step are possible as discussed in Raff et al. [2009]. The BCSDm method is calibrated independ-
ently for each month of the year. To prevent anomalously large extreme events, any events that exceed
150% of the observed maximum daily precipitation for a given grid cell are limited to 150% of the observed
maximum, and the excess is spread evenly across the rest of that month to preserve the monthly total.

3.2. BCSD—Direct Daily (BCSDd)

Recently, the BCSD method has also been performed directly on a daily time step [Thrasher et al., 2012]. In
this method, the bias correction and spatial disaggregation are both applied to daily coarse-resolution pre-
cipitation. This method requires no further temporal disaggregation, and maintains the daily spatial and
temporal structure from the coarse-resolution climate model. As a result, this method allows greater modifi-
cation to the daily precipitation occurrence and intensity distributions in a future climate than the BCSDm
method does; however, it also corrects fewer errors in the climate model’s spatial representation of precipi-
tation. For example, the bias correction step forces daily climate model wet day fraction to match a corre-
sponding aggregated coarse-scale wet day fraction from the observations, but every fine-scale grid cell
within a coarse grid cell will have the same wet day fraction. There is no method to disaggregate wet day
occurrence within a coarse grid cell, as a result, if there is precipitation in the coarse grid cell, then there is
precipitation at all fine grid cells within that coarse grid cell simultaneously.

3.3. Bias Corrected Constructed Analog (BCCA, BCCAr)

The constructed analog method [Hidalgo et al., 2008; Maurer and Hidalgo, 2008] is derived from traditional
analog techniques [e.g., Glahn et al., 1972]; however, it constructs a new analog from a linear combination
of past dates. To downscale a given date, this method selects 30 analog days from coarsened historical
observations that best match the coarse-resolution model spatial pattern of precipitation. Prior to this com-
parison, we applied a bias correction step to the coarse model output using quantile mapping [Maurer
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et al, 2010]. The BCCA method takes these 30 best analog days, calculates the linear combination that
would best match the coarse model for that day, then applies that same linear combination to the fine-
resolution observations from those 30 days to construct a downscaled analog.

In the BCCA technique, the results are dependent on the entire domain for the analog selection process. As
a result, the technique may perform better or worse over regions of different sizes. To test this sensitivity,
we apply the BCCA method independently to both the CONUS, as well as to three subdomains (Figure 1,
BCCAr) in the Northwest (NW), Southwest (SW), and Central Rockies (CR). In addition, because this method
is sensitive to the coarse model representation of weather patterns over a large area, it may have additional
problems not examined here when applied to a climate model, which may not simulate the correct spatial
distribution of precipitation for individual weather events even on a continental scale.

3.4. Asynchronous Regression (AR)

The AR method was first applied to climate data by Dettinger et al. [2004] and recently refined by Stoner
et al. [2012]. In this method, the coarse-resolution model output is bilinearly interpolated to the fine-
resolution grid. Next, the time series from the each interpolated grid point, and from the fine-resolution
observation data set are each sorted independently from low to high values. Once sorted, the resulting
ordered arrays are used as input to a linear regression. Stoner et al. [2012] used a piecewise linear regression,
where the ordered arrays are subdivided and the regression is performed on each subdivision. We follow
that method with six segments spread evenly across the distribution. The result is akin to a quantile map-
ping performed directly on the fine-resolution grid, but with fewer degrees of freedom. As a result, this
method will be similar to BCSD if the order of the BC and SD steps is reversed as in Hwang and Graham
[2013].

The method is performed independently for each month, with 2 weeks on either side included to increase
the effective sample size and allow for shifting seasonality in a future climate as in Stoner et al. [2012]. While
this may aid in downscaling cooler months in a warmer climate, it is unlikely to help the warmest month.
Precipitation regressions are calculated after applying a log transformation to the data. As in Stoner et al.
[2012], we correct the tails of distribution by capping precipitation with a maximum value, here 120% of the
maximum observed value in each grid cell. One hundred twenty percent was selected as intermediate value
between the 150% used in the BCSD code, and the published value of Stoner et al. [2012], which used 2%
above the observed maximum after adding 250 mm to the observed precipitation. Excess precipitation is
discarded. While this removal of precipitation does not conservation of mass, it should be noted that none
of the downscaling procedures do so; they all rescale precipitation to match observed mean values, and
this rescaling both adds mass in some locations and removes it in others with no guarantee of balancing
the two. In contrast, conservation of mass and related internal consistency is one of the intrinsic benefits of
a dynamical downscaling, it plays no role in the statistical methods evaluated here. For the bottom of the
distribution, we do not force the regression of the first segment through zero; however, if the coarse model
had no precipitation, the downscaled precipitation was set to zero.

4, Evaluation Metrics

Relying only on statistics such as the bias can be misleading in isolation because they potentially mask
important spatial and temporal errors in the data. To present a more complete assessment of these statisti-
cal products, we present the following additional metrics compared to observations: wet day fraction, wet
spell length, dry spell length, interannual variation, extreme precipitation values, and spatiotemporal statis-
tics. Where relevant, our metrics are related to the Climate Variability and Predictability (CLIVAR) Expert
Team on Climate Change Detection and Indices (ETCCDI) metrics [Zhang et al., 2011], for example, mean
annual precipitation is the same as the CLIVAR PRCPTOT metric. Wet day fraction is defined as the fraction
of days with precipitation greater than some minimum threshold, similar to the CLIVAR Rnnmm metric,
which is the number of days per year in excess of a number (nn) of millimeters of precipitation. Wet (dry)
spell lengths are the mean number of days between dry (wet) periods, defined as one or more days with
precipitation less (greater) than some threshold, this is similar to the CLIVAR cdd and cwd metrics, which
are maximum wet and dry spell lengths. Given the shorter validation time period, we felt that the mean
would be a more robust statistic than the maximum. Interannual variation here is simply the standard
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deviation of annual values. The extreme precipitation and spatiotemporal statistics used are described
below. Statistics are calculated at multiple space and time scales as described below.

We assess the impact of methods on extreme events by looking at 1, 2, 3, 4, and 5 day precipitation totals
and calculating the 2, 10, 50, and 100 year return interval values. Though 2 and 10 year return interval
storms may not be classified as extreme events, they are important for planning purposes. This metric is
similar to the CLIVAR Rx1d and Rx5d metrics, which are maximum 1 and 5 day precipitation totals. However,
for the relatively short validation period, the maximum values might not be robust. Instead, we calculate
the extreme statistics by fitting a gamma distribution to the data [Katz, 1999]. We only use the periods in
which daily precipitation was greater than 2.54 mm for each grid cell because some of the downscaling
methods have excess drizzle, as discussed in section 5.4, and we did not want that to contaminate the fitted
distribution. This metric was also calculated using an exponential and a Weibull distribution; while the abso-
lute magnitude of the values differed depending on the type of distribution used, the conclusions reported
here were insensitive to the chosen distribution and are not reported separately.

To assess changes in the spatiotemporal patterns between the observations and the downscaled data sets,
we use a geostatistical metric, a spatially lagged temporal autocorrelation for each grid cell. The correlation
is calculated between the time series of an individual grid cell and that of its neighbors over spatial lags
from 12 to 600 km away (1-50 grid cells). This results in fewer samples for coastal grid cells, but they retain
the same weight in the final analysis because correlations for a given grid cell are averaged first, next corre-
lations for a given lag distance are averaged across CONUS to produce a correlogram. Differences in space
and time with this metric could be significant; however, best geostatistical practices require a domain size
that is twice the largest lag distance [Journel and Huijbregts 1978], limiting the degree to which we can sub-
divide the domain.

Hydrologic responses are particularly dependent on issues related to spatial and temporal scales. Responses
depend on basin total values in addition to individual grid cell values; hence, we calculate all statistics
described above after aggregating precipitation data to hydrologic regions defined by the Hydrologic Unit
Code (HUQ) [Seaber et al., 1987] scales for HUCs 2, 4, and 8 (Figure 1). The HUC-8 scale is only slightly coarser
than the resolution of the observations, while the HUC-2 scale is on the order of one quarter of the subdo-
main. HUC-6 is not used because it is very similar to HUC-4. HUCs 2, 4, and 8 provide approximately an order
of magnitude shift in scale between each; there are approximately 50,000 12 km grid cells, 2000 HUC-8s,
200 HUC-4s, and 20 HUC-2s. We use the most recently available HUC data set from the Watershed Boundary
Data set (WBD). The WBD is available online at http://datagateway.nrcs.usda.gov [accessed 8 January 2013].
Many applications are also sensitive to the seasonality of precipitation, for this reason, we compute the
above statistics for each month as well as for annual values.

As described previously, we apply each of the four methods to the NCEP data sets in both the calibration
and validation period. Because wet day occurrence can be important for multiple thresholds, we calculate
related statistics using both a T mm threshold (as in CLIVAR statistics) and a 0 mm threshold, which is
important for some applications. In particular, a 0 mm threshold is used by the MTCLIM microclimate simu-
lator [Hungerford et al., 1989] to calculate solar radiation and humidity, which are then used by hydrologic
models. While we mention all of these statistics combinations for completeness, we will only present results
from the combinations that showed significant differences, additional figures are available in an online sup-
porting information S1.

5. Results and Discussion

We focus our results on the validation period, and a summary of common statistics is presented in Table 2.
Additional results from the calibration period will be discussed where relevant.

5.1. Precipitation Bias

Maps of the mean annual precipitation agree qualitatively with the observations except for the BCCA
method (Figure 2). However, substantial spatial biases (>400 mm/yr) are present in some areas (Figure 3)
and are consistent with changes in NCEP between the calibration and validation periods (Figure 4). Most
methods also match the basic seasonal cycle of mean monthly precipitation (Figure 5). With the exception
of BCCA, all methods have more precipitation in May and June and less in January and February. Annually,
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Table 2. Summary Statistics for Each Downscaling Method®

Mean Annual Interannual 50 yr Return
Precipitation Variation Interval Wet Day Fraction Wet Spell Dry Spell
(mm/yr) (mm/yr) (mm/d) (0, 1 mm Threshold) (Days) (Days)

BCSDm 805 132 145 0.43,0.26 24 7.7
BCSDd 850 139 109 0.88,0.36 4.5 5.8
AR 817 161 149 0.34,0.24 2.1 8.1
BCCA 579 101 85 0.79,0.27 2.0 74
Observed 776 142 140 0.39,0.24 2.1 76

2All statistics calculated in the validation period (2001-2008) on the individual grid cell level on an annual basis and averaged across

the entire (CONUS) domain.

the BCCA method has a substantial dry bias (—197 mm/yr), while all other models are essentially unbiased
or have a slightly wet bias (BCSDm: 29 mm/yr, AR: 41 mm/yr, BCSDd: 74 mm/yr). All biases are statistically
significant (p < 0.01). The largest variation between methods occurs in the late summer months (July-Sep-
tember), when convection is most active. Convection is known to be a very difficult process to parameterize
at coarse resolutions [Randall et al., 2003; Weisman et al., 2008; Holloway et al., 2012].

Attributing these biases to the procedures within the downscaling method or to potential discrepancies
between the NCEP and gridded observation data sets is difficult. Reanalysis products are not necessarily sta-
tionary in time because the observations they incorporate can themselves change over time [Trenberth

et al, 2011; Zhang et al., 2011]. Satellites come and go, as do surface and upper air observations. Of particu-
lar relevance, the Advanced Microwave Sounding Unit was first launched on board the NOAA-15 satellite in
1998, prior to 1998 the Microwave Sounding Unit was used to provide global atmospheric sounding input.

b) BCSDd
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Figure 2. (a-d) Maps of mean annual precipitation (mm) simulated by each of the statistical methods, (e) the observations, and (f) NCEP for the period 2001-2008 on a 12 km grid.
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Figure 3. Maps of bias in mean annual precipitation (mm) in the validation period (2001-2008) for (a) BCCA, (b) BCSDd, (c) AR, and (d) BCSDm.

This provided a step change in quality of important global atmospheric observations between our calibra-
tion and validation periods. Nevertheless, the BCCA method is biased dry even during the calibration
period, while other methods are not, which suggests there is a procedural step that results in this bias.
BCCAr does not exhibit this bias, instead having a slightly wet bias in each subdomain (NW: 47 mm, SW:
153 mm, CR: 34 mm). Hwang and Graham [2013] also found a dry bias in the BCCA method when applied
to a smaller region. It is possible that, particularly when fitting a large area, BCCA is likely to select analog
days with smoother spatial patterns, resulting in a decrease of larger precipitation events, as discussed in
section 5.3, and these larger events will affect mean annual totals substantially.

Comparing maps of bias in the statistically downscaled products over CONUS (Figure 3) with maps of
changes in precipitation in the observations and in NCEP (Figure 4) helps suggest an attribution for the bias
in some methods. While CONUS-wide biases are relatively minor, the local biases are as large as 400 mm/yr
or more and have clear spatial patterns. Because these broad patterns of bias are nearly identical in all
methods and match the change in NCEP between calibration and validation periods, it appears that all
methods directly inherit mean changes in precipitation from the driving model, and do not correct those
changes substantially. It is not clear if those changes are real changes in the mean precipitation between
these time periods that is simply represented differently by NCEP and the observations, or if the temporal
instability in NCEP data due to variations in ingested data are responsible for the bias.

Similarly, small spatial-scale patterns, for example, the small dry (blue) spot in south central Colorado (37°N,
107°W) in the observation change map (Figure 4), are inversely correlated with the bias maps. While it could
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Figure 4. (a) Maps of differences in precipitation between the validation and the calibration period for the observations and (b) NCEP.
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* & & @ ¢ \x@‘\ Y RS F Finally, the larger biases in the AR and
BCSDd methods in August and Septem-
Figure 5. Mean monthly precipitation for all methods (colors) compared to ber (Figure 5) suggest that they may be
observations (black) as averaged over CONUS in the validation period (2001~ . L
2008). more sensitive to aspects of the driving

model’s representation of precipitation.
Convective precipitation in particular is the dominant form of precipitation in the summer months in many
regions. The chaotic nature of convection and the parameterization required in coarse-resolution models
means that convective precipitation may not be well represented in coarse-resolution models. Because the
BCSDd and AR methods directly rescale daily coarse model precipitation, they are sensitive to changes in
the distribution of precipitation within an individual grid cell. Convection in a coarse model will result in
many days with a small amount of precipitation, while the fine-scale observations will have fewer wet days
with more intense precipitation. This feature leads to a steep slope in the BCSDd quantile mapping and the
AR regression; as a result, minor changes in the coarse models simulation of convection can result in large
changes in the downscaled precipitation. The BCSDm method only works with monthly coarse model pre-
cipitation directly, while the two BCCA methods are not as sensitive to individual grid cells because they fit
an analog over a larger region.

5.2. Interannual Variability

Maps of the interannual variability are presented in Figure 6. These maps show that all downscaling meth-
ods improve interannual variability spatial patterns in the western United States, where large mountain
ranges play a key role in the spatial variability of precipitation. However, in the south central and eastern
United States, the spatial patterns of the downscaled interannual variability are correlated better with spa-
tial patterns in NCEP than in the observations. In addition, the BCCA method is biased low (101 mm/yr)
compared to the observations (142 mm/yr). The BCSD methods are largely unbiased (BCSDm: 132 mm/yr,
BCSDd: 139 mm/yr), while the AR method is biased slightly high (166 mm/yr). The seasonal cycle of interan-
nual variability is roughly captured by all methods (Figure 7), although the BCCA has too little seasonality;
the AR has increased variability in July, August, and September; and the two BCSD methods are biased low
for individual months even though their variability on an annual scale is unbiased. Interannual variation in
monthly precipitation does not necessarily aggregate to interannual variation in annual totals because wet
and dry months may offset each other in a given year.

Interannual variation is not explicitly corrected by any of the downscaling techniques, and so is essentially
inherited directly from the driving coarse-resolution model and is only substantially modified by any scaling
provided by the downscaling for mean precipitation. This is particularly evident in the patterns of spatial
variability (Figure 6). For example, the mountains in the western United States show increased interannual
variability in the downscaled products relative to NCEP, this can easily be explained by the fact that total
precipitation in the mountains has to be scaled up considerably. The increase in interannual variability in
the AR method in the summer months (Figure 7) appears to be similar to the increased errors in the bias
during this time period. We hypothesize that this is again due to issues with scaling summer convection.
BCCA is biased low simply because its mean annual precipitation is biased dry, when interannual variability
is normalized by mean annual precipitation BCCA is relatively unbiased.
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Figure 6. (a-d) Maps interannual variability during the validation period (2001-2008) as represented by the standard deviation of annual precipitation for all methods, (e) observations,

and (f) NCEP.

5.3. Extreme Events

We assess the representation of extreme events by presenting the 50 yr return interval for a 1 day event
across spatial scales (Figure 8). Results are similar for the 2, 10, and 100 yr return interval storms and for 2-5
day event totals (supporting information S1). The BCCA method substantially underestimates the more
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Figure 7. Seasonality of interannual variability of monthly totals for all
methods (colors) compared to observations (black) as averaged over
CONUS in the validation period (2001-2008).

extreme precipitation values (70 mm/d ver-
sus 136 mm/d for observations) especially at
the grid cell scale. The BCSDm method is rel-
atively unbiased (140 mm/d) and changes
properly as a function of scale. The AR
method is biased slightly high (149 mm/d) at
the individual grid-cell scale; however, it does
not change correctly when aggregated to
coarser scales and is biased higher at all
larger scales. The BCSDd method is biased
low at the grid cell scale (90 mm/d). All val-
ues are significantly different from observa-
tions (p < 0.01). In addition, BCSDd does not
change appropriately as a function of scale.
As a result, BCSDd is unbiased at the coarsest
scale. The same general pattern is evident
over the subdomains (Figure 8), but here we
can compare BCCAr as well. BCCAr is exhibits
different biases in each subdomain (NW:
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Figure 8. (a) Change in representation of extreme events across scales for all methods (color) and observations (black) averaged over
CONUS and (b-d) the subdomains in the validation period (2001-2008).

24 mm/d, SW: 105 mm/d, CR: 2 mm/d) at the grid cell scale though it scales more appropriately than BCCA
in all regions. BCCA is biased low in all subdomains. Interestingly, BCSDd exhibits smaller biases in the
Northwest (—14 mm/d) and Southwest (—6 mm/d) subdomains, while BCSDm is biased high (21 mm/d) in
the Southwest subdomain and, to a lesser extent, in the Central Rockies subdomain (11 mm/d).

The BCSDd and AR methods both directly scale the coarse-resolution precipitation, thus, when an extreme
event occurs in the coarse-resolution model grid cell, an extreme event will occur at every downscaled grid
cell within that coarse-resolution grid cell. In reality, the largest storm basin average will be spatially hetero-
geneous within the basin. This creates the spatial scaling problems in these methods. In contrast, the
BCSDm method selects an arbitrary day in the past, which will have a realistic pattern of spatial variability.
However, when rescaling that precipitation, it can lead to local biases as seen when averaging over smaller
areas in the subdomains in BCSDm, while AR is more consistent across subdomains.

Similarly, the BCCAr method changes scale more reliably than AR (Figure 8) because it uses real spatial pat-
terns from the past. The dry bias in BCCA occurs because fitting a precipitation map over a large area will
tend to select smoother fields as analog days. Compounding this problem, the BCCA method averages mul-
tiple analog days together to construct a new analog; as a result, it will inherently smooth out spikes, which
might be present in some analog days, or may be in different (subgrid) locations in each of the analogs.
However, over small regions, BCCAr can have nearly as many coarse model grid cells (~50) to fit as it has
degrees of freedom (30 analogs), as such it can easily overfit the coarse model output and end up with
unrealistic scaling artifacts. For example, on 1 day during the calibration period for the Southwest domain,
BCCAr had a weight of —42 applied to one analog and a compensatory weight of +44 applied to another
analog, analog weights are expected to sum to a value near 1 and are typically between 0 and 1. At the
coarse resolution, these weights result in a near perfect fit to the coarse model, but these two analogs did
not have precipitation on the same fine-scale grid cells, as a result precipitation magnitudes in excess of
1000 mm/d were generated, negative values were discarded.
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Figure 9. (a-d) Wet day fraction (0 mm threshold) maps from all methods (e) observations and directly from (f) NCEP in the validation period (2001-2008).

The BCSDd method tends to produce extreme values that are too small at the individual grid cell level
because the most extreme days are only bias corrected at the coarse model grid-cell scale. When these
coarse-resolution data are disaggregated to each individual grid cell, the BCSDd method is unable to recre-
ate local hot spots of precipitation necessary to recreate extreme events. However, as the spatial averaging
domain is increased to a scale comparable to the coarse grid cell, that evenly distributed event aggregates
into a fairly extreme event over the entire basin. Of note, in some subdomains these local hot spots are less
important, as a result, BCSDd performs better.

5.4. Wet Day Fraction

Wet day frequency is important when downscaled data are used as input to hydrologic models. Precipita-
tion occurrence is used as a predictor in hydrologic models that use an algorithm similar to MTCLIM [Hun-
gerford et al., 1989] to calculate solar radiation as in the Variable Infiltration Capacity (VIC) model.
Specifically, solar radiation is decreased to 75% on wet days. Precipitation occurrence is also used when cal-
culating humidity with MTCLIM. As a result, biases in wet day fraction can severely affect evapotranspiration
calculations in such models. Here we show results both from the 0 mm threshold used in MTCLIM and the

1 mm threshold defined by CLIVAR as a wet day.

To illustrate methodological performance at reproducing wet day fractions, we present maps for all meth-
ods with a 0 mm threshold (Figure 9), as well as a plot of mean wet day fraction as a function of scale for
both a 0 and T mm threshold (Figure 10). Large biases exist in the BCCA and BCSDd methods representation
of wet day fraction particularly for the 0 mm threshold, and our initial discussion focuses on the 0 mm
threshold. The observed wet day fraction is 0.39, while the BCCA and BCSDd methods are biased high (0.79
and 0.88, respectively). The BCSDm method is biased slightly high (0.43) while the AR method is biased
slightly low (0.34). BCCAr improves slightly compared to BCCA. All values are significantly different from
observations (p < 0.01).

GUTMANN ET AL.

©2014. American Geophysical Union. All Rights Reserved. 7178



@AG U Water Resources Research 10.1002/2014WR015559

e CONUS (0mm) w0 CONUS (1mm)
/ 05|
0.8} 1
0.401
5
3 o0} 1 933
©
= 0.30}
a
g 04r 1 oa2sf
0.20}
0.2
0.15}
0.0 0.10
" Southwest (0mm) o Southwest (1mm)
0.45}
0.8} |
0.401
5
3 06} 1 035f
©
= 030}
a
L ] /-____—_-
g 0.4 0.25} /
0.20f
0.2} 1
0.15}
0.0 0.10

Northwest (1mm)

1.0 — 0.50
// 0‘45 -
0.8} ]
040}
sl | oasf
030}
045 1 oa2s}

[ =4
o
o
©
w
>
o
o
g
0.20
0.2}
0.15}
0.0 0.10
Central Rockies (Omm) Central Rockies (1mm)
1.0 0.50
e
0.45}
0.8
0.40f
5
T o6l | o3sf /
©
= 0.30f
a
g 041 1 0.25}
- — AR — BCCA || 020y
— BCSDd BCCAr 0.15}
— BCSDm e—e Obs.
0.0 = = - ~ 0.10 = - = T
Q® ) @) O L @ @ O
S ® ¥ ® S & & &

Figure 10. (top) Wet day fraction as a function of spatial scale over the CONUS and (bottom) subdomain for each of the five statistical
methods downscaled from NCEP (colors) and the 12 km observed product (black) in the validation period (2001-2008). (left) Calculated
using a 0 mm threshold, and (right) a 1 mm threshold.
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Maps of wet day fraction show substantial spatial structure, most notably, the BCSDd method retains the
original NCEP grid structure with only very slight modifications. This grid structure remains because the
BCSDd method primarily changes wet day occurrence at the coarse model grid scale, while local values
are simply scaled from that coarse model grid cell. In contrast, the BCCA and BCSDm methods resample
the historical record and thus obtain spatially variable wet day occurrence. The AR method shows a hint
of the NCEP grid structure, for example, there is a vertical line step change at 35°N, 110.5°W, but
because it can modify wet day occurrence at the fine grid cell level, it is able to produce realistic
variability.

Both BCSDd and the BCCA methods substantially overestimate the wet day fraction at all spatial scales with
a 0 mm wet day threshold (Figure 10). For the same reasons that BCCA methods do not produce large
extreme events (smoothing of the precipitation field), they also produce too much drizzle. The BCSDd
method has two features leading to its increased wet day fraction. First, performing the bias correction step
at the coarse model grid scale leads to more wet days than any fine-resolution grid cell would have on its
own. This happens because when any fine-resolution grid cell has precipitation, the aggregated coarse grid
cell will be forced to have precipitation. When the observations are aggregated to the NCEP grid, many
locations have wet day fractions >0.9. Second, the bilinear interpolation step increases drizzle because
when any of the four surrounding coarse model grid cells have precipitation, every fine grid cell between
them will have some amount of precipitation and the spatial disaggregation step will not substantially
decrease wet days in fine-resolution grid cells. The AR method avoids similar problems by fitting the precip-
itation intensity distribution for each fine-resolution grid cell independently. However, it does not properly
scale wet day fraction (Figure 10). When precipitation does occur, the AR method typically spreads wet and
dry days across an entire coarse grid cell at once, and thus it does not substantially increase the wet day
fraction when aggregated to coarser scales.

The BCSDm method is largely immune to problems reproducing wet day frequency because it resamples
data from the historical record and only scales the results. However, the BCSDm method will add new wet
days to mitigate problems with extreme events. If one of the rescaled precipitation values exceeds 150% of
the observed maximum precipitation, the excess precipitation is spread evenly across the remaining days in
the month. This preserves the monthly total precipitation and prevents artificially large extreme events
from being created, but it leads to a small increase in the wet day fraction. This resampling of the historical
record also means that BCSDm cannot change the wet day fraction in future climate even if climate models
suggest it should.

The use of a T mm threshold, instead of 0 mm, to define a wet day improves the results for the BCCA and
BCSDd methods (Figure 10). The observed wet day fraction is 0.24; BCSDd is still biased high (0.36), while
the AR method is unbiased (0.24) and the BCCA and BCSDm methods are biased slightly high (0.27 and
0.26, respectively). All differences remain statistically significant (p < 0.01). The AR method and the BCSDm
method both behave the same as the observations to changes in the threshold used because they match
the histogram of the observations (supporting information S1). The scaling behavior of all of these methods
is also unchanged when using the 1 mm threshold (Figure 10), but because BCCA has less bias at the grid-
cell scale, it ends up biased low at scales greater than HUC-8 because it still does not change scale correctly.
BCCAr exhibits a better scaling relationship when using a T mm threshold, because it is no longer close to
the physical upper bound and thus can increase with scale (Figure 10).

5.5. Wet/Dry Spell Length

Hydrologically, increased wet spell lengths can result in wetter soils during rain events and more runoff,
increased dry spell lengths can result in drier soils, plant stress, and more demand for irrigation. Here we
use a T mm threshold to determine wet and dry spell lengths because the MTCLIM threshold is not relevant.
The observed average wet spell length is 2.1 days; the BCCA (2.0), BCSDm (2.4), and AR (2.1) methods are
relatively unbiased, while the BCSDd method has a substantial high bias (4.5 days). The observed dry spell
length is 7.6 days, BCCA (7.4), and BCSDm (7.7) have very little bias, while BCSDd (5.8) is biased low, and AR
(8.1) is biased high.

Reproducing the seasonal cycle of wet and dry spell lengths is more challenging for these methods (Figure
11). Wet spell length is nearly unchanged over the year in the observations with a slight peak in May, but
the BCCA and AR methods have a maximum in August. The BCSDd method has far too strong a seasonality
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Figure 11. (left) Seasonality of wet spell length and (right) dry spell length for each of the statistical methods downscaled from NCEP (colors) and the 12 km observed data set (black) as
averaged over CONUS in the validation period (2001-2008).

with a large peak in August, while the BCSDm method exhibits approximately the correct seasonality. The
biases in BCCA and AR are unlikely to substantially affect most applications; however, the BCSDd high bias
from May to September may have consequences for hydrologic or agricultural applications.

There is a stronger seasonal cycle in the observed dry spell length, and BCSDm is the only method that
roughly matches it. The observed cycle shows an increase in May and June that slowly decreases through
the year. BCCA, BCSDd, and to a lesser extent AR, all overestimate the seasonal cycle. The AR method over-
estimates the peak dry spell length in June and July, but is close to the observations for the remainder of
the year. We hypothesize that this change in June, July, and August is likely due to problems with the con-
vective parameterization as discussed in the section on bias in mean annual precipitation. The skill of
BCSDm in both these metrics may signify a problem in future climate simulations, where it is unable to
increase or decrease wet and dry spell lengths, although that may be preferable to potentially tripling the
mean dry spell length by using BCCA in July.

5.6. Spatiotemporal Statistics
The geostatistical properties of precipitation

1.0 i ' are important hydrologically because runoff
0ol — BCCA | accumulates over a basin. Spatiotemporal auto-
— AR correlograms (Figure 12) reveal that the BCSDm
08l — BCSDd | method simulates the geostatistical features of
- — BCSDm the observations better than other methods,
g 0.7r Obs. | with correlations decreasing sharply from 0.95
% sl | to 0.55 over 100 km of separation. All other
S ' methods over estimate spatiotemporal correla-
L 05} ] tions for all lag distances. When applied to
g NCEP, at a lag of 100 km, the AR method has
Z 04f the strongest correlation (>0.9), followed by
BCSDd (0.8) and BCCA (>0.7). For lags longer
o3 than 400 km, approximately the width of two
0.2} | NCEP grid cells, this relationship is reversed,
with the BCCA method having larger correla-
0.15 100 200 300 400 500 600 tions and the AR method having lower correla-
Distance (km) tions; all three remain higher than the
observations or the BCSDm method. Because
Figure 12. Spatiotemporal autocorrelations for all methods (Folo-rs) the BCSDm method does not attempt to match
and observations (black) as computed over CONUS in the validation . . )
period (2001-2008). daily patterns from the driving coarse model, it
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maintains the correct geostatistical

Table 3. Comparison of Summary Statistics Between Observation Resolutions® .
properties across all scales.

50 Year Return Wet Day Wet Spell Dry Spell
Interval (mm/d) Fraction (Days) (Days) .
Y 4 5.7. Observation Data Set
6 km 107 0.49 4.4 9.2 Resolution
12 km 140 0.39 2.1 76

We assessed the effect of the resolu-
tion of the observation data set using
the same metrics discussed previously,
and there are significant differences
between the 6 km and the 12 km
observation data sets (Table 3). Although the mean annual precipitation totals were roughly the same, the
6 km data set had a higher wet day fraction (0.49) compared to the 12 km product (0.39), longer wet spell
lengths (6 km: 4.4 days, 12 km: 2.1 days), but also slightly longer dry spell lengths (6 km: 9.2 days, 12 km: 7.6
days). Similarly, the 6 km data set had smaller extreme events; the average 50 yr return interval single day
storm totals for the 6 km data set was 102 mm/d, and for 12 km it was 140 mm/d.

2All statistics calculated in the validation period (2001-2008) on the individ-
ual grid cell level on an annual basis and averaged across the entire (CONUS)
domain, wet day fraction calculated with a 0 mm threshold.

These differences are notable because they do not correspond with expected changes. In particular, finer
resolution precipitation data sets should be expected to have lower wet day fractions with corresponding
shorter wet spell lengths because the probability of precipitation occurrence will be lower for smaller areas,
while in a large grid cell there is a higher probability of precipitation occurring somewhere within that grid
cell. Finer resolution data sets should also have larger extreme events because these events have not been
averaged across a larger area that would be likely to have some areas with less precipitation. While both of
these statistics change in the opposite direction from what they should, the changes are not surprising
given the methods used to generate these data sets. These data sets are generated by interpolating data
between point observations. By interpolating over more grid cells, as is required in the 6 km data set, wet
days will typically be added. Similarly, extreme events will typically be strongest in the grid cell containing
the observation, and decrease in grid cells where it is interpolated to lower values between observations.
Similar issues in gridded data sets were noted in Gervais et al. [2014].

Such interpolation artifacts are clearly evident in maps of wet day fraction (0 mm threshold) for the two
data sets (Figure 13). These maps have a polk-a-dot appearance, where the dots are located on grid cells
that contain station data. This polk-a-dot appearance is strongest in the 6 km product because there is a
higher ratio of grid cells to observation points. Figure 13 shows the subdomain to make it easier to see spa-
tial features, but the same patterns are seen across the CONUS. The artifacts described in this section are
carried through to any downscaled products based on these data sets. For end-users, these artifacts must
be balanced against the added utility of a finer resolution product that is able to better represent important
topographically controlled spatial heterogeneity, e.g., colder temperatures and more precipitation at higher
elevations.

6km Wet Day Fraction 12km Wet Day Fraction
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Figure 13. (left) Subdomain maps of wet day fraction (0 mm threshold) for the 6 km and the (right) 12 km (right) observed data sets from 1979 to 2008.
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6. Conclusions

We have presented a comprehensive overview of the performance of four common statistical downscal-
ing methods for the CONUS using a suite of hydrologically relevant measures. These methods were com-
pared to observations in both a validation and calibration period, as applied to the NCEP/NCAR Reanalysis
product. Methods were compared by analyzing the bias in means, extreme events, wet day fraction, and
wet/dry spell lengths. These comparisons were performed for annual and monthly totals across spatial
scales ranging from individual 12 km grid cells to Hydrologic Unit Code (HUC) 8, 4, and 2 regions. This
increases our knowledge of one of the major sources of uncertainty in climate simulations identified by
Vano et al. [2014].

Some important distinctions can be drawn to aid researchers and water resource managers. The BCCA tech-
nique applied at a continental scale has some serious deficiencies with a dry bias, decreased extreme pre-
cipitation values, and substantial increases in drizzle as was found in Hwang and Graham [2013].
Performance on all of these metrics is improved when it is applied on a regional basis (BCCAr), though in
some regions BCCAr overestimates extreme events substantially. BCSDd is essentially unbiased, but has
problems with increased drizzle and smaller magnitude extreme events. The AR method does well in most
statistics at the individual grid-cell scale; however, it produces extreme events that are too large, and too
few wet days when aggregated to larger scales as expected by Maraun [2013]. The BCSDm technique intro-
duces the fewest artifacts in current climate, but is limited in how much it can change in a future climate
compared to other methods because it resamples a month of historical weather at a time, thus limiting its
ability to reproduce changes in storm frequency or type in the future. This may also result in discontinuities
in the weather sequence between months, which could have negative consequences for some applications.
Finally, no method substantially modifies interannual variability; all methods inherit the coarse model inter-
annual variability and only scale it slightly as a side effect of scaling precipitation totals. While temporal
instability in the reanalysis and observational products are noted and affect the estimates of bias in all but
BCCA, all of the other metrics produce the same results in both the 10 year validation and the 20 year cali-
bration periods, showing that these instabilities do not affect our conclusions, nor does the length of the
testing period.

In addition, none of these methods will capture changes in spatial patterns as illustrated in Gutmann
et al. [2012]. All of the current methods contain assumptions of stationarity in the fine-scale spatial
patterns, and thus may have other problems when applied to a climate change scenario. This assump-
tion is likely stronger in methods such as BCSDm, which relies historical weather patterns and sequen-
ces directly, than in methods such as BCCA, which construct new spatial patterns. Stationarity
assumptions are difficult to assess, but recent work by Dixon et al. [2013] provides one approach to
the problem.

One additional result of this study is the finding that the 6 km observed precipitation product intro-
duces artifacts when compared to the 12 km product. The additional interpolation required leads to
a larger number of wet days, and smaller magnitude of extreme events. Future work needs to
improve finer resolution observational products, possibly incorporating spatial variations from radar
data or a weather model, but doing so without introducing homogeneity problems in the record is
difficult.

The paper is deliberately limited in scope to assess statistical downscaling methods used in some cases to
support studies for long-term water resource planning [Brekke et al., 2011]—the methods examined in this
paper are all based, in one way or another, on rescaling coarse model precipitation, and we do not consider
the broader class of statistical downscaling methods, see Wilby et al. [1998] or Fowler et al. [2007] for a
review. The downscaling approaches reviewed here may actually violate a fundamental tenet of statistical
downscaling, that is, to use variables reliably simulated by the climate model in a statistical model to pro-
vide information at local scales [Benestad et al., 2008]. However, these methods require evaluation because
of their widespread use [Barsugli et al., 2013]. Ongoing work considers methods that make extensive use of
information on atmospheric circulation patterns [e.g., Clark and Hay, 2004; Bardossy and Pegram, 2011], and
computationally efficient precipitation models as in Jarosch et al. [2012]. Future work will also look at how
different methods modify the climate change signal produced by a climate model; fidelity in current climate
does not guarantee a good representation of future climate.
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