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1 Introduction

The amount of data is in constant growth as well as the need to process them efficiently. Sometimes,
complex queries over these data are required and precomputed data structures to support these queries
efficiently emerge naturally.

One of the most appreciated data structures in text collections (where we are working with n symbols
over an alphabet of finite size σ ) are Suffix Trees [41] [26] [40], which are capable of solving many
problems in stringology [3] [17] such as searching for a pattern, finding the longest repeated substring or
the longest common substring between two texts.

However, a serious problem about these trees is their space usage. From an Information Theory
standpoint, classical representations use Θ(n logn) bits whereas information contained in the text is, in
the worst case, n logσ bits, becoming critical for large text collections. From a practical point of view,
even carefully engineered implementations [20] require at least 10 bytes per symbol, something that
some applications cannot afford because that would mean to use slower levels of memory, making the
algorithms over the Suffix Tree orders of magnitude slower.

One field of application where these worries arise is bioinformatics. In bioinformatics there are large
DNA sequences on which different types of complex analysis are executed and the use of appropriate
data structures is mandatory, being the Suffix Tree probably the most important one. DNA sequences
range over 4 different nucleobases represented with 2 bits each (log4 = 2) while the Suffix Tree uses
more than 10 bytes = 80 bits per character, meaning 4000% of the text size. A human genome uses
approximately 715MB [28], whereas its Suffix Tree requires about 30GB. This requires machines with
great amounts of main memory or resorting to the slower secondary memory. The scene becomes worse
when considering the DNA analysis of a group of individuals.

Computer scientists have considered different approaches to deal with this problem. One line of
research is to build secondary memory efficient implementations of Suffix Trees [7] [9], however most
processing of these trees requires traversing them across arbitrary access paths, bringing the problem of
poor locality of reference (which is particularly relevant on secondary memory).

Another approach consists on using the Suffix Array [25] instead, which decreases space usage (4
bytes per character) but loses some important functionalities, for example, the navigational suffix links.
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Trying to recover these functionalities [2] with extra information raises space usage again (∼ 6 bytes per
character).

A promising line of research is the construction of compact representations of Suffix Trees, named
Compressed Suffix Trees, whose objectives are not just achieving the space usage of the worst case rep-
resentation of the text (n logσ bits) but of its information content (text entropy). An amazing theoretical
achievement in this line was the proposal of a compact representation using space proportional to the text
size that keeps the full functionality of the tree [38]. Practical implementations based on these ideas face
a well known time/space trade-off, some of them achieving as little as ∼ 5 bits per character (less than 1
byte) [36] but sacrificing performance.

Despite the progress done, these implementations are not enough to process huge amounts of data,
due to their space usage or time complexity. Fortunately, many of the longest text collections are highly
repetitive; for example DNA sequences of multiple people differ in less than 0.5% of their content [39].
This repetitiveness is not well captured with statistical based compression methods [19], on which most
of the Compressed Suffix Trees are based. A better option to capture this repetitiveness are Lempel-Ziv
[23] and Grammar [18] based compression techniques [28], but only recently these kinds of indexes are
being adapted to deal with the complex queries needed to implement Compressed Suffix Trees [14] [4].

This work will be dedicated to adapt and implement Block Trees [6] to use them in new implemen-
tations of Compressed Suffix Trees. The Block Tree is a relatively new Lempel-Ziv based index that
has shown good results in terms of space and access time on highly repetitive text collections [6]. This
implementation will be tested on repetitive text collections and compared against other implementations
aware of this repetitiveness [1] [31].

2 State of the Art

Compressed Suffix Tree (CST)

The first fully-functional CST (supporting a defined standard set of operations [29, Section 11.5.2]) is
due to Sadakane [38]. It is composed of three elements: a Compressed Suffix Array (CSA) [30], the
topology of the Suffix Tree represented with balanced parentheses [27], and a compressed version of
the Longest Common Prefix (LCP) Array [25]. The version of Sadakane uses 6n+ o(n) bits on top of
the CSA. Improvements on this idea have been made but do not get rid of the Θ(n) extra bits. A recent
implementation [34] requires about 10 bits per character and operates in the order of microseconds.

Another idea due to Russo et. al [36] achieves o(n) bits on top of the CSA. The idea consists on
sampling a particular set of nodes of the Suffix Tree, exploiting their relation with suffix links and using
the longest common ancestor (lca) operation. An implementation of this idea [37] uses as little as 4 bits
per character but decreases time performance to milliseconds per operation.

Finally, a third approach [10] also obtains o(n) on top of CSA. They get rid of the tree topology and
express the tree operations on Suffix Array intervals, using previous/next smaller value (psv/nsv) and
range minimum query (rmq) operations on the compressed LCP Array. Abeliuk et. al [1] implemented
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this idea with the help of Range min-Max Trees [32], obtaining about 8 bits per character and getting
a time performance of hundreds of microseconds, an interesting time/space trade-off between the other
two options.

Compressed Suffix Tree for Repetitive Collections

Abeliuk et. al [1] also presented the first CST for repetitive collections. They used RLCSA [24], a
repetition-aware CSA, and used the parsing tree obtained by the Re-Pair [22] grammar compression of
the differential LCP. They tested in repetitive text collections from the PizzaChilli‡ platform, on which
the structure used a little less than 2 bits per character. This reaches even 1 bit per character on the most
repetitive texts. A problem with this implementation is time, as it operates in the order of milliseconds.

Another implementation, by Navarro and Ordoñez [31], uses a Re-Pair grammar-compressed repre-
sentation of the tree topology, which they call Grammar-Compressed Topology (GCT). Since they do
not need psv/nsv/rmq operations on LCP, they use bitvector H, a particular representation of the LCP
Array proposed by Sadakane [38] and adapted to repetitive collections [10] [1]. Their implementation
was tested on repetitive text collections from the PizzaChilli platform, and obtained slightly higher space
usage than Abeliuk et. al [1] (about 2 bits per character in repetitive collections). Yet, this outperformed
their competitor in time by three orders of magnitude: their structure operates in the order of microsec-
onds, becoming much closer to the times of general-purpose CSTs.

It is worth mentioning very recent work made by Farruggia et. al [8], who used ideas from Relative
Lempel-Ziv compression [21] to compress the Suffix Trees of individual sequences relative to the Suffix
Tree of a reference sequence. They showed to be time- and space-competitive against the CSTs men-
tioned, however the output of this compression are various Suffix Trees (one per text) and not one over
the entire collection, which loses some important functionalities. Another recent publication by Gagie et.
al [14] presented a CST which uses Run-Length Context-Free Grammars [33] on LCP and Suffix arrays.
Finally, Belazzougui and Cunial [4] introduced a representation of the Suffix Tree based on a Compact
Direct Acyclic Word Graph [5].

Block Trees

Gagie et. al [12], [13] presented Block Graphs, a Directed Acyclic Graph that covers a text dividing
it into 3 equal-sized overlapping blocks. Each block is recursively divided until a block represents a
substring previously seen in the text, in which case the block is replaced by a pointer to the previous
occurrence. As the essence of this structure relies on pointing back to previous occurrences, it is a
Lempel-Ziv [23] bounded structure. In fact, if z is the number of phrases in the Lempel-Ziv parsing then
the Block Graph uses O(z log2 n) bits (where Lempel-Ziv requires O(z logn) bits) and carries out access
queries in O(logn) time, however, they are not able to support more complex queries like rank and select.

A more recent and flexible data structure is Block Tree [6]. Block Trees are an adaptation of Block
Graphs where each node represents a string and is divided into r non-overlapping equal-sized blocks.

‡http://pizzachili.dcc.uchile.cl/repcorpus

http://pizzachili.dcc.uchile.cl/repcorpus
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These point back to previous occurrences if there are any. This structure achieves O
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. Experiments on repetitive collections show that Block
Trees are an order of magnitude faster than a grammar-compressed representation [35] and use about the
same space.

3 Problem Statement

We aim to research how to the use of Block Trees may lead to more efficient CSTs for repetitive col-
lections. Concretely, we will replace each of the components of the CST of Sadakane [38] with Block-
Tree-based structures:

• The tree topology represented with parentheses can be indexed with a Block Tree.

• The differentially encoded Suffix Array can be represented with a Block Tree.

• The differentially encoded LCP Array can be represented with a Block Tree.

For the parentheses, the Block Tree will have to be adapted to efficiently handle the standard queries
[29, Chapter 8] required to implement a CST. These are navigational queries, for example, for a node:
go to its parent, to some ancestor, child or sibling, compute its height, number of nodes or leaves on its
subtree, or find the lowest common ancestor with another node.

A differential encoding of an array of numbers consists of another array that replicates the first value
of the original array and, for the rest, stores the differences between consecutive elements. For both
differentially encoded arrays, the Block Tree will have to be adapted to answer queries related to the
original arrays (Suffix and LCP).

These components will be compared against alternatives currently used in the implementations of
the CSTs for repetitive collections mentioned in Section 2. The alternatives are listed below in the same
order as before.

• The Grammar-Compressed Topology (GCT) used by Ordoñez [31].

• The Run-Length CSA (RLCSA) used by both Abeliuk [1] and Ordoñez [31], and a Grammar-
Compressed differentially encoded Suffix Array, idea implemented by González et. al [16] but
never tried on repetitive collections.

• The adapted bitvector H [10] used by both Abeliuk [1] and Ordoñez [31]. And a Grammar-
Compressed differentially encoded LCP Array used by Abeliuk [1].

These alternatives will be tested on repetitive text collections from the PizzaChilli platform and their
space and time performance will be compared. After implementing the components we will combine the
best options into a new CST, implementation that will be left public.
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Literature Support

Block Trees are known to compress well highly repetitive sequences [6] [35] [29, Section 13.3.2]. There
are good reasons to expect them to perform well on the three CST components for repetitive texts:

• For the topology, it is known that the Suffix Tree topology of a repetitive text contains large iso-
morphic structures, and consequently the topology represented by parentheses is repetitive [29,
Section 13.2.4]. This was already exploited by the CST implementation of Navarro and Ordoñez
[31] where the topology was successfully grammar-compressed.

• Repetitive texts induce areas in the Suffix Array of equal arithmetic progression, thus the corre-
sponding differential Suffix Array is repetitive. Differential encoding of the Suffix Array has been
developed too, using Re-Pair to grammar-compress the differential array [15] [16]. However, it
was not tested on repetitive texts.

• At the end of their paper, Fischer et. al [10] suggest that repetitions induced in the differential
Suffix Array show up in a differential encoding of the LCP array too. This idea was exploited in
the Repetition-Aware CST of Abeliuk et. al [1] to grammar-compress it.

On the other hand, Block Trees were shown to be advantageous compared to grammars on repetitive
sequences [35], thus replacing grammars by Block Trees on these components seems promising, at least
if the sequences are sufficiently repetitive. Still, there are several open questions, as we detail next.

Research Questions

• Is it possible to adapt Block Trees to implement a fully-functional tree? Can the necessary opera-
tions be solved efficiently? What is the time performance for different queries on the tree and the
space usage on repetitive collections compared to using grammars?

• Is it possible adapt Block Trees for a differential representation of the Suffix Array? What is the
resulting time and space behavior on repetitive collections? How it compares against a grammar-
compressed differential encoding? How it compares against the RLCSA?

• Is it possible to adapt Block Trees for a differential representation of the LCP Array? What is the
resulting time and space behavior on repetitive collections? How it compares against a grammar-
compressed differential encoding? How it compares against the adapted bitvector H?

• How is the resulting CST obtained compared, as a whole, in time and space against other repetition-
aware CSTs?

4 Hypothesis

It is possible to adapt Block Trees to implement the three components of the CST, and in some of those
the use of Block Trees offers better space/time trade-offs than current solutions.
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5 Objectives

General Objective

Advance the state-of-the-art on repetition-aware CSTs by using Block Trees in the implementation of its
components.

Specific Objectives

• Design, implement, test and compare a new tree representation, based on a Block Tree adaptation
to support the necessary operations over the parentheses representation of the tree topology.

• Design, implement, test and compare a new CSA version, based on the Block Tree compression
of the differential encoding of the Suffix Array.

• Design, implement, test and compare a new LCP Array compressed version, based on the Block
Tree compression of the differential encoding of the LCP Array.

• Leave public a new CST implementation based on the results of the comparisons of the compo-
nents.

6 Methodology

The following is a linear sequence of steps considered to develop this work. The steps are not necessarily
non-overlapping.

1. Bibliographic revision and documentation of the components proposed as well as alternatives.

2. Simple implementation of Block Trees capable of performing the operations specified on its orig-
inal publication [6].

3. Design of the adaptation of Block Trees proposed to work with the tree topology.

4. Implementation of the design made in point 3.

5. Test and comparison of implementation of point 4 and the GCT.

6. Design and implementation of Block Trees to encode differential information of the Suffix Array.

7. Test and comparison of implementation of point 6, the RLCSA, and the grammar-compressed
differential Suffix Array.

8. Design and implementation of Block Trees to encode differential information of the LCP Array.

9. Test and comparison of implementation of point 8, the adapted bitvector H, and the grammar-
compressed differential LCP Array.

10. Implementation of a new CST, based on the comparisons of the components.

11. Compare, as a whole, the new proposed CST, the CST of Abeliuk [1], and the CST of Ordoñez
[31].
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All the tests will be executed on different types of repetitive collections presented in the PizzaChilli
platform. Time and space performance of the structures will be properly documented.

All developed software will be written in C++ based on its efficiency, its versatility and its support
in bioinformatics [11].

7 Expected Results

We expect to obtain a new Compressed Suffix Tree for repetitive collections built on top of the recent
data structure Block Tree, as well as to understand which components are best implemented with which
alternative between previous work or Block Trees. Some components, like tree topologies, will have
independent interest besides Suffix Trees. We will not only contribute with theoretical developments,
but also practical implementations and experimental comparisons to aid practitioners in deciding which
structure to use.

8 Contributions

• A new functional compressed tree based on Block Trees.

• A new CSA based on Block Trees.

• A new compressed representation of the Longest Common Prefix array based on Block Trees.

• Experimental time and space comparisons of the different components used for implementing
repetition-aware CSTs.

• A new repetition-aware CST based on Block Trees, and a public implementation.

• Recommendations on which CST to use depending on the repetitive collection, for practitioners.
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