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1 Introduction

In the last years, the world of computer graphics and high performance computing (HPC) has seen the
emergence of new and more powerful graphics processing units (GPUs). That development, along with low cost
commercial GPUs, has lead to an increasing interest of the scientific community towards novel algorithms that
take advantage of its architecture.

In the domain of particle based fluids simulations, the operation to find the neighbors of each particle is the
most costly operation that has to be performed at each iteration of the simulation. The problem of finding such
a neighborhood in a simulation setup, where each particle moves at each timestep depending on its neighbor-
hood, is called kinetic fixed-radius nearest neighbors (FRNN), and the most utilized approaches to solve it are
inherited from other computer graphics domains.

This work will focus on the development of a new data structure that solves the kinetic version of fixed-radius
nearest neighbors using a GPU parallel Delaunay triangulation algorithm [1], making its calculation faster in
interactive simulation settings.

2 Problem Statement

Smoothed particle hydrodynamics (SPH) is a simulation method used
in interactive graphics to simulate realistic fluids. In this method, the
simulated fluid is discretized as a set of particles. The more par-
ticles the simulation can handle, the more precise it gets.  There-
fore, it is desired that the simulation has as much particles as pos-
sible.  For an extensive explanation on how SPH works, refer to [2,
3].

Each of those particles represent the fluid motion, maintaining
some properties about it, such as mass, density, velocity and posi-
tion, which changes among time depending on its properties and their
neighbors. To approximate those properties over time, it is required
to calculate each particle’s neighborhood. That is defined by most
of the simulation methods, as the set of particles that are closer
than a given threshqld to itself. . In other words,' this is a.varia— Figure 1: The FRNN of the red
tion of the fixed radius nearest neighbors (FRNN) in a dynamic set-
ting.

particle is the set of white parti-
cles within the red circle.

The main aim of this work is to speed up the calculation of that FRNN
for real time fluid simulation using a Delaunay triangulation kept in the GPU as particles move in 2D. Then,
explore the possibility to extend the same approach to a sequential 3D FRNN calculation using Delaunay tetra-
hedralizations, following the work done in [4].

3 Related work

There have been a few ways to solve the problem, and most of them have been inherited from the computer
graphics field. For example, some data structures designed for accelerate ray-object intersections have been
used to calculate FRNN in fluid simulations. Some of these approaches have been also parallelized to speed up
neighborhood computation, in CPU, and also in GPU.

The most commonly used data structures to solve real time FRNN for SPH are the cell based ones, some-
times called cell lists, or cell linked lists. The idea of these data structures is to discretize the 2D or 3D space in
boxes with a size equal to the SPH threshold of influence between particles, so that for each particle is known
that only particles located in the same cell and the neighboring cells could be part of the FRNN. Commonly,



this data structure is built once per frame of the simulation taking O(n) time, and taking a query time, for
a given particle, proportional to the number of particles inside the cell where is located the particle, plus the
particles located in cells around it (8 cells in 2D and 26 in 3D). There are approaches to parallelize the build,
update and query operations, as in [5], where the cell lists algorithm was adapted to run in GPU, and also
approaches in which the cells are not built again but updated, according to the displacement of the particles,
as noted in [6], which saves some computation time. There are also improvements in the structure to decrease
the cache miss rate sorting the particles data as close as possible to its neighbors [6, 7].

A common data structure used to calculate short range forces in simulations, as SPH forces, is the Verlet
list [8]. It stores a list for each particle, enumerating every particle within a cutoff radius around it (usually
bigger than the FRNN radius). These lists are not updated in every iteration of the simulation, given that it is
known that those particles will be the only relevant ones in the following steps to calculate short range forces.
If we consider that there are n particles in the simulation, the Verlet list is built in O(n?) time, queried in O(k)
time -with & the number of particles within the cutoff radius-, and updated in O(n?) time, but as the structure
is not updated at every simulation step, it works faster than other data structures in some simulation scenarios,
specially in which all the particles move very slow.

(a) Grid representing the Cell list (b) Delaunay triangulation

Figure 2: Different version of neighborhood search. The red circle represents the radius of the neighborhood
that corresponds to the blue particle.

We propose to extend the algorithm developed in [9], which is able to maintain a Delaunay triangulation
in GPU for slowly moving particles, to compute and update the FRNN of each particle in parallel in a SPH
fluid simulation, where particles might move faster. This algorithm, described in [9], uses the Delaunay tri-
angulation to efficiently detect the overlaps between particles and correct them but not for computing the forces.

First, the algorithm builds a Delaunay triangulation of the starting position of the particles in the host
device, using a O(nlog(n)) time sequential algorithm [10]. Then, it transfers the triangulation data to the GPU,
starting the simulation loop. For each timestep of the simulation, it updates each particle’s position applying
long-range forces. The integration leads to two important events regarding the Delaunay triangulation:

1. It might get invalidated due a particle going through an edge or another particle, in which case it can be
fixed by flipping the triangles as shown in figure 3. The approach used in [9] to solve this issue only works
with slow moving particles, as it only handles the case showed in 3, not cases where the particle goes
through more than 1 edge or particle, as the one shown in figure 4, so it will be necessary to make some
modifications to the triangulation data structure in order to handle fast moving particles (very commonly
found in fluid simulations). Once inverted triangles are corrected, the second event described can also
happen.

2. Even thought still valid, the triangulation might no longer be Delaunay, in which case is corrected using
the procedure described in [1], which flips in parallel each edge that does not fulfill the Delaunay condition.

As a Delaunay triangulation is kept and updated in the GPU, the FRNN can be calculated performing



a breath first search starting at each node in parallel. For each particle, this search is bounded by the num-
ber of calculated fixed radius neighbors. A similar idea in a sequential static setting, was developed before in [11].

To summarize, the data structure is built in the host device in O(nlog(n)) time, updated in close to O(1)
time [9], depending on the particles movement on each time step (if a particle moves too much, it might cause
many inverted triangles), and queried for all particles in parallel in O(k) time for each, where k is the size of
the answer, or number of neighbors.

(a) Starting simulation (b) Particle b moves (c) Edge flip between ab (d) Edge flip between
of 5 particles. over the edge dc and cd cd and be

Figure 3: Inverted triangle correction with one edge flip. Images took from [9] with author’s permission.
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Figure 4: Inverted triangle correction with two edge flips. Images took from [9] with author’s permission.

4 Research Questions

e Is a Delaunay based data structure a competitive approach in GPU based simulations which need the con-
struction and update of each particle neighborhood? Is it as fast as other methods in some simulation domains
(fluids, granular materials, etc.)?

e What is the scope of the proposed approach? Which simulation applications benefit from it? (if it is not
competitive in fluid simulation, it may be useful in, for example, granular material simulation, or molecular
dynamics simulation, or maybe in some fluids simulations where the particles do not move so fast, etc).

e If it is true that the proposed method is faster than cell based ones only in slower or denser particle regions.
What is the threshold of that benefit? How dense or slow has to be a set of particles to take advantage of
this approach?

5 Hypothesis

A Delaunay GPU approach will be faster than all other state of the art methods for solving fixed-radius
nearest neighbors in an interactive setting where particles move slow or have a dense neighborhood.



6 Objectives

6.1 General Objectives

The general objective of this thesis is to design and build a parallel algorithm based in Delaunay trian-
gulations, to calculate kinetic fixed radius nearest neighbors. The algorithm specified in [9] will be changed,
in order to handle several inverted triangle corrections and to do it faster than the current approach. The
designed algorithm will be evaluated in different SPH fluid simulations to find in which ones, and under which
circumstances, works better than current methods.

6.2 Specific Objectives

e Design and implement an algorithm to solve the 2D version of fixed radius nearest neighbors based in GPU
Delaunay triangulation, using the library developed in [1], extending the algorithm designed in [9].

e Compare and show that the algorithm designed is faster than a sequential solution of the problem.

e Compare and show that the designed algorithm is faster than other parallel approaches -as Verlet lists or cell
lists- in some simulation scenarios, for example, in static or low velocity areas in fluids.

e Develop an open source library to do benchmarks and to ease the integration of this new algorithm and data
structure to other people code.

e Explore the extension of the 2D approach to 3D, using the data structures and functions that TetGen library
provides, specifically the ones described in [4].

7 Methodology

7.1 Research

The first step in the research is to do a short review of the state of the art methods for solving the dynamic
FRNN problem (last 5 years). There are not many approaches to solve the problem listed in the related work
section, which is a reflect of the state of the art of the problem in the sense that there are not a lot of ways to
solve it -even thought there are a lot of different variations of cell lists and Verlet lists used-. On top of that,
those methods are hidden in papers in the fluid simulation community (and other fields of simulation), so it
may be hard to do a review based in FRNN keywords. Instead, it is proposed to do a review in the field of SPH
interactive fluid simulation looking for how this problem is solved in this particular domain.

7.2 FRNN library

It will be useful to develop a library in order to integrate the algorithm to develop simulations, do bench-
marking and integrate it in other people’s code. It is planned to be based on the library cleap, developed in
[1], and the extensions done in [9]. Tt will be developed in CUDA/C++ because of the maturity of the API,
familiarity with the language and also because said libraries are written in those languages.

7.3 Experimentation

e Gather and make sets of experiments with different settings of particles varying in velocity and density.
Experiment with different sized particles might be interesting too. Also, classic simulation scenarios of the
area of fluid simulation will be included, such as dam break flood, fluid flowing around obstacles, etc.

e Use those sets to compare the proposed approach with other state of the art algorithms for solving FRNN in a
simulation setting. The author already counts with a parallel cell list and parallel verlet list implementation.
Some interesting comparison criteria are: Update and query times of the neighborhoods with a fixed number
of particles, and the time took to add and eliminate particles during the simulation.



8 Expected Results

e A new algorithm that speeds up the computation of the FRNN for 2D interactive simulation.

e An open source library to facilitate the integration of the algorithm into simulation development.

Determination of the scope of application of the algorithm (which simulation scenarios take most advantage

from it).

e A short review of the state of the art methods (last 5 years) for solving the dynamic FRNN problem.
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