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An Alternative Approach to the SPAC Analysis of Microtremors:

Exploiting Stationarity of Noise

by Francisco J. Chávez-Garcı́a, Miguel Rodrı́guez, and William R. Stephenson

Abstract The SPAC (Spatial autocorrelation) method to analyze ambient vibration
records was introduced by Aki (1957). Currently, this method is being used for the
analysis of microtremor data from an array of stations: crosscorrelation functions are
computed between pairs of stations, and then averaged for different station pairs, at
the same interstation distance but with different orientation. In this article we propose
the idea of exploiting recordings of microtremors over long times as a substitute for
spatial averaging, as was suggested in Aki (1957). This idea has several advantages.
The two most important are, first, that it is not required to obtain simultaneous
recordings using an array of stations, whose locations must obey a very rigid scheme;
and second, the ability to obtain results for a large number of closely-spaced distance
intervals. Our proposal is tested using data from the Parkway, Wainuiomata, tem-
porary array. These data are supplemented with additional measurements performed
during February 2003, to resolve an uncertainty regarding the low-frequency part of
our results. Given the irregular distribution of our array, we are able to obtain results
for many different station pairs. The phase-velocity dispersion curves we derive from
our measurements, interpreted with the SPAC method, are compared with previous
results in this sedimentary basin. Our results suggest that the SPAC method is more
general than appears in recently published papers.

Introduction

Site effects play a major role in destructive ground mo-
tion. The effects of local geology may modify in a very
significant way ground motion on soft soils, the case of the
Mexico City earthquakes during 1985 being a foremost ex-
ample. Ground motion was amplified by a factor of about
40 at the resonant frequency of the very soft soil layer cov-
ering the ancient lake bed zone. Site effects may be taken
into account with relative ease when abundant records of
ground motion exist for nearby stations on different soil con-
ditions using, for example, spectral ratios (Chávez-Garcı́a et
al., 1990). Usually, however, we must have recourse to ex-
ploration techniques to determine the subsoil structure and
deduce from it the expected amplification.

More than 40 years ago, Aki (1957, 1965) proposed an
innovative technique (the spatial autocorrelation, or SPAC,
method) which used ambient vibration measurements to de-
termine the underlying subsoil structure. Assume that we
record microtremors using an array of stations on the free
surface, and that we compute the crosscorrelation function
between different pairs of stations, at the same interstation
distance, sampling different orientations on the free surface.
At this point, we require two hypotheses: (1) ambient vibra-
tion is stationary in both time and space, and (2) the wave-
field consists of dispersive waves propagating along the free

surface. Under these hypotheses, Aki (1957) showed that the
ratio of the average of those different crosscorrelation func-
tions and the autocorrelation function at a reference station
(defined by him as the correlation coefficient) takes the form
of a zero-order, first-kind Bessel function. In the argument
of that Bessel function appear the fixed interstation distance,
the frequency, and the phase velocity of the propagating
waves. It is then possible to obtain a phase velocity disper-
sion curve using the records filtered in a series of narrow
frequency bands. In recent applications of the SPAC method
(Ferrazzini et al., 1991; Metaxian, 1994; Chouet et al.,
1998), the seismographs have been disposed on half a circle,
with a central station recording simultaneously. This array
satisfies a requirement of the method, as it allows the sam-
pling of different azimuths between pairs of stations at the
same distance to compute the azimuthal average.

The original paper by Aki was based on data from two
analog seismographs. Today, most studies use at least ten
autonomous seismographs (Chávez-Garcı́a et al., 1999;
Scherbaum et al., 1999; Kanno et al., 2000). However, the
number of available instruments has not had any impact on
the field procedure used to make measurements with the
SPAC method. The stations continue to be placed forming a
circle (Kanno et al., 2000) or a semi-circle (Chouet et al.,
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1998). An interesting extension of the method was presented
in Asten (1976). This author showed that microtremors con-
sisted of Rayleigh waves, and then proceeded to extend the
SPAC method to include the possibility of the presence of
different modes in the microtremor records. This allowed
him to better constrain the geological model deduced from
the SPAC measurements (Asten, 1978). However, the anal-
ysis of the data continued to follow the guidelines posed by
Aki (1957).

In this article we have taken advantage of available am-
bient vibration records from a dense temporary digital seis-
mograph network. The purpose of its installation was to bet-
ter understand the relation between local geology and
recorded ground motion in a small alluvial basin. As part of
its operation, and for calibration purposes, the instruments
of the network were triggered periodically and ambient vi-
bration was recorded simultaneously. We have analyzed
these data using the SPAC method. However, given that the
installation of the network was guided by considerations
such as security of the instruments during the two-month
experiment, the spatial distribution of the array is very far
from the ideal geometry for the SPAC analysis (concentric
circles with stations covering all azimuths regularly). For
this reason, in order to use the SPAC method with our data,
we need to substitute temporal stationarity for spatial sta-
tionarity, an idea that was mentioned in Aki (1957). Our
hypothesis is that, given long enough records of ambient
vibration, the average spatial crosscorrelation between any
given pair of stations is an adequate estimate of the azi-
muthal average of the same crosscorrelation functions. Aki
(1957) observed that crosscorrelation along different direc-
tions did not differ significantly, concluding that “we may
regard the microtremor as being propagated in every direc-
tion, each with almost uniform power”. If microtremors
propagate homogeneously in all directions, measurements
along a single direction are equivalent to an azimuthal av-
erage. This hypothesis will have to be verified for our data.

In the next paragraphs we will first recall the main equa-
tions and the hypotheses behind SPAC. We will then discuss
in detail the results obtained using the microtremor mea-
surements recorded in 1995. We will discuss the limitations
in the results that forced us to make a second campaign of
measurements during February 2003. The results presented
here show that it is possible to use the SPAC method with
different array configurations, thereby expanding greatly the
range of its application.

The SPAC Method

The measurement of the propagation velocity of seismic
waves is a problem that occurs often in seismology. Starting
from the pioneering work with the Lasa array in the 1960s
(Capon, 1968; Lacoss et al., 1969; Aki and Richards, 1980),
it became clear that detection of seismic waves in the pres-
ence of noise and the measurement of its propagation veloc-
ity can be greatly enhanced using arrays of stations. This, of

course, requires the hypothesis that the seismic wavefield
that is seen by each element of the array is common to all
stations—that is, the wavefield is homogeneous under all the
spatial extent of the array. The number, type, and spatial
arrangement of the sensors in the field, however, form a
spatial filter through which the signals are filtered. Different
methods have been devised to process data from arrays (ei-
ther in passive or active seismology) in order to recover ap-
parent velocity of the waves that cross it, (Toksoz, 1964).
The high resolution f–k (frequency–wavenumber) method
was introduced by Capon (1969) and, since then, has been
extensively used. When a seismic source is used, group and/
or phase velocity of surface waves can be measured using
methods such as the multiple filtering technique (Dziewon-
ski et al., 1969; Herrmann, 1973), stacking (McMechan and
Yedlin, 1981; Barker, 1988), or Spectral Analysis of Surface
Waves (SASW) (Nazarian and Stokoe, 1984).

The SPAC (SPatial AutoCorrelation) method was first
introduced by Aki (1957) to determine phase velocity using
records of ambient vibration. Its theory was thoroughly de-
veloped in Aki (1957), where many different cases were
treated (from a single, non-dispersive wave propagating with
constant direction to the possibility of multiple dispersive,
polarized waves propagating in all directions). Additional
refinements of the method, as well as discussion of practical
procedures, were presented in Aki (1965). The essence of
the method is that, when we have records from seismic sta-
tions, spaced at a constant distance and forming pairs of
stations along different azimuths, it is possible to compute
an estimate of the phase velocity of the waves crossing the
array, without regard to the direction of propagation of the
waves present. The method assumes that the 2D wavefield
being recorded by an array of stations is stochastic and sta-
tionary ambient vibration, in both space and time.

Let us consider a stochastic wavefield formed by the
superposition of many plane waves propagating in many di-
rections in the horizontal plane, non-polarized, and all of
them propagating with the same constant phase velocity c.
The ground motion at two locations on the surface, (x,y) and
(x � n, y � g), can be written as u(x,y,t) and u(x � n,
y � g,t). The spatial autocorrelation function �(n,g,t) is
defined as

�(n,g,t) � u(x,y,t)u(x�n, y�g,t) , (1)

where the bar indicates time averaging. Under the assump-
tion that the wavefield is stationary, Aki (1957) showed that
the azimthal average of the spatial autocorrelation function
(Aki, 1957, equation 37) can be written as

1
�̄(r) � �(r,w)dw , (2)�2p

where r and w are the polar coordinates defined by
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n � rcosw

and

g � rsinw .

Aki (1957) showed that the azimuthal average of the
spatial autocorrelation function, , and the power spectral�̄(r)
density of the wavefield u, U(x), where x is angular fre-
quency, can be written as follows (Aki, 1957 equation 39):

�

1 x
�̄(r) � U(x)J r dx , (3)0� � �p c

0

where J0 is the Bessel function of first kind and zero order.
Note that the argument of the Bessel function may be also
written as

x 2pr
r � kr � ,

c k

where k is the wavenumber and k is the wavelength. Equa-
tion (3) also applies to the case of dispersive waves, as
shown in Aki (1957). We need only substitute c(x) for c.
Consider now that we apply a bandpass filter to the signals.
The spectral density becomes

U(x) � P(x )d(x � x ) , (4)0 0

where P(x0) is the power spectral density at frequency x0

and d() is Dirac’s function. In this case, the azimuthal av-
erage of the spatial correlation function (Aki, 1957 equation
41) can be written as

x0¯ ¯�(r) � �(r,x ) � P(x )J r . (5)0 0 0� �c(x )0

Now, let us define the autocorrelation coefficient (Aki,
1957) as

�(r,w,x )0
q(r,x ) � . (6)0 �(0,w,x )0

As P(x0) does not depend on the position, then we can write
the azimuthal average of the spatial correlation coefficient
finally as

x0
q(r,x ) � J r . (7)0 0� �c(x )0

The preceding derivation was presented in great detail
in Aki (1957) and also in Metaxian (1994) and Chouet et al.
(1998), among others. The last equation offers a way to com-

pute the phase velocity, when we can estimate an azimuthal
average of the spatial autocorrelation, for a fixed distance r.
This was interpreted, starting with Aki (1965), as requiring
several stations, distributed on a circle of radius r, with one
station at the center of the circle. Naturally, if data recorded
on several circles with different radii are available, an azi-
muthal average can be computed for each circle, and for a
fixed frequency x0, using r as independent variable.

The SPAC method, and its extension to the case of po-
larized waves also discussed in Aki (1957), has been applied
at many different sites to determine an average shear-wave
velocity profile under the installed array (Ferrazzini et al.,
1991; Metaxian, 1994; Chouet et al., 1998; Yamamoto,
1998; Morikawa et al., 1998). Aki (1957, p. 431) showed
that, when the measured wavefield is isotropic, (i.e., its spa-
tial spectral density depends only on the horizontal wave-
number, but not on the direction), (the azimuthal av-�̄(r)
erage of the spatial autocorrelation function) can be replaced
by �(r,w) (the spatial autocorrelation function for an arbi-
trary w). This was subsequently proved by Asten (1976) in
the frequency domain. He assumed that ambient vibration,
at a given frequency x0, consists of a large number of plane
waves distributed uniformly in azimuth, that is, isotropic,
and distributed over wavenumber with power density p(k),

so that . He showed that the coherency between
�

�p(k)dk � 1
0

an arbitrary pair of stations recording this ground motion
can be written as:

�

C(x,r) � d(x � x ) J (kr)p(k)dk , (8)0 0�
k�0

where C(x,r) is the coherency between two stations sepa-
rated a distance r, and k is the wavenumber. If wave prop-
agation is restricted to a single scalar wavenumber k0, then

C(x,r) � d(x � x )J (k r) . (9)0 0 0

Under the assumptions we have made, equation (9) is the
frequency domain version of equation (7). Thus, it is pos-
sible to use SPAC either in the time domain (through the
crosscorrelation coefficient) or in the frequency domain
(through the coherency). Using SPAC, the final product is a
phase-velocity dispersion curve that corresponds to the sub-
soil structure, assumed to be the same below all the stations
of the array. This dispersion curve can then be inverted to
obtain a shear-wave velocity profile, using standard tech-
niques (Herrmann, 1987).

Once we have an estimate of the correlation coefficients
q(r,x0), we may use equation (7) as the basis for an inver-
sion procedure to compute c(x). We can state our problem
as: determine the values of c(x) that make the difference
between our correlation coefficients and the function

the smallest. This is a non-linear problem forxJ r0� �c(x)

which
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a linearizing transformation cannot be found. It can be writ-
ten (using the standard notation in inversion texts) in matrix
form as

d � g(p) , (10)0

where d0 is the dataset, (i.e., our correlation coefficients for
all distances and frequencies), p is the set of parameters we
are inverting for, in our case, the values of the phase velocity
for all frequencies, and g() is the function that relates the
observations with the parameters we are inverting for, in our
case, it is the zero-order, first-kind Bessel function. Equation
(10) is nothing more than the restatement of equation (7),
describing the relation between the data we measure
(q(r,x0)) and the parameters we wish to obtain (c(x0)), and
assumes that our model (the J0 function) represents without
error the crosscorrelation coefficients as demonstrated by
Aki (1957).

The procedure we have chosen is that proposed by Tar-
antola and Valette (1982) and later described in detail by
Menke (1984). First, a priori values, p0, for the parameters
p are chosen. We have used a phase velocity dispersion
curve of the form

�Bc( f ) � Af (11)

where f is the frequency, and A and B are constants. The
choice of this function is not critical, provided that the initial
guess is not too far from the final solution. By choosing this
function, we express our expectation for the final shape of
the phase-velocity dispersion curve. An interative procedure
of solution is used where the initial guess of the value of
parameters p at iteration step k � 1, pk � 1, is taken as the
value estimated at iteration step k. The equation used to com-
pute the updated values of p (Menke, 1984) is

T T �1p � p � C G (C � G C G )k�1 0 p p k d d k p p k0 0 0 0 0 0 (12)
[d � g(p ) � G (p � p )] ,0 k k k 0

where pk and pk � 1 are the parameters that resulted from the
inversion in steps k and k � 1 respectively, is theCp p0 0

covariance matrix of the parameters, is the covarianceCd d0 0

matrix of the data, g(pk) is the Bessel function of zero order
and first kind, evaluated with the parameters that resulted
from the kth iteration, and Gk is the matrix that contains the
partial derivatives of the data (d0) with respect to the param-
eters (pk). The superindex T indicates the transposed matrix.
Obviously, for the first iteration, k � 0 and the last term in
equation (12) is equal to zero.

For our case, and given equation (7), the elements of
matrix Gk take the form

dg(p) xr xr
� J . (13)12 � �dc(x) c (x) c(x)

In linear mechanics, the values of phase velocity at different
frequencies are independent. However, this does not guar-
antee that the final dispersion curve will be smooth, as it is
in nature. In order to obtain a final dispersion curve that is
a smooth function of frequency, Tarantola and Valette
(1982) suggested using the following expression as the co-
variance matrix of the parameters

2�1 (x � x )02C (x,x ) � r exp . (14)p p 0 � 2 �0 0 2 D

This last expression indicates that the covariance matrix for
the parameters of the model at frequency x0 is smoothed in
frequency with a filter that depends on r, the maximum ac-
cepted change of each parameter p between two iterations,
and D, the width of the smoothing window in frequency.
This filter assigns a larger weight to neighboring frequencies
and a smaller weight to more distant frequencies. The use
of this covariance matrix to weight the parameters of the
model gives the most likely solution. Any other weighting
gives a solution with a lower probability of being correct.

Our data are correlation coefficients computed from
many different time windows. Thus, we are able to estimate,
for each frequency and distance, an expected value plus a
variance associated at that data point. Those variance values
were used to build the covariance matrix of the data, .Cd d0 0

Finally, consider the error estimates of the inversion
procedure. The estimate we have used is again from Tar-
antola and Valette (1982). After the last iteration, the a pos-
teriori covariance matrix of the parameters p is computed as

TC � C � C G (Cpp p p p p d d0 0 0 0 0 0

T �1� GC G ) GC . (15)p p p p0 0 0 0

An additional problem that is not often discussed is the
range of validity of the results from the SPAC method. This
range was computed by Henstridge (1979) as going from 0
to 3.8 units of the argument of the Bessel function inverted
from the coefficients. In that article, Henstridge (1979) dis-
cusses why that range cannot be used in its entirety. The
reason is that the variance associated with the estimate of
the phase velocity from the correlation coefficients can be
written as follows (Henstridge, 1979):

˜Variance[k(x)]
�2

� Variance[q(r,x)] {rJ [rk(x)]} , (16)1

where k(x) is the wavenumber at frequency x, k̃(x) is its
estimate, r is the interstation distance, and J1 is the first-order
Bessel function of the first kind. According to this equation,
the estimate of the wavenumber, k̃(x), has a variance that is
inversely proportional to the square of J1. This latter function
is zero when its argument is 0 and when it is 3.8. At these
values of the argument, the estimate of the wavenumber,
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Figure 1. Location map and distribution of the
stations in Parkway valley, Wainuiomata, New Zea-
land. The thin line shows the limits between soft soil
sediments and underlying rock.

k̃(x), has an error that increases without bound. Henstridge
(1979) suggests considering the results valid only when the
argument of the Bessel function is between 0.4 and 3.2.
These values imply that the estimate of k(x) will be valid in
the range 2 � k/r � 15.7. If we consider as an upper limit
for the argument the value 3.8, then k/r � 1.7. These are the
values currently referred to in the literature, and thus, the
limits of validity established by Henstridge continue to ap-
ply. We will discuss later the way in which these limits apply
to our data.

We observe, then, that the restriction to a circular array
does not appear in the original paper (Aki, 1957). Moreover,
the data used in that paper corresponded to station pairs an-
alysed independently. Other authors have used versions of
the method that do not require a strict circular geometry in
the array. Bettig et al. (2001) presented a small modification
of circular based SPAC. They computed the corrections
needed by the method, when the stations are off the perfect
circular geometry. Those corrections allow the use of SPAC
when constraints in the field imposed small modifications to
the perfectly circular geometry. A bolder approach is that of
DeLuca et al. (1997), who used recorders arranged along a
line, installed with the purpose of recording an explosion.
However, DeLuca et al. (1997) do not justify why SPAC
would be valid for the geometry of their array, nor do they
include any detail of their computations (e.g., how are av-
erage correlation coefficients computed). The paper by
Ohori et al. (2002) is more complete. They present a deri-
vation of the method that follows closely that of Asten
(1976), and arrive at our equation (9) (their equation 3). In
that derivation they clearly state that an azimuthal average
is required; otherwise it not possible to obtain the Bessel
function. However, when they apply the method to the data
from their two T-shaped arrays, they neglect to explain how
do they avoid the requirement to have an azimuthal average.

In this article we have used the SPAC method, as de-
scribed. We analyze only the vertical component. The only
change we introduce is that we do not apply an azimuthal
averaging to the correlation coefficients. We make the hy-
potheses that the ambient vibration wavefield is ergodic and
isotropic. Under these assumptions, the wavefield includes
propagation in all directions with similar power, and may be
observed using a single, arbitrarily oriented pair of stations.
In the next sections we demonstrate the validity of these
hypotheses for our data, something that was neglected in
previous studies using SPAC with a non-circular array.

Data of the 1995 Experiment

The field experiment where the data was recorded has
been described in previous articles (Chávez-Garcı́a et al.,
1999, 2002). We will recall only the most important points.
A temporary network of 24 digital seismographs was in-
stalled from 1 August until 12 October 1995, in Parkway
valley, Wainuiomata, New Zealand. Each station consisted
of a 1-Hz, three-component seismometer coupled to an

EARSS (Equipment for the Automatic Recording of Seismic
Signals) seismograph (Gledhill et al., 1991). Time was re-
ceived by each station from the official time broadcast in
New Zealand. Station P01 was installed about 2 km to the
northeast of the basin, on firm rock. Four of the remainder
stations were installed on the soft rock (weathered grey-
wacke) surrounding and underlying Parkway basin, while
19 others were installed on the soft sediments filling the
valley. A description of the local geology around Parkway
has been given in Chávez-Garcı́a et al. (1999). The average
distance between neighboring stations was 40 m. Figure 1
shows the distribution of the stations, with the exception of
station P01, outside the area mapped.
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Figure 2. Results of f–k analysis for a sample of
four 60-sec windows of ambient vibration recorded
by the stations on sediments during the 1995 experi-
ment. Each different symbol corresponds to a differ-
ent time window of analysis. An f–k spectrum was
computed for a series of window frequencies, 0.4-Hz
wide. The corresponding symbol is plotted at the cen-
tral frequency of each window. (a) Backazimuth. (b)
Phase velocity. The dotted line in panel (b) is the line
of constant wavelength for a wavenumber of 5 cycles/
km, the maximum value for which the f–k spectra
were computed.

The main purpose of the network was to record earth-
quakes. However, as part of its operation, the network was
programmed to trigger periodically to verify its status. Thus,
one-minute time windows of ambient vibration were re-
corded simultaneously by the stations every hour for each
day the network operated. This system generated a very large
amount of microtremor data. Clearly, however, the spatial
distribution of stations shown in Figure 1 is far from the
concentric circles required by the SPAC method. However
the distances between stations on the soft sediments sample
in detail the distance range between 22.8 m (distance be-
tween stations 15 and 16) and 501 m (distance between sta-
tions 02 and 12). We have not used all microtremor records
obtained from the network during its more than 2-month
operation. Rather, we selected three different days and used
the 24 one-minute windows recorded by each station each
day. At this stage we considered only vertical motion. Due
to some malfunctions, not all stations recorded the 72 mi-
crotremor windows. The average number of windows for all
station pairs was 63.

Results Using the Data from the 1995 Experiment

Before going on to apply SPAC to our dataset, we need
to show that our hypothesis of isotropic propagation (similar
power propagating in all directions) holds. To this end, we
have computed f–k spectra using sample ambient vibration
records. We have chosen four 60-sec windows of ambient
vibration, and computed high resolution f–k spectra (Capon,
1969). Before this computation, the traces were bandpass
filtered in a series of 0.4-Hz-wide frequency bands, with a
0.2 Hz overlap between neighboring windows. The filter
used was a four pole, zero-phase Butterworth filter. The re-
sults are shown in Figure 2. The determined backazimuths
(Fig. 2a) are extremely variable for each of the four windows
analyzed. There is no single direction from which energy
arrives in a coherent way. This means that ambient vibration
results from the contribution of many different sources at
many different locations, and that the subsoil structure does
not favor a particular direction of propagation. Figure 2a
demonstrates the hypothesis that the energy is propagating
in almost all directions with similar power (i.e., the wave-
field is isotropic). Figure 2b shows the phase velocities de-
termined. Clearly, f–k spectra are able to indicate that most
of the energy travels with low phase velocity, but the results
are marred both by aliasing problems and by the inability of
f–k spectra to determine a phase velocity when many signals
are present in the records with similar power.

We have now computed crosscorrelation coefficients
using each pair of stations. The computations are straight-
forward. We considered the 63 (on average) one-minute mi-
crotremor records for each station. When there were simul-
taneous records at any pair of stations, we filtered the traces
using a series of 30 bandpass filters, 0.5 Hz wide, centered
at frequencies between 0.75 Hz and 8 Hz, with a 0.25-Hz
frequency step. The filters used were Butterworth, 8 pole,

zero-phase. We repeated the computation using different fil-
ters, and the results were always very similar. Each pair of
filtered traces was multiplied (corresponding to the spatial
crosscorrelation between those traces for a single distance-
delay). The time average of the resulting trace, normalized
by time average of the square of any one of the two traces,
is the correlation coefficient for that frequency and that dis-
tance, according to the definition by Aki (1957). Finally, we
averaged the crosscorrelation coefficients as a function of
frequency, for all time windows common to a given station
pair. If we consider that the ambient vibration is a random
variable with normal distribution (as is usually accepted),
the probability distribution of the crosscorrelation coeffi-
cients will be that of a product of two random variables with
normal distribution, (i.e., not the normal distribution). How-
ever, we averaged many estimates of the correlation coeffi-
cients, as many as the number of time windows we use. For
this reason, taking recourse to the central limit theorem (Pa-
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poulis, 1984), it does not matter what the probability distri-
bution function of the correlation coefficients is. We can
assume that the probability distribution of the average cross-
correlation coefficients is Gaussian.

For some station pairs, the crosscorrelation coefficients
at the lowest frequency (0.75 Hz) were low (�0.75). Those
crosscorrelation coefficients were discarded because they
contradict the fundamental hypothesis that the recorded
microtremor wavefield is common to the stations. A set of
crosscorrelation coefficients that does not tend to unity at
low values of the argument indicates that the two stations
involved are affected by different sources of ambient vibra-
tion. This was verified when, going back to the time signals,
we observed transients at one station that were not recorded
at the second one. Small crosscorrelation values at low fre-
quencies were consistently observed for correlations com-
puted between a station on soft soil and a station on rock.
This was to be expected. Indeed, if microtremors consist of
Rayleigh waves, they are guided by the layered structure
beneath the station. This structure may be similar for two
stations on soft soil, or for two stations on rock, but it will
be different for two stations, one on soil and one on rock.
In addition, for most of the pairs of stations on rock, cross-
correlations were low and the results were inconsistent with
those for the soft soil stations, and we were forced to discard
them. The final selection of results led us to keep 70 station
pairs (all of them on soft soil) with inter-station distance
ranging from 40 to 396 m. In contrast, many studies using
SPAC (Morikawa et al., 1998) usually report crosscorrelation
coefficients for only 2 different distances. Figure 3a shows
the average crosscorrelation coefficients as a function of fre-
quency and distance. For the purpose of this figure only, we
linearly interpolated the correlation coefficients with dis-
tance. The solid diamonds in Figure 3a indicate the fre-
quency at which the average goes through zero, as a function
of distance. We observe that the frequency of first-zero-
crossing of the crosscorrelation coefficients shifts to lower
values with increasing distance between stations. This is
what we anticipated, because we expect that crosscorrelation
between two stations will have large values only for fre-
quencies for which the corresponding wavelength is large
compared with the inter-station distance. Thus, smaller inter-
station distances contribute information in the higher-
frequency range, while the larger distances constrain the dis-
persion curve at lower frequencies. Figure 3a shows the
steady decrease in frequency of the first zero crossing with
increasing distance. We also observe that for distances larger
than 210 m this value remains approximately constant. For
the argument of the Bessel function (xr/c) to remain con-
stant, any increase in r must be matched by a proportional
increase in c; the phase velocity estimated from larger inter-
station distances will have larger values. The constancy of
the frequency of the first zero crossing with increasing dis-
tance can also be interpreted in terms of site response. When
the frequency at which our data has its useful information
(around the first zero of the Bessel function, which is ob-

tained for any pair of stations separated a distance equal to
one fourth of the wavelength) coincides with the frequency
of resonance of the sediments, correlation persists indepen-
dent of distance increases. For frequencies lower than the
resonant frequency (at Parkway it is between 1.5 and 1.7
Hz), the surface waves should go into the basement. How-
ever, if the impedance contrast is large (as in Parkway), the
microtremor energy in the sediments remains trapped in the
sediments, and our measurements do not carry information
on shear-wave velocities below the sediments; therefore, the
frequency of the first zero crossing does not decrease further.

Figure 3b shows the coefficient of variation of the cross-
correlation coefficients (standard deviation divided by mean
value), again as a function of frequency and distance. For
the purpose of this figure only, the coefficient of variation
was linearly interpolated with distance. For low values of
frequency, the mean value is larger than the standard devi-
ation, indicating that the result is statistically significant. The
open diamonds in this figure indicate the frequency at which
the coefficient of variation takes the value of unity. For each
distance, the better results are those for frequencies smaller
than that of the corresponding diamond. The location of di-
amonds in Figure 3b mimics that in Figure 3a, indicating
that only the frequency range around the first zero crossing
of the crosscorrelation coefficients contributes significant in-
formation.

Equation (7) shows that we can consider the correlation
coefficients for a fixed distance, and obtain the Bessel func-
tion. In a similar way, as proposed in Ohori et al. (2002),
we can fix the frequency and consider the variation of the
crosscorrelation coefficients as a function of distance. That
both positions are appropriate is shown in Figure 4, where
we have plotted the correlation coefficients as functions of
distance for four chosen values of the frequency. At 1 Hz,
the correlation coefficients do not go through zero, indicat-
ing that we should have larger inter-station distances to ob-
tain useful information at this frequency. At 1.5 Hz, the first
zero crossing occurs at a distance of about 300 m; at 100 m
at 2.25 Hz; and at 50 m at 3.25 Hz.

At this point, we can verify two of the hypotheses we
have assumed in this article. The first one is that we can
model the records of ambient vibration as an ergodic, sto-
chastic process. This can be shown by comparing the esti-
mates of the crosscorrelation coefficients among all the in-
dividual time windows used to compute its average value.
This is shown in Figure 5, for a sample of four different
inter-station distances. Each solid line in this figure corre-
sponds to the crosscorrelation coefficients estimated from a
single, simultaneous, one-minute-duration microtremor re-
cording at a pair of stations separated by the distance indi-
cated in each panel of this figure. The open circles are the
average values, each of them including an estimate of the
standard deviation. We observe that our hypothesis is backed
by our data. Again, the results at smaller inter-station dis-
tances are stable over a larger frequency range. As the inter-
station distance increases, the average value becomes con-
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Figure 3. (a) Average value of the crosscorrelation coefficients as a function of
frequency and distance. The solid diamonds indicate, for each distance, the frequency
at which the correlation coefficient first goes through zero. (b) Coefficient of variation
(standard deviation divided by the mean value) of the correlation coefficients as a
function of frequency and distance. The open diamonds indicate, for each distance, the
frequency at which the coefficient of variation takes the value of unity. All station pairs
on soft soil in Parkway basin for the 1995 experiment were used. For the purpose of
this figure only, correlation coefficients were linearly interpolated with distance.

stant at smaller frequency values (4 Hz for 138 m; 3.5 Hz
for 214 m; and 2.5 Hz for 396 m), and the scatter of the
individual estimates becomes larger than the average values.

Consider now the validity of substituting the azimuthal
average for the time average between a single pair of stations

for many time windows. Our array is not circular; however,
we have selected 4 stations (09, 14, 11, and 21) that are at
approximately the same distance from station 16 (113 m at
station 09; 117 m at station 11; 111 m at station 14; and 101
m at station 21). These 4 stations are located on two of the
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Figure 4. Crosscorrelation coefficients as a function of distance for four different
values of frequency. Each solid circle shows the mean value at a given inter-station
distance. The vertical bar at each symbol indicates the standard deviation computed
for all time windows analyzed for each pair of stations, assuming normal distribution.

four quadrants from station 16. Each solid line in Figure 6
shows the azimuthal average for a single one-minute win-
dow of measurements computed as the average of the cor-
relation between station 16 and each of stations 09, 14, 11,
and 21. Each of those lines, then correspond to an estimate
using the classical SPAC approach. The open circles in Fig-
ure 6 show the average crosscorrelation estimated using only
data from the station pair 16–09 (71 one-minute windows).
Each open circle is drawn with its associated standard de-
viation. We observe that the long term average between a
single station pair closely represents the azimuthal average
for a given inter-station distance.

Once we had estimates of the correlation coefficients as
a function of frequency and distance, we inverted them to
obtain the phase velocity dispersion curve, c(x). The pro-
cedure outlined previously, minimizing the difference be-
tween q(r,x0) and J0 (x0/c(x0)r), was used. The values cho-
sen for the a priori model parameters (equation 11) were
A � 1500 and B � �1. These values generate an initial
phase-velocity dispersion curve that is close to previous re-
sults in this basin (Chávez-Garcı́a et al., 2002). The con-
stants chosen for the covariance matrix of the parameters
(equation 14) were D � 0.4 and r � 500 m/sec. These
values led us to an initial guess of the phase-velocity dis-
persion curve that was not very different from the final so-
lution. In addition, we repeated the inversion many times
using different values, and verified that the final results were
very similar. Figure 7 shows an example of the results of

these inversions for the two inter-station distances of 44 and
206 m. We observe that our average crosscorrelation coef-
ficients have the shape of a zero-order, first-kind Bessel
function, and that the estimated Bessel functions show a very
close fit with the observations. Figure 7 shows clearly the
difference between the abscissae at first zero crossing of the
two functions plotted. The crosscorrelation coefficients for
44 m distance go through zero at 3.5 Hz, while those for 206
m go through zero at 1.5 Hz.

The inversion of the crosscorrelation coefficients at any
one distance allows, in principle, the phase velocity disper-
sion curve to be obtained in the frequency range imposed by
the criterion of Henstridge (1979). We have chosen instead
to make a joint inversion of the whole set of crosscorrelation
coefficients, simultaneously, for 71 different distances, using
the procedure described in the previous paragraph. However,
for each single distance, we included as data only those cor-
relation coefficients satisfying Henstridge’s (1979) criterion.
The result is shown in Figure 8, obtained from the data
shown in Figure 3. In that same figure we have superposed
the lines corresponding to Henstridge’s (1979) criterion for
our two limiting distances: 40 and 396 m (the second line
for rmax falls outside the plotted area). The results of the
inversion are unreliable for wavelengths smaller than 80 m
(twice 40 m, rmin the smaller spacing in our data). Between
1.5 Hz and 4 Hz we have a good coverage, while only two
points of the dispersion curve could be computed for fre-
quencies smaller than 1.5 Hz. The results shown in Figure
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Figure 5. Crosscorrelation coefficients as a function of frequency for four different
station pairs. Each solid line in each diagram corresponds to the crosscorrelation com-
puted between a pair of stations for a single one-minute record of ambient vibration
(70 windows for 57 m, 68 windows for 138 m, 68 windows for 214 m, and 70 windows
for 396 m). The open circles and their associated error bars indicate the mean and
standard deviation values computed at each frequency, assuming normal distribution.

Figure 6. Comparison between correlation
coefficients computed using azimuthal average
with the results of using a single station pair.
Each solid line shows the average of the cor-
relation coefficients computed between sta-
tions 16–09 (separated 113 m), 16–11 (sepa-
rated 117 m), 16–14 (separated 111 m), and
16–21 (separated 101 m) for a single, simul-
taneous, one-minute record of ambient vibra-
tion. This azimuthal average could be com-
puted for 48 time windows. The open circles
and their error bars show the average and the
standard deviation (assuming normal distribu-
tion) of the correlation coefficient computed
for 71 one-minute records of ambient vibration
between stations 16 and 09.

8 indicate that we observe a single Rayleigh wave mode.
Figure 8 also shows that we obtain no constraint on the phase
velocity below the very soft sediments filling Parkway val-
ley. In terms of ground motion, Figure 8 indicates that the
Rayleigh waves we detect with SPAC are trapped within the

sediments and convey little, if any, information on the un-
derlying layers. The phase-velocity dispersion curve ob-
tained using SPAC is compared in Figure 8 with the phase
velocity obtained from the detailed f–k analysis of earth-
quake data recorded by Parkway array for the 10 best re-
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Figure 7. Example of the inversion of two
crosscorrelation coefficients (solid lines) to ob-
tain the corresponding Bessel function (dotted
lines). Results are shown for two individual in-
ter-station distances, 44 m and 206 m. Note the
good fit between observations and the inverted
Bessel function at its first zero crossing. This
value controls the results.

corded events (open diamonds, Chávez-Garcı́a et al., 2002).
The dot-dashed line shows the fundamental mode phase-
velocity dispersion curve computed for the model estab-
lished by Stephenson and Barker (2000) for Parkway basin
using seismic CPT. The agreement is good for frequencies
above 1.7 Hz, and poor for lower frequencies, supporting
the idea that results from the SPAC method are not correct
for frequencies lower than the resonant frequency in the ba-
sin. This is consistent with the idea that surface waves inside
the valley are trapped in the sediments (because of their large
impedance contrast with the basement) and convey little in-
formation of the underlying strata (Chávez-Garcı́a et al.,
1999).

In order to obtain a phase velocity for the layers below
the soft sediments filling Parkway valley, we computed the

correlation between pairs of station on rock, P01, P22, P23,
P24, and P25 (inter-station distances between 336 and
2230 m). However, the results were not useful. Results for
three pairs of stations showed correlation coefficients that
had the shape of a J0 function, but the frequency of their
first zero crossing was higher than that determined from soft
soil stations for the same inter-station distance. Average cor-
relation coefficients computed for the remaining seven pairs
of stations were very close to zero for the whole frequency
range considered (0.75–8 Hz). We can think of several rea-
sons for this. Figure 1 shows that the assumption that the
subsoil structure is the same does not hold for the rock sta-
tions, with Parkway valley in between. Another possibility
is that there is some correlation in the ground motion be-
tween our rock stations, but it exists only for frequencies
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Figure 8. Solid circles indicate phase-velocity dispersion curve inverted from the
data shown in Figure 3. The dotted and dashed lines show the limits imposed by
Henstridge’s (1979) criterion, computed for rmax � 396 m and rmin � 40 m. k is the
wavelength. The open diamonds show the phase velocity obtained from the detailed
f–k analysis of earthquake data recorded by Parkway array for the 10 best recorded
events (Chávez-Garcı́a et al., 2002). The dot-dashed line shows the fundamental mode
phase-velocity dispersion curve computed for the model established by Stephenson and
Barker (2000) for Parkway basin.

lower than the limit imposed in our measurements by the
1 Hz seismometers used in 1995. In order to explore this
possibility, we decided to make an additional recording ex-
periment, carried out during February 2003.

Data of the 2003 Experiment

Because part of the limitations observed during the anal-
ysis of the data recorded in 1995 may have come from the
frequency response of the sensors, we decided to record for
a one-week deployment using lower-frequency seismome-
ters. The seismometers used were five Guralp CMG40 cou-
pled to Orion recorders, from Nanometrics. These data log-
gers have 24-bit A/D converters and were synchronized
using a GPS receiver at each station. We attempted to reuse
as closely as possible the rock sites of the 1995 experiment.
However, only P01 (renamed Rafter) and P24 (renamed
Mo51) were exactly the same. The other sites were within
130 m from P22, P23, and P25, and could also very well
have been selected in 1995. The map of the array used in
2003 is shown in Figure 9.

The stations were in place and continuously recording
together for two full days. From this time period, we chose

126 one-minute-long simultaneous recording windows at all
five stations. Once again, we analyzed only the vertical com-
ponent. They were processed in the same way as the data
from the 1995 experiment, with the exception that the lowest
central frequency of the filters used was 0.3 Hz.

Results Using the Data from the 2003 Experiment

We first compare the data from 2003 with those of 1995
in the frequency domain. To this end, we have computed
average power spectra for stations 24 (1995 experiment) and
Mo51 (2003 experiment). We computed the power spectra
for each of the one-minute windows taken from the data,
and averaged them geometrically for each of those two sta-
tions. A total of 134 one-minute windows could be averaged
for station P24, and a total of 126 for station Mo51. We have
not corrected for instrument response, and each of the av-
eraged power-spectral densities had to be multiplied by an
arbitrary factor to be able to compare them with the Peterson
(1993) global high and low noise models. This comparison
is shown in Figure 10. For frequencies above 2 Hz, there is
no significant difference between the 40 sec and the 1 Hz
seismometers. For lower frequencies, the 1 Hz sensor clearly
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Figure 9. Station distribution of the 2003 experi-
ment. Rock sites used during the 1995 experiment,
open circles; Rock sites used during the 2003 exper-
iment, solid circles. Rafter and P01 are located at ex-
actly the same site, as are P24 and Mo51.

attenuates ground motion, relative to the Guralp sensor,
which reproduces fairly well the shape of the reference noise
curves down to 0.1 Hz. Figure 10 shows that, if the low-
frequency resolution of the sensors used in 1995 affected
adversely our measurements for frequencies smaller than
1 Hz, we can expect to bring this limit down to at least 0.1 Hz
using the data from the Guralp sensors.

An example of the results is shown in Figure 11. This
figure shows the crosscorrelation coefficients for two differ-
ent station pairs, at distances 587 m (for Kair-Mata) and
2088 m (for Manu-Rafter). In the first case, the first zero
crossing is at a frequency of about 1.6 Hz, while in the sec-
ond it is at about 0.6 Hz. Thus, we can conclude that the
lack of correlation observed among the rock stations using
data from the 1995 experiment was due to the low-frequency
limitation of the sensors, which could not correctly record
ground motion at 0.6 Hz.

It is possible to make an additional observation, com-
paring the frequency of the first zero for Kair-Mata with
those shown in Figure 3. This frequency is 1.6 Hz for a
distance of 587 m in Figure 11, while it is 1.2 Hz for dis-
tances around 300–400 m in Figure 3a. Our interpretation is
that the argument of the Bessel function (and therefore the
abscissa of its first zero crossing) depends both on distance
between stations and on phase velocity. A different phase

velocity will change the value of the argument, even if the
distance between stations remains fixed. This is shown in
Figure 12, where we have plotted the same data shown in
Figure 3a, but adding now the points obtained during the
2003 experiment, and the points obtained from the rock sta-
tions of the 1995 experiment, for which the frequency of the
first zero crossing could be determined. We mentioned ear-
lier that these frequencies were inconsistent between the sed-
iment and the rock stations. Figure 12 shows that they are
very consistent between the rock stations operated in 1995
with those operated in 2003. The subsoil structure, as ob-
served through the correlation between ambient vibration
measurements at two stations, is not the same between sta-
tions on the sediments and stations on rock. In order to ob-
tain a result using SPAC, we need significant correlation be-
tween two stations. This requirement is not satisfied for two
stations where one is on sediments and one on rock. It is
satisfied if the two stations are on rock, although the results
were adequate only for 4 station pairs (24–25, 22–25, 22–
24, and 22–23) from the 10 possible rock station pairs in
1995. Figure 12 also shows that we get significant correla-
tion between the rock stations close to the valley and station
Rafter, at distances larger than 1.6 km, even if the soil con-
ditions differ. The wavelengths which are correlated at these
large inter-station spacings must be guided by the subsoil
stratigraphy that is common between rock stations close to
Parkway valley and Rafter.

The correlation coefficients from the 2003 experiment
were inverted to estimate the phase-velocity dispersion curve
with the same procedure used for the data from 1995. The
values used for the parameters of the a priori model were
the same as in the case of the 1995 data. Again, we repeated
several times the inversion procedure, using different values
to verify that their choice (within reasonable limits) did not
have a significant impact on the final solution. The results
are shown in Figure 13 with solid circles. We observe that
the correlation coefficients computed at larger inter-station
distances allows us to obtain phase velocities for frequencies
as low as 0.4 Hz. The phase-velocity values are quite large,
around 3 km/s in the range 0.5–1 Hz. This value corresponds
to wavelengths between 3 and 6 km. For these long waves,
ground motion, guided by deep layers, is correlated between
the stations immediatly outside Parkway basin (on the
weathered greywacke) and Rafter, on firm rock. The open
circles in Figure 13 show the phase velocity values deter-
mined from the 1995 data. The phase velocities from the
two experiments show a good agreement for frequencies
larger than 1.5 Hz. However, according to Henstridge’s
(1979) criterion, the results from 2003 are not reliable for
frequencies larger than 1.4 Hz. We confirm then that the
results using the SPAC method and the data from 1995 are
not correct for frequencies around the resonant frequency of
the basin (between 1.5 and 2 Hz; Chávez-Garcı́a et al.,
1999). Figure 13 also shows the phase-velocity estimates
obtained using f–k analysis for the ten best recorded seismic
events at Parkway (open diamonds in Figure 13; Chávez-
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Figure 10. Geometric average of the Fourier power spectra of noise measurements ob-
served at station P24 (1995 experiment, dot-dashed line) and at station Mo51 (2003 exper-
iment, solid line). These curves result from the averaging of 134 (P24) or 126 (Mo51)
individual spectra computed for one-minute windows. The dotted lines show the Peterson
(1993) global high and low noise models. Zero dB corresponds to an amplitude of 1 (m/
sec)2/Hz. The amplitude of observed power spectra densities was affected by an arbitrary
amplitude factor, as we have not corrected for instrument response.

Garcı́a, 2002). Finally, we also compare the estimates of
phase velocity with the dispersion curve computed for the
fundamental mode for the startigraphy determined at Park-
way by Stephenson and Barker (2000) using seismic CPT.
The shear-wave velocity of the basement, in the model by
Stephenson and Barker (2000), is 1.75 km/sec. The phase
velocity estimated from the 2003 experiment suggests that
the halfspace shear-wave velocity is much larger. Our results
from SPAC do not give indications of a layer with an S-wave
velocity of 1.75 km/sec, from neither of the two experiments.
This suggests that our results are lacking an intermediate
scale that would bridge the gap between the phase velocity
determined for the sediments filling Parkway basin, and the
3 km/sec for some deep basement common to Rafter and the
weathered greywacke. A possible explanation could be that
the 3 km/sec correspond to unweathered bedrock, while the
SCPT stopped at the weathered greywacke, of 1.75 km/sec
shear-wave velocity. A large distance interval for which we
do not have measurements is shown in Figure 12, between
0.7 and 1.6 km.

Our results from the 1995 and 2003 experiments seem
to have left uncovered a range of frequencies in the phase-
velocity dispersion curve determined for Parkway. In this
gap would be the shear-wave velocity of the weathered grey-
wacke, around 1.75 km/sec according to Stephenson and

Barker (2000). Yu and Haines (2003) computed the site am-
plification at Parkway using spectral ratios for the earth-
quake data recorded in 1995. They evaluated the suitability
of the station on the weathered greywacke as reference sta-
tion relative to station P01 (colocated with Rafter). They
showed that the amplification level and the resonant fre-
quency computed at the soft soil stations was independent
of the reference station used. They also showed that the sta-
tions on the greywacke did not amplify ground motion, rela-
tive to station P01. The 1D amplification that can be readily
computed from the profile given by Stephenson and Barker
(2000) is a factor of 12.4 (neglecting attenuation), very simi-
lar to the maximum observed in spectral ratios of recorded
earthquake motion (a factor of 12 for station 10, EW com-
ponent, relative to station 25). Therefore, we may infer that
there is no large impedance contrast in the layers below the
sediments in Parkway basin, and that subsoil structure prob-
ably consists of a velocity gradient between 1.75 km/sec,
just below the sediments, down to 3 km/sec at several km
depth.

Conclusions

In this article we have presented a different view of the
standard SPAC method of analysing microtremor records.
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Figure 11. Examples of crosscorrelation coefficients computed for two different
station pairs, using data from the 2003 experiment. The names of the stations corre-
spond to those given in Figure 9. Distance between stations is 587 m for Kair-Mata,
and 2088 m for Manu-Rafter.

We have shown that it is possible to exchange duration of
the records for the spatial averaging required by the method.
The possibilities that this result opens are large, because it
is not often possible to install the stations in the precise cir-
cular geometry required by SPAC (in an urban situation it
becomes clearly impossible). However, if we are able to rec-
ord microtremors for a long enough time, and the ambient
vibration wavefield is stationary in time and space, we can
substitute temporal average instead of the azimuthal average
required by SPAC. However, this is valid only if the sources
of ambient vibration or the subsoil structure do not impose
a predominant direction of propagation, as is the case in
Parkway valley. This allowed us to compute average cross-
correlation coefficients for many different distances using
our datasets, as opposed with standard studies that use SPAC,
where only two or three different distances are the norm.

In the case of Parkway basin, we have shown that using
our interpretation of SPAC it is possible to obtain a phase-
velocity dispersion curve that is in good agreement with in-
dependent results. Ambient vibration within the valley is not
correlated with that recorded by stations on rock nearby. The
stations on the soft sediments allow the sediment velocity to
be constrained and indicate that a large impedance contrast
exists at the base. They are unable, however, to determine
the velocity of the substratum. The use of a different dataset,
recorded eight years later and using broadband seismome-
ters, allowed us to show that the limitations of the 1995
dataset came from the instruments. The data of the 2003

experiment showed that the microtremor wavefield is cor-
related at distances larger than 2 km. SPAC, as with all other
array analysis methods, requires lateral uniformity of the
subsoil structure for all stations composing the array. The
necessary lateral uniformity, however, is a function of wave-
length.

The phase-velocity dispersion curve obtained from our
analysis is in very good agreement with previous estimates
at Parkway. This suggests that the vertical components of
microtremor recordings are dominated by Rayleigh waves,
propagating with uniform power in many different direc-
tions. We observe, however, that we could not constrain the
phase velocity of the layers going from the weathered grey-
wacke, just below the sediments at Parkway and with a
shear-wave velocity of 1.75 km/sec (Stephenson and Barker,
2000), to a deep layer with shear-wave velocity around 3
km/sec. The spectral ratio computations by Yu and Haines
(2003) indicate, however, that there is no strong velocity
discontinuity in these layers.
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292 F. J. Chávez-Garcı́a, M. Rodrı́guez, and W. R. Stephenson

Figure 12. Frequency of the first zero
crossing of the correlation coefficients (average
values) as a function of inter-station distance.
Results for the stations on the sediments using
data from the 1995 experiment (same data
points shown with solid diamonds in Figure
3a), solid diamonds; results for four pairs of
stations on rock using data from the 1995 ex-
periment, dotted squares; results using data
from the 2003 experiment, open circles.

Figure 13. Phase-velocity dispersion curve
inverted from the correlation coefficients com-
puted using the data from the 2003 experiment,
solid circles. The dotted and dashed lines show
the limits imposed by Henstridge’s (1979) cri-
terion, computed for rmax � 2088.4 m and rmin

� 442 m. k is the wavelength. The open circles
show, for comparison the phase velocity values
obtained using the data from the 1995 experi-
ment (solid circles in Figure 8). The open di-
amonds show the phase velocity obtained from
the detailed f–k analysis of earthquake data re-
corded by Parkway array for the 10 best re-
corded events (Chávez-Garcı́a et al., 2002).
The dot-dashed line shows the fundamental
mode phase-velocity dispersion curve com-
puted for the model established by Stephenson
and Barker (2000) for Parkway basin.
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