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Historical note and foreword to the SEG translation

The microtremor survey method (MSM) relies on two paradigms foreign to
the practice of conventional seismic exploration. These are (a) the property
of seismic surface waves that their penetration into the earth is frequency
dependent, hence the dispersion curve (phase velocity versus frequency) for
observed data can be inverted to yield a layered-earth model of the subsurface,
and (b) the variation of phase velocity with frequency can be measured using
array-processing methods.

The MSM applied to the study of near-surface geology has had a fasci-
nating history over the last 50 years, and it is fitting that SEG should publish
a Japanese text as a benchmark. For it was a (then) young Japanese seis-
mologist, Keiiti Aki, (1957, 1965) who laid the foundation for the Spatial
- Autocorrelation (SPAC) method which has become the key to successful
extraction of phase-velocity information from surface-wave microtremors.
This particular contribution from Aki appears to have been largely ignored in
Western literature on the study of microtremors; the great strides in seismic
array data processing of the 1960s and 1970s were spurred by the need to lo-
cate direction to seismic sources, and, hence, beam-forming (or /-k) methods
(e.g., Capon, 1969) received the greatest emphasis.

Indeed, the very nature of high-frequency microtremors has been a source
of significant debate; some authors in past decades attributed them to P-wave
energy, and marketed the use of engineering-seismic studies based on compar-
ing spectral peaks of microtremors with P-wave resonances, while others at-
tributed the same energy, and the same spectra, to Rayleigh-wave propagation.
See the exchanges by Asten (1979) and Katz (1979) following Asten (1978b)
for examples where the debate generated heat as well as light (with some-
what more vigerous debate occurring in unpublished notes sent to the Editor
of the day!). More recently, literature oviginating in the Western Hemisphere
has debated whether microtremors are dominated by S-wave resonances or
by Rayleigh-wave propagation (e.g., Ibs-von Seht and Wohlenburg, 1999 and
references therein; Liu et al., 2000).

The study and use of the spectra of microtremors for engineering-scale
studies has developed into a separate and mature science, largely due to the -

efforts of Japanese seismologists over the last 20 years (Nakamura, 1989,

Konno and Ohmachi, 1998). The study and use of phase-velocity disper- -
sion curves of microtremors has developed separately, also in Japan, largely @
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as a result of the diligence of Prof. Okada and his students, and was cons:
erably assisted by use of the SPAC technique pioneered by Prof. Aki 45 ye:
ago.

The SPAC technique is worthy of an additional observation. Array beai
forming delivers estimates of wave velocity and direction, and is subject
bias in velocity estimates when waves from multiple directions are incos
pletely resolved. However, the SPAC technique has the delightful prope:
that, since the wave direction is not sought, estimates of wave scalar veloc
are unaffected by the superposition of waves from multiple directions. Tl
property was described by Aki (1965), a principle subsequently overlook
in some literature, e.g., Douze and Laster (1979), but was then reiterated
Asten (1983).

[n fact, the more omnidirectional the wave energy (assuming single-mo
propagation), the better the estimate of scalar velocity. The SPAC technig
thus has the serendipitous property of giving its best results when seisn
sources are many. This is why the technique has enormous potential in bui
up areas, where microtremor noise militates against the use of conventior
setsinic methods, but that same ubiquitous noise generated by urban acti
ity produces an omnidirectional wavefield of high-frequency microtremo:
ideally suited to the SPAC technique.

I welcome Prof. Okada’s learned contribution to the theory, methodolog
and case histories for the use of high-frequency microtremors in engineeri
geophysics. [ warmly endorse his desire to see the method develop into
cominercially viable survey tool.

I see scope for several further developments not covered in this boc
Firstly, the integrated study of both spectral shapes and phase velocities
likely to provide more information than either discipline alone. Secondly, t
extension of the SPAC technique to detect multimode Rayleigh-wave prop
gation (e.g., Asten, 1978a; Henstridge, 1979) should extend the utility of t
method developed in this book. Thirdly, the toutine use of three-compone
seismometers should allow shimultaneous detection and use of Love-wave n
crotrermor energy, using theory by Prof. Okada, which is presented in Engli
for the first time in this book, but not yet implemented on published exar
ples of field data. Modern data acquisition hardware and portable computi
power make the logistics of recording and processing the extra data trivi
compared with the size of the task if using the technology of one or tv
decades ago. Prof. Okada has positioned us for an immense step forward

|
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the use of seismic methods for engineering and environmental applications in
built-up areas. ' S
Michael W. Asten

July, 2001

Department of Earth Sciences

PO. Box 28E

Monash University

Melbourne, Vic. 3800, Australia.

Email: masten@mail.carth.monash.edu.au
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Translator’s foreword

The phenomenon of microtremors has long been known to mankind, but it
is only quite recently that the microtremor survey method has established
itself. It is basically a passive seismic method, whereby “listening” to nature’s
“voice” gives information enabling us to estimate the subsurface structure
under an array of geophones.

Because it is a passive method, the data collection system of the mi-
crotremor method is relatively simple, and if can be carried out in areas wheie
access by a conventional seismic crew is prohibitively difficult.

Asurban development progresses, the increased level of cultural noise of-
ten preciudes the use of many of the conventional geophysical survey methods
normally used for detecting subsurface structures. The microtremor method
provides a viable alternative. ' '

This textbook by Professor Okada is believed to be the first comprehensive
textbook in this field. Professor Okada and his teamn at Hokkaido University
have been investigating and developing the method since the early 1980s,
and this textbook is a ripe fruit of their collaboration. This textbook was first
prepared in 1997 for 2 seminar of the Japanese SEG, and it has undergone
several revisions in the last five years.

The first three chapters of the book are mainly concerned with the na-
ture of microtremors and principles of their detection. Chapter 4 outlines the
procedures for data analysis, followed by a chapter on data acquisition and
analysis (Chapter 5) and a few case histories in Chapter 6.

The style of the original text reflects the careful and diligent nature of Pro~
fessor Okada: each building block is carefully explained, laid, and consolidated
before the next layer is introduced. Readers may wish to skip details in places,
particutarly where conceptual discussions take place. However, readers will
soon realize that these foundations are necessary steps to understanding the
vahidity of subsequent developments such as practical data collection systems
and case histories of their application.

I am a petroleum exploration geophysicist who has been interested in the
microtremor survey method for several years, but T am not a native speaker of
English. With the help of fellow geophysicists in the Oil Company of Australia
Lid (a subsidiary of Origin Energy Ltd), the English text was carefully refined
and made as natural as possible. Acknowledgement for this work is given to
Messrs. fustyn Hedges (now with Hardman Resources Ltd) and Damian Kelly
(now with Cairn Energy PLC). A special thanks is due to the SEG Volume
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Editor, Dr. Michael Asten, who carefully reviewed the technical conten

the text and further refined my English.

Koya Suto
Brisbane, 2




Preface

One of the recent innovations in geophysical survey techniques is the appli-
cation of the microtremor methed to the fields of construction and structural
engineering. Its main purpose is to estimate the subsurface structure that
provides.a fundamental basis for analysis of the response of the ground+o
earthquake movement, particularly in densely populated areas where there is
a growing difficulty in utilizing conventional seigmic techniques. Therefore
development of the “microtremor survey method” (MSM) is eagerly awaited
by those concerned with urban engineering.

The history of the microtremor survey method is short, and we can only
draw from limited experience and a few case histories. In particular, its ap~
plication to resource exploration has scarcely been documented. However,
application of the microtremor method is gaining popularity in the con-
struction and structural engineering in the area of prevention of potential
disaster by earthquakes. This method is well adapted to such an applica-
tion.

The applicability of the microtremor survey method is, at least theoret-
ically, not limited to any field. Ii-is a basic survey method-for.delineating

subsurface structure, not only for urban applications, but also forexploration”™

of oil, gas, and other resources. In this sense, it is no different from the con-
ventional seismic method.

The microtremor survey method has not been developed as an applica-
tion or extension of the conventional seismic method, but it is a totally new
method based on a totally new idea. Firstly, the wave concerned is different.
Consequently, the resultant image of the subsurface structure is, naturally,
different from the conventional imaging. As this humble textbook describes,
the microtremor method is derived from several assumptions and conditions
in its basic theory and development that impose a limitation in applicability.
TForthisreason; the microtremor method is, at present; regarded as unsuitablé
Jordetailed surveyifig:

I present an overview of the practicality and broad applicability of the
microtremor method. The charm of this method is its differences from the
conventional geophysical methods, in ideas and means. These differences,
in turn, may make it difficult for it to be widely accepted as a new geo-
physical technique. 1t may still take some time before it becomes a commer-
cially viable survey method. Yet, it is clear the MSM has already reached,
to a degree, the realm of practical application, and it is also clear that the

xii
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demand for an extended applicability of this method is mounting. We
lieve that now is the time to extend the frontiers of the microtremor sur
method. o R
Prof. Hiroshi Okada
~ Dept of Earth and Planetary Scier
' Hokkaido University, Japan
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Chapter 1

Introduction

Among geophysical methods, there are many techniques which use the “n,
ral field,” “natural signal,” or “natural phenomena.” For example, they incl
the gravity survey method, the magnetic survey method, the spontaneous
tential (SP) measurement in electrical methods, the magnetotelluric met
in the electromagnetic methods, and radiometric measurements (Dobrin
Savit, 1988; SEGJ, 1989). These are known as “natural field methods.” Tt

survey methods-have-been-initiated, researched, and.developed as means

understanding geological structure by measurement of the respective phys
property. They are presently used in their own right or to augment other :
vey methods, but typically they are utilized as a reconnaissance method p:
to committing to a detailed survey such as reflection or refraction seis
SUrveys.

The-ubiquitous, weak, .low amplitude vibrations. which may. be recof’

on.the.surface of the Earth are. commonly called microtremors. These fc
one category of the “natural signals™ or “natural phenomena.” Until recer
there has not been an established method to positively harness this nat
phenomenon for estimation of subsurface structure.

Several research projects during the mid-twentieth century documer
the kinds of waves that constitute microtremors and the relationship betw
microtremors and subsurface structure. Among them Aki (1957) and Tok
(1964) suggested a potential application of microtremors to the estimatior
subsurface structure. _ _

Research progressed through the 19705 concentrating on the detectior
earthquake waves in records contaminated by noise, such as microtrem
and pulsation (e.g., Capon, 1969). The success of research was facilitated
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the concurrent development of digital recording systems that enabled the
recording of earthquake data by multiple array observation networks and the
processing and analysing of such data. The results of this research were applied
to the detection of traveling waves among other kinds of vibration. In fact,
such techniques were used to estimate subsurface structure (e.g., Lacossetal.,
1969; Liaw and McEvilly, 1979; Asten and Henstridge, 1984; Horike, 1985;
and Matsushima and Okada, 1990a).

The development of a new exploration methed, designated the “micro-
tremor survey method” (MSM) by Okada et al. (1990), for imaging subsurface
structure, using natural microtremors has advanced over the last ten years. This
surveyanethod, if used effectively, can furnish-a preliminary-appraisal before
a detailed sutvey for geological structure. Alternatively, this can be a means of
extending scarce detailed data from “point data” to “profile data,” or “profile
data” to “plane data.”

As the MSM utilizes the signal found in abundance anywhere on the
surface of the Earth, the survey is simple and the operation does not require
intensive environmental and safety precautions. In particular, there is no alter-
native to the microtremor method in areas where conventional seismic meth-
ods are difficult or impossible to implement, such as urban or environmentally
sensitive areas.

At present, the method of delineating subsurface structure by studying
microtremors is poised to progress from the research and development stage
to commercial viability. The following chapters expand upon what property of
microtremors can be used and how the method can be utilized for delineation
of subsurface structure,

Chapter 2

Fundamental properties

of microtremors

2.1 What are microtremors?

The surface of the Earth is always in motion at seismic frequencies, even v
out earthquakes. These constant vibrations of the Earth’s surface are ce
microseisms or microtremors. The term microtremor(s) is more comme
used in the field of earthquake engineering.

The amplitude of these microtremors is, with some extreme excepti
generally very small. Displacements are in the order of 1074 to 10~2 mm
below human sensing. Although they are very weak, they represent a sourc
noise to researchers of earthquake seismology; if amplifier gain is increase
record earthguake signals from a distant source, the amplitude of microtrer
proportionally increases, and the desired earthquake signpal is buried in
“noise” of microtremors. Elimination of this background noise is technic
extremely difficult or impossible to achieve. Therefore earthquake researc
call microtremors “seismic noise” or, simply, “noise.”

It was not until the late nineteenth century, that seismologists could

. ploy seismometers to observe the movement of the Earth’s surface, Since

microtremors have been a focus of their strong interest, as is evidencer
the large number of research papers published on the subject. Much of
research concerns the source of the vibration and variation of the chara
of the vibration depending on time and location. From this research, we -
know that the microtremors are caused by daily human activities such as m
ment of machinery in factories, motor cars, and people walking; and nat
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phenomena such as the flow of water in rivers, rain, wind, variation of at-
mospheric pressure, and ocean waves. Thus microtremors are not a natural
phenomenon in senso stricto, as human activities constitute some of their
sources. However, microtremors are now nof regarded as nuisance noise,
but rather a useful “signal” In this sense, they are sometimes referred to as
“uncontrolled signal.”

Both human activity and natural phenomena (such as climate and oceanic
conditions) vary with time. Accordingly, microtremor activity varies over time.
This variation is very complex and irregular, and not repeatable.

‘When microtremors are observed simultaneously at several spatially sep-
arated stations, it is noted that these tremors are not completely random and
that some coherent waves are contained in the records. In other words, micro-
tremors are an assemblage of waves traveling in various directions. In fact,
Toksdz and Lacoss {1968) clearly demonstrated from the data of large-aperture
seismic array (LASA) that microtremors are an assemblage of body waves
and surface waves.

2.2 Power spectra of microtremors

The microtremors originating from buman activities are dominated by the
components with periods shorter than one second, or higher than | Hz in fre-
quency (Kulhanek, 1990, for example), and have clear diurnal variation in both
amplitude and period.

On the other hand, the microtremors due to naturai phenomena, such as
climatic and oceanic condition, have dominant periods greater than one second
(frequency lower than 1 Hz), with associated amplitude and period variations
corresponding to the vagaries of the respective natural phenomenon.

A detailed analysis reveals that microtremors vary depending upon loca-
tion. The microtremor survey method has been devised to focus on this vari-
ation.

A power spectrum of a typical microtremor record observed at a site on the
west coast of America is shown in Figure 2.1 (Haubrich, 1967). In the 1960s,
it was believed that spectra of microtremors are largely similar worldwide.
Figure 2.3 graphically demonstrates the similarity (Peterson, 1993).

In the 1960s, explanations of power spectra were proposed to the effect
that the high-power level of the low-frequency components (below 1.0 Hz)

and the two characteristic spectral peaks originated from the ocean, while the

higher frequency components (above 1.0 Hz) were attributed to human activity

2.2, POWER SPECTRA OF MICROTREMORS
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Figure 2.1. Power spectra of microtremors with the frequency between 0.01 and ¢
observed on the West Coast of America. Two examples show times of high and
power levels. '

and climatic conditions. It was believed that the spectral characteristics s
significant variation both locally and temporally.

We have mentioned one of the origins of microtremors as being
ral phenomena such as climatic and marine conditions. Can microtremor:
observed in the middle of a continent? This is a natural question when
considers the limits to application of the microtremor method.

The answer is given in Figure 2.3 (from Peterson, 1993). The dataset
collected at 75 permanent seismic stations all over the world (see Figure 2.
atime of no seismic event due to earthquake or nuclear explosion. These po
spectra are calculated for the vertical component of background vibratios
the earth including microtremors, wave motions, and even earth tides. T
may contain power components whose source is not known to us, hence not
investigated, perhaps including some originating in the interior of the Ea
Regardless of their sources, these spectra show that the energy of the Far
background seismic vibration exists in abundance at all locations on the Ear
surface, and that with an appropriate observation instrument one can rec
the microtremor signals. This figure also shows that the microtremors h
largely similar spectral structure, as noted in Figure 2.1,
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Figure 2.2. Seventy-five permanent seismic observatories in the world, which record
common vibration of the earth including microtremors (Peterson, 1993).

The microtremor survey method utilizes signals with periods shorter than
several seconds. As seen in Figure 2.3, the signal within this band always
exists in seismic records, thereby demonstrating the ubiquitous applicability

of the method.

2.3 Temporal and spatial variation of microtremors

Microtremors are a phenomenon that varies both spatially and temporally. As
the microtremor survey method assumes both spatial and temporal stationarity
of microtremors, it is necessary to investigate this characteristic. Let's look at
actual records from observations in Sapporo, Japan.

The data shown in Sections 2.3.1 and 2.3.2 are collected at three stations
around Sapporo, the capital city of Hokkaido, at different times:

1. Oyafuru Station (OYF), where thick Ishikari Basin sediments are dom-
inant; during the twelve-day period of 7-19 August 1984 sampling was

2.3, TEMPORAL AND SPATIAL VARIATION OF MICROTREMORS
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Figure 2.3. ';{”he acceleration power spectra of common vibration of the Earth inc
ing microtremors recorded at the 75 permanent seismic observatories in the w
{Peterson, 1993).

for ten minutes every three hours using a seismometer placed on
concrete floor in a garage.

2. A station situated on the campus of Hokkaido University (HKD), am
the metropolitan area of Sapporo, still on a sedimentary basin; collec
during the one-month period from 4 November to 4 December 15
similarly sampled, the seismometer was get on a concrete block i
prefabricated storage building.

3. A station set up in Toyama, nicknamed Misumai (MIS), in a sub
of Sapporo during the same period as HKD, directly on the basem
rock, similarly sampled, the seismometer placed on a concrete floor-
reinforced-concrete building.

‘ The type of seismometer used was a compact, long-period, PELS Mode.
with a natoral period of 8 s (Project Team for the Development of
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HOKKAIDO

Figure 2.4. Location of Sapporo Meteorological Observatory (SMO) where reference
weather data was recorded. '

Small-Size Long-Period Seismometer, 1974; Matsamoto and Takahashi,
1977). The recorders used at HKD and MIS were of type Datamark LS-
8000SH by Hakusan Industries, and one long-duration recorder designed by
the research team of Hokkaido University.

Figure 2.4 shows the location of these three stations. The distance be-
tween HKID and MIS is about 14.8 km, and HKD to OYF is about 13.5 km,

2.3, TEMPORAL AND SPATIAL VARIATION OF MICROTREMORS
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Figure 2.5. An example of three-component microtremor records from Oyafuru |
tion (OYF) in suburban Sapporo. The complex waveform continues constantly
three minutes, but the amplitude varies in time over three hours and over one day

SMO in Figure 2.4 indicates the location of the Sapporo Meteorological €
servatory, where the weather data referred to were recorded.

During the period of observation, it was very quiet at OYF, with little trat
At HKD, the level of vibration was considerable, and heavy construction 1
chines were in operation during weekdays. MIS is located in a naturally qu
location. However, tunnel drilling was going on about 500 meters from
station, and noise, perhaps due to the drilling, was sometimes observed on
record.

For convenience of explanation, a record sample of ten minutes durat
is called a “block” in the following sections.

2.3.1 Temporal variation of microtremors

The first example illustrates temporal variation of micrometers within a ¢
Figure 2.5 demonstrates three-component microtremor records and compa
nticrotremors at three different times over two consecutive days: 6 am
11 August, and at 6 am and 9 am on 12 August 1984. The recor
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1984 08M 170 21H

up

Figure 2.6, An example of a three-component microtremor re_cofd_ from the Oyafuru
‘Station (OYF) at 21 hrs, 17 August 1984 (top) and 06 hrs, 23 August (bottom). Note
that the periods are different while the amplitudes are similar over the interval of one

week.

microtremors show complex variations, but the degree of complexity does
not vary during the recording period of three minutes. However, the ampli-
tude envelope varies vastly between the microtremors recorded one day, or
even as little as three hours, apatt.

Figure 2.6 shows microtremors recorded at the same location (OYF) about
one week apart. They do not differ in amplitude, but their dominant periods
(or frequencies) are different.

. This variation is integral to the MSM, since the spectrum of the signal
:determines the lower limit of the depth that can be explored by MSM. When

._i_nformation on deeper structure is desired, data should be acquired at a time

‘when the lower. frequency component is dominant.

7 A sample of 120 blocks (20 hours) of vertical and east-west components of
microtremor data were taken from the record collected at HKD and MIS in the
fifteen-day period from 19 November to 3 December 1997. Power specira were
calculated for each ten-minute block. Figure 2.7 shows the power spectra of
the microtremor records for each time block over-plotted on one axis (Sakaji,
1998). In this explanation, “daytime” refers to 9, 12, 15, and 18 hrs, while
“night” refers to 21, 0, 3, and 6 hrs. Figure 2.8 compares the average spectra
of day and night. (In both Figures 2.7 and 2.8, the real spectra are not recorded
below 0.1 Hz due to the properties of the seismometer.)
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Figure 2.7. Power spectra of the vertical (U-D) and east-west (B-W) components
microtremors at HKD and MIS observed in the 15-day period between 19 Novem!
and 3 December, 1997. The spectra are calculated and overplotted for 120 10-n
blocks.
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Figure 2.8. Daytime and nighttime averages of power spectra of the vertical (U-)
and east-west (E-W) components of microtremors at HKD and MIS, observed in t
15-day period between 19 November and 03 December, 1997,



12 CHAPTER 2. FUNDAMENTAL PROPERTIES OF MICROTREMORS

From Figures 2.7 and 2.8, it is clear that the overall shape of the spec-
tra does not vary in the fificen-day period, although the power level of the
record at the urban HKD station is generally higher than that of suburban
MIS. Closer observation reveals temporal variation differences of the power
spectra, between these frequencies lower than | Hz and those frequencies
higher than | Hz. For the frequencies under 1 Hz (or periods longer than 1 s},
the difference in power between daytime and night is minimal. On the other
hand, that difference is significant above | Hz (period shorter than I s) by one
to three orders of magunitude. It is more apparent in the urban HKD station.
The conclusion is that the frequency components under 1 Hz are little affected
by human activities, while frequency components over | Hz are significanily
affected. This phenomenon is shown even more clearly in Figure 2.9,

Figure 2.9 is the running power spectra of the east-west component of

“microtremors obtained from the observations at HKD and MIS. These data
were simultaneously sampled for 10 minutes, every three hours beginning at
widnight. The data at HKD are from the 29-day period between 3 November
and 3 December 1997, and those of MIS are from the 15-day period from
19 November to 3 December 1997. The curve at the top of Figure 2.9 is the
atmospheric pressure data at SMO for the corresponding period. It shows a
variation from 980 to 1040 hPa. As seen in the graph, the character of spectra
of microtremors differs between the ranges higher and lower than 1 Hz,

2.3.1.1 Band under 1 Hz (period longer than 1 5)

The temporal variation of microtremors has a good inverse relationship with
the variation of atmospheric pressure: The power of microtremors increases
with lower atmospheric pressure, reaching a maximum soon after the mini-
mum in atmospheric pressure. On the other hand, the power decreases when at-
mospheric pressure increases. This correlation was observed, almost without
exception, for the two stations 14.8 ki apart for the duration ofthe recordings.
In quantitative comparison of the three-component data of HKD and MIS with
atmospheric pressure, Sakaji (1998} calculated cross-correlation coefficients,
and found the power maxima of the low-frequency (long period} component
of microtremors to lag the minima of atmospheric pressure by from 3 to 15
hours.

Phenomena such as the strong correlation between microtremors and at-
mospheric pressure, and its lag of 3 to 15 hours, present an interesting area for
research. Santo (1960, 1963) may be referred to for additional information;

2.3. TEMPORAL AND SPATIAL VARIATION OF MICROTREMORS !

...................... (hPa)

atmospheric pressure . i
L <1020
o -1 1000

Date
MIS(EW) : Nov. 19, 1997 — Dec. 3, 1997
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Date

Figure 2.9. Running power spectra of the east-west component of microtremors o
served over the 29-day period between 5 November and 3 December (HKD) an
the 15-day period between 19 November and 3 December (MIS) 1997. Atmosphem
pressure at SMO for this period is shown on the top.
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however, these subjects seem to have little to do with the microtremor survey
method, and will not be pursued further in this book.

2.3.1.2 Band over 1 Hz (period shorter than I s)

As mentioned, the power spectra of higher-frequency microtremors are af-
fected by human activity. This is clear in Figure 2.9. The power spectra of
the frequencies between 4 and 7 Hz clearly exhibit diurnal variation. More
precise observation may reveal that the relative power of microtremors dimin-
ishes relatively around lunchtime and also on Sundays and public holidays.
(November 23rd was a public holiday.)

2.3.2 Spatial variation of microtremors
2.3.2.1 Band under 1 Hz (period longer than 1 5)

By examining the power spectra in Figure 2.7, one can observe that the power
spectra of both HKD and MIS are affected by atmospheric pressure. However
the peak level and its frequency differs between the stations. It varies by time,
and the pattern is not consistent. This is seen in the average of the daytime
and nighttime power specira of the shown in Figure 2.8.

The peak frequencies of IKD are about 0.5 Hz for the vertical component
and 0.35 Hz for east-west component, while MIS has a peak at approximately
the same frequency of 0.25 Hz for both the vertical and east-west components.
The peak level of the vertical component is similar between stations, but the
peak level of the east-west component at HKD is about 30 times higher than
at MIS. In other words, the low-frequency (long-period) east-west component
was more easily induced at HKD than MIS.

This demonstrates that, while the variation of atmospheric pressure is con-
sidered to be a common phenomenon over a large area, including HKD and
MIS and over a relatively long time, it causes different microtremor spectrum
structures at different places; that is, output responses to the same input differ
with location.

2.3.2.2 Band over 1 Hz (period shorter than 1 s)

The diurnal variation in the peak frequency of the spectrum both at HKD and
MIS is Jarge, reflecting the spectral characteristics of the source of the vi-
bration near the stations. While there are differences both in input and output
due to amplification characteristics at the site, the diurnal differences in the
records are considered to be due mainly to the input.
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Figure 2.10. Power spectra of ten stations within close proximity for 45-min recor
at six different times. The inset OB85B shows the geometry of the 1{Q-station arr
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The variation of atmospheric pressure is known to affect the low-frequency
(long period) component of microtremors over a relatively large area and long
time. However, for these high-frequency {short period) componenis, it is not
clear in the power spectra of I'igure 2.7 whether the same input causes a dif-
ferent response depending on the location. The extent of “spatial stationarity,”
which is important for the microtremor survey method, is not obvious. Let
us focus our attention on this point and discuss the manner of variation in
microtremors in a finer time span.

The spectra in Figure 2.10 are of microtremors simultaneously recorded
at ten stations scattered within a 1.5 km radius of suburban Obihiro (see map
in Figure 2.10). At each station, six discrete forty-five minute recordings
were made, two hours apart, from 16 00 hr on 21 July 1985 to 02 00 hr on the
following day. '

The overall shape of the spectral structure for the recordings resemble
each other, but differences in the frequency component higher than 1.5 Hz
for different times and places are noted. The temporal variation in the records
is considered to be influenced by the temporal variation of the source of
microtremors. On the other hand, the cause of the characteristic spatial dif-
ferences observed between the numerous locations is attributed to the fact
that the microtremors are not satisfying spatial stationarity at these points.
However, very little difference is observed in the longer-period spectral com-
ponents (under 1 Hz) at all of the locations. This leads to the belief that spatial
stationarity of the microtremor energy is satisfied within this frequency band.

This example shows that the spectral structure of microtremors with pe-
riods less than 1 s is largely stationary over the spatial extent of 1.5 km and
a temporal extent of 45 minutes. To discuss the exient of “spatial stationar-
ity” for frequencies greater than 1 Hz (or period shorter than 1 second), it is
necessary to analyze the data with an array smaller than one used here.

Chapter 3

Principle of the microtremor

survey method

3.1 The microtremor survey method (MSM)

3.1.1 Wave type used in microtremor surveys

Records of microtremors clearly show that microtremors are highly variabl
irregular, vibratory phenomena, both temporally and spatially. However, i
elasticity theory, microtremors are assemblages of body waves and surfac
waves (Toksdz and Lacoss, 1968). As seen before, this vibratory phenomeno
comprises a set of stationary and stable spectra with very little variation, withi
the temporal and spatial extent of one hour and 1-2 km radius, respectively.

With appropriate instruments, microtremors are observed to be ubiquitow
The observed vibrations, in the form of a combination of body and surfac
waves, contain, in general,

1) information on complex sources,
2) information on the transmission path, and
3) information on the subsurface structure at the observation station.
MSM is concerned with such elastic waves contained in microtremor
Therefore MSM is a kind of elastic-wave survey method in a broad sense, i.e
MSM is a seismic survey method.

However, unlike coriventional reflection and refraction seismic method
which use artificial sources and treat waves as controlled in the phase domais

1.7 .
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MSM utilizes uncontrolled natural phenomenon as the source, and treats the
various aspects of microtremor spectra (temporal and spatial properties) ac-

*" FK Method

3.1, THE MICROTREMOR SURVEY METHOD

SPAC Method

DISPERSED ARAAY

CHGCULAR ARRAY

cording to the theory of a stochastic process.

Many of the sources of microtrerhors can be identified as acting on the
Earth’s surface or the sea floor. Therefore surface waves are naturally consid- E > o
ered to be the dominant component of the microtremors, over body waves.
MSM utilizes this dominant surface-wave mode of propagation.

3.1.2 From dispersion of surface waves
to subsurface structure

As is well known with dispersion, the velocity of surface waves varies depend-
ing on the frequency (or period). Since dispersion is a function of subsurface
structure, subsurface structute can, in theory, be estimated from the disper-
sion. MSM is basically a method to estimate this dispersion of surface waves
“ gontained within microtremors. L J 1

At present, our level of theoretical knowledge can only solve the char- :
acteristics of dispersion of surface waves for parallel, isotropic, and homo-
geneous layers. Therefore the subsurface structures estimated by MSM are
approximated by parallel, isotropic, and homogeneous layers. Consequently,
precision of the estimated structure obtained from MSM is lower than that i
from conventional seismic methods. This is the reason MSM is regarded as ;
a reconnaissance method. However, MSM vields the physical properties of |
the subsurface structure by exploiting S-wave velocity, which is difficult to
measure with conventional engincering-scale seismic surveys. Analysis of
the response to earthquake movements identifies S-wave velocity as more
important than P-wave velocity in determining subsurface structure. In this
regard, the MSM is suitable for the estimation of subsurface structure, such
as required by the field of earthquake engineering.

MSM deals with surface waves and it applies surface-wave theory, to be
described in the following sections, to detect usable signals.

There are some problems remaining to be solved in MSM, for example:

PHASE VELOCITY

FREQUENCY

§ WAVE VELOCITY

DEPTH

Figure 3.1. Basic procedure of the microtremor survey method.

However the basic scheme of MSM for estimating subsurface structure
has been more or less completed. This basic scheme and ifs procedure are
shown in Figure 3.1. It consists of three steps:

""" 1) Observation by the seismometer network (array) arranged on the ground
surface

1) Standardizing the observation system including field procedure and
instrumentation

2} Estimation of the dispersion of the surface wave as a response io the
subsurface structure directly below the array

2) tfhe inversion problem; from phase velocity dispersion curves, to veloc- 3} Estimation of the subsurface structure causing the dispersion by means
ity structure : of inversion
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3.2 Spectral representation of microtremors

The body and surface waves contained in the microtremors originate in both
temporally and spatially random sources by a range of mechanisms, and
travel through a variety of geological conditions. Consequently, records of
microtremors have a very complex waveform, and no simple mathematical
equation describes it. Therefore, the amplitude of microtremors at a partic-
ular time and location cannot be predicted. It is, indeed, a stochastic phe-
nomenon. In other words, the amplitude of microtremors is indeterminate and
unrepeatable.

By regarding the amplitude of microtremors as a stochastic variable, a
probability can be defined. By this probability, the probability distribution
or probability density function of the amplitude of microtremors can also be
defined.

Nogoshi and Igarashi (1970) stated that the frequency distribution of the
amplitude of microtremors approaches a normal distribution as the number of
samples increases. Using the large amount of data collected at HKD and MIS
as mentioned before, Sakaji (1998) re-examined this under various conditions.
The following examples are from his contribution to examining the temporal
stability of microtremors by estimating frequency distribution of microtremors
as a stochastic variable and its autocorrelation function.

Figure 3.2 shows estimates of frequency distribution (i.e., probability den-
sity function) from the vertical component of microtremors, estimated by pro-
gressively widening the sampling windows from two minutes to ten minutes.
The data are taken from one 10-min block from 29 November 1997 at MIS
and HKD.

The amplitude is normatized by the maxima within the sampling interval
to facilitate visual comparison. The numbers in the upper right corner of
each histogram are the average a and the standard deviation s of amplitude.
The average a is expressed by the deviation from the average of amplitude
in the whole 10-min interval. The values of ¢ and s show very little variation.
The curves superimposed in the histograms represent the probability density
function of the normal distribution with the average and standard deviation
posted in each column. Although some disturbance is observed in the data of
the first 2 min at MIS, both MIS and HKD records show that the distribution
becomes smooth as the sampling interval is increased; and that the distribution
is well approximated by the notrmal distribution when data length exceeds
4 min.

3.2, SPECTRAL REPRESENTATION OF MICROTREMORS 2

Histgram of microtremor amplilude
(Nov. 29, 1997)
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Figure 3.2. A record of microtremors for 10 min and the histogram of its amplitude
The curve is the probability density function determined by assuming the histograr
follows normal distribution.

Figure 3.3 shows the first 10 s of the autocorrelation function of the fiv
2-inin segments of the 10-min data at HKD used in Figure 3.2. The averag.
a and variance s? of the amplitude are posted in each figure, in which th.
average is expressed as a deviation from the average of the entire 10-min dat.
set. The variation of both average and variance do not vary widely; they ar
almost constant.

For the data length of 10 min studied, Figures 3.2 and 3.3 demonstrat
that the average, variance, and autocorrelation function of amplitude of mi
crotremors are constant regardless of the time of sampling, and, therefore
microtremors satisfy the properties of a stationary stochastic process.

Such a stochastic nature of microtremors is repeatable for data at differen
times. However, this is not always true with data samples that are more tha
3 br apart. This suggests that the stationarity of microtremors does not las
more than 3 hr.
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Figure 3.3. Autocorrelation coeflicient of the microtremor records for the first 10 s of
log: A 10-min record was blocked into five 2-min segments and the autocorrelation
was calculated for each of the segments.

The frequency distribution of the amplitude of microtremors may deviate
considerably from the normal distribution, when a transient impulse noise
such as footsteps and a passing car interferes with the data during acquisition.
Even in the absence of such extreme cases, the observed frequency distribution
of amplitude may at times deviate from a normal distribution. The data from
urban station HKD contain such periods. MSM uses a method of analysis
based on the normal process, 1.e., the f~k method (refer to Figure 3.1). It is not
appropriate to apply this method to data sets whose amplitudes deviate from
a normal distribution.

Now, we consider microtremors in terms of the theory of a stochastic
process’. This foundation will assist in understanding the subsequent discus-
sion. Two assumptions are made here regarding microtremors whose ampli-
tude is indeterminate:

1) Within a certain extent of space, microtremors are a stochastic process
both temporally and spatialiy®;

2) A microtremor record at a certain point over a limited period of time
within the same domain can be regarded as a sample record (or sample
function) of the stochastic process’.

IFor fundamental issues of the theory of stochastic process, the author referred to
Yaglom (1962), Priestley (1981), and Sunahara (1981).

IMore strictly, stationary ergodic process.

3Sometimes referred to as “sample process.”

3.2, SPECTRAL REPRESENTATION OF MICROTREMORS 2:

The first assumption means that the probability density fuﬁction (or prob:
ability distribution) is not dependent on either space or time. In other words
if a probability density function of amplitude of microtremor is determinec

‘once for a point of time, then the form of the function does not vary over mucl

larger periods of time.

3.2.1 Spectral representation of a stochastic process

This section explains, in general terms, the speciral description of a stochastic
process. This is to provide a foundation before considering the application ic
mictotremors. ' .

Let {X(2): —00 < t < oo} be a zero-mean stochastically continuous sta:
tionary process. Then there exists an orthogonal stochastic process {Z{w).
such that for all £, X(¢) may be expressed as:

X)) = [oo expliwt)d Z{w), (3.1

e

where o is angular frequency* (Yaglom, 1962; Priestly, 1981). This integra
is defined in the “mean square sense.”® The {Z(w)} in equation (3.1) is
complex-valued stochastic process satisfying the following conditions on it
expectation values:

i) E[dZ{e)]=0 (for all m); (3.2
i)y E[ldZ@)]=dH@w) (foraliw), (3.3
where H(w) is the integrated spectrum of X(¢};

itiy  for different w and o’ (@ # &);
EldZ"(w) - d Z(@')] =0, (34

where d Z{w) = {Z(w + dw) — Z(w)) and
dZ(0)={Z{ew + do'y — Z(a"};

*The stochastic process {X{#)} cannot be expressed by a Fourier series or Fourie
integral. Therefore, the total energy or total power cannot be considered by separating
into its frequency components. This spectral representation resembiles, in form, the
Fourier-Stieltjes integral, but the Z(w) here can contain undifferentiable functions. 1
Z(ew) is differentiable, the equation (3.1) is identical to the common Fourier integral

3X(1) does not have a practical sense unless one considers a quantity of the orde
of X2(r) such as variance and covariance.
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and condition (iii) means that d Z (w) and d Z(w") are independent of each other.
Such a stochastic process is called an orthogonal process. Here * denotes the
complex conjugate,

The above property of the stationary stochastic process {X(#}} and its spec-
tral representation are assumed to be a fundamental nature of microtremors.
These properties play the most important role in the subsequent data analysis
of microtremors.

3.2.2 Spectral representation of microtremors

Microtremors as a stationary stochastic process are a phenomenon which is a
function of time, ¢, and position vector £(x, ¥). A record of microtremors over
a certain finite time span can be regarded as a sample function of a stationary
stochastic process. It can also be described as a spectral representation such
as equation (3.1), except that this requires three parameters for X,

Suppose a recorded sample function of microtremors

X(x, E—00 <t < 00, —00 < X < 00, —00 < ¥ < 00)
is a stationary stochastic process with average 0 and is continuous with respect

to rand &. A doubly orthogonal process Z'(w, k) exists and X (¢, £) is expressed
in a spectral representation as

X(t, &) = f[[ expliwt + ikE)d 2 (w, k), (3.5

where @ = 2rfand k = (k,, &,). In these expressions, w is the angular fre-
quency, kis the wavenumber vector, and k, and ky are its x and y components,
respectively. Then Z'(ew, K) satisfies the following relationships:

i) E[ldZ'(w, K)|] = 0

i) B[|dZ'(w, K)?] = d H'(w, K)

(for all w and k); (3.6)
(for all @ and k}; 3.7

iii) for any two distinct angular frequencies w and /(@ # o) and two
distinct wavenumber vectors k and k' (k # k),

EldZ*(w, K)dZ'(o', K)] = 0, (3.8)

where * denotes the complex conjugate.

3.3, DETECTION OF SURFACE WAVES 2!

The relationship (iii) above means that the stochastic process Z'(w, k
has a special property that its increments at different values of w and k ar
uncorrelated, i.e.,

dZ'(w, K) = {Z'(w + dw, k + dk) — Z'(w, k)} and
dZ(, K) = (20 + doo', K +dK) — Z/(e, K}

are uncorrelated for two distinct angular frequencies and two distinct wawvs
number vectors.

If the spectrum of microtremors X (¢, £) is continuous and differentiab
with respect to frequency and wavenumber, the right-hand side of equ:
tion (3.7) becomes d H'(w, k) = h'(w, k) dw dk, where i'(w, k) is the spectr
density function of X(¢, £). Then equation (3.7) can be rewritien as:

E[ldZ'(w, K)*] = #' (0, K)dw dk. (3.6

3.3 Detection of surface waves

Microtremors contain surface waves in abundance. As stated, these surfac
waves are generated randomly, both in a temporal and spatial sense, by a variet
of mechanisms, and travel through a wide range of geological condition:
Naturally, microtremors become a very complex assemblage of elastic wave
containing not only body waves and surface waves, but also scattered an
diffracted waves. To separate surface waves from this assemblage, researches
have tried various methods. For example, when microtremors were recorde
by analog instrumenls, here is the procedure used:

® Microtremors were recorded at three points forming a tripartite array, an
wavelets resembling each other were identified. By reading the wavelet:
it was possible to derive apparent periods and velocities (Tkegami, 1964

e More quantitatively, a band-pass filter was applied to microtremor
recorded by a tripartite array, to derive the phase velocity versus fie
quency (Kudo et al., 1976},

® By digital processing, the autocorrelation of similar wavelets in tripartit
array records were used to derive periods and phase velocities quantits
tively, o : :
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Since the development of digital recording of microtremors, the analysis
method has advanced to understanding microtremors as a type of stochastic
process. At present, the methods used to detect surface waves are known as
(Okada et al., 1990)

e Frequency-wavenumber spectral method (f-k method) and

e Spatial autocorrelation method (SPAC method).

The f-k method is an application of the technique developed in the United
States in the late 1960s to detect nuclear explosions using a seismic netwotk
with a diameter as large as 200 km. The statistical parameter, called the /&
spectrim, played a central role in the detection of nuclear explosions (Capon,
1969; Capon et al., 1967; Lacoss et al., 1969). The f-k method uses this f-k
spectrum. Its principle is “to detect a relatively strong wave from within the
complex assemblage of microtremors.”

This method does not question the nature of the wave, i.e., whether it is
dispersive or not. If a higher-mode surface wave is dominant, such a higher-
mode wave is detected, and if a body wave is dominant, the body wave is
detected. Also, there is no logic in the fundamental theory of -k spectral
analysis to identify surface waves or to judge the dispersion of the surface
waves. In this sense, the f-k method is not a way to detect surface waves alone.
Yet, if the f-k method is used in analysis for the microtremor survey method,
it is asswmed that surface waves are relatively dominant over other kinds of
waves mixed into the microtremor assemblage.

The SPAC method is an application of observation with a circular array
combined with a data analysis method used for understanding the transmission
properties of a variety of waves generated by earthquake movement. It is based
on the (then) newly developed the theory of a stochastic process by Aki (1957)
who attempted to estimate the subsurface structare from microtremor records
by assuming the microtremors are isotropic waves coming from all directions.

The basic principles of the SPAC method are

1) Assume the complex wave motion of microtremors to be a stochastic
process in time and space;

2) A spatial autocorrelation coefficient for microtremor data, as observed
with a circular array, can be defined when the waves composing the
microtremors ate dispersive like surface waves; and, hence,
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3) The spatial autocorrelation coefficient is a function of phase velo
and frequency.

This method clearly states its basic theory, and it is regarded as an excel

method to separate surface waves from microtremors. This research, at

time of its presentaion, was to suggest a new frontier of geophysical sur
methods. However, its actual application had to wait for more than twe
years. Some of its few applications include Okada and Sakajiri (1983), Hid
(1985), and Matsuoka et al. (1996).

In a simple expression, these two methods are based on theories to de
signals from noise. The deiection theories owe their foundation to the the
of a stochastic process for complexly varying phenomenon. In this sense,
estimation of subsurface structure by microtremors is also an applicatior
the theory of the stochastic process.

The next section deals with the detection of surface waves by these -
methods.

34 Detectiqn of Rayleigh waves from the vertical
component of microtremors
(frequency-wavenumber method)

As stated previously, the method of detection of surface waves is criti
to the microtremor survey method. To date, two methods have been

veloped: the frequency-wavenummber method and the spatial autocorrelat
method. The properties common to both methods are, the microtremors
regarded as a stochastic process, and their spectra form the basis of analy
Both methods observe the vertical component of microtremors in orde

“extract the Rayleigh wave, a type of surface wave.

Of the methods fundamentally based on these common grounds, th
seemn to be more case histories reported using the frequency-wavenum
method, including Asten and Henstridge (1984), Horike (1983), Matsushi
and Ohshima (1989), Matsushima and Okada (1990a), Tokimatsu et al. {19¢
etc. The frequency-wavenumber method will be explained in this section.

The frequency-wavenumber method acquires microtremor data us
an array whose size is appropriate to the target depth, then calculates
frequency-wavenumber power spectral density function (/°k spectra). 1
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surface wave contained in the microtremors is detected as a function of phase
velocity and frequency (or period). The method of detecting surface waves by
the parameter of the f-& spectra is, hereafter, simply called the f~k method. The
F-kmethod owes its origin to the research for LASA by Lacoss et al. {1969) and
Capon {1969). The method was comprehensively described in the textbook
by Aki and Richards (1980), and some appropriate parts of that textbook are

quoted in the following sections®.

3.4.1 Frequency-wavenumber power spectral
density function

In general, a phenomenon which can be regarded as a temporally stochastic
process can be characterized by its power spectral density function (or simply
power spectra). This function defines the frequency composition of the power
of the phenomenon. Similarly, a phenomenon which can be regarded as a
stochastic process, both temporally and spatially, can be characterized by a
frequency-wavenumber power spectral density function. With this function,
the frequency composition and the propagation velocity vector of phenomena
can be described.

Microtremors can be considered as a stochastic process, both temporally
and spatially, that confains propagating waves. The f~k spectra of microtremors
can be estimated from either of the following two methods:

1) Estimate the autocorrelation function of the microtremors and perform
a Fourier transform on it

2} Perform the Fourier transform directly on the microtremor record and
average the square of its absolute values

The first method is the very definition of a power spectrum density func-
tion. It corresponds to the well-known “Wiener-Khinchine theorem” for the
single variable case. Expressed mathematically, let R(%, ., v) be the autocor-
relation function’ of microtremors X(x, v, 1)

RE nry=EX(x,y,0) - Xx+&y+nt+0)L (3.10)

8This textbook is not suitable for practical data processing nor a puide to program-
ming such software. For practical application, see Capon (1969).

"It may be mare correct to call this the “time-space autocorrelation function,” as
opposed to the one-dimensional case. '
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then estimating its f~k power spectral density function P(k,, ky, w):

Pl )= [[[ R n vy esptitor - ks~ kmiardsan. G

The second method is an estimation of the power spectral density func
by the finite Fourier transform. The more practical method uses the FFT.
following explanation involves use of the discrete power spectrum. A p:
of equality of the two methods is beyond the scope of this textbook,
interested readers are referred to Bendat and Piersol (1986) for a proof in
single variable case. Their proofimplicitly suggests the validity of the pract
method frequently used in the Microtremor Survey Method, i.e., estima
the power spectrum density function of a set of observation data over a fi
time by subdividing the data into several temporal blocks.

Suppose P, is a power spectral density function:

2
R’mk = lil'ﬂ E[lFImk' ]

Lo LAX - MAy KAt @

where Fj, is the finite Fourier transform of microtremor record X(/ Ax, m1.
kAt), which is digitized in the three-dimensional space of distances Ax
Ay and time Az:

L] M1 K1

Fomg = Z Z Z XU Ax, m'Ay, K'AD

Fe=0m'=0 k=0
X exp{—2mi(tl'/L + mm' /M —~ Kk JK)}AxAyAr. (3.

Strictly speaking, microtremors are not always a perfectly stationary 1
cess in the time-space domain. They depend on atmospheric pressure
ocean wave motion, which are subject to transitional variation, and in sp
the subsurface structure is inhomogeneous. Therefore the above principle ¢
not be applied universally to actual data. However, the microtremor data
estimation of geological structure are collected over a finite extent of time
space, and the data are required to be “stationary”® within that extent.
eral f-k spectrum methods have been developed for the above principle:
“beam-forming method” and the “maximum likelihood method” for exam

8To examine whether it is stationary or not, oné can COMmpare power spectra at
stations. o '
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3.4.2 Beam-forming method

The beam-forming method {BFM) is the simplest of the methods for esti-
mating the £k spectram. This is also called the conventional method. This
method treats the microtremor data collected with an array of multiple obser-
vation stations as a record from a single seismograph. It assembles the data
and estimates the velocity and direction of the wave with the highest power.

For the purpose of beam-forming, consider the time shift of the wave with
wavenumber k, and k, and frequency w observed at a'station (x;, y;) by f with
respect of the base station (xg, yo):

t =ty + k(X — xg)/ 0+ k(i — yo)/ o + T, (3.14)

where o is the arrival time of the wave at the base station (xo, yp) and 1; des-
ignates the characteristic delay at the observation station (x;, y;), sometimes

called the “station residual.”
If the microtremor record at the station ¢ is X;(1), the output of the beam

is written as
1 N
bl f0, Ry, 1) = — D Xilt + 1), (3.15)
f==1

The estimated value of the power spectrum of the time series b(k, /o,
ky /e, £) can be obtained as
1 N N
Pl ky, ) = fe_xp(iwr)dr 5w E [Z X +6)Y Xt +T+1)].
Faxl f=1

J
(3.16)

This can be rewritten using equation (3.10):

) 1 &
Pl kyyw) = fexp(ia)r)dr NE Z R(x; —xi, y; —yi, &5 — 4 + 7).
i =1
(3.17)

By introducing a weighting function Wk, x,) of the form

1 & , , .
Wiy, ky) = 12 Z exp{—isy (x; ~ x;) — iky(yi — yp) +iw(n — 1)},
i.J=l1
‘ (3.18)
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Figure 3.4. Examples of array responses used in microtremor surveys.

ﬂie_éstimatsd'value ofthe power spectrum can be written as a weighted avers
of the true power spectrum:

Lo u]
Pk, ky, w) = f[ Wiy — ke, 1y = Iep) Plley, ky, 0}dicydi,. (3.
GO

The weighting function #{(k ., «, ) is unique to the distribution of static
for observation (x;, y;), and is calculated by equation (3.18). This is called
“array response.”

Figure 3.4 shows three examples of an observation array for microtrem:
observation, together with the associated array response. Several large s
lobes are seen around the major peak at the center. These side lobes rem:
in the f-k power spectra as apparent peaks. In order to reduce the error
estimation, the number of seismometers and their distribution should be st
that the array response approaches a two-dimensional -function.

Ifthe weighting function is a §-function with its center at x, == «, = 0,
estimated value of the spectra in the left hand side of equation (3.19) wor
perfectly coincide with the true value of the spectra.
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3.4.3 Maximum likelihood method
or high-resolution method

The maximum likelihood method (MLM) was developed by Capon (1969).
This method has better resolution than the BFM, but its mathematical elabo-
ration is a little more difficult. Aki and Richards (1980) concisely explain the
method as follows,

Suppose a dataset d, ; with a finite length N has a normal distribution with
mean value s, and covariance matrix p.” Then, for the number of the stations
M, the 4, ; has M x N values, and its probability density function is:

Z Z By — s1)drj ~ s

lJ 1 kJI=1

i®)'
f= W (3.20)
where @f.‘j is an element of an MN x M N matrix ® which is the inverse of
the covariance matrix. The element of the covariance matrix is

o = E((di — se)(dij ~ s,

where the suffixes / and j correspond to station numbers, and kand / correspond
to time.

Now, we consider the simplest case of a single observation station, ie.,
M =1 in equation (3.20). The probability density function for N variables 4,
(t = 1,2,..., N)can be written as

(3.21)

i(I)ll/z

f= )V exp (3.22)

1 N
5 2 B s —sf)} :
ki=1

Here & is an element of the 37 x N matrix ® which is the inverse matrix of
the covariance matrix p*. An element of the covariance matrix p* is

H = E [(dy — s (d — 0]

Here we assume that the form of the signal s; has a known shape as fy(k = 1,
2,..., N) while its amplitude includes an unknown factor ¢, that is

(3.23)

s = ¢fy. (3.24)

®In section 3.2, we discussed that there are cases where the amplitude of mi-
crotremor data does not show normal distribution. The following discussion is not
applicable for such data.
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Now the best estimate of the factor ¢ is what we desire to know. Using
a matrix expression, the inside of the exponential term of equation (3.22) i
rewritten as:

1 .
—5 - ey ®(d - cf),
where d and f are column vectors of dy and f; and T stands for transpositior
of the vector. Then, differentiating the equation with respectio ¢,
cf ®d + A 1),
(3.23

1 : 1, .
-5 (d e ®(d—cf) = —Egdf@d — cd" Bf —

and letting the result 0, the most likely estimate of ¢ is
- &= 7 ®n - (T en"L. (3.26
In deriving equation (3.26), the symimetrical property of ®,
d" ®f = 1’ Pa, (327

was used.
From equation (3.27) the maximum likelihood estimate of the signal vecto:
8is
§=of = (d"®n - ' &H7'1, (328

and, if @ = cf, then s = cf, i.e., there is no distortion introduced into the
signal, the variance of the estimated value of ¢ can be calculated.
From

& —c¢ = (d— ) BT P11, (3.29
and using
E[(d—ch@d—ch [=p,p=27", (3.30
we reach
E[(¢—]=E[¢¢ - ¢~

= _(qu;»:)“ P p BT B1)
— (fT(I)f)m]
= {7 p~ ', (3.31
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Summarizing the above result, the maximum likelihood estimate of the

amplitude of the signal ¢ is given by (d” (T ®1)~! and the variance of its

_estimate is equal to {(§7 p~ '), where p is the covariance matrix of the noise
{or mictotremors) and ® = p~, ' _

The maximum likelihood estimate of the power spectrum used by Capon
{1969) is the variance of the signal estimate of a sine wave signal with ampli-
tude = 1: f; = exp {iw(k — 1)Af), where o is the angular frequency at which
the power spectrum is to be estimated. '

In conclusion, the estimate of the power spectrum becomes

NN ' -1
"By = (ZZ@“ expliw(k — 1) At]) , (3.32)

fomal e

where £* is the conjugate of the complex number f.

Equation (3.32) is a reasonable estimate of the power spectrum, because
this is the variance of the maximum likelihood estimate of sine-type vibration
with a certain frequency. The covariance gives a high-resotution estimate of
the power spectrum of the noise with nearby frequencies.

By expanding equation {3.32) to the two-dimensional space, the estimate
of /-k spectrum by Capon (1969) is

N -1
> dijyexplike e — x;) + iky (i — y)IT

f==l j=l

Pk, Ky, w) ==
(3.33)

where ¢;;(w) is an element of the matrix ®(w) and (x;, y;) is the position
coordinates of the station i. Here ®(w) is the inverse maltrix of the Fourier
transform of the covariance matrix p, ; ; below:

pei ;= ElX1 i - Xeee 5], (3.34)

where JX; ; stands for noise at station I.

3.4.4 Phase velocity and direction
of wave propagation

3.4.4.1 Estimating phase velocity

In the f~k method, the phase velocity of the most dominant wave in the fok
spectrum is sought. From the wavenumber vector kg, which is drawn at the
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Figure 3.5. The f-k spectra and phase velocity of the wave with the highest powe
Each plot shows spectral power contoured in two-dimensional wavenumber space, fo
a specified frequency. The six plots show six frequencies corresponding o period
ranging from 2.28 s to 1.08 s. On each plot, the circle drawn passes through the peal
of the contoured spectrum; the radius of this circle is the wavenumber of the dominan
wave energy at the specified period.

peak of the f*k spectrum in the wavenumber coordinates (kyo, kyo) of fre
quency fy (period Ty), the phase velocity ¢p can be obtained as

. 21 fo 2n
0 = = .
thol 7, [k2, + K2,

Figure 3.5 shows the relationship between an f-k power spectrum am
phase velocity. The data used in the figure are microtremor data collecter
in the campus of Holkaido University, and the analysis method used is th
MLM.

(3.35
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3.4.4.2 Estimating the direction of the wave origin

The microtremor survey method, even if the phase velocity of the wave origin-
ated from nonparallel layers, cannot estimate the structure of nonparallel
layers. This is because the MSM must use a characteristic equation derived
on the assumption of parallel layered subsurface structure in the inversion
of observed phase velocity to subsurface structure. In practical applications,
this is a limitation of MSM. However, in the case of the -k method, which is
commonly used, the direction of propagation of the most dominant wave can
be estimated from the £k power spectrum. ‘

Suppose a coordinate system of an observation array with the positive
direction of the y-axis to the north and positive direction of the x-axis to the
east. Taking the bearing ¢ clockwise from the north, the direction of the origin
of the most dominant wave ¢y is calculated from the wavenumber coordinates
of the peak of the spectrum (kyo, ko) as: '

Pp = tan™! (&‘1)
ky,

3.4.5 Calculation of cross-spectra by block averaging

(3.36)

We have seen that the variance derived from the fk spectrum is the most
important estimate in detecting surface waves from the microtremors. The
more accurate the estimation of the f-k spectrum, the more accurate the sub-
sequent estimation of the subsurface structure. In estimating the /- spectrum,
a calculation of cross-spectrum is necessary'?. There are several different
algorithms in the BFM and MLM methods.

Okada et al. (1990) and Matsushima et al. (1990a), due to the limits of
the data processing systems of the time, chose one or more blocks from the
records, and estimated the f-k spectrum for each block, then averaged them to
reach the final phase velocity.

Ifthere is no limit to the data processing system, the cross-spectrum can be
calculated by the Capon’s (1969) method. Using this method, the f-k spectrum
is estimated by the block averaging or the direct segment method: A record
of long duration is divided into M segments, and the cross-spectra of the
segments are averaged. The phase velocity is estimated from this averaged
cross-spectrum, The theory of stochastic process guarantees that this method
can obtain a more stable estimate.

10The following method is applicable to the calculation of cross-spectrum by the
SPAC method discussed later.
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The following is a description of the cross-spectrum calculation m
thod from Capon (1973). It is rather lengthy; however, this is an importa
fundamental of the interpretation method, so the explanation is considen
necessary.

In the block averaging method, a microtremor record {&;;} with its leng
L is divided into M segments. The number of data points in each segment
setto N, ie., L = M x N. First, the power spectra and cross specira of ea
segment are calculated for each station and pair of stations, respectively. Tl
f-k spectrum of the entire data is then estimated by averaging the specira
the M segments. Phase velocity is estimated from this averaged f-k spectrut
The following explanation shows why the estimate can become stable by usi
this algorithm.

Let P, be the Fourier transform of X, the nth segment of a microtrem
record at the jth station at the frequency f:

N

lel Xj.t?]+()l~t}N exp (imf) $ _] = 1: 2& T K-»
1

1
(f)m"J——R;

i

n=1,2,..., M, (33

where K is the number of the stations. The estimate of the cross spectrum §
obtained by averaging the M segments is

. 1 &
S$ik(N =522 Ew(N-FL(f) Jok=12... K (3
e

where * indicates complex conjugate.
The mean of S (f) is

ELS (/o))
1 M
=F [ﬁ > P (fo) P, (fo)}
H

h==

i M N
=E [W Z Z Xj,m+(n-l)NXk,m’-a-(n——l)N exp{i(m - m’)f()}:l

n=1 i m'=1

1 N
== D2 puln ~ m)explitm —m) o)
=1
T df
= [ s - R 2 (33
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where p ;. (m —m") is covatiance and | Wy (/') |2 is the Bartlett window, which
is given by Blackman and Tukey (1958) as

1
2 P A,
PN (N = Snl1/2) 7] (3.40)
Since
f ‘WN(f)lzdf 1, (3.41)

we reach )
E[S i (/o)) = Sp (fo) - (3.42)

Therefore, S ;k(fo) is the asymptot:caliy unbiased estimate for S (/). At the
same time, the mean square value of 8 w(fo)is
N

[ ik (o)} ] = [ [MZ 5 Z Z KXt (- ON Kb + (1= 1IN

mnn'e=] wm o=
X X j ot e (=19 X b 4 —1)n XpLE(m — m’) fo) expli{m” — m™) fo) ] .
(3.43)

Assuming the microtremors are a multidimensional normal process, the
following equation is satisfied:

E [Xf wl-(h— ])NXl'f - i)NXj m? 4 — l)NXI(.m’”+(n’~—1)N]
= pj{m —m )pjk(m —m’
+piim —m" + (n — n YN} pplm' —m"” + (n — n')N}

+pulm —m” +(n — nN}pyim —m" +(n ~n YN} (3.44)
j 3

The variance of the expected values can be obtained by substituting equa-
tion (3.44) for equation (3.43) and using equation (3.39), as

Var{s _,n’r (fo)}

M=t s
[ e ]
x [ S5 (NS (S WN(f — N = P+ S NS
ardr’
W (= ) W (4 Jo) S+ Sy (f — fy ]2 L2

2n 2’
(3.45)
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where * designates the complex conjugate. If Sy (/) is a constant in th
vicinity of the frequency fj, equation (3.45) can be approximated as

A 1
Var{S (fo)) ~ "’”M”“Sjj (Jo) Sm (fo) Jo#0.m

~ (S () Su (o) + S (] fo=0m (34

As Var{$ & (fo)} = 0 when M —» oo, it becomes apparent that § & ([}iscor
vergent on the value of $; ().

In the BFM for example, the mean and variance of the estimate of the f-
spectra by this algorithm, P(fp, ky), are

BB (fo, ko)l = f f f PR WS~ fBO<~ kol 2Lk

{3.47

and
Var( (fo, ko)) = %[E{ﬁ(fo, k)l)” fo# 0,
= ZIRPGo koW fo=0.m (48
where | B(K)[* is the beam-forming array pattern which is defined by

1 K
B k)= I E ; exp(ik - r;), {3.49
J=

where r; s the position vector of the observation station f .
In MLM, on the other hand, the mean and variance of P’ (fj, ky), are

BLP' (fo, ko)] = (M) [ [ rum

<1 (f = S) B oo B S a Lakdt, (.50
and
1
Var{P' (fo, ko)) = il P (fo. kI fo#0,m
2

= m[E{P'(fo, k)P Jfo=0,7m, (351
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where B’ is:
. K
B (f,k o)=Y _ 4, (f ko)expli(k — ko) - 1;}. (3.52)
j=t

As seen clearly in equations (3.47), (3.48), (3.50), and (3.51), the variance
in the BFM depends on the number of segments M, but not the number of the
stations K. On the other hand, in the MLM, it is a function of both M and K.
In short, in the BFM, increasing the number of stations does not result in a
decrease of variance.

3.5 Detection of Rayleigh waves from the vertical
component of microtremors (spatial
autocorrelation method)

The spatial autocorrelation method (SPAC) is based on the theory developed
by Aki (1957) to determine the relationship between the temporal and spatial
spectra of seismic waves, when the distribution of wavenumber vectors is too
complicated for phase analysis.

The significance of the Aki’s theory is its treatment of the complex wave
phenomenon as a stochastic process in temporal and spatial dimensions. Of
course this complex wave phenomenon includes the microtremors. The idea
forms an important foundation when considering a method of extracting nec-
essary information from the complex “noise.”

Aki (1957), as an example of the application of bis theory, tried to estimate
the subsurface structure from a record of short period (<1 s) microtremors.
In his time, the digital data recording system was not available and the result
of his experiment cannot be regarded as “excellent.” However, the idea of
understanding the natural noise as a signal and suggesting a new direction
in geophysical prospecting for meaningful subsurface structure, using that
signal, is highly respected.

Later applications of the microtremor method are published by Okada and
Sakajiri (1983), Hidaka (1985), Okada et al. (1990), Ferrazzini et al. (1991),
Hough et al. (1992), Malagaini et al. (1993), Ling (1994), and Matsuoka et al.
(1996)1.

11 o ccording to the Aki’s (1957) theory, the observation system seems {0 require
many stations on a circular array. This was a severe restriction in applying this Fheory.
However, Okada and Sakajiri (1983) and Hidaka (1985) demonstrated an equilateral
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There are not many reports on the application of the spatial aut
correlation method (SAM). However, it has two advantages over t
frequency-wavenumber method:

1) It requires fewer stations and a smaller array than the frequenc
wavenumber method to achieve a similar result, The size of the array
the microtremor observation is very important, because
® 3 large array increases the field effort and decreases field efficiency

® a large array may affect the assumption of the microtremor metlu
that the layers are subparallel under the array.

2) By recording the vertical and both horizontal components of the
crotremor signal, not only the Rayleigh-wave, but also the Love-wa
can be detected (Okada and Matsushima, 1989). Its theoretical bas

is an extengion of the Rayleigh wave detection and is easy to unde
stand.

Aki’s papers (1957, 1963) have a limitation in that they do not detect Lov
wave energy, and using his method will not separate Love waves from Rayleis
waves. Perrazzini et al. (1991) observed three-component microtremors «
volcanic origin near the Pu’u O’o volcano in Hawaii, and he estimated tl
subsurface structure from the phase velocities of the Rayleigh wave and tl
Love wave, Their method included the “limitation” mentioned above. Oka¢
and Matsushima (1989) improved the method and developed a new aigorith
(see Section 3.6), Matsushima and Okada (1990b) and more recently Y
mamoto (2000) applied the new algorithm to microtremor data, and separat
out the Love-wave energy. Their result demonstrated that the S-wave veloci
structure estimated from propagating Love waves strongly agreed with th
estimated from Rayleigh waves.

The microtremor survey method seeks ultimately to estimate the sul
surface S-wave velocity structure. Therefore, as the Love wave consists sole
of S-wave energy, the potential of the SPAC method, which can separate o
the Love-wave, is considered {o be immense. To date, only a few applicatior

~ have been published, and they are limited to prospecting using the Rayleig}
~ wave from observations of the vertical component of microtremors. Howeve

triangle is sufficient to form a circular array. This eliminated a difficulty in spreadii
the array and was a leap towards a practical application of the method. The methe
that deploys this simple array is, hence, called “spatial autocorrelation method.”
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the method has the possibility of wider application, and the data coliection,
processing, and analysis are much simpler. Therefore the SPAC method is
clearly superior to the frequency-wavenumber method.

Theoretically, the SPAC method requires a peculiar array with multiple
seismometers arranged in a circular pattern. By defining the spatial autocor-
relation coefficient for dispersing waves in microtremor data observed by a
circular array, the theory demonstrates that the spatial autocorrelation coeffi-
cient is a function of the frequency and phase velocity based on the radius of
the array. The Tollowing sections describe the theoretical basis of the spatial
autocorrelation method. '

3.5.1 Spectral representation of microtremors in a
polar coordinate system

In analyzing microtremor data by the SPAC method, it 15 convenient to use a
polar coordinate syster for microtremor spectra. By using polar coordinate
relations,

£=r(cosf,sind) and Kk=k(cos¢,sing), (3.5
equation (3.5) is rewritten as

o] o0 pR
Xt r )= f f f exp {iwt + irkcos {6 — ¢)}ds (@, k, §),
—-00 WO 0
(3.54)

where

dt (o, k &) = kd¢' (@, k. )
—dZ (@, k) in (3.5). (3.55)

From equation (3.54) the microtremors as a stationary stochastic process
can be expressed as a continuous sum of the waves of various angular fre-
quency w and waverumber kindependently (ie., without correlation) arriving

from various directions ¢.
The ¢(w, k, ¢) of equation (3.54) satisfies the following relationships:

i) E[d (w, k, )] =0 (for all w, k, ¢), (3.56)
i) B[l dg (o, k, &) ] =dH (@, k, ¢) (forall o, k, ¢), (3.57)
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- i) for any two distinct w, and o’ (where @ # @), and two distinct s¢

(k, ¢y and (&', ¢") (where k& 3£ &' and ¢ # ¢"),
E_[a’{*(w, k, 9)ds(w', I, ¢ =0, - (35

Wh_e;_re * denotes the complex conjugate.
Now we make two assumptions:

Assumption 1. The microtremors consist mainly of sﬁrface waves, and o
of their modes (often the fundamental mode) is dominant.

Assumption 2: Hence, w and k are related as a function of each other, and
or £, namely the microtremors expressed as a stochastic process, har
significance only on a curve [w, k(w)].

When we discuss the vertical component of the microtremors, the surfas
wave referred to is the Rayleigh wave. In this case, the spectral representatic
of equation (3.54) becomes

o] 2m
X, r0)= [ /0 exp {iwt +irk{w)cos(® — p)dc (w, ).  (3.5¢

In general, as the spectra of the microtremors are considered to be contii
uous and differentiable with respect to frequency and direction, the stochast:
process { (w, ¢) satisfies the following relationship:

E[|d¢ (w, 9)*] = dH (o, ¢)
= h (o, $)dew dop, (3.6¢

where (@, ¢) may be called “frequency-direction spectral density,” an
h (w, @) dw d¢ represents the average contribution to the total power from th
components of the waves coming from the directions between ¢ and ¢ + .
with angular frequencies between w and w + dw.

When this average contribution is summed up (i.e., integrated), with re
spect to all directions, the power spectral density function (or simply “powe
spectrum”) of microtremors at one station fg(e)is obtained as

21
ho () = f h{w, $)de. (3.6
0
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3.5.2 The spatial autocorrelation function and the
spatial covariance function

For the sake of simplicity of expression, hereafter the coordinates on the
Earth’s surface (x, y) are expressed as (v, 8) in polar coordinate space.

Now, suppose there are two microtremor observation stations A and B,
the distance between which is r. Let A be the origin of the coordinate system
{0, 0), then the coordinates of station B are (v, 8).

From equation (3.59), the microtremor record at station A can be repre-
sented as

o] 2x
X(t,0,0) = f f exp (iwt)ds (@, ), (3.62)
w30 o

and the record at B as
o 2w
Xt r0)= f [ exp {iwt + irkcos (8 — P)}dg (w, $) . (3.63)
woo J0

The spatial autocorrelation function between A and B is

S(r, ) = BE[X*(1, 0, O)X(t r, 8))

Tso0 2

f [2"f fzn expli(e — @)t +irk'cos(® ~ @)}

x Eld{" (o, ¢)di(e’, ¢, (3.64)

hm —1~T— X*(8,0,00X (t,r,0)dt

This equation is reduced by equations (3.57), (3.58), (3.59), and (3.60} to

oa 2
S 0)= [_ [jﬂ exp {irk cos (6 — $)} h(w, &) dqb]dw (3.65)

=}

e foo g(a),r, &) dw, . (3.66)

where
‘ 23
glw, r0)= f exp {irkcos (0 — )} h (w, ) d¢ (3.67)
0

is called the spatial covariance function of the microtremors at the angular
frequency  (Henstridge, 1979).
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This equation at the origin (0, 0) is evaluated as

2
g(w,o,omj; h (@, $)do
= fg (w), @3

and gives the power spectrum of equation (3.61). In the same way, the sp
autocorrelation function at the origin is

So = 5(0,0) = E[|X (+, 0, 0)"]

o0
== [ hy (@) de. 3
-0
Here, hg(w) dw is the average contribution to the total power from the corr
nents of microtremors A{f, r, 8) with angular frequency between w and «
dw observed at one station (A or B) within the space where the array is spr
Therefore Sy in the left-hand side of equation (3.69) gives the total powe
the stochastic process (i.e., microtremor record) at one station within the a;
space.

3.5.3 The spatial autocorrelation coefficient of a
circular array and its relation to phase velocit

Suppose we lay an array consisting of several stations on a circle with a radi
around the origin A. We define the averaged spatial autocorrelation func
and spatial autocorrelation coefficient for the microtremors observed by
circular array. For simplicity, consideration is given to one component wi
particular frequency w.

Now, let g{w, #, 8} be the spatial covariance function between the ce
and one point on the circumference of the circular array at the frequency
We can then define the directional average of the spatial covariance funci
by averaging g( w, r, @) over all the directions:

_ 1 2
glo,r)= é—;;fo glw,r, 0)do. (3.

By substituting the integrand with equation (3.67), we obtain

1 2w p2
g(w,r) = T A fo exp {irkcos(6 — @)} b (w, $)dp dd. (3.
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In equation (3.71), the integral along ¢ is

2
J— exp {irkcos (6 — $)}dO = Jo (rk), 3.72)

27 0
which is the Bessel function of the first kind of zero order with the variable
rk. Therefore equation (3.71) is simply

2 .
F(0.r) = fg oIV (0, )

27 .
= Jo(rk) f b (e, ). (3.73)
0
Using equations (3.61) or (3.68), equation (3.73) is further simplified to
g (w,r) = ho () Jo(rk) (3.74)

or
Blw,r)=glw, 0,0 (k). (3.75)

Similarly, the directional average of the gpatial autocorrelation function de-
fined by equation (3.64) is reduced to

S(r) = f ” o () Jo (Fk) dow. (3.76)

-0

The terms to be integrated in equation (3.74)or (3.76) mean that, for the to-
tal power of the microtremors within the array space, the average contribution
of the components of the waves between @ and w -+ dw is always weighted by
the coefficient Jy(rk), which is related to the subsurface structure. Therefore
T (), the left-hand side of (3.76), gives the total power of all the microtremors
propagating under the influence of the subsurface structure directly beneath
the circular array of radius r.

Now we define the “spatial autocorrelation coefficient at the angular fre-
quency w,” p {, r), or simply “spatial autocorrelation coefficient,” o (f, ¥),
as the power spectra of microtremors at one station within the array space (the
center of the circle, i.e., origin, for instance) normalized to hp{w):

plor)=E,r)/ho(w). (3.77)
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plf.r) = Jo(2nfric(f))

Figure 3.6. A schematic graph of the spatial autocorrelation coefficient.

Using equation (3.74),

plw,r)y=Jy(rk), 3.7

or from k = w/c(w) (where c(w) is the phase velocity),

: plw, rYy= Jy(rojc(w)), 3.7

and from @ = 27/,

p(fir)=Jo@rfric(f)). (3.8

Therefore the spatial antocorrelation coeflicient at the frequency f isrelated
th.e phase velocity ¢ (f) via the Bessel function of the first kind of zero orde
Figure 3.6 is a schematic diagram of the spatial autocorrelation coefficie
controlled by the two variables fand r.

As 15 clear in the above theoretical derivation, the phase velocity of
certain frequency can be calculated by the spatial autocorrelation coefficie
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of the component of the wave whose frequency is w, from the microtremors
recorded with a circular array of radius 72,

The spatial autocorrelation coefficient defined above is a quantity unique
to the location of the array, and it reflects the subsurface structure directly
below the array.

3.6 Detection of Love waves from microtremors
(spatial autocorrelation method)

So far we have considered the vertical component of waves in microtremors;
the polarization of waves propagating over a horizontal plane has not been
considered. For the horizontal component of the waves in microtremors, two
types of polarization should be considered: waves with vibration parallel and
perpendicular to the direction of propagation. We again assume these polari-
zed waves to be a stationary stochastic process.

To discuss these polarized waves, we consider the components of the waves
parallel and perpendicular to the direction of the fine through two observation
stations. They are, hereafter, called “radial” and “tangential” components of
waves, respectively.

3.6.1 The spectral representation of herizontally
polarized waves in microtremors

We again consider a circular array which, however, consists of three-
component seismometers equally spaced on a circle with radius rand a three-
component seismometer at the center.

Let radial and tangential components of the waves in microtremors ob-
served at a station (r, 0) on the array be a stationary random process X,.(¢, r, 0)
and X4(¢, r, 0), which inevitably includes surface waves, that is, both Rayleigh
and Love waves.

Assuming that X% (¢, r, §) and X* (7, r, 0) are a complex assemblage of
horizontal components of Rayleigh waves and that of Love waves, respec-
tively, and are also regarded as stationary stochastic processes, the radial and
tangential components of the waves consisting of these processes propagated

12 practical data processing, this is performed by dividing the observed data into

as many segments as possible, and calculating finite Fourier transform and block

averaging for cach segment.

3.6. DETECTION OF LOVE WAVES

through the array with direction ¢ may be written as
X, @, rn0) =X, 0y + X (2,7, 0),
Xe(0,1,0) =XF(t,r, )+ Xk (t,r, 0), (3
where
XB = X% cos(0 — ¢) XE = —XFsin(0 — ¢),
XE = Xtsin(® — ¢) X5 = X' cos(@ — ), '€

and subscripts  and 6 refer to the radial and tangential components of wz
Following the representation in the preceding sections, these proce
may also be written in the polar coordinate system as

XR o) — [ols] oo 20 . - & X
roltr )= expliowt + irk" cos(6 — ¢NdZ (w, k", .
—0a G

XE At r, 6) = T ] ikt zL L
ypld, r8) = A expliwt + irk"™ cos{@ — ¢ dZ" (e, k", ¢
O

(3

where k8 = /ey is the wavenumber for the Rayleigh (Love) v
with phase velocity ¢®(¥) and Z*), the doubly orthogonal process for
crotremors including the Rayleigh (Love) wave, w is the angular freque
and ¢, the direction of waves propagating through the array.

3.6.2 The spatial autocorrelation function for
horizontally polarized waves

For these processes, we assume again that the stochastic process Z%and 2
c.oncentrated on curves [, K(w)] and {w, kX(w)], respectively. This assu
tion provides that the increments of the processes dZ%and dZ% in equa
{3.83) are

dZ¥(w, k*, ¢) = dZ% (v, ¢), andd Z (w, k", ¢} = dZ* (0, ¢). (3

Inthis case, the spectral representation of equation (3.83) may be writte

oG 2w
Xf@ (t,r,0) = ] j; e_xp{z‘a)t + irkR cos (0 — ¢NdZ® (w, $);

'Xf(, (¢,r,8) = /OO /2?7 explict + irk" cos(0 — ¢NAZE (w,¢). (3
' -0 o (3 ' ' .
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For the processes at the center of a circular array and a point on a circle
with radius 7, the spatial autocorrelation functions for radial and tangential
components are defined as

Sr (F, 9) = E{X: (t#ov 9) ) er (f,f’, 6)]’
S, (r, 8) = E[X3 (¢, 0,0) - Xo (¢, . O)]. (3.86)

Assuming that no coupling takes place between the Rayleigh and Love
waves in the processes in other words, dZ Rt and dZ* or dZR and dZ5* are

uncorrelated,

E[d 2" (w0, ¢) - dZ* (0, )} = 0, or E[dZF (0, ¢)-dZ"" (@, §)] =0
(3.87)

The properties (i), (ii), and (iii) discussed in Section 3.2.2 for the process
7’ for the vertical component of microtremors are also applicable to these
processes. Then using equation (3.81), equations (3.86) reduce to

S, (r, 0) = B[XF(1,0,0) - XF (6,1, 0) + X (2,0,8) - Xt r0)];

So (. 0) = E[XR* (£,0,8) - XF (¢,7,0) + X5 (1,0, 0) - X5" (&, 7. O)].
(3.88)

Following Section 3.5.1, a frequency-direction spectral density function
of the horizontally polarized waves in microtremors A% (w, ¢) is defined

by

E[ldZ™) (0, p)P] = dH" P (@, ¢),
= h" ) (@, ) dp dw, (3.89)

which gives the average contribution to the total power from components
in X*) coming from the directions between ¢ and ¢ -+ d¢ with angular
frequencies between @ and w - dw, where H™*) is the integrated spectrum
of XL}, When the average contribution to the total power from components in
XRU) ig integrated with respect to all the directions, the power spectral density

function of components in X7 at one station &y ) () is obtained as
RUL 2r
MO @ = [ 8O @ 6. (3.90)
0
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The spatial autocorrelation function for radial and tangential componen
of thf? waves in microtremors at angular frequency @ may be written fro
equations (3.85), (3.88), and (3.89) as

2
Sy {w, 1, 0) = /{) cos? (8 — p)explirk” cos(8 — pNA" (w0, $)d¢

2
+ fo sin (8 — @) explirk* cos (8 — ¢)}h* (w, ¢) d;
ir (39
Sp (w, 1, 8) = fG sin’ (6 — @) explirk® cos (6 ~ PN (w, @) do

2 .
+f0 cos® (8 — ¢y explirk® cos (0 — @)}t (w, dyde.
(3.9

1f the average over azimuth 6 is taken for the respective functions, the ave

aged spatial autocorrelation function for radial and tangential components
obtained as

_ 1 2
Sy (w, r) = 5—3;[ S {w, r, 0)d0
0

1
= 5[{-10 (p) =~ B (D)) g (@) + (o (g) + S (@)} i ()]
(3.9

and
E 1 2
D, F)= -
.9( ) Mfg Sp (e, r, 0)do

1
= i[{‘]() (p) + (P A (@) + 1o (@) — T2 (@) 1§ ()],
(3.9«

~where Jy and J; are the Bessel function of the first kind of zero order an

of second order, respectively; p = rk® and g = rk’. The averaged spati
autocorrelation functions for radial and tangential components at the arra
center are, by inserting » = 0 into equations (3.93) and (3.94),

= - 1
5 ©.0) = 50 @,0) = S @)+ 4 @) = 3 Hy(@). (3
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3.6.3 The spatial autocorrelation coefficient for
horizontally polarized waves and wavenumber
equation of Love waves

We define the spatial autocorrelation coefficient at frequency @ for radial and
tangential components, o, (w, r) and pg (@, r)as

o (w, F) = S, (w, 1) /3’} (w,0);
00 (e, 7) = Sp (0, 7) [So (@, 0). (3.96)

The coefficients thus defined, however, help only to understand the cal-
culation of the process, and are not necessarily required for discrimination
between the Rayleigh and Love waves from microtremors.

Using equations (3.93),(3.94),and (3.95), equation (3.96) canbe rewritten
as

o (@, 7) = [(o (2) = Jo (P B (@) + o (@) + 2 (@)} g (@)} Ho (@)

o0 (@, 7) = [(Jo (p) + o (P} A (@) + 1o (@) ~ J2 (D} A (@)]/ Ho (@) -
(3.97)

The presence of variables p and g in these equations states that the spatial
autocorrelation coefficients for radial and tangential components are related to
a subsurface structure beneath the array, ( i.e., the wavenumbers kRand kL are
a function of frequency @ as causing Rayleigh- and Love-wave dispersion}.
In addition, these equations show that the autocorrelation coefficients also
depend on the power of microtremors, or more precisely, the power ratio of
Rayleigh or Love waves in microtremors observed at the array. Therefore
the spatial autocorrelation coefficients thus defined cannot be regarded as 2
unique parameter to characterize an underground structure.

Depending on the stationary condition for microtremors observed, the
coefficients may vary even in the same array.

This is different from the spatial autocorrelation coefficient for vertical
component of the waves defined by equation (3.77) or (3.78) in Section 3.5.3.

Rearranging equations (3.93), (3.94), and (3.95), an equation for the
wavenumber of the Love waves, k% can be obtained:

Mo (g) — B (@) = Lo (p)+ 12 (p) (3.98)
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or
EAORETAC) 109
—Jo(p)+ Jo(g) .

\n{here Jo (p)and .5 (p) are determined by the spatial autocorrelation coeffi

- cient for the vertical component of microtremors, assuming that the Rayleigl
waves have the same wavemumbers for the vertical and horizontal compo
nents. The quantity A is a function of the frequency @ and the radius of th
circular array r, and is given by the observed quantities as

L7 + L (p) Hy (w)

A, r) =
@) = S ) B @)

(3.100

where

5t =8, (w,7) + 54 (0,r),

and
% =8 (0,r)—5¢0,r).

The terms are derived from equation (3.88), the first equations of (3.93) and
(3.94), and Hy(w) is determined by equation (3.95). Then, we can solve
equation (3.98) or (3.99) for (== rk*) which gives the phase velocity of Love
waves ¢’ at frequency .

The power spectral density functions of the Rayleigh waves and the Love
Waves. can be obtained for the same frequency by substituting the variables in
equations (3.93) and (3.94} with J; (g) and J, (¢) thus obtained, and J; (p)
and J; (p) determined for the vertical component.

As is evident from equation (3.99), the quantity ) is independent of the
povrfer of microtremors, but is a function of only the radius of the array  and
variables p and g, directly related to the wavenumbers £® and k%, In other
words, the quantity A can be regarded as a parameter to relate dispersions of
Poth Rayleigh and Love waves under the array of a given radius. Therefore
in' the SPAC method using the three-component observation, Rayleigh wave;

and Ifove waves complement each other in determining subsurface S-wave
velocity structure. '




Chapter 4

Estimating phase velocity
and subsurface structure

4.1 Estimating phase velocity

The basic principle of the microtremor survey method, as previously stated, is
described as “detecting the form of dispersion of the surface wave contained
in the microtremors, i.e., determining the relationship between phase velocity
and frequency (or period).” Here, the band of frequencies relates to the range of
the depth of investigation. The longer the period used, the deeper the depth of
investigation becomes. However, the relationship between the is not known
before a survey.

The basic variables used to determine the nature of the structure, phase
velocity c and frequency f, are implicitly related in the characteristic equation:

F e, [3upe, Ust, o1y s Vpas Us2, P2, R2s e 3 0o, s, PN} =0, (4.1)

where v,;, vy, p; and ; are parameters for the jth layer of the structure
consisting of N layers, i.c., P-wave velocity, S-wave velocity, density, and
thickness, respectively. This equation cannot be explicitly solved for ¢ as a
function of the independent variable /. However, as a formality, by supposing
this equation has a solution, it can be written as

c=c (f; Uply Yseis P11 kl;vas V52, 02, kz; v UpN, Ush, noN) - (4'2)

Hereafter, the layer parameters are omitted for simplicity, and equation (4.2)
is rewritten as

¢ =c(f). 4.3)
55
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The surface wave consists of a multitude of wave modes, and the phase
velocity resolved by equation (4.1} is not unique when the frequency is higher
than a certain value. Moreover, the number of the solutions increases with fre-
quency. However, in most surface waves, the fundamental mode is dominant.
The exception is when the Poisson’s ratio of the subsurface structure is great,
i.e., the ratio of S-wave velocity to P-wave velocity (vs/vp) is very small.
Therefore, in practice, the higher-mode components greater than the second
order are regarded as negligible, and a unique phase velocity is obtained for
each frequency component of the surface wave. Hence, equation (4.3) rep-
resents the relationship between the fundamental-mode phase velocity and
frequency, and the velocity ¢ can be regarded as a single-valued function of
frequency f.

In summary, the procedure for detecting surface waves from microtremors
is to find the relationship of equation (4.3) from observation, and to estimate
the layer parameters of equation (4.1) or (4.2).

As stated in the previous chapter, there are two methods for detecting the
surface waves, i.¢., finding the relationship (4.3): the frequency-wavenumber
( f-k) method and the spatial autocorrelation (SPAC) method.

Recent case histories of the estimating subsurface structure by microtre-
wmors are dominated by the £k method. But this method has two main short-
comings: the first is that it uses a relatively narrow frequency range for the
size of array required, and the second is the difficulty in accurately estimating
the phase velocity due to the degeneration phenomenon of f-k spectra (Okada
et al., 1995). To avoid degeneration, this method requires a large array and a
large number of observation stations. However, a large array size adversely
affects the lateral resolution. With these defects of the fk method in mind,
this chapter is a discussion of data acquisition and processing using the SPAC

method, which is free from these defects.

4.1.1 Spatial autocorrelation (SPAC) method

Observations of the vertical component of microtremors show that the phase
velocity ¢ in equation (3.80) corresponds to the phase velocity of the funda-
mental mode Rayleigh wave. As stated, this is because the fundamental mode
is dominant in the surface wave.

Consider the case of estimating the phase velocity of the Rayleigh wave
in microtremors observed by a circular array of radius . Assuming » = ro,
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Le., 4 = 2mwry(== const.), equation (3.80) is written as

Pro(f) = Jo(4f/c)
= Jo(x), (4.4

where x = Af/c and ¢ is a function of £ Since it is clear that there may b.
more than one value of x that satisfies equation (4.4) fora given' frequency ;
the Phase‘ velocity ¢ to satisfy equation (4.4) is not always unique.

'I“ he simplicity of equation {4.4) appears to suggest a possibility of easil
finding the optimum Bessel function Jy(x) from a range of observed values of
and py, ( f) by, say, the least-squares fitting method. However, the reiationshii
b.etween frequency f and x in the right-hand side of equation (4.4) is no
linear. Therefore, no matter how densely the values of p,, (f) are samplec
for-a wide range of , it is impossible to obtain the unique Bessel function t
satisfy equation (4.4) by the least-squares fitting method. This is because the
solution to the equation (4.4) is theoretically not unique.

In practice, the estimation of the phase velocity ¢ from a dataset collectec
by an array of a certain size is carried out for each frequency f by

c(fy=Af/x.

This generates a solution for the variable x of the Bessel function Jo(x
which is equal to the known autocorrelation coefficient. ’
. The phase velocity is, in fact, obtained by this method. A problem with
this rr?ethod is the frequently encountered difficulty of finding a unique phasé
vel_oc;ty ¢ near the minima and maxima of p,, () (see Figure 4.1). This is
serious difficulty in finding the phase velocity from an array of a single size
This problem can be avoided by (1) repeating observation at the samé
station with arrays of different sizes, or, if provided with sufficient equipment
(2} using a combination of arrays of different radii. The latter is called a
multiple circular arvay or a complex array.
Analysis of such data employs the extended spatial autocorrelation
method by Ling and Okada (1993), an extension of the SPAC method.

4.1.2 Extended spatial autocorrelation (ESPAC)
method

The SPAC m.ethod requires a circular array for data collection, and it seems
practically difficult to locate a multitude of stations on a circle in a given
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Figure 4.1. Flowchart to estimate phase velocity by the SPAC method.

geographical setting. However, reducing the number of stations on the circle
can ease this difficulty.

For example, an array of only four stations atranged at the corners and
center of an equilateral triangle should not be too difficult to configure. In fact,
an equilateral triangle array with such a small number of stations can achieve a
spatial autocorrelation coefficient with considerable precision. Then, by using
an equilateral triangle as a unit and varying its size, several datasets can be
collected with a multitude of different arrays. An apparent problem with this
manner of data collection is the different times of observation for data from

- different arrays. However, the data collected in different time can be jointly

processed; there is no need to treat them separately.

This joint processing method is called the extended spatial autocorrelation
(ESPAC) method (Ling and Okada, 1993), as distinct from the spatial autocor-
relation method, which deploys 4 single circular array. ‘The ESPAC method
can also be applied to data simultaneously collected with multiple circular
arrays. Incidentally, such a dataset may be analyzed using the /~k method as

well.
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Figure 4.2. Flowchart to estimate phase velocity by the ESPAC method.

The word “extended,” is used, as a matter of convenience, to indicate ar
extended array size according to the time of observation, It is not inlended i
mean a development or exiension of the autocorrelation principle.

The theory of the ESPAC method is clear from the definition of the spatia
autocorrelation cocfficient rom equation (3.78) or (3.80). A more precisc
account is given in the following section.

Now, let’s think of the equation (3.80) with a constant . By substituting
= fo, c0 = c{fo), and B = 2n fo/col= const.), this becomes

Py () = Jo (Br). ‘ @5

The left-hand side of this equation is a single value function of the vari
able r. Provided with the values of py, () for various values of r, the optimun

‘Bessel function J; can be found by the least-squares method (see Figure 4.2)

The ESP_AC method is based on this principle. To improve the precision o;
the slolutnon', a large number of [r, py, (v)] pairs from a large area without any
particular Has towards location is sought.
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There are two ways to achieve this:

1) Repeat observations while varying the size of the array; and

2) Usea concentric circle array or composite array, whereby various circular
arrays can be extracted from one simultaneous observation.

Option 1 requires fewer stations but the observation takes longer, while
option 2 takes less time but requires more recording equipment. In either
the case, the scale of data acquisition becomes relatively large. However this
method has merits:

1) Data from different observations can be jointly processed

2) The array does not strictly have to be circular, if the space is reasonably
isotropic

4.2 Estimating subsurface structure
from phase velocity

4.2.1 Procedure for estimating subsurface structure

Rayleigh wave microtremors are generally dominated by the fundamental
mode, and higher mode components are rarely dominant. In theory, the dis-
persion property of Rayleigh waves can be solved only for parallel layers.
Considering these restrictions, the following assumptions are made for esti-
mating subsurface structure of a layered earth:

Assumption 1. The phase velocity obtained from observation of microtre-
mors is that of the fundamental mode of Rayleigh waves.

Assumption 2. The structure under the array of observation is parallel.

At present (1999), a general method for directly obtaining the P- or
S-wave velocity structure for a given phase velocity of Rayleigh waves is
yet to be developed. Therefore, to estimate subsurface structure from a given
phase velocity, we must rely on past experience, at least in the earlier stage of
interpretation. The procedure is, roughly,
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1} Calculate the phase velocity for an assumed S-wave velocity structur
of several layers with reference to available data

2) Refine the model parameters to match the phase velocity calculated fron
observation

The initial assumption and subsequent refinement of the model have io b
performed manually.

When the manual iteration of procedures (1) and (2) reaches maximun
improvement of the model, the following inversion algorithm can be used fo
further refinement. The inversion process uses the final manual model as the
initial input and refines it in a layer-by-layer manner. The refinement al gorithn
is, in principle, no different from the manual iteration:

1) Find the difference between the calculated and observed values of phast
velocity for a variety of frequencies and subsurface structures

2} Estimate the modified parameters required to refine the subsurfac
layered-earth model

3) The modified parameters are used for the next iteration

Processes (1} to (3) are repeated until the difference between the calculatec
and observed values of phase velocity becomes smaller than a certain value.

4.2.2 Inversion

There are many methods for calculating the phase velocity of Rayleigh waves
from a layered-earth model. Here a method by Schwab and Knopoff (1972
is introduced. The parameters required for calculation of phase velocity are,
number of layers (N), P-wave velocity (v,,), S-wave velocity (v,), density (o’
and thickness () of each layer. The phase velocity ¢ is expressed as a functior
of the subsurface parameters as shown in equation (4.2), shown again below:

c=c (f: Upts Usly P1, hl;; Vp2, Us2, P2, fas... VpNs Ush pN) . (4.2

By applying Taylor’s expansion to equation (4.2) and removing terms of
second order and higher, the difference between the observed phase velocity
and that calculated for a model can be approximated by a first order partial dif-
ferential equation. Consider ¢ and ¢ to be observed and calculated phase
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velocity for ith frequency on an N layer model, respectively:

Ao = Cob.s' — Ccnl
=Y i
N N1
do; de¢; de dc;
=32 Ay 4 e Avg e Apy | Y A
= (3Upf T ey ey pj) =t 9k ’
P=1,2,...,. M, (46)

where the partial derivatives such as d¢; /0vy; are calculated for the model.
When phase velocities are obtained for M frequencies, M simultaneous equa-
tions of equations (4.6) are solved for 4N — 1 variables by the method of least
squares. The model is refined by using this solution as the next input. There-
fore, it is required that the number of the known phase velocities M has to be
greater than the number of variables 4N — 1,1.e., M > 4N — 1. However, sim-
ply having the number of variables satisfying this condition is not enough; the
range of frequencies for which the phase velocities are known must be influ-
enced by the structure down to the Nth layer. For these restrictions, a reduction
of the number of parameters is desired prior to the inversion. In practice, two
constraints are added to the model:

Condition 1 thickness of the layer A is fixed prior to inversion.
Condition 2: v, and p are assumed to be functions of v which is generally

known.

For condition 2, for example, results shown in Figure 2 and Figure 6
(pages 212 and 214, respectively) in Geophysical Fxploration-—A Pictorial
(SEGJ, 1989) can be used. Equation (4.6) is simplified as

N

8c; \ duy; ac; dc; \ dp;
Ac; : £ : - L ]A 5J
4T [(aupf) dvs; +(3Uu’) +(3Pj) dug, i

=1
2. M, (4.7)

I

i

and Avg(j = 1,2,..., N) are the only unknown independent variables. In
short, only the S-wave velocity structure is the variable directly estimated
from the phase velocity of the observed Rayleigh wave.

The damped least-squares method (Marquardt, 1963) is available to solve
equation (4.7). It is explained in the following section.
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4.2.3 Estimating adjustment parameters

'I"o calculate the adjustment parameters for a subsurface structure, first, equ:
tion (4.7) is rewritten in matrix form: ’

P = GVs, (42

:?Vhere P. is a column vector consisting of M residuals of phase velocities ¢
mn equation (4.7), G is a coefficient matrix of M x N for the model, and ¥

isa cglumn vector of N unknown parameters. The least squares solution ¢
equation (4.8) Vg is given as

Vs = (GTG) ™ G'p, (4.8

- where T denotes the transposed matrix. The least-squares solution Vs is ok

tained to minimize the square sum of the residual:
le]? = (P~ GVg)' (P — GVy). (4.1¢

. In equation (4.9), the normalized equation matrix G'G often become
singular or close to it, which makes the sclution of equation (4.9) unstable
In such a case, a stable solution is obtained using the damped least-square
method developed by Marquardt (1963). This method tries to minimize th
following value in place of egquation (4.10):

(P — GVg)' (P — GVs) -+ VEOVs,

where
o?fol 0 0
0 oo} .. 0
© = . . , 4.11
0 0 U:'/crfV

_ which is a weighting matrix. The o? is the variance of the residuals define:

by the square sum of residuals divided by the degree of freedom, i.e.
o= (P — GVg) (P — GV (M — N)~. (4.12

20y : ) .
The o is the variance of the jth component of the solution. Here o/o; i
called the damping factor. ’
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The solution by this method is given as the foll_owi__ng equation in place of
equation (4.9): B

Vs = (GTG+©) ™' G™P. (4.13)

The relationship between Vs , the solution by equation (4.13), and Vs, the

true solution, is given as

Vs = RVjg, (4.14)

where R is called resolution matrix and it is obtained from equations (4.8)
and (4.13)

R = (G'G+0) G'G. (4.15)

When R is identical to unit matrix I, the solution is unique and the compo-
nents of ‘\79 and Vg have one to one correspondence. However, when R is far
from 1, the solution Vs is no longer unique. Accordingly, R;;, the ith dl‘ag?r?al
element of R, is called the resolution, which is an indicator of the reliability
of the ith solution. ‘ . g

When the data are independent of each other and their variance Is o, the
covariance matrix C can be written as

C=cR(GTG+O)", (4.16)
and the ith diagonal element Cj; gives the variance a? of the ith element of
the solution for equation (4.11).

4.2.4 Calculation procedure

When the adjustment parameters are obtained by the method described in ?‘he
last section, the layered-earth model is corrected using them..The calculation
then is repeated with the corrected modet and a new set of adjustment param-
eters is obtained. In this iteration, when o, the square root of the variance,
becomes staller than a certain value and the resolution Rj; rfaacl.les greater
than a certain threshold, the iteration is terminated and the solution is regarded
as having converged. Note the number and thickness of the layers, Nand h;,
are given as predetermined values to reduce the number of parameters, and
are not adjusted through the iteration. _
In practice, the procedure for the calculation is as follows:

1) Establish the limit of depth estimation as half of the maximum wave-
length calculated from the phase velocity of the observed data set.

4.2, ESTIMATING SUBSURFACE STRUCTURE

2) The number and thickness of layers, N and 7, are set. The maximu
value of N should be around half of the number of data points. T
thickness A; may be set as equal divisions of the limit of estimation, o1

may be chosen with fine intervals near the surface and coarse intervs
at depth.

3) Assign an S-wave velocity v,, an unknown parameter, (o each layer, Tt
initial model is determined by referencing the statistical v, data for tl

lithology of the top and bottom layers and roughly interpolating for ¢
layers between.

4} An alternative and quite effective method of creating the initial mod
is as follows: Calibrate the known phase velocity as a function of way
length, so that each phase velocity is assigned as an S-wave to il
layer at a depth of half the corresponding wavelength. By exami
ing this spatial distribution of S-wave velocity, several S-wave velo
ity boundaries may be seen as large velocity contrasts. These veloci
boundaries can be used as formation boundaries of the initial veloci

model, and smoothed v, values between the boundaries are assigned (
the layer. '

5) A preliminary inversion is performed on this initial model. If there aj
adjacent layers with similar velocities, then these layers are combine
into one. On the other hand, if there is a layer boundary with poor resc
lution, then combine the layers above and below to form one layer, eac
of one velocity. This should make the number of layers appropriate
the precision of the calculation. This inversion is iterated.

6) When the above convergence conditions are satisfied, the model is
garded as final.

In practice, the resolution of the shallowest layer often does not improvi

In such a case, the calculation must be performed with a fixed velacity for tf
first layer.

4.2.5 Effective variables for refining a model

During the inversion, among the unknown parameters of equation (4.¢
(Av pi» AV, Apj, Ak j), only Avg; is independent due to conditions | and
Therefore equation (4.7) is used in the inversion. This approximation ft




66 CHAPTER 4. PHASE VELOCITY AND STRUCTURE

performing the calculation is not.always appropriate; however, in many c'ases,
numerical experiments have confirmed that the variation of phlase Ye_lomty of
a Rayleigh-wave is most sensitive to that of the S-wave velocity. 1 I?is means
that among the quantities known as partial derivatives of phase velocity for the
unknown parameters of equation (4.6) (dc;/9v,), (9¢i/0vy )s (Bci/3p;),
the second term is the largest by an order of magnitude in most cases. There-
fore the contribution of the first and the third terms are very small, and the
S-wave velocity acts as the most important parameter in the inversion. Thus
it follows that the most reliable parameters gained from the phase velocity of
a Rayleigh wave are the S-wave velocities of the layers.

Chapter 5

Data acquisition and
analysis methods

This chapter discusses the methods of acquisition and analysis of microtrer
data suitable for the detection of surface waves by the frequency-wavenum
(f-k) method and the spatial autocorrelation (SPAC) method.

The -k method requires a relatively large number of observation static
Therefore, its field effort is more intensive than for the SPAC method. At
same time, the spatial extent of the array becomes larger than that of
SPAC method, resulting in the violation of the assumption of “horizo:
layers.” However, when there are several dominant modes of surface wave:
the microtremors, or when it contains strong body waves, this method th
retically has the potential to separate these waves. Additionally, by this metl
the direction of the source of the wave can be estimated, and the phase veloc
of waves of a wide frequency range can be obtained.

‘The SPAC method is simpler in field data acquisition and data an:
sis than the f-k method. Using an array of three-component seismomets
the SPAC method can separate Rayleigh and Love waves. However, wi
higher-mode surface waves are mixed in the data, the SPAC method can
separate the fundamental-mode surface wave. Such a case is rather rare,
where such a condition exists, the £~k method is available.

o7
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5.1 Observing microtremors

5.1.1 Observation array
5.1.1.1 For the f~k method

More flexibility is allowed in array design for the f-k method than for the SPAC
method. The ideal array spread should have a large lateral extent with varied
distance between seismoeters. In general, topography and other constraints
on seismometer location dictate the shape and size ofthe array. By considering
the data analysis process, and taking the possibility of later application of the
SPAC method into account, a desired array configuration would be a seismo-
meter at the center of a spread with othet seismometers arranged to form
equilateral triangles of various sizes concentric with the central st.at.ion.'

A larger number of observation stations provides greater precision in t?le
-k spectra. For example, the gigantic LASA in America deploys 525 seis-
mometers in the array with a diameter of about 200 kilometers, However, con-
sidering restrictions in station setting and analysis time, around ten seismo-
meters may be a practical number for the purpose of exploring subsurface

gtructure.

5.1.1.2 For the SPAC method

The observation array to collect data for analysis by the SPAC method requires,
as seen in Figure 5.1 for example, at least four seismometers, three of them ar-
ranged on a circle of radius r and one at the center. It is expected that a larger
number of seismometers will give a beiter result.

If the three stations on the circle form a equilateral triangle, the directional
calculation becomes simpler, and the distance » in (3.80) can take two values,

Figure 5.1. A four-point array.
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i.e., the radius » and the length of the side of the equilateral triangle +/3r.
two or more arrays with different » are spread at the same location, a wid
range of phase velocity can be estimated.

The extended spatial autocorrelation method does not require an equils

eral triangle array, and it allows an array similar to the frequency-wavenumb
method.

5.1.2 Data acquisition system

There are two types of data acquisition systems: one with all the stations «
an array connected and recorded with a multichannel recorder, and the oth
with each station recorded independently.

The former system has the advantage that no thme correction is necessar
since all the stations are recorded against the same clock. This system is we
suited to a sinall array, for estimation of shallow stracture. However, there a:
operational disadvantages for large arrays; the difficulty of wiring restric
selection of station sites, and the requirement for maintenance of the wi
throughout the observation.

The second system requires time calibration among the stations, for &
ample, by using a GPS clock installed in each recorder to synchronize tt
records. However, it imposes little restriction in selection of the station site
Considering all the advantages and disadvantages, the independent systel
seems more suited to the recording of microtremors.

Finally, it is desirable for the data to be in digital form to facilitaie dai
processing.

5.1.3 Time for data collection

The time of day for data collection, i.e., day or night, does not affect the contes
of the data. However, it is best to avoid areas subject to noise, e.g., areas wil
heavy traffic which disturbs the stationarity of microtremors required for dat:
Data for many of the examples in this book were collected at night, the reaso
being that there is little unstable cultural noise at night, and the microtremos
as a stationary process dominate in the data.

The data length is typically forty-five minutes to one hour for long perio
microtremors. However, thirty minutes may be sufficient for microtremor
with a period shorter than one second.
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Microtremor data recorded at independent stations require sotne prepro-
cessing. One of the requirements is synchronization of each station.

5.2 Data anaiys1s

5.2.1 Data analysis by frequency-wavenumber
method o

Figure 5.2 is a data processing flow chart using the frequency-wavenumber
method. Since the theory of the data analysis was explained in Chapter 3, only
the practical data processing sequence is presented here.

1t is believed that the MLM is superior to the BFM in detecting surface
waves from microtremor records. Therefore, this chapter.foliﬂws the data an-
alysis sequence of the MLM.

Equation (3.33) gives P’ (k, ), the estimated f-k power spectrum. Fol-
lowing Capon (1969), this may be transformed as

P'(k w) = (a” ®a*)"! (5.1)
or
N N -1
P’ (k, ) = ZZ% (@) explik(r; —r))]
i=1
v ﬁ
=Y 3 A"k ) 4;(k o) Sy explik(t —x;)l,  (52)
fzzl fe=1
where

N
ZEQU(R,CO)
4k, w) = ;-N .

[ES WL

and gy (k, @) is an element of the inverse matrix of matrix

(5.3)

{Si{w) explik(r; — r))]L.

A; (K, w) is called the optimum weighting function which is a kind of opti-
mization filker. This filter passes the plane waves with a velocity corresponding
to the peak of the £k spectra, and attenuates waves with other velocities.
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Figure 5.2. Flow of data analysis by the /-k method.
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The vector a in equation (5.1} is of the form
al e {exp (ikr), exp(ikrz), ..., €Xp (ikry)}, 5.4

and * denotes the complex conjugate. The parameters are:

N number of stations

S‘g (w): estimated cross-spectrum between the signals at the ith and jth

stations for the angular frequency o = 2mf

r;: The position of the ith station

The calculation of the cross-spectra of equation (5.2), as described in
Chapter 3, uses the direct Fourier transform, or the block averaging method.
Smoothing of the raw spectra is required for the direct Fourier transform. The
Parzen window, shown below, can be used for smoothing:

TS
s 5

W(f)=3u a1 (5.5)
2

where u is a constant in seconds. Figure 5.3 shows the shape of this window.
In the figure, b is the resolution bandwidth and is given as:

1

[— . (5.6)
f w2 () df
-~ 1.0
b 0.5
Lo ) = e
. "*Eli“ 0 Tlf W
I

Figure 5.3, Parzen window (from Ohsaki, 1976).
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Smoothing of the raw spectra S(f') is performed by
[ee]
sin=[ st -gs 57)
-0

Figure 5.4 shows the f-k spectra at 0.833 Hz in frequency {Matsushima
and Okada, 1989) of microtremors observed by eight stations that formed an
array of 2 km by | km on the campus of Hokkaido University. Setting the
maximum amplitude to be 0 dB, and contoured to —12 dB with a contour
interval 1dB. This figure shows the temporal variation of the spectra by using
three data sets, each 204.8 s long, lagged by 3 min (g, b, and ¢} and the spectra
calculated from the longer 614.4-s record. The shorter records show some
variation in spectra, but the position of the peak is approximately the same
regardless of the time of observation. In this calculation, the resolution band
of the Parzen window was set to 20Af ,where Af'is the frequency interval of
the cross-gpectra. ' S
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Figure 5.5. The f-k spectra of four different periods: 227, 1.86, 1.57, and 1.20 s
(corresponding frequency 0.440, 0.538, 0.637, and 0.833 Hz, respectively).

Figure 5.5 shows examples of the f-k spectia for four different periods,
2.27,1.86,1.57,and 1.20s(i.e.,0.440, 0.538,0.637, and 0.833Hz in frequency,
respectively) calculated from the same data as Figure 5.4. Such S~k spectia
can be calculated for a wider range of frequencies at a finer interval. Then the
phase velocity of the dominant wave with each frequency component can be
obtained by reading the coordinates of the peak spectrum (kxo, ky,) of each
frequency in each plot. Note the frequency interval cannot be finer than the
resolution bandwidth of the smoothing window, 20Af.

5.2.2 Data analysis by spatial autocorrelation method

The work flow for data analysis by the spatial autocorrelation method is shown
in Figure 5.6. The theory of the analysis was exp lained in Chapter 3, and several
problems in practical data analysis are presented in this section.
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5.2.2.1 Standardization of the spatial autocorrelation function

In observing microtremors with a circular array, it is ideal for all the seis-
mometers and recorders to have identical properties, such as frequency re-
sponse. In addition, it is desirable that the conditions of installation of seis-
mometers, e.g., coupling with the ground, be the same. In practice, it is rare
to have such an ideal situation. Usually the frequency characteristics of seis-
mometers and recorders vary, and conditions of installation may be different
from place to place. When calculating the spatial autocorrelation function
under such circumstances, it is necessary to standardize the spatial autocor-
relation function (3.77) by the power spectra density function of each station.
In other words, the spatial autocorrelation coefficient should be calculated by

S {wo, r, 0)

1 2
p(a)o, I") == —[ —-——:—————~———:-—-————d9, (5.8)
27 Jo y/ %0 (wo) Sy (we)
where
S(wo, . 0) = ELX (¢, wp, 0, 0) X (£, wy, 1, 8)],
So (@o) = E[1X (¢, @0, 0, O], |
S, (wo) = E[|1 X (¢, wg, r, 1. (5.9)

In equation (5.9), b's (¢, wp, &, 0y and X {t, wp, r, 9} are the records of com-
ponents with the frequency wy at the central station (0,0) and the station (v ,6),
respectively. Through the characteristics of the recording systemn and ground
conditions, the original microtremors at the ith station X; is magnified by «;
times and recorded as X; (= a,; X;), where a, is a constant independent of fre-
quency, and the spectral density function is assumed to be constant throughout
the array, i.e.,

E[|X (.7, 0)FF] = const. (5.10)

In short, the spatial autocorrelation coefficient of equation (5.8) is a direc-
tional (or azirauthal) average of the coherency between the records at the center
and-at the circumference of the circular array for a certain frequency wy.

5.2.2.2 'The size of sample NV and the analysis interval 7,

There is no standard for the size of sample, i.e., the length of the data segment
for analysis. It is chosen based on the required precision for the estimated
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value. It may be practical to decide these values by considering parameters
such as the highest expected frequency (fy), standard error of the power
spectrum (g, ), the resolution bandwidth desired in the power spectrum analysis
(B.), etc. However, the size of the sample may be dictated by other factors
such ag limitation in the length of the record and precision of observations.
Exceptional cases aside, the following relationships may be used as rules of
thumb in data processing, using the power spectra analysis method (Bendat
and Piersol, 1986):

5.2.2.2.a  For calculating the estimated value of the power spectra from
the estimated autocorrelation function. Lag in correlation function: The
maximum lag number m is chosen by

i

= Boh (h= A1), (5.11)

where B, is the desired resolution bandwidth in the power spectra analysis.
Sample size and time window for analysis: The size of the sample size N
is chosen by

n

N =
g2’

(5.12)

where &, is the standard error desired in the calculation. The corresponding
minimum window for analysis (i.e., minimum record length) 7, is

T, = Nh = NA:. (5.13)

Degree of freedom and standard error: The degree of freedom n is given
by

2N
n=2B1 =", ' (5.14)

and the standard error is

g = = /2 (5.15)
Br:];' ’ N

Therefore, when N is constant, a smaller m gives a smaller &
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5.2.2.2.b For calculating the estimated power spectra by the Fourier
transform. Here, the commonly used smoothing in the frequency domain
is assumed. When the spectra are white noise within a limited range, the esti-
mated spectra at the frequency interval of 1/ 7; essentially have no correlation.
Therefore, when ! frequency components near the estimated values of the raw
spectra are averaged, the smoothed estimate value of the spectra G, results in

N | = ‘ = ;
Gy = }“[Gk—f" Gy + - '*”G"H-fm‘]'

(5.16)

This G is a 2 variable with degree of fieedom approximately n = 2/ by
the addition theorem of x2 of independent variables. The resultant effective
resolution bandwidth is approximately B, = IB,, where B, = 1/T,. Therefore
this averaging in the frequency domain gives

B, =I1B, =1/T, =IAf; (5.17)
N =2B,T, =2l (5.18)
The standard error is
1 ‘/1‘
[ I 3.19
& "B;T.’- j (5.19)

The estimated value Gy is considered to represent the midpoint of the
frequency range from f; to fi4s—1. Altogether N// such estimated values are
caleulated.

5223 Calkulation of the phase velocity

When the spatial autocorrelation function method is used, the phase velocity
at the array center is obtained by equation (3.80). From xo = 2 fore/c (fo)s
the phase velocity for the frequency fj is
27 foro
c(fo) = ;

X0

(5.20)

where x; is the variable of the Bessel function of the first kind of zero order.
The value of the spatial autocorrelation coefficient py is satisfied by xo for
a certain frequency obtained from a dataset observed by a circular array of
radius rg. .

In this case, there may be a frequency range in which the spatial autocor-
relation coefficient does not satisfy the Bessel function due to errors in data
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' Figure 5.7, Top: the integrand in equation (5.8) (coherency); bottom: the result of the
integration (5.8) (spatial autocorrelation coefficient).

acquisition and processing and insufficient power in the microtremors. Esti
mation is not possible in such cases. To fill the gap in the phase velocity, i
may be necessary to reprocess using the data from a different time window
or re-acquire data with a different array radius,

- 5.2.2.4 An example of spatial autocorrelation function

The data in this example were collected by the array shown in Figure 5.1, The
example shown in Figure 5.7 is for r = 100 m. The three graphs on the tog
row of the figure show spatial covariance function g (w, r, 8) calculated fron
equation (3.67), each corresponding to the function for different directions
from the center station to the three apex stations. These show coherency
given by the integrand of equation (5.8). Here, a standardization is applied fo
plotting.

The spatial autocorrelation coefficient p (d){), ) is shownin the bottom row
Theoretically this should be the Bessel function of the first kind of zero order
In the high-frequency range, the maxima in the amplitudes of p tends tc
become smaller than the value of the Bessel function. This is because eithe:
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the power of the microtremors diminishes in that frequency range, severely
reducing correlation, or it is affected by spatial aliasing due to the number of
stations on the circumference. To increase precision in this area, it is necessary
to employ a smaller array size or to increase the number of stations on the
circumference.

5.2.3 Case history of estimating phase velocity

As discussed, during data acquisition for analysis by the spatial autocorrela-
tion (SPAC) method, the arrangement of stations is often restricted, because
it requires a special circular array. On the other hand, the extended spatial
autocorrelation (ESPAC) method assumes that the spatial covariance function
at a given frequency is approximately constant in every direction, eliminat-
ing the restrictions in observation and increasing freedom in array design.
For example, a dataset collected for the f-k method can be analyzed by the
ESPAC method. This section shows an example of the application of the
ESPAC method to records of the vertical component of microtremors, col-
lected by both a circular array and an arbitrary array. The aim here was to
estimate the velocity of the Rayleigh wave with the ESPAC method, then
compare the result with the /- method. Also presented is an example of sepa-
rating the Rayleigh and Love waves from the data acquired by a circular array
of three-component seismometers.

5.2.3.1 Analysis of vertical component data from the circular array

Three-component microiremor data were collected in the Tokachi Plain in
eastern Hokkaido, using three semicircular arrays of different radii (Figure 5.8,
top right). The vertical component is used for the analysis in this example. The
duration of observation is 45 min for the large array and 30 min for the medium
and small arrays. Each array contains nine seismometers arranged in equal
angle spacing of 22.5 degrees. The radii of the array are 180, 90, and 50 m.

In addition, two triangular arrays (array-L and array-S), of ten vertical-
component seismometers, were used for data analysis by the f~k method. The
size of the arrays is about 1100 and 400 m, respectively (Figure 5.8, bottom),
and the record length is 45 min.

Figure 5.9a shows a sample of the microtremor data collected by the large
semicircular array. Figure 5.9b is a 2500-s ranning power spectrum at Station 1
of the large array. From the running power spectrum, it is clear that the record
of microtremors is very stable for the duration of the 2500 -5 sample. The
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Figure 5.8. Various arrays used in microtremor observation in the Tokachi Plain,
Hokkaido.

running power spectra of other stations, whose figures are not presented here,
show very similar characteristics.

Three graphs, a, b, and ¢, in Figure 3.10 are the power spectra of mi-
crotremors recorded with the large, medium, and small arrays, respectively.
They show that the power is characteristically high at about 0.4 Hz and 2.5 Hz,
and low around 1.0 Hz. Two band-pass filiers, centered at 1.0 Hz and 2.0 Hz,
were separately applied to the records. The results are shown in Figure 5.11.
Notice that white (b), with a 2.0-Hz filter, shows waves with good correlation
among the stations, (a), with a 1.0-Hz filter, does not show obvious correlation.
This suggests difficulty in estimating the phase velocity near 1.0 Hz,

Figure 5.12 shows examples of fitting the Bessel functions of the first
kind of zero order to the r~p {r) curves for f=0.5, L5, and 2.5 Hz. In
the figure, a, b, and ¢ correspond to small, medium, and large arrays, re-
spectively, while d is the sum of the three. As is well known, the precision
of the calculation in fitting a Bessel function to the observed data is :mproved
by increasing the number of stations.
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Figure 5.9. (a) A part of the microtremor record for the large semicircular array; (b)
running power spectra of the whole record of the large array at station 1.
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Figure 5.10. Power spectra of the three semicircular arrays.
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Figure 5.11. A part of the microtremor record collected by the large semicirouias

array processed through band-pass filters (the central frequencies are: (a) f = 1.(
Hz, (b) f = 2.0 Hz.

This method can use a combination of data from different arrays o
recorded at different times, as long as the station is not moved. An exam-

" ple of combined data analysis using the records from three different arrays it

shown in Figure 5.13, together with the Bessel function of best fit to o ()
The velocity values shown on the top of the graphs are the estimated opti-
mum phase velocities. As these graphs show, and as expected from the powes
spectra, the power is weak in the vicinity of 1.0 Hz (e.g., 0.8 ~1.2 Hz). S¢
the result in this range is poor as the correlation is poor. However, one Besse
function fits almost all the other frequency ranges.
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Figure 5.14. Phase velocity estimated by the ESPAC method, obtained by fitti
Bessel functions to the g(r) values from the data collected by the small array (¢
medium array (b), large array (c), and combination of the three arrays (d).

~ In the above example, a Bessel function was fitted to the observed da
by the least-squares method, as it is theoretically expected and justified. Bu
as seen in the examples, around 1Hz, the correlation coefficient general
contains some noise. With the expectation that such cases will occur, futw
processing methods will require a quantitative method to assess the appropr
ateness of such solutions, and this is an example in which an inappropria
value of velocity is obtained at 1Hz, when the spectral power is low.

As seen in the above example, an important characteristic of the ESPA
method is that it can easily detect an inappropriate value, which is impossibl
in the f~k method.

Figure 5.14 shows the estimated phase velocities obtained by fitting Bess:
functions to the p(r) values from the data collected by the arrays of variot
sizes.

Figure 5.15 is a comparison of these phase velocities estimated by tt
ESPAC method (circles) and by the f°k method (triangles). In the figun
the ESPAC result is an estimate from the combination of the three arrays, whi!
the results from the f-k method for the small and large arrays are shown seps
rately. They are overplotied in the bottom row. From the figure, we can see th

i) the results are coincident in the frequency range f > 1.2 Hz;

ii) both methods gave poor results near 1.0 Hz (0.8Hz < f < 1.2 Hz
perhaps due to the lower power;

ill) in the range f < 0.8 Hz, the phase velocity from aﬁay-S (the size ¢
which is sirnilar to the large semicircular array) via the £k method is
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Figure 5.15. Comparison of phase velocities estimated by the ESPAC method and by
the f-k method.

larger estimate than the one via the ESPAC method (¢ = 1.5 kmy/s). The
reason for this is believed to be that this frequency range is outside the
limit for which phase velocity can be estimated; a limit imposed by the

size of the array.

By using Array-L (the size of which is about three times as large as
the large semicircular array), a result similar to the ESPAC method is ob-
tained. This demonstrates the superiority of the ESPAC method in estimating
subsurface structure over the 2k method for arrays of the same size. This is
concordant with the numerical simulation by Ling (1994).

In calculating p(#) by equation (4.5), it is desirable to have an array
with many widely spaced stations. A large number of stations allows a large
number of pairs of stations with varying distance r and a wider distribu-
tion of azimuth. As a result, the subsurface structure can be estimated more
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Figure 5.16. All the possible combinations of two stations.

precisely. In this case history, we had enough instruments for nine stations
Yor this array, a diagram of all the possible pairs of stations is shown in Fig.
ure 5.16. Table 1 summarizes the number of pairs and the azimuths for eact
possible distance between pairs of stations.

As seen in Table 1, the semicircular array provides a large number of pairs
separated by the distance of the radius (+ = 180 m) and a large number o
pairs of adjacent points (» = 70 m); the array’s azimuth coverage approaches
180 degrees. Where the distance between stations is larger than the radius o)
the array, there are fewer possible combinations and the azimuth coverage is
narrow. As a result, the accuracy of the spatial autocorrelation coefficient mas
suffer.

Table 5.1. All the possible combinations of two stations, distance betweer
the stations, number of combinations and azimuth of the line connecting the
stations.

' () N. _ Angle (degree)

70 7 5625 ~33.75 ~11.25 1125 3375 56.25 78.75

138 6 —45.00 -22.50 0.00 2250 4500 67.50
180 8 2250 4500 67.50 90.00 112,50 135.00 157.50 180.00
200 5 3375 =11.25 11.25 33.75 56.25
255 4 -22.50 0.00 2250 45.00
299 3 —11.25 11.25 3375
333 2 0.00 2250
1

353 11.25
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Figure 5.17. Spatial autocorrelation function calculated for ail the combinations of
stations for 0.5 and 1.5 Hz (sorted by distance}.

Figure 5.17 shows the autocorrelation functions at f =05and 1.5 Hz
plotted against the distance » of all the combinations of the stations. The dotted
lines in the figure indicates the averages. Where an autocorrelation value is
absent due to insufficient combinations for a particular r, the dotted line of the
average assumes the missing value. This problem of dependency of azimuth
coverage on r may be eliminated by using a circular array.

As discussed before, the ESPAC method allows the combination of several
data sets obtained at different times. The example here demonstrates that the
data sets observed at different times by the three arrays, small, medium and
farge, could lead to a Bessel function that fits a curve representing the spatial
autocorrelation coefficient for the corresponding frequency. This shows that
several data sets separated by a considerable time lag could be joinily analyzed
by the ESPAC method. This is a merit of the ESPAC method that has not been
available in previous methods. With the ESPAC method, even with only a
few seismometers available, one can obtain the same result as that found with
many seismometers, by repeating observations.

52.3.2  Analysis of data from the arbitrary array

The regular semicircular array discussed in the previous section may not be
easily arranged at the desired site. In such a case, an arbitrary array may be
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Figure 5.18. Arrangement of the stations of array OMB.

used by virtue of the ESPAC method. A range of distances [rp — A #, ry
A 718, in this case, represented by rgy. This section is a case history of thi
application.

Figure 5.18 is a diagram of the observation array used in Oma, Aomor
Prefecture, at the northern tip of Honshu Island. An analysis of these samx
data with the £k method has been shown in Chapter 3. A separate analysk
by the ESPAC method is demonstrated here. For arbitrary arrays like this, th
conventional SPAC method cannot be applied.

Figure 5.19 shows r ~ p{r) curves for f = 0.4,0.6,...2.0 Hz.

Figare 5.20 is a comparison between the ESPAC method and the f-

method. It is clear from the figure is that the two results are almost identica

for frequencies higher than 1.0 Hz, and the fk method gives considerabl:
higher velocity at frequencies below 1.0 Hz. It is considered that the ESPAC
method gives a velocity closer to the real value. However the real velocity i
not independently known at this stage.

From the above, the following conclusions for the ESPAC method wer
reached:

1. The ESPAC method gives the same result as the f~k method in the highe
frequency range.

2 The _ESPAC method is superior to the £~k method in that it
a) gives a good stable result for the lower frequency ranges,

b) the computation of the correlation function is simpler, and suitabk
fora PC, ' '
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Figure 5.20. Comparison of phase velocities estimated by the ESPAC method and by
the f-k method (data acquired by the array OMB).
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¢) a reasonable result can be obtained with fewer stations,

d) several data sets collected at different times can be jointly processe
and

e} inappropriate values as calenlated by the /-k method can be detect:
by the ESPAC method.

On the other hand, the ESPAC method cannot detect the direction of t]
source of the wave. Also, if there are surface waves of higher mode mixed
wilh the data, the ESPAC method cannot detect it. Inn these respects, the /
method is superior.

5.2.3.3 Analysis of data from the circular array with three-componen
seismometers (identification of the Love wave)

In Section 3.5, we discussed how the SPAC method can detect the Love was
from three-component data while the S~k method cannot, and the theory ar
the method was piesented in Section 3.6. This section shows an example ¢
its application to long-period microtremor data in order to identify Love way
energy (Matsushima and Okada, 1990b).

The data were collected in a suburb of Hachinohe City, Aomori Prefes
ture. Two datasets were collected with arrays of two different radii, 266 1
and 501 m. Each array comprised four stations of three-component sei:
mometers; one at the center and three on a circle with a 120-degree inte
val. The horizontal-component seismometers are set to record north-sout
and east-west components. Each dataset was collected for 46 min at nigh
The relative location of the arrays is shown in Figure 5.21. The seismom
ters are models PELS74V for the vertical component, and PELS74H for tt
horizontal component. Both have a natural period of 8 s.

The data were converted to the radial and tangential components, i.e.,
and Xp in the left-hand side of equation (3.81), respectively. Applying narro
band-pass filters with various central frequencies to these and the vertic:
component data, the spatial autocorrelation coefficients, p, and pp of equatic
(3.96), were calculated.

Figure 5.22 shows the autocorrelation coefficients of the vertical, radi:
and tangential components of the data for the array of 868-m diameter (whic
is the length of the sides of the triangle of the circle with the diameter ¢
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0
i

500 m

Figure 5.21. Arrangement of three-component seismometers to form two equilateral
triangle arrays. The radii of the arrays are 266 m and 501 m.

501 m), plotted against the central frequency of the band-pass filter. The
different symbols indicate the different components.

Figure 5.23 is the relationship between the phase velocity of the Rayleigh
wave and its period calculated from the vertical component of microtremor
records by various array radii using equations (3.78) or (3.80). In this graph
the horizontal axis is converted to period from frequency. The symbols in the
ﬁgufe correspond'to the radii of the array from which the phase velocities were
calculated. The subsurface structure estimated from the relationship between
the phase velocity and period is shown in Table 5.2.

1.0 4 SPATIAL AUTCCORRELATION COEFFICIENTS

[eXS3N
02 0.6
FREQUENCY (Hz) @ VERTICAL
W RADIAL
-0 - A TANGENTIAL- .

Figure 5.22. Spatial autocor.relatio_n functions for an array with a radius of 868 m.
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Figure 5.23. Phase velocities of Rayleigh waves obtained from the vertical compone
of microtremors. The solid line indicates the theoretical phase velocity curve
Rayleigh waves calculated for the structural model in Table 5.2,

The curve in Figure 5.23 is the phase velocity of the fundamentai-moc
Rayleigh wave theoretically calculated for the subsurface structure model «
Table 5.2.

Figure 5.24 shows the phase velocity of the Love wave plotied against i
period, calculated by equation (3.98) from the spatial autocorrelation functic
[equations (3.93), (3.94), and (3.95)], and using the parameter A (o, #) derive
from equation (3.100).

The curve in Figure 5.24 is the phase velocity of the fundamental-maoc
Love wave calculated from the S-wave velocity of the subsurface structure

Table 5.2, Model parameters of geological structure at the test site est
mated by an inversion technique using phase velocities of Rayleigh waw
in microtremors.

_ S-wave _ P-wave Densil

Layer  Thickness (m) velocity (km/s) velocity (km/s) (g/lem
1 44 ~ 0.5 1.58 1.70

2 1256 1.50 3.00 222
3 <3 . 240, 427 2.43
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Figure 5.24, Phase velocities of Love waves obtained by the extended SPAC method.
The solid line indicates the theoretical phase velocity curve of Love waves calculated
for the structural model in Table 5.2.

Table 5.2. This curve generally gives slower velocities than the ones calculated
from the observation. However, the general trends of the calculated and ob-
served data are consistent; in particular we see the steep increase in phase
velocity through the periods 1 to 1.2 s, and the gradual increase with the
periods greater than 1.3 s.

The relationship between period and the power fraction of Love waves
{ = h (@) / Hy () [see equations (3.95) to (3.97)}} in microtremors is shown
in Figure 5.25. At the period 1 s, the power of the Love wave is about 50%,
and the fraction increases at longer periods.

o T T
L . Ty,
—~ v, Yot
Q‘-‘l " -:'= ’ «® ®
"
g Bl ““i“w '."« RADIUST]
"y @ .
e * A 286 m
® 460 m
W50t m
, . ¥8EEm
0 1 2 3
PERIOD {s)

Figure 5.25. Power fractions of Love waves in the horizontal component of

MICIOtTemors.
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Figure 5.26. Ar.nplitude ratios of vertical and horizontal components of Rayleigl
waves. The solid line indicates the theoretical curve calculated for the structura
model in Table 5.2,

Figure 5.26 shows the amplitude ratio between vertical and horizonta)
components (H/V) computed from the ratio of the powers of the vertical
component and of the Rayleigh wave contained in the horizontal component.
The variation of the amplitude ratio against period generally agrees with
the values calculated from the estimated structure (inserted curve), although
the peak in the data from observation at 1.1 s slightly offsets from the calculated
peak at 1.23 5.

As seen, this comparison between the power ratio or amplitude ratio of
the Rayleigh wave can be used to improve or evaluate the estimated subsur-
face structure model. This demonstrates an advantage of the SPAC method
achievable by using three-component data.



Chapter 6

Case histories

Recent studies in Japan contain increasing vumbers of cases where one
dimensional subsurface S-wave velocity structure is explored using observe
tions of microtremors. However, this method is not often vsed on a stand-alon
basis,

With some exceptions, this method has been used for checking the reli
ability of results of other methods, by comparing the estimated structures ¢
converting to another measurement. This chapter introduces a few example
of such applications.

6.1 Application of the frequency-wavenumber
(£~k) method

6.1.1 Regional structural survey by
long-period microtremors

Figure 6.1 is a map of the central to southern Tokachi Plain, where subsurfac
structure was estimated by the microtremor method with 18 locations in th
area of a 40-km square. A Bouguer anomaly map referred to for compariso
is in Figure 6.2.

At each location, microtremors were recorded with one or two ten-statio
arrays. The stations are equipped with a PELS74V vertical-component seis
mometer whose natural frequency is 8 s. The recording was by analog method
in the early observations, with a digital system being employed in later stud
ies. In both cases, the data were recorded independently, i.e., no physical tim

97
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HOKKAIDD

Figure 6.1. Locations of microtremor observations on the Tokachi Plain.

tink between stations was used at the time of recording. The duration of each
observation was forty-five minutes.

Figure 6.3 is a seven-minute segment of one of the records, and some of
the f-k spectra estimated from the microtrernor data are shown in Figure 6.4.
The figure shows the f-k spectra for six different periods. The circle in each
graph passes through at least one of the maxima of the £k spectra, and its
radius indicates the phase velocity posted in the graph.

Figure 6.5 shows the phase velocity of the Rayleigh wave as a function
of period at eight of the eighteen locations in the Tokachi Plain, The curves
in the graphs indicate the relationship between phase velocity and the period
theoretically calculated from the estimated layered-earth structure models.

Figure 6.6 shows examples of the S-wave velocity structures estimated
for the same eight stations calculated from the.estimated phase velocities of
the observed Rayleigh waves. The velocity structure was constrained by an
assumption that the maximum number of layers is seven.

6.1. THE FREQUENCY.-WAVENUMBER (f-k} METHOD
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Figure 6.3. A part of the microtremor record obtained with array 88E.
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Figure 6.4. An example of the fk spectra computed from the microtremor record
obtained with array 88L.

Figure 6.7 shows a cross-section for the estimated S-wave velocity struc-
ture along the west-cast line C~C’. Figure 6.8 shows a comparison be-
tween the section and profiles of the Bouguer anomaly as obtained both from
actual observation and from model calculations (assigning assumed densities
to each layer). The density of the deepest layer was not directly estimated
from the microtremors, but estimated so as to fit the measured values of the
Bouguer anomaly. In order to estimate this last layer with confidence from
mictotremors, phase velocities would need to be estimated out to at least 5 s.
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Figure 6.5. Phase velocities obtained at the eight locations in the Tokachi Plain (cir
cles), and those of fundamental mode Rayleigh waves calculated for hest-fit model:
(solid lines).

6.1.2 Comparison of the result with a
reflection seismic survey
Two seismic lines were recorded over the sediments from the sbﬁthern Ishikari

Basin to Tomakomai; the 17-km Naganuma line and the 15-km Tomakormaj
line. They are from a detailed vibrator seismic reflection survey conducted
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Figure 6.6. S-wave velocity structures at the eight locations in the Tokachi Plain.
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Figure 6.9. Comparison of a depth section of the Naganuma line obtained by a re-
flection seismic survey, with two S-wave velocity columns derived from microtremor
data obtained with arrays A and B (Asano, 1989).

for petroleum exploration (Asano, 1989). Okada et al. (1990) carried out a
microtremor survey in this area at eight locations, including two locations
on each of these seismic lnes, This section shows the results from the mi-
crotremor survey.

The scope of the work is to test a possibility in the future of using a
microtremor survey method to extend “point” structural data given by well
logs, to a line; and “line” structural data from a seismic line, to a plane. Thus,
information from a detailed survey could be economically extrapolated by the
use of microtremor survey methods. '

Figures 6.9 and 6.10 are comparisons of the structures obtained from the
microtremor survey method with those from conventional retlection seismic
method. (see Asano (1989, 129-146). Most of the boundaries detected by
the microtremor method correspond to one of the reflectors. However, not
all the reflectors are detected by the microtremor survey method. This is
due to the fact that the resolution of depth is strongly dependent on wave-
length.

6.1. THE FREQUENCY-WAVENUMBER (f-k) METHOD iC

Figure 6.10. Comparison of a depth section of the Tomakomai line obtained by a
flection seismic survey, with two S-wave velocity columns derived from microtrenu
data obtained with arrays G and H {Asano, 1989).

On the other hand, there are occasions where the microtremor metho
clearly “sees™ the boundaries defined by the P-wave sonic log, even whe
they are not clear in the reflection seismic section.

Figure 6.11 is a comparison between the P-wave column measured by
by sonic log, and the S-wave column estimated by the microtremor metho:
for a location near array G. As is clearly seen, the microtremor survey resu
indicates a boundary at the depth of 2500 m at which the sonic log also show
a clear break. However, the seismic section does not show a strong reflecic
at this depth.

[t is noted that the microtremor method is not detecting the layer fror
100 to 1300 m and from 1300 to 2500 m where the velocity gradient -

- relatively large. In this example, the structure estimated by the microtrem

survey method consists of layers with constant velocities. The question ¢
whether phase velocities from the observations can be explained if some ¢
the constant-velocity layers are replaced by layers with a velocity gradient
still unanswered.

]_
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Figure 6.11. (a) P-wave sonic log data near array G; (b) smoothed segment extracted
from the sonic log; (c) distribution of S-wave velocity estimated from microtremor
observation.

6.2 Application of the spatial
autocorrelation method

6.2.1 Evaluating the reliability of the spatial
autocorrelation method by comparison
with wireline log data

Matsuoka et al. (1996) test the reliability of the SPAC methed at several

locations where the velocity structure is known from 2 to 3 m to about 3000 m,
from well log and refraction surveys.

6.2. THE SPATIAL AUTOCORRELATION METHOD It

- Figure 6.12 shows good agreement between the phase velocity from fl
microtremor method and phase velocity calculated from the known stro
ture by logging and refraction surveys at four locations up to 50 m deep. .
the four locations, four-point circular arrays (equilateral triangle and the ce
ter point) with four different radii were used for observation. This experime
demonstrates that an array radius of 3 m is Sufﬁment to estimate the structu
to a depth of 50 m.

Figure 6.13 is another comparison at a location where ‘the subsurfas
structure is precisely known. The microtremors were observed at the Iwatu
location using four-point circular arrays with radii of 3, 17, 52, and 12
m. The comparison of the phase velocities shows a very good agpre
ment. :

The velocity structure was estimated for two -additional location
Kosigaya and Kasukabe in the vicinity of Iwatuki. The two graphs at i
sides of the Twatuki graph at the bottom of Figure 6.13 present comparison
These structure models were estimated using the Iwatutki model as a referenc
for the initial model of an iteration process. '

This example suggests that the SPAC method is able to detect a subsu
face boundary using wavelengths up to 10 to 20 times the largest radius of t}
arrays. On the other hand, a numerical simulation by Miyakoshi et al. (19%
confirmed that the f~k method is limited to using wavelengths around two
three times the largest distance between stations, in detecting a subsurfac
boundary. These examples have demonstrated that the SPAC method is sup:
rior to the /~k method in estimating subsurface structure from observation
microtremors.

6.2.2 Estimating shallow and deep subsurface
structures in earthquake damaged areas

On 17 Jamuary 1995, the Kobe Earthquake (Hyocgoken-nanbu Earthquake
caused severe damage to the Kobe area. In order to make a fundament:
database for the cause and distribution of the damage, the Ministry of Cor
struction has been studying the geological structure of the Osaka and Hyog
area (Kinki Regional Construction Burean, Ministry of Construction of Japa
1997). The basement rocks are estimated up to 1000 m deep. Along with othe
methods, the microtremor survey method is employed targeting the depth
the order of 1000 m. This section briefly describes some results of this stud
(Okada et al., 1997).
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Figure 6.12. (Top) Detailed distribution of $-wave velocity to the depth of 50 me-
ters from well-log and refraction seismic data. (Bottom) Phase velocities of the
fundamental-mode Rayleigh wave calculaied from microtremor data by the SPAC
method, and from theoretical calculation using the velocity distributions shown above

(Matsuoka et al., 1996).

Frequency, Hz

Figure 6.13. (Top) Distribution of S-wave velocity to the depth of 3500 m as es
mated from well logs. (Center right) Phase velodities of fundamental-mode Raylei
waves, calculated from microtremor data at the same place by the SPAC method a
from theomtical calculations using the velocity distribution shown above (Matsuo
et al., 1996). ' '
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Figure 6.14. Distribution of damage of the 1995 Kobe Earthquake (Osaka Mete-
orological Bureau, 1995). Dark areas exceeded 7 degrees on the Japanese seismic
intensity scale (equivalent to over X on the MMS).

Figure 6.14 is a distribution map of the areas severely damaged by the
1995 Kobe Earthquake, which was the 7th degree on the Japanese seismic in-
tensity scale—the so-called “damage belt.” Magnitude of the damage varied
widely from place to place. Microtremor surveys were carried out at 45 loca-
tions, including the damage belt, in an area measuring 35 km in the east-west
direction by 5 km north-south (Figure 6.15).

The area has not been surveyed in detail by conventional seismic methods,
and hence the detailed relationship between the distribution of the damage and
site effects is largely unknown. The microtremors were apalyzed by the SPAC
method. The survey was made using eight-station arrays formed by combining
two basic four-point arrays of three sizes: large (300-500 m radius), medium
{120-200 m) and small (30 m), as reported by Okada et al. (1997).

Incorporating geological information and results of rather scarce “de-
tailed” seismic surveys, the structure of the targeted depth of 10 to 1000+ m
was estimated. This depth range corresponds to the depth of granitic basement
with an S-wave velocity higher than 2200 m/s. The depth of the basement was
estimated to be between 155 m and 1600 m.

Figure 6.15. Locations of microtremor observations used for analysis of subsurfas
structure, in order to investigate factors affecting damage in the 1995 Kobe Earthqual
(Okada et al., 1997).

By way of example, the phase velocity profile estimated frommicrotremo
observed at Jocation A8 is illustrated in Figure 6,16. The solid line in the fi
ure is the phase velocity of Rayleigh waves, as calculated for the estimate
structure.

Cross-section views of the structure along selected lines joining the 45 k
cations are shown in Figures 6.17 {east of Ashiya) and 6.18 (west

. Ashiya).

In each case, the observed phase velocities are assumed to be those «
fundamental-mode Rayleigh waves, and the data are analyzed for five layer

_ or six layers where an alluvium layer can be distinguished from the diluviu

layer. These layers are described in the legend of Figure 6.18. It seeme
d_ifﬁcuit to ;ecognize more layers for the chosen magnitude and léngth of th
observation. The subsurface boundaries were drawn along twelve traverse
A, B, ..., L, asshown in Figure 6.15, where fraverse B is of a single point onl
In Figures 6.17 and 6.18, these traverses are shown with a letter T’ (fortravers{
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Figure 6.16. (a) Phase veloc:ty calculated for the location A8; (b) estlmated S-wave
structure,

prefixed to the letters A, B, ..., L. The layers are interpreted integrating
P-wave velocity, S-wave velomty, density, and thickness. The correspondence
between S-wave velocity and the estimated geologlcal formation is shown in
the legend (Table 6.1). Several layers are left uncolored in the figure; they are
the layers where the calculated S-wave velocity does not correspond to any of
the “estimated geological formations.”
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Figure 6.17. Subsurface structural cross-section for the Hyogo-Osaka area (east o
Ashiya). Labels of the form TA11 refer to Traverse A, Station 11, located as markec
on Figure 6.15, See legend in Table 6.1.

While the estimated accuracy of the S-wave velocity is generally abou
10%, accuracy of estimates of the S-wave velocity of the basement is con
sidered to be as poor as 20%. As seen in Table 6.1, the estimated range o
the basement S-wave velocity (2.20-2.80 km/s) is larger than the range fo
other formations. The S-wave velocity of the basement at stations TF1, TF2
TG2, TI2, and TI1 is even lower, at around 2.0 km/s. Whether these lay.
ers with low S-wave velocity are really representative of granitic basemen

Table 6.1. Legend for Figures 6.17 and 6.18.

Color - Velocity layer - Estimated formation  S-wave velocity (km/s

blue I Alluvial 10.15-0.39
orange I UpperOsaka Group 0.33-0.57
black i)} Middle Osaka Group 0.45-0.85
yellow A% Lower Osaka Group 0.79-1.28
pink \Y% Granitic Basement 2.20-2.80
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Figure 6.18. Subsurface structural cross-section for the Hyogo-Osaka area {west of
Ashiya). See legend in Table 6.1

cannot be determined by this survey alone. It is noted that the stations with
a low-velocity basement are found to be immediately adjacent to faults: TF1
and TF2 on the Ashiya Fault, TG2 on the Gosukebashi Fault, and T12 and TJ2
on the Suwayame Fault.

To the east of Ashiya, the depth of the basement at TL1, which is located
close to the foothills, is estimated to be very shallow at around 0.155 km.
The depths of the basement at other locations near the foothills are generally
shallow at about 0.45 km, and gradually deepening toward the coast-line, to
reach about 1.4 km at locations TD3, and TC1 to TC3. This trend agrees
with surface-mapping of the geology. A fault is indicated near TL1, near the
Fukuchiyama Line of the Japan Railway in Takarazuka. This coincides with
the known structural lineament known as the Arima-Takatsuki Line.

To the west of Ashiya, as in the east, the depth of the basement is small near
the foothills, at 0.35 km (station TG2), and gradually increases towards the
coast to reach about 1.6 kin near location TF3. These agree with the structure
expected from surface mapping. The basement is clearly deeper than 1.6 km
at TJI5.

6.2. THE SPATIAL AUTOCORRELATION METHOD il

Kuroki and Wakizaka (1997) calculated the seismic response taking thi
structure into consideration, and suggested a possibility that the origin of th
“damage belt” is affected by structure to the full depth of the basement, a
well as by the condition of the shallow part of the ground. _

The observations of microtremors used in the above example were mad
during day-time in the urban area, where there is severe cultural noise an
consequently conventional exploration techniques are difficult to apply. Thi
is an important result that shows the strength of the microtremor survey metho
in estimating subsurface structure in urban areas.

In recent times, application of the SPAC method has been gaining i
popularity in Japan. In China, strong interest has been shown in the SPAI
method since 1984 when our research started. Progress in our research hs
been adopted through research information exchange, and applied succes:
fully in preliminary exploration for geothermal groundwater (Ran and Wan;
1994). There are several recent demonstrations of the practical superiorit
of the SPAC method over conventional f-k methods (e.g., Miyakoshi et al
1996). These case histories and results are not included in this volume.




Chapter 7

Closing remarks

As discussed previously, there are numerous methods utilizing “natural fields
among geophysical survey tools. These include gravity, electric, magneth
and electromagnetic methods. These methods measure local disturbances «
the natural fields, and identify the causes of these anomalies. Many of thes
techniques evolved from scientific research of the Earth, and developed main]
in the western world.

Microtremors, the subject of this textbook, can be counted in broad term
as a natural-field technique. Local anomalies in microtremor activity hav
long been known since early studies, and research efforts to identify the
causes were heightened in the West. This research is not an exception;
originated from the scientific interest in unc_iersténding the Earth through th
study of microtremors. But this technique, unlike other geophysical method:
was not developed systematically in an organized fashion. The reason is th
overwhelming development and rapid evolution of other commercial seismi
methods, particularly the reflection seismic method from the 1960s.

A turning point in the research into microtremors was the Internation:
Geophysical Year (IGY, 1957--1958), which served as an organized intern:
tional collaboration of geoscientists. Many researchers in the West and abroa
~ had a great interest in microtremors, which had always been recorded by th
seismoineters. The main focus of studies at that time was components wit
periods greatet than I s, the so-called “long-period microtremors.” Befor
the IGY, individual researchers achieved a good understanding of the source
temporal variations, and the relationship with the under-ground structure fc

long-period microtremors; studies involved searching for a local anomal
~ and identifying the position of the source. The IGY designated wsear(,h 0

17
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long-period microtremors as one of the projects for international collabora-
tion. Unfortunately, momentum of these studies diminished after the conclu-
sion of the 1GY. However, among the branches of microtremor research, study
of the technique for the purpose of estimating geological structure did survive.
From the 1960s until the present, further research impetus has derived from
the concurrent development of stimulating theories and of data acquisition
and interpretation techniques.

On the other hand, in Japan after the IGY, Kiyoshi Kanai and his group re-
searched microtremors with periods shorter than 1 second (Kanat, 1 983). From
a series of studies, it was evident that the dominant period of microtremors
is related to subsurface geological structure. The results formed the basis of
the development of applications of this technology to the field of earthquake
engineering. Unfortunately, the technology did not have the technical merit
to meet the expectations imposed by that field.

Since 1968, the year of the major Tokachi-Oki earthquake, the demand
for quantitative information of geological structure, or basement structure in
earthquake engineering terms, down to 1000 m, has rapidly intensified. A con-
sequence has been the desire for development and refinement of techniques to
explore deep structure. A concurrent difficulty has been that the information
on structure is required for highly developed urban areas or their peripherals,
where advanced seismic reflection methods are difficult to apply, both tech-
nically and economically. The microtremor survey method, has been devised
to address this demand, while minimizing these difficulties.

The principles, theoretical background, and interpretation techniques of
the microtremor survey method are not based on an extension of the SUCCEssion
of tremor research dating back to the pre-IGY period. Rather, the theoretical
background is based on the theory of a stochastic process which was devel-
oped after the 1960s. The data acquisition instruments have been developed
specifically for the application to microtremors, taking their unique proper-
ties and attributes into account. The interpretation method assumes access (0
high-speed, high-capacity computers which enable complex and complicated
calculations to be performed on a large amount of data. Therefore this text-
book omits discussion of studies of the “traditional long-period microtremor
surveys,” which is based on the tremor research and owes their theoretical
derivation to the extension of pre-IGY studies, even though such studies in-
corporate the use of modern data acquisition and interpretation techniques.
This omission is because the technical details of such studies make little con-
tribution to surveys of geological structure.

CHAPTER 7. CLOSING REMARKS 1

The technique of the microtremor survey method was developed in re
sponse to the demand generated within the field of earthquake engineering
It has a very short history of development, with little opportunity thus fa
to confirm the viability of its direct application to oi! and gas prospecting
However, the method’s potential for such an application is irrefutable.

This textbook owes much to the researchers in The Faculty of Science o
Hokkaido University, which has been the center of the development of thi:
survey technique for the last ten years. As seen in this textbook, there are a
yet few case histories of applications of the microtremor method. We nov
need to extend the application of the method and the number of case histories
towards commercial viability.
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70
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20, 26

assemblage of, 4

characteristic delay, 30
characteristic equation, 36, 55
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damage belt, 110, 115
data acquisition, 56, 67
for SPAC, 80
system, 69
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direct segment method, 36
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function, 46
discrete power spectrum, 29
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of Love waves, 52, 55
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finite Fourier transform of
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Fk spectrum, 26, 29, 30-37
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series, 23
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surface wave, 26
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73,119
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IGY, see International Geophysical
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algorithm, 61
in MSM, 18, 19
process, 61
Ishikari Basin, 6, 101
isotropic waves, 26
Iwatuki, 107

Japanese seismic intensity scale, 11

Kinki Regional Construction
Bureau, 107

Kobe, 107, 110, 111, 124

Kobe Earthquake, 107, 110, 111

lag in correlation function, 77
large-aperture seismic array, 4, 28,
S
LASA, see large-aperture seismic
array
lateral resolution, 56
layer
boundary, 65
parameters, 55, 50
layered earth model, 61
layers
parallel, 35, 60
least-squares fitting method, 57
least-squares solution, 63
limitation
of the microtremor survey
method, 36
long period, 12, 16, 69
microtremors, 117, 118
Love wave, 41, 50
detection of, 48
dispersion of, 53
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identification of, 91

phase velocity of, 93

power fraction of, 94

separate, 67, 80

velocity of, 33

wavenumber equation of, 52
low-frequency, 12, 14, 16

raagnetic survey, |
manual iteration, 61
maxirum likelihood estimate, 33,
34
maximum likelihood method, 36, 70
maximum wavelength, 64
microseisms, 3
microtremor
activity, 4, 117
signals, 5
microtremor survey method, 2, 4,
55, 104-109, 115, 118, 119
microtremors, 1-4, 20, 48, 49,
50-56, 60, 117
dominant component of, 18
dominant period of, 118
finite Fourier transform of, 29
F-k spectrum of, 28, 100
horizontal component of, 31, 94
multidimensional, 38
observing, 68-70
origin of, see source
power of, 12, 14, 46, 52, 53
power spectra of, 4-7 ,17, 43,
46, 81
recorded sample function of,
24
source of, see source
spatial variation of, 14-16
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spectral representation of,
20-25
stochastic nature of, 21,
28,43
tangential commponent of, 51
temporal variation of, 6-14
vertical component of, 49, 50,
56, 80, 92
of volcanic origin, 41
MLM method, see maximum
likelihood method
mode] parameters, 61
MSM, see microtremor survey
method
multidimensional norimal process,
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multiple circular array, 57, 58
multiple observation stations, 30

Naganwuma, 101, 104
natural field methods, 1
normal distribution, 26-22, 32

observation array, 31, 36, 68, 89
multiple, 30
optimization filter, 70
origin
direction of, 36
orthogonal
process, 24
stochastic process, 23
Osaka, 107, 110, 113, 114
Oyafury, 6, 9, 10

paraltel layers, 335, 60
partial derivatives

of phase velocity, 66
Parzen window, 72, 73
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peak
frequency, 14
of the spectrum, 36
PELS, 7
periods
greater than one second, 4
shorter than one second, 4
petroleum exploration, 101
phase velocity, 18, 34, 35, 74, 78,
79, 81, 85, 86, 107
estimation of, 34, 47-53,
55-71, 85, 100
inversion of, 36
of Love wave, 53, 93, 94
of Rayleigh wave, 92, 93, 98,
111,112
polar coordinate system, 42,
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polarization, 48
polarized wave, 48
power fraction
of Love wave, 94
power of microtremors, 12, 14, 52,
53
power ratio
of Rayleigh or Love waves, 52
power spectra, 4-7, 16, 31, 37,
77,83
at one station, 46
diurnal variation of, 14
estimation of, 78
examples of, 1013
Jk 27
high-resolution estimate of, 34
running, 12, 13, 81, 82
power spectral density function, 27,
28, 43, 50, 53, 76
preprocessing, 70

probability density function, 20-2.
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probabiiity distribution, 20, 23

pulsation, 1

P.wave velocity, 18, 55, 56, 61, 1
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i1, 112
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separate, 67, 80
velocity of, 53
wavenumber equation of, 52
reconnaissance method, 1, 18
recorded sample function
of microtremors, 24
reflection seismic method, 104, 1
refraction survey, 106, 107
resolution of depth, 104
running power spectra, 12, 81

SAM, see spatial autocorrelation
method
sample size, 77
Sapporo, 6, 7,8, 9
SEG], see Society of Exploration
Geophysicists of Japan
seismic
noise, 3
reflection survey, 101
response, 115
section, 104, 105
survey, 1, 17, 18, 110
seismometer network (array), 19
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Society of Exploration
Geophysicists of Japan, 1,
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source, 1418, 117
artificial, 17
direction of, 67, 91
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SP, see spontaneocus potential
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autocorrelation method
SPAC method using the
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observation, 53
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spatial autocorrelation function, 44,
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spatial autocorrelation method, 26,
40--42, 48, 57, 58, 74, 106
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function, 45
spatial covariance function, 44, 45,
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spectra
of microtremors, 4, 5, 12, 28
peak of, 36
spectral representation, 23, 24,
43, 49

INDEX
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