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Association Rule Mining

e Given a set of transactions, find rules that will predict the
occurrence of an item based on the occurrences of other
items in the transaction

Market-Baskettransactions
Example of Association Rules

TID Items

! Bread, Milk EI\D/IIiT]kp,eBr}rc-:A_a)d{}Bi:e ?Eggs,Coke},

2 Bread, Diaper, Beer, Eggs {Beer, Bread} — {Milk},

3 Milk, Diaper, Beer, Coke

4 Bread, Milk, Diaper, Beer Implication means co-occurrence,
5 Bread, Milk, Diaper, Coke not causality!
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Definition: Frequent Itemset

® Itemset
— A collection of one or more items
¢ Example: {Milk, Bread, Diaper}

— k-itemset TID Items
¢ An itemset that contains k items 1 Bread, Milk
e Support count (o) 2 Bread, Diaper, Beer, Eggs
. 3 Milk, Diaper, Beer, Coke
— Frequency of occurrence of an itemset 7 Bread Ml Di m
. . read, Milk, Diaper, Beer
~ E.g. o{{Milk, Bread,Diaper}) = 2 oo lap
5 Bread, Milk, Diaper, Coke
® Support
— Fraction of transactions that contain an
itemset

— E.g. s({Milk, Bread, Diaper}) = 2/5
® Frequent ltemset

— An itemset whose support is greater
than or equal to a minsup threshold
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Definition: Association Rule

® Association Rule
— An implication expression of the form

TID Items

X =Y, where Xand Y are itemsets 1 Bread, Milk
— Example: 2 Bread, Diaper, Beer, Eggs
{Milk, Diaper} — {Beer} 3 Milk, Diaper, Beer, Coke
4 Bread, Milk, Diaper, Beer
. . 5 Bread, Milk, Di , Coke
® Rule Evaluation Metrics reac T ThApen o
— Support (s)

# Fraction of transactions that contain Example:

both Xand Y {Milk, Diaper } = {Beer}
— Confidence (c)

# Measures how often items inY _ o(Milk, Diaper,Beer) 2 0.4
appear in transactions that §= IT| - g -
contain X

o(Milk,Diaper,Beer) 2
ot P )_2_067

o(Milk, Diaper) 3
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Association Rule Mining Task

® Given a set of transactions T, the goal of
association rule mining is to find all rules having
— support= minsup threshold
— confidence = minconfthreshold

® Brute-force approach:
— Listall possible association rules
— Compute the supportand confidence for each rule
— Prunerules that fail the minsup and minconf
thresholds
=> Computationally prohibitive!
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Computational Complexity

® Given d unique items:
— Total number of itemsets = 24
— Total numberof possible association rules:
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Mining Association Rules

TID  Items Example of Rules:

1 Bread, Milk {Milk,Diaper} — {Beer} (s=0.4, c=0.67)
2 Bread, Diaper, Beer, Eggs {Milk,Beer} — {Diaper} (s=0.4, c=1.0)
3 Milk, Diaper, Beer, Coke {Diaper,Beer} — {Milk} (s=0.4,c=0.67)
4 Bread, Milk, Diaper, Beer {Beer} — {Milk,Diaper} (s=0.4,c=0.67)
5 Bread, Milk, Diaper, Coke {Diaper} — {Milk,Beer} (s=0.4, c=0.5)

{Milk} — {Diaper,Beer}(s=0.4,c=0.5)

Observations:

* All the above rules are binary partitions of the same itemset:
{Milk, Diaper, Beer}

* Rules originating fromthe same itemset have identical support but
can have different confidence

» Thus, we may decouple the support and confidence requirements
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Mining Association Rules

® Two-step approach:

1. Frequentltemset Generation
- Generate allitemsets whose support = minsup

2. Rule Generation

- Generate high confidence rules from each frequentitemset,
where each rule is a binary partitioning of a frequent itemset

® Frequentitemset generation is still
computationally expensive
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Frequent Itemset Generation

Givenditems, there
are 29possible
candidate itemsets
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Frequent Itemset Generation

@ Brute-force approach:
— Each itemsetinthe lattice is a candidate frequentitemset

— Countthe support of each candidate by scanning the
database

Transactions List of
Candidates

TID |Items

Bread, Milk

Bread, Diaper, Beer, Eggs
Milk, Diaper, Beer, Coke
Bread, Milk, Diaper, Beer
Bread, Milk, Diaper, Coke
- w >

f

N

/

— Match each transaction against every candidate

— Complexity ~ O(NMw) => Expensive since M = 2¢ II!
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Frequent Itemset Generation Strategies

® Reduce the number of candidates (M)
— Complete search: M=24
— Use pruning techniquesto reduce M

® Reduce the number of transactions (N)
— Reduce size of N as the size of itemset increases
— Used by DHP and vertical-based mining algorithms

® Reduce the number of comparisons (NM)

— Use efficientdata structures to store the candidates or
transactions

— No needto match every candidate againstevery
transaction

02/14/2018 Introduction to Data Mining, 2"d Edition 11

Reducing Number of Candidates

@ Apriori principle:

— If an itemset is frequent, then all of its subsets must also
be frequent

® Apriori principle holds due to the following property
of the support measure:

VX, Y. (XC2Y)=s(X)=s5(Y)

— Supportof anitemset never exceeds the supportof its
subsets

— This is known as the anti-monotone property of support

02/14/2018 Introduction to Data Mining, 2nd Edition 12




Illustrating Apriori Principle

Found to be
Infrequent
Pruned -
supersets TTeel it
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Illustrating Apriori Principle

TID  Items Items (1-itemsets)

1 Bread, Milk

2 Beer, Bread, Diaper, Eggs ltem CERit
Bread 4

3 Beer, Coke, Diaper, Milk ‘ Coke 2

4 Beer, Bread, Diaper, Milk g“k g

- - eer

5 Bread, Coke, Diaper, Milk Diaper 4

Eggs 1

Minimum Support=3

If every subset is considered,
5C; + 6C, + %G
6 + 15+ 20 =41
With support-based pruning,
6+6+4=16
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Illustrating Apriori Principle

TID Items )
Items (1-itemsets)

1 Bread, Milk

2 Beer, Bread, Diaper, Eggs ltem Count

3 Beer, Coke, Diaper, Milk | - sy
4 Beer, Bread, Diaper, Milk Milk 4

5 Bread, Coke, Diaper, Milk Beer 2

DiaEer

Minimum Support = 3

If every subset is considered,
8C; + %G, + °G3
6 +15 +20 =41
With support-based pruning,
6+6+4=16
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Illustrating Apriori Principle

ltem Count Items (1-itemsets)

Bread 4

Coke 2 N

Milk 4 Itemset Pairs (2-itemsets)

Beer 3 {Bread,Milk}

Dl s 4 {Bread, Beer } (No need to generate
{BIcadPIakeT] candidates involving Coke
{Beer, Milk}
{Diaper, Milk} or Eggs)
{Beer,Diaper}

|Minimum Support= 3 |

If every subset is considered,
5C; + 6C, + %G
6 + 15+ 20 =41
With support-based pruning,
6+6+4=16
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Illustrating Apriori Principle

Count | Pairs (2-itemsets)

Item Count | Items (1-itemsets)
Bread 4

Milk 4 N ltemset

Beer 3 Bread, Milk
Diaper 4 {Beer, Bread}

{Beer,Milk}

{Diaper,Milk}
{Beer,Diaper}

(No need to generate

2
{Bread,Diaper} 3 candidates involving Coke

or Eggs)
3

|Minimum Support= 3 |

If every subset is considered,
6C1 + 6C2 + 6C3
6 +15+20 =41
With support-based pruning,
6+6+4=16
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Illustrating Apriori Principle

Count | Pairs (2-itemsets)

ltem Count Items (1-itemsets)

Bread 4

Coke 2

Milk 4 N ltemset

L) 3 Bread, Milk 3
Diaper 4 {Bread,Beer}

p) (No need to generate
3

|Minimum Support= 3 |

If every subset is considered,
6C; + °C, + 6C3
6 +15+20 =41
With support-based pruning,
6+6+4=16

{Bread,Diaper} candidates involving Coke
{MiIk,Beer} 2 or Eggs)
{Milk,Diaper} 3
{Beer,Diaper} 3
N Triplets (3-itemsets)
ltemset

{ Beer, Diaper, Milk}

{ Beer,Bread,Diaper}

Bread, Diaper, Milk

{ Beer, Bread, Milk}
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Illustrating Apriori Principle

Item Count | Items (1-itemsets)
Bread 4
N
Milk 4 Itemset Count | Pairs (2-itemsets)
Beer 3 {Bread, Milk} 3
Diaper 4 {Bread,Beer} 2 (No need to generate
candidates involving Coke
{MIk,Ber} 2 or Eggs)
{Milk,Diaper} 3
| | {Beer,Diaper} 3
Minimum Support= 3
PP N Triplets (3-itemsets)
If every subset is considered, ltemset Count
G +5CG +°G { Beer, Diaper, Milk} 2
6 + 15+ 20 =41 { Beer,Bread, Diaper} 2
With support-based pruning, [ 2 |
6+6+4=16 {Beer, Bread, Milk} 1
6+6+1=13
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Apriori Algorithm

— Fy: frequentk-itemsets
— Ly: candidate k-itemsets

® Algorithm
— Letk=1
— Generate F; = {frequent 1-itemsets}
— Repeatuntil F, is empty

¢ Candidate Generation: Generate Ly.1fromF,

¢ Candidate Pruning: Prune candidate itemsetsin L.
containing subsets of length k that are infrequent

¢ Support Counting: Countthe support of eachcandidate in
Lx+1 by scanning the DB

¢ Candidate Elimination: Eliminate candidatesin Ly.sthat are
infrequent, leaving only those thatare frequent => Fy ;4

02/14/2018 Introduction to Data Mining, 2nd Edition 20




Candidate Generation: Brute-force method
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Candidate Generation: Merge Fk-1 and F1 itemsets
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Candidate Generation: Fk-1 x Fk-1 Method

Frequent

2-itamsat

Itemset
{Beer, Diapers)
{Braad, Diapars)
{Bread, Mik}
{Diapers, Milk} Candidate Candidate
T Generation Pruning

[ ltemset | ltemset
Fraquent | {Bread, Diapers, Milk} | {Bread, Diapers, Milk)

2-itemsat

Hamsat
{Beer, Diapers}
{Braad, Diapars)
{Bread, Mik}
{Diapers, Milk}

Figure 6.8. Generating and pruning candidate £-itemsets by merging pairs of frequent (k— 1)-itemsats.
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Candidate Generation: F,_; x F,_;, Method

e Merge two frequent (k-1)-itemsetsif theirfirst (k-2) items
are identical

e F; = {ABC,ABD,ABE,ACD,BCD,BDE,CDE}
— Merge(ABC,ABD)=ABCD
— Merge(ABC,ABE)= ABCE
— Merge(ABD,ABE)= ABDE

— Do not merge(ABD,ACD)because they share only
prefix of length 1 instead of length 2

02/14/2018 Introduction to Data Mining, 2nd Edition 24




Candidate Pruning

e LetF; = {ABC,ABD,ABE,ACD,BCD,BDE,CDE} be
the set of frequent 3-itemsets

e L, = {ABCD,ABCE,ABDE} is the set of candidate
4-itemsets generated (from previous slide)

@ Candidate pruning
— Prune ABCE because ACE and BCE are infrequent
— Prune ABDE because ADE is infrequent

@ After candidate pruning: L, = {ABCD}

02/14/2018 Introduction to Data Mining, 2"d Edition 25

Alternate F,_; x F,_; Method

e Merge two frequent (k-1)-itemsetsiif the last (k-2) items of
the first oneis identical to the first (k-2) items of the
second.

e F; = {ABC,ABD,ABE,ACD,BCD,BDE,CDE}
— Merge(ABC,BCD)= ABCD
— Merge(ABD,BDE) = ABDE
— Merge(ACD,CDE) = ACDE
— Merge(BCD,CDE) = BCDE
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Candidate Pruning for Alternate Fy._, x F,.; Method

e LetF; = {ABC,ABD,ABE,ACD,BCD,BDE,CDE} be
the set of frequent 3-itemsets

e L, = {ABCD,ABDE,ACDE,BCDE} is the set of
candidate 4-itemsets generated (from previous
slide)

e Candidate pruning

— Prune ABDE because ADE is infrequent
— Prune ACDE because ACE and ADE are infrequent
— Prune BCDE because BCE

@ After candidate pruning: L, = {ABCD}
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Illustrating Apriori Principle

ltem Count Items (1-itemsets)
Bread 4
Coke 2 N
Milk 4 Itemset Count | Pairs (2-itemsets)
Beer 3 Bread, Milk 3
Diaper 4 {Bread,Beer} 2 (No need to generate
{Bread,Diaper} 3 candidates involving Coke
{MiIk,Beer} 2 or Eggs)
{Milk,Diaper} 3
| | {Beer,Diaper} 3
Minimum Support=3
PP \ Triplets (3-itemsets)
If every subsetis considered, Itemset Count
6C; + °C, + 6C3
6 + 15 + 20 = 41 {Bread, Diaper, Milk} § 2 |
With support-based pruning,
6+6+1=13 Use of F.1xFx.1 method for candidate generation results in

only one 3-itemset. This is eliminated after the support
counting step.
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Support Counting of Candidate Itemsets

® Scan the database of transactions to determine the
supportof each candidate itemset

— Must match every candidate itemset against every transaction,

which is an expensive operation

TID Items

1 Bread, Milk

2 Beer, Bread, Diaper, Eggs

3 Beer, Coke, Diaper, Milk

4 Beer, Bread, Diaper, Milk

5 Bread, Coke, Diaper, Milk
02/14/2018

ltemset
{ Beer, Diaper, Milk}
{ Beer,Bread,Diaper}

{Bread, Diaper, Milk}
{ Beer, Bread, Milk}
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Support Counting of Candidate Itemsets

@ To reduce numberof comparisons, store the candidate

itemsets in a hash structure

— Instead of matching each transaction against every candidate,
match it against candidates containedin the hashed buckets

-—Z—>

02/14/2018

Transactions

TID |Items

Bread, Milk

Bread, Diaper, Beer, Eggs

Milk, Diaper, Beer, Coke

Bread, Milk, Diaper, Beer

(AR NSRS

Bread, Milk, Diaper, Coke

Hash Structure

4 X —P

Buckets
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Support Counting: An Example

Suppose you have 15 candidate itemsets of length 3:

{145),{124},{457},{125},{458}, {159}, {136}, {234}, {567},{345),
{356),{357},{689},{367},{368)}

How many of these itemsets are supported by transaction (1,2,3,5,6)?

Transaction, t

123
135 235
125 156 256 356
126 136 236
Level 3 Subsets of 3 items
02/14/2018 Introduction to Data Mining, 2"d Edition 31

Support Counting Using a Hash Tree

Suppose you have 15 candidate itemsets of length 3:

{145),{124},{457},{125},{458}, {159}, {136}, {234}, {567}, {345},
{356),{357},{689)},{367},{368)}

You need:
» Hash function

» Max leaf size: max number of itemsets stored in a leaf node (if number of
candidate itemsets exceeds max leaf size, split the node)

Hash function

1,4%]%’9 356 367

2,5,8 357 368

124
457 125 159

458
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Support Counting Using a Hash Tree

Hash Function Candidate Hash Tree
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Support Counting Using a Hash Tree

Hash Function Candidate Hash Tree

Hash on
2,50r8

02/14/2018 Introduction to Data Mining, 2nd Edition 34




Support Counting Using a Hash Tree

Hash Function Candidate Hash Tree

457 | 1458
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Support Counting Using a Hash Tree

123 56 | transaction Hash Function

689

1241125
4571458
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Support Counting Using a Hash Tree

1 23 56 | transaction Hash Function
12 356] 356

\

367
368

689

124112 5
457]1[458
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Support Counting Using a Hash Tree

123 56 | transaction Hash Function

|

|1+|2356|

A

356
357
689

Match transaction against 11 outof 15 candidates
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Rule Generation

® Given a frequent itemset L, find all non-empty
subsets f C L such thatf — L — f satisfies the
minimum confidence requirement

— If {A,B,C,D} is a frequentitemset, candidate rules:

ABC —D, ABD —C, ACD —B, BCD —A,
A —BCD, B —ACD, C —ABD, D —-ABC
AB —CD, AC —BD, AD —BC, BC —AD,
BD —AC, CD —AB,

e If |L| = k, then there are 2k — 2 candidate
association rules (ignoringL — J and J — L)
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Rule Generation

® In general, confidence does not have an anti-
monotone property

c(ABC —D) can be largeror smallerthan c(AB —D)

@ But confidence of rules generated from the same
itemset has an anti-monotone property
— E.g., Suppose {A,B,C,D} is a frequent 4-itemset:

¢(ABC — D) = ¢(AB — CD) = c¢(A — BCD)

— Confidence is anti-monotone w.r.t. number of items
on the RHS of the rule
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Rule Generation for Apriori Algorithm

Lattice of rules

Low -~
Confidepce ~
Rule /k‘

/

-

~
Pruned ~ o -
Rules e ===
02/14/2018 Introduction to Data Mining, 2"d Edition 41

Association Analysis: Basic Concepts
and Algorithms

Algorithms and Complexity
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Factors Affecting Complexity of Apriori

@ Choice of minimum support threshold
— lowering support threshold results in more frequent itemsets

— this may increase number of candidates and max length of
frequent itemsets

@ Dimensionality (number ofitems) of the data set
— more space is needed to store support countof each item

— if numberof frequentitems also increases, both computationand
1/0 costs may also increase

® Size of database

— since Apriori makes multiple passes, run time of algorithm may
increase with number of transactions

@ Average transaction width
— transaction width increases with denser datasets

— This ma%/ increase max length of frequent itemsets and traversals
of hash tree (nhumber of subsets in a transaction increases with its
width)
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Factors Affecting Complexity of Apriori

Number of Candicate temssts
Number of Candidate hemsets

10 15 £ 25
Size of Hemset

(a) Number of candidate itemsets.

Numberof Frequent ltemsels
Number of Frequent temests

.

i
/e

I ESS00e =

15 0 o s

10 * e e
Size of temset Size of hemset

(b) Number of frequent itemsets (b) Number of Frequent Ttemsets

Figure 6.13. Effect of support threshold on the number of candidate and frequent itemsets. ~ Figure 6.14. Effect of average transaction width on the number of candidate and frequent itemsets,

02/14/2018 Introduction to Data Mining, 2nd Edition 44




Compact Representation of Frequent Itemsets

@ Some itemsets are redundantbecause they have
identical supportas their supersets

TID [A1[ A2] A3[ A4 A5[ A6 | A7] A8 A9 [A10] B1] B2| B3| B4| B5] B6 | B7| B8] BO[B10] C1] C2] C3][ C4] C5] C6] C7] C8] C9[CA0|
1 111111111150 00 0 0 0 0 O0O0OO0OOO0OTO0OTO0OO0OO0OOO O0OTO
2 11111111110 0 0 0 0 0 0 0 0 O0OO0OO0OO0OO0OO0OO0OO0OO0O O0TO0
3 111111111150 00 0 0 0 0 0 0 0 0 0 0 0 0 0 0 O0 000
4 11111111110 00 0 0 0 0 0 0 0 O0OO0OTO0OO0OO0OTO0OOO0OO0OTO
5 111111111150 00 0 0 0 0 0 0 0 0 0 O0O0OO0OTO0OO0OO0OO0TO0
6 o o o oo o0 o0 o0 o0o011111111110 0 0 0 0 0 0 0 0 O
7 o o0 o0oo0oo0oo0o0o0o0o0 1111111111 000 0 0 0 0 0 0 O
8 o o o oo o0 o0 o0 o0o0111111111150 0 0 0 0 0 0 0 0 O
9 o o0 o0 oo o0o0o0o0o01t1111111 11 000 00 0 0 0 0 O
i0fo o o o o o oo oo 1t111111 1110 00 0 0 0 O0 O0 O0 O
i11J]o o o o o o 0 0 O 0 0 OO O OOWOW OO OO O™"1TOT 1T 1 1 1 1 1 11
2o o o o o o o o 0 0O OO O OO OWOWOWO OO OO™"1TI1T 1T 111 1 1 1 1
3o o o o o 0 0 0O 00O 0O OO OWOU OO OO™"1TTT 1T 1 1 1 1 1 11
140 o o o o0 o o o 0O 000 O OO O OWOW® OO O "TI1T 1111 1 1 1 1
5/0 0 0 0 0O 0O O O O 0O 0O 0 O 0O O 0O 0O 0o 0 o0 1 1 1 1 1 1 1 1 1 1
. (10
e Number of frequent itemsets = 3x >
k=1
® Need a compact representation
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Maximal Frequent Itemset

An itemsetis maximal frequentifit is frequent and none of its
immediate supersets is frequent @

Maximal
Itemsets
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What are the Maximal Frequent Itemsets in this Data?

=

=

=

=

=

o

=

=

=

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

TID | A1] A2] A3| A4] A5| A6 | A7] A8 | A9 [A10] B1] B2| B3| B4] B5]| B6| B7| B8] BI|B10] C1] C2] C3] C4] C5] C6] C7] C8] CO[CA0]

=5

Minimum support threshold

47
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An illustrative example

Items

-“E-mﬂﬂaﬂ_ Support threshold (by count)

5

Frequent iemsets: ?

o
MO < O © N~ 0 O

suopoesues|

48

Introduction to Data Mining, 2nd Edition
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An illustrative example

Items

-“Emﬂﬂﬂﬂ_ Support threshold (by count) : 5

Frequent itemsets: {F}

Transactions
= © o N O g N~ W N =
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An illustrative example

Items

A B [C D EF[GIH ]I 1J|

Support threshold (by count) : 5

1 Frequent itemsets: {F}
- | ==== = B o o o
g4 NN H
: 5 I
i (—
7 -
8
9 H
10
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Transactions

An illustrative example

Items

-“Emﬂﬂﬂﬂ_ Support threshold (by count) : 5

1 Frequent itemsets: {F}

2 - ==== - - fuppotr_t’ethr?slzglt{:lﬂ(?EyF}c%t}mt): 4
3 requent iemsets: 3 y S P

4 L[] I

5 |

6

7 L

8

9 I

10
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Transactions

An illustrative example

Items

-“E“EEBEI Support threshold (by count) : 5

1 Frequent itemsets: {F}

2 - ==== - - ?uppotr_tbthr?slgglt{iﬂ(gyﬂc%t}mt): 4
3 requent iemsets: {E, {F}, {E,F},

4 --== - ?uppotr_tbthr?sllold (by count): 3
5 requent iemsets: ¢

6 I

7 I

8

9 H

10
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An illustrative example

Items

-“Emﬂﬂﬂﬂ_ Support threshold (by count) : 5

1 Frequent itemsets: {F}
: i HEEN B suo0or threshold (by count): 4
Frequent iemsets: {E}, {F}, {E,F}, {J}

3 HEEE .
"]
5 4 ---- - Support threshold (by count): 3
© 5 -- Frequent iemsets:
g All subsets of {CD,EF} + {J}
s 6
=

7 H

8

9 I

10
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An illustrative example

Items

-“E“EEBEI Support threshold (by count) : 5

1 Freq_uent_ iemsets: {F}
Maximal itemsets: ?
: [ H HEEN ] Support threshold (by count): 4
3 ---- - Maximal itemsets: ?
[}
g ‘51 --== - ?rgqpur;:tritbtnl"ls:ss:hold (by count): 3
£ ] Maximal tomasts
=
7 -
8
9 H
10
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An illustrative example

Items

SCRCNCRERERERERINEN support threshold (by count) : 5

Frequent iemsets: {F}

1 Maximal itemsets: {F}
: il HEEE B suorort threshold (by count): 4
Frequent itemsets: {B, {F}, {E,F}, {J}
3 [ [ e Madmal lomsats:
[}
£ 4 NN Bl suppor threshold (by count): 3
5 Frequent ilemsets:
s 5 All subsets of {CD,EF} + {J}
c Maximal itemsets: ?
® 6
=
7 I
8
9 I
10
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An illustrative example

Items

NCRCNCRCRERERERINEN supoort threshold (by count) : 5

Frequent itemsets: {F}

1 Maximal itemsets: {F}
2 - ---- - Support threshold (by count): 4
3 HEEE B i tiornd AR
é 4 ---- Support threshold (by count): 3
55 N P e CDER + )
g 6 - Maximal itemsets: ?
7 |
8
2 H
10
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An illustrative example

Items

SCRCNCRERERERERINEN support threshold (by count) : 5

Frequent iemsets: {F}

1 Maximal itemsets: {F}
: il HEEE Bl suorort threshoid (by count): 4
Frequent itemsets: {B, {F}, {E,F}, {J}
3 ---- - Maximal itemsets: {EF}, {J}
[}
g 4 NN B succort thresnold (by count): 3
° Frequent iemsets:
& 5 -- All subsets of {CD,EF} + {J}
2 Maximal itemsets:
® 6 {C,DEF}, {4}
=
7 I
8
9 I
10
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Another illustrative example

Items

ISR AR AR RN Supror treshoi (oycounn -5

Maximal itemsets: {A}, {B}, {C}

1
Support threshold (by count): 4
2 Maximal itemsets: {AB}, {A,C},{B.C}
3 Support threshold (by count): 3
" Maximal itemsets: {AB,C}
s 4
S5
2
S 6
(=
7
8
9
10
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Closed Itemset

@ An itemset X is closed if none of its immediate supersets
has the same support as the itemset X.

@ Xis notclosedif atleast one of its immediate supersets
has supportcount as X.

ltemset | Support
{A} 4
TID ltems {B} 5 ltemset | Support
1 {A.B} {C} 3 {A,B,C} 2
2 {B,C.D} {D} 4 {A,B,D} 3
3 {A,B,C,D} {A,B} 4 {A,C,D} 2
4 {A,B,D} {AC} 2 {B,C,D} 2
5 {A,B,C,D} {A,D} 3 {A,B,C,D} 2
{B,C} 3
{B,D} 4
{C,D} 3
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Maximal vs Closed Itemsets

Transaction Ids

TID | ltems
1 ABC
2 | ABCD
3 BCE
4 | ACDE
5 DE
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Maximal vs Closed Frequent Itemsets

Closed but

=2

Minimum support

e}
H

1]
3E
83
o E

9

# Closed

4

# Maximal
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What are the Closed Itemsets in this Data?

CO0OO0O00O0O0O0O0O™ ™« v

OO0 00O0O0O0O0OF ™«

OCO0O000O00O0O0OFr v« v

OC0OO0O0O0O0O0O0O0O« ™«

OO0 00O0O0O0O0OFY« v« v+

SRR R s ococooo
[CRCNCRCNCR ococooco
OCoo0cOoCOvY v v« v cococoo

[SRCNCRCNC R ocococoo
OCoo0cO0Ov v v« ocococoo
[SR-NoN-NSE R cococoo
SRR ococooco
11111 Ocoocoocoocooococoo
11111 coocoocoocooocoocoo

11111 Ocoococoocoooocoo

11111 coocoocoocooocoocoo

11111 ocoocoocoocoooocoo

11111 coocoocoocoooocoo

TID [ A1[ A2] A3| A4] A5| A6 A7] A8 A9[A10] B1] B2| B3| B4] B5] B6] B7| B8] B9|B10] C1] C2] C3] C4] C5] C6] C7] C8] COJCA0
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Example 1

Items

SCRCNCRERENENENININ “temsets  Support Closed

(counts) itemsets

1
B { 3
. B
C,D 2
£ 4 N &b
e I
5 6
(=
7
8
9
10
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Example 1

Items

NCRCNCRERENENCNINEN “temsets  Support Closed

1

2

3 I
£ 4 HE
s H
s 6
£

7

8

9

10

(counts) itemsets

{C} 3 7
(D} 2
{cD} 2 v

02/14/2018 Introduction to Data Mining, 2nd Edition 64




Example 2

Items

BSCRENCRERENENCNINEN “temsets support  Closed

(counts) itemsets

1

9 {cy 3

3 N o2

E 2

§ 4 HEN =
3 5 ] o 2
£ 6 (CE 2
. . {DE} 2

8 {CDE} 2

9

10

02/14/2018 Introduction to Data Mining, 2"d Edition 65

Example 2

Items

NCRCNCRERGNENCNINEN “temsets  support  Closed

(counts) itemsets

1
2 {c} 3 7
3 N g -

:« HEN

8 5 B {cop 2

5 6 {CE} 2

"y {DE} 2
8 {C,D,E} 2 7
9
10
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Example 3

Items

NCRCNCRCNGNENCENINEN ciosediemses: (€0, €5

1

2

8 EEEN
£ 4 HEEN
35 I I
g
S 6
(=

7

8

9

10
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Example 4

Items

NCRCNCRCRERERCRINEN  ciosec iemses: (€0, (€}, )

1

2

:  EEE
;o HEEN
s W
‘o m

7

8

9

10
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Maximal vs Closed Itemsets

Frequent
ltemsets

Closed
Frequent
ltemsets

Itemsets
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Example question

e Given the following transaction data sets (dark cells indicate presence of an item

in a transaction) anda support threshold of 20%, answer the folowing questions

What is the number of frequent itemsets for each dataset? Which dataset will produce the
most number of frequent itemsets?

Which dataset will produce the longest frequent itemset?

Which dataset will produce frequent itemsets with highest maximum support?

Which dataset will produce frequent itemsets containing items with widely varying support
levels (i.e., itemsets containing items with mixed support, ranging from 20% to more than
70%)?

What is the number of maximal frequent itemsets for each dataset? Which dataset will
produce the most number of maximal frequent itemsets?

What is the number of closed frequent itemsets for each dataset? Which dataset will produce
the most number of closed frequent itemsets?
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Pattern Evaluation

® Association rule algorithms can produce large
number of rules

® Interestingness measures can be used to
prune/rank the patterns

— In the original formulation, support & confidence are
the only measures used
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Computing Interestingness Measure

e Given X — Y or {X,Y}, information needed to compute
interestingness can be obtained from a contingency table

Contingency table

Y M f;1: supportof X and'Y
X far fo | fur fio: supportof X and Y
X for foo for fo1: supportof Xand Y
fo fro N foo: supportof X and' Y

\ Used to define various measures

+ support, confidence, Gini,
entropy, etc.
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Drawback of Confidence

Custo | Tea |Coffee

mers Coffee | Coffee
ct | O ! Tea | 15 5 20
2 | 1 0 Tea | 75 5 80
c3 | 1 ! 9 | 10 | 100
C4 1 0

Association Rule: Tea — Coffee

Confidence = P(Coffee|Tea) = 15/20 = 0.75

Confidence > 50%, meaning people who drink tea are more
likely to drink coffee than not drink coffee

So rule seems reasonable
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Drawback of Confidence

Coffee | Coffee
Tea 15 5 20
Tea 75 5 80
90 10 100

Association Rule: Tea — Coffee

Confidence= P(Coffee|Tea) = 15/20 = 0.75

but P(Coffee) = 0.9, which means knowing that a person drinks
tea reducesthe probability that the person drinks coffee!

_ Note that P(Coffee|Tea) = 75/80 = 0.9375

02/14/2018 Introduction to Data Mining, 2nd Edition 74




Measure for Association Rules

® So, what kind of rules do we really want?
— Confidence(X—Y) should be sufficiently high

¢ To ensure that people who buy X will more likely buy Y than
notbuyY

— Confidence(X—Y) > support(Y)

¢ Otherwise, rule will be misleading because having item X
actually reduces the chance of havingitemY in the same
transaction

¢ Isthere any measure that capture this constraint?

— Answer: Yes. There are many of them.
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Statistical Independence

® The criterion
confidence(X —Y) = support(Y)

is equivalent to:

— P(Y[X) = P(Y)

— P(X)Y) =P(X) x P(Y)

If P(X,Y) > P(X) x P(Y): X& Y are positively correlated

If P(X,Y) <P(X) x P(Y) : X& Y are negatively correlated
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Measures that take into account statistical dependence

Lo P10
yi= P(Y) liftis used for rules while
interest is used for itemsets
P(X,Y)
Interest = —————
P(X)P(Y)

PS = P(X,Y)-P(X)P(Y)

i — P(X,Y)-P(X)P(Y)
¢ — coefficient JP(X)[1- P(X)IP(Y)[1- P(Y)]
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Example: Lift/Interest

Coffee | Coffee
Tea 15 5 20
Tea 75 5 80
90 10 100

Association Rule: Tea — Coffee

Confidence= P(Coffee| Tea) = 0.75
but P(Coffee) = 0.9
= Lift = 0.75/0.9= 0.8333 (< 1, therefore is negatively associated)

So, is it enough to use confidence/lift for pruning?
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Lift or Interest

Y Y
X 10 0 10
X 0 90 | 90
10 | 90 | 100

0.1

M= oo ="

Y %
X 90 0o | 90
X 0 10 | 10
90 | 10 | 100

0.9

Lift = (0.9)(0.9)

Statistical independence:
If P(X,Y)=P(X)P(Y) => Lift=1
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# | Measure Formula
1 | ¢-coefficient —__PAL)-PAP(B) ___
P(A)plga(lgp)&%(l_ﬂﬂgb By) P(4;) P(B)
2 | Goodman-Kruskal’s {A) (; )br%- e i—n:axj ;(Aj)i’m:xip(u:) Y % P(Br
. P(A,B)P(A,B
3 | Odds ratio {a) FADP(AE) o
) P(A,B)P(AB)—P(A,B)P(A,B) _ a1
4| Yue'sQ BB PAB TP A BPAD = ati
, +/P(4,B)P(AB)—+/P(AB)P(AB) _ ya-1
There are lots of 5 | YulesY e e o =
measures proposed 6 | Kappa () P(4,B)+P(A,B)—P(4)P(B)—P(A)P(B)
in the literature CPWRE-PEOPR), 5
7 | Mutual Tnformation (M) T3 Pl s wraechy
(= %, P(A;) log P(4;),— &, P(B;) log P(B;))

8 | J-Measure {J)

9 | Ginl index (G)

10 | Support {s)

11 | Confidence {¢)

12 | Laplace (L)

13 | Conviction (V)

14 | Interest (I)

15 | cosine (IS)

16 | Piatetsky-Shapiro’s (PS)
17 | Certainty factor (F')

18 | Added Value (AV)

19 | Collective strength {S)

20 | Jaceard (¢)
02/14/2018 21 | Klosgen (K)

max (P(4, B) log( 562432 + P(AB) log(5Z5Y),

P(4, B)log(Z2) + P(AB) log(5EL) ))
max (P(A) [P(B|A) + P(B|AY] + P(A)[P(BA) + P(B|A)]
—P(B)* - P(B)’,
P(B)[P(4]B)’ +_P(Z|B)°] + P(B)[P(A[B)® + P(4[B)’]
—P(4) - P(A)")
P(A,B)
max(P(B|4), P(4|B))
NP(AB)41 NP(A,B)+1)

MaxX | “Fprayra * NP(B)4a
P(A)P(B) P(B)Pﬁ))

P(AB) ' P(BA)
B

P(A,B)
P(A)P(B
P[A,Bi
+/P(A)P(B)
P{A,B) — P{(A)P({B)
(P(B A)—P(B) P(4 u)_P(A))

1-P(B) ° 1-P(A)
max({P(B|4) — P(B),P(A|B) - P(4))
P(A,B)+P(4AB) 1—P(A)P(B)—P(A)P(B)
P(A)P(B)+P(A)P(B) 1—P(A,B)—P(AB)
P(A,B
P(A)+P(B)—P(A,B)

/P4 By max(P(B|4) — P(B), P(A|B) - P(4))




Comparing Different Measures

Exam ple f1 1 f10 f01 foo
10 examples of E1_ |8123 83 424 1370

i . E2 8330 2 622 1046
contingency tables: 3 lowst o4 137 208
E4 3954 3080 5 2961
E5 2886 1363 1320 | 4431
E6 1500 2000 500 6000
E7 | 4000 2000 1000 3000
E8 |4000 2000 2000 2000

Rankings of contingency tables E9 1720 7121 5 | 1154

using various measures: E10 61 2483 4 7452
# ¢ |A|la|Q|Y | & | M| J|G 3 c L|v I |IS|PS| F| AV | S ¢ | K
El 1 1 3 3 3 1 2 2 1 3 5 5 4 6 2 2 4 6 1 2 5
E2 2 2 1 1 1 2 1 3 2 2 1 1 1 8 3 5 1 8 2 3 6
E3 3 3| 4 4 4 3 3 8 7 1 4 4 6 | 10 1 8 6 10 3 1]10
E4 4 7 2 2 2 5 4 1 3 6 2 2 2 4 4 1 2 3 4 5 1
E5 54| 8 8 8 4 7 5 4 7 9 9 9 3 6 3 9 4 5 6 3
E6 6 6] 7 7 7 7 6 4 6 9 8 8 7 2 8 6 7 2 7 8 2
E7 7159 9 9 6 8 6 5 4 7 7 8 5 5 4 8 5 6 4 4
E8 8 |9|10|10(10| 8 |10 |10]( 8 4 |10|10|10]| 9 7 7 10 9 8 7 9
E9 9195 5 5 9 9 7 8 3 3 3 9 9 3 7 9 9 8
E10 | 10| 8| 6 6 6 |10]| 5 9 (1%\ 10| 6 6 5 1)10 | 10 5 1 0|10 7
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Property under Variable Permutation

o

—)

>
w (= 3]

o
» o W]

> >
W=

Does M(A,B) = M(B,A)?

Symmetric measures:
+ support, lift, collective strength, cosine, Jaccard, etc
Asymmetric measures:

+ confidence, conviction, Laplace, J-measure, etc
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Property under Row/Column Scaling

Grade-Gender Example (Mosteller, 1968):

Female | Male Female | Male
High 2 3 5 High 4 30 34
Low 1 4 5 Low 2 40 42
3 7 10 6 70 76
21x 1 Cl)x
Mosteller:

Underlying association should be independent of
the relative number of male and female students

in the samples
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Property under Inversion Operation

Transaction 1 —|

SV eNoNoNoNoloNolN o RN
OO0 o0Oo0Oo0O~0000CO | T
O a2 a aaaaa0o0o 0
_\_\_\_\_\o_\_\_\_\U
O A O m
OC OO0 ~00C00O0O ™M

Transaction N ——>

(a) (b)
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Example: ¢-Coefficient

® ¢-coefficient is analogous to correlation coefficient
for continuous variables

Y Y Y Y
X 60 | 10 | 70 X 20 | 10 | 30
X | 10 | 20 | 30 X | 10 | 60 | 70
70 | 30 | 100 30 | 70 | 100
po 06-07x07 -  02-03x03
J0.7%x0.3x0.7%0.3 J0.7%x0.3x0.7%0.3
=(0.5238 =(0.5238
¢ Coefficient is the same for both tables

Property under Null Addition

ge)
+ 1o [@W|

—

- o
» | (W

> >

A
A

Invariantmeasures:
+ support, cosine, Jaccard, etc

Non-invariantmeasures:

¢ correlation, Gini, mutual information, odds ratio, etc
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Different Measures have Different Properties

Symbol | Measure Inversion | Null Addition | Scaling
o ¢-coefhicient Yes No No
« odds ratio Yes No Yes
K Cohen’s Yes No No
I Interest No No No
IS Cosine No (es No
PS Piatetsky-Shapiro’s Yes No No
S Collective strength Yes No No
¢ Jaccard No Yes No
h All-confidence No No No
s Support No No No
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Simpson’s Paradox

Buy | Buy Exercise Machine
HDTV es No
‘es 99 81 180
No 54 66 120
153 147 300

c({HDTV = Yes} — {Exercise Machine = Yes}) =99/180 = 55%
c¢({HDTV = No} — {Exercise Machine = Yes}) =54/120 = 45%

=> Customers who buy HDTV are more likely to buy exercise machines
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Simpson’s Paradox

Customer Buy Buy Exercise Machine | Total

Group HDTV Yes No

College Students Yes 1 9 10
No 4 30 34

Working Adult Yes 98 72 170
No 50 36 86

College students:

c({HDTV = Yes} — {Exercise Machine = Yes}) =1/10 =10%
c({HDTV = No} — {Exercise Machine = Yes}) =4/34 =11.8%

Working adults:

c({HDTV = Yes} — {Exercise Machine = Yes}) =98/170 = 57.7%
c({HDTV = No} — {Exercise Machine = Yes}) = 50/86 = 58.1%
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Simpson’s Paradox

@ Observed relationship in data may be influenced
by the presence of other confounding factors
(hidden variables)

— Hidden variables may cause the observed relationship
to disappearorreverse its direction!

® Proper stratification is needed to avoid generating
spurious patterns
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Effect of Support Distribution on Association Mining

® Many real data sets have skewed support
distribution

1500

Few items
with high
support
4 1000}
c
3
8 Many items
Support 5 with low
distribution of o support
a retail data set B sl
10 10°
Rank of item (in log scale)
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Effect of Support Distribution

@ Difficult to set the appropriate minsup threshold

— If minsup is too high, we could miss itemsets involving
interesting rare items (e.g., {caviar, vodka})

— If minsupis too low, itis computationally expensive
and the number of itemsets is very large
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Cross-Support Patterns

100

A cross-support pattern involves
% items with varying degree of
support

60

e Example: {caviar,milk}

Support (%)

40

20

How to avoid such patterns?

0 500 1000 1500 2000
I Sorted lems I
caviar milk
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A Measure of Cross Support

e Given anitemset,X = {x,x,, ..., x4}, with ditems, we can
define a measure of cross support,r, for the itemset

min{s(x,),s(x,),...,s(xq)}
max{s(x1),s(xz),..,s(xq)}

r(X) =

where s(x;) is the support of item x;

— Canuse r(X) to prune cross supportpatterns, but not
to avoid them
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Confidence and Cross-Support Patterns

Observation:
100 conf(caviar—milk) is very high
80 but
g e conf(milk—caviar) is very low
g
g
Therefore,
20
min( conf(caviar—milk),
0 conf(milk—caviar) )
0 500 1000 1500 2000
Sorted ltems )
[ is also very low
caviar milk
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H-Confidence

@ To avoid patterns whose items have very

different support, define a new evaluation
measure for itemsets

— Known as h-confidence or all-confidence

@ Specifically, given an itemset X = {x;,x,,..., x4}

— h-confidence isthe minimum confidence ofany
association rule formed from itemset X

— hconf( X ) = min( conf(X1+— X3) ),
where X, X, c X, X;nNX, =0,X;UX, = X

For example: X;= {x;, x,}, X, = {x3, ..., x4}

02/14/2018 Introduction to Data Mining, 2nd Edition 96




H-Confidence ...

@ But, given an itemset X = {x{,x,,..., x4}

— Whatis the lowest confidence rule you can obtain
from X?

— Recall conf(X;—X,) = s(X; U X,) / support(X,)
¢ The numeratoris fixed: s(X; U X,) = s(X)

¢ Thus, to find the lowest confidence rule, we need to find the
X4 with highest support

¢ Consideronly rules where X, is a single item, i.e.,
{r} = X = {} fo} = X =) oor{rg} = X —{xq}

s s S(X)}
s(x1) s(x)" " s(xq)
s(X)

max{s(x1),5(x2), ..., s(xq)}
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heonf(X) = min {

Cross Support and H-confidence

® By the anti-montone property of support

s(X) < min{s(x,), s(xp), ...,s(xg)}
® Therefore, we can derive a relationship between
the h-confidence and cross support of an itemset

~ s(X)
hconf(X) T max{s(xy), sGx,), .., s(xg)}

min {s(x1), S(X3), ... S(xq)}
— max{s(x1),s(x2), .., s(xd)}

=r(X)

Thus, hconf(X) < r(X)
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Cross Support and H-confidence ...

@ Since, hconf(X) < r(X), we can eliminate cross
support patterns by finding patterns with
h-confidence < h,, a user set threshold

® Notice that

0 <hconf(X) <r(X) <1

® Any itemset satisfying a given h-confidence
threshold, h_, is called a hyperclique

® H-confidence can be used instead of or in
conjunction with support
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Properties of Hypercliques

® Hypercliques are itemsets, but not necessarily
frequent itemsets

— Good for finding low support patterns

® H-confidence is anti-monotone

@ Can define closed and maximal hypercliques in
terms of h-confidence

— A hyperclique X is closed if none of its immediate
supersets has the same h-confidence as X

— A hyperclique Xis maximal if hconf(X) < h.and none
of its immediate supersets, ¥, have hconf(Y) < h,
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Properties of Hypercliques

@ Hypercliques have the high-affin

ity property

— Think of the individual items as sparse binary vectors
— h-confidence gives us information abouttheir pairwise

Jaccard and cosine similarity
¢ Assume x;and x, are anytwo itemsi
¢ Jaccard(xq,x;) = hconf(X)/2
¢ cos(xq,x;) = hconf(X)

n anitemset X

— Hypercliqgues thathave a high h-confidence consist of
very similaritems as measured by Jaccard and cosine

® The items in a hyperclique cannot have widely

different support
— Allows for more efficient pruning
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Example Applications of Hypercliques

® Hypercliques are used to
find strongly coherent
groups of items

— Words that occur together
in documents

— Proteinsin a protein
interaction network

In the figure at the right, a gene

ontology hierarchy for biological IS

process shows that the identified
proteins in the hyperclique (PRE2, ...,

pvalue: <=1e-10

ein
catabolism

PREZ PRE4 PRES PRE6 PRES
PRES PUP3 SCL1

SCL1) perform the same functionand | 1e-5 to 10-o HESAIEGHESS

are involved in the same biological
process
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