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Abstract

This chapter reviews recent theoretical work on the design of regulatory policy, focus-
ing on the complications that arise when regulated suppliers have better information
about the regulated industry than do regulators. The discussion begins by characterizing
the optimal regulation of a monopoly supplier that is better informed than the regu-
lator about its production cost and/or consumer demand for its product. Both adverse
selection (‘“hidden information) and moral hazard (“hidden action”) complications are
considered, as are the additional concerns that arise when the regulator’s intertempo-
ral commitment powers are limited. The chapter then analyzes the design of practical
policies, such as price cap regulation, that are often observed in practice. The design of
regulatory policy in the presence of limited competitive forces also is reviewed. Yard-
stick regulation, procedures for awarding monopoly franchises, and optimal industry
structuring are analyzed. The chapter also analyzes the optimal pricing of access to bot-
tleneck production facilities in vertically-related industries, stressing the complications
that arise when the owner of the bottleneck facility also operates as a retail producer.

Keywords
Regulation, Monopoly, Asymmetric information, Liberalization

JEL classification: D42, D60, D82, .12, L13, L43, L51
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1. Introduction

Several chapters in this volume analyze unfettered competition between firms. Such
analyses are instrumental in understanding the operation of many important industries.
However, activities in some industries are determined in large part by direct government
regulation of producers. This is often the case, for example, in portions of the electric-
ity, gas, sanitation, telecommunications, transport, and water industries. This chapter
reviews recent analyses of the design of regulatory policy in industries where unfettered
competition is deemed inappropriate, often because technological considerations render
supply by one or few firms optimal.

The discussion in this chapter focuses on the complications that arise because regu-
lators have limited knowledge of the industry that they regulate. In practice, a regulator
seldom has perfect information about consumer demand in the industry or about the
technological capabilities of regulated producers. In particular, the regulator typically
has less information about such key industry data than does the regulated firm(s). Thus,
a critical issue is how, if at all, the regulator can best induce the regulated firm to employ
its privileged information to further the broad interests of society, rather than to pursue
its own interests.

As its title suggests, this chapter will focus on recent theoretical contributions to the
regulation literature.! Space constraints preclude detailed discussions of the institutional
features of individual regulated industries. Instead, the focus is on basic principles that
apply in most or all regulated industries.> The chapter proceeds as follows. Section 2
considers the optimal regulation of a monopoly producer that has privileged informa-
tion about key aspects of its environment. The optimal regulatory policy is shown to vary
with the nature of the firm’s private information and with the intertemporal commitment
powers of the regulator, among other factors. The normative analysis in Section 2 pre-
sumes that, even though the regulator’s information is not perfect, he is well informed
about the structure of the regulatory environment and about the precise manner in which
his knowledge of the environment is limited.>

Section 3 provides a complementary positive analysis of regulatory policies in a
monopoly setting where the regulator’s information, as well as his range of instruments,
may be much more limited. The focus of Section 3 is on regulatory policies that perform
“well” under certain relevant circumstances, as opposed to policies that are optimal in
the specified setting. Section 3 also considers key elements of regulatory policies that
have gained popularity in recent years, including price cap regulation.

1 The reader is referred to Baron (1989) and Braeutigam (1989), for example, for excellent reviews of earlier
theoretical contributions to the regulation literature. Although every effort has been made to review the major
analyses of the topics covered in this chapter, every important contribution to the literature may not be cited.
We offer our apologies in advance to the authors of any uncited contribution, appealing to limited information
as our only excuse.

2 We also do not attempt a review of studies that employ experiments to evaluate regulatory policies. For a
recent overview of some of these studies, see Eckel and Lutz (2003).

3 Throughout this chapter, we will refer to the regulator as “he” for expositional simplicity.
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Section 4 analyzes the design of regulatory policy in settings with multiple firms. This
section considers the optimal design of franchise bidding and yardstick competition. It
also analyzes the relative merits of choosing a single firm to supply multiple products
versus assigning the production of different products to different firms. Section 4 also
explains how the presence of unregulated rivals can complement, or complicate, regu-
latory policy.

Section 5 considers the related question of when a regulated supplier of a monopoly
input should be permitted to compete in downstream markets. Section 5 also explores
the optimal structuring of the prices that a network operator charges for access to its
network. The design of access prices presently is an issue of great importance in many
industries where regulated suppliers of essential inputs are facing increasing competi-
tion in the delivery of retail services. In contrast to most of the other analyses in this
chapter, the analysis of access prices in Section 5 focuses on a setting where the regula-
tor has complete information about the regulatory environment. This focus is motivated
by the fact that the optimal design of access prices involves substantial subtleties even
in the absence of asymmetric information.

The discussion concludes in Section 6, which reviews some of the central themes of
this chapter, and suggests directions for future research.

2. Optimal monopoly regulation

2.1. Aims and instruments

The optimal regulation of a monopoly supplier is influenced by many factors, includ-
ing:

the regulator’s objective (when he is benevolent);

the cost of raising revenue from taxpayers;

the range of policy instruments available to the regulator, including his ability to
tax the regulated firm or employ public funds to compensate the firm directly;

the regulator’s bargaining power in his interaction with the firm;

the information available to the regulator and the firm;

whether the regulator is benevolent or self-interested; and

. the regulator’s ability to commit to long-term policies.

The objective of a benevolent regulator is modeled by assuming the regulator seeks to
maximize a weighted average of consumer (or taxpayer) surplus, S, and the rent (or net
profit), R, secured by the regulated firm. Formally, the regulator is assumed to maximize
S 4+ aR, where « € [0, 1] is the value the regulator assigns to each dollar of rent. The
regulator’s preference for consumer surplus over rent (indicated by ¢ < 1) reflects
a greater concern with the welfare of consumers than the welfare of shareholders. This

el
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might be due to differences in their average income, or because the regulator cares about
the welfare of local constituents and many shareholders reside in other jurisdictions.*

The second factor — the cost of raising funds from taxpayers — is captured most simply
by introducing the parameter A > 0. In this formulation, taxpayer welfare is presumed
to decline by 1 + A dollars for each dollar of tax revenue the government collects. The
parameter A, often called the social cost of public funds, is strictly positive when taxes
distort productive activity (reducing efficient effort or inducing wasteful effort to avoid
taxes, for example), and thereby create deadweight losses. The parameter A is typically
viewed as exogenous in the regulated industry.’

The literature generally adopts one of two approaches. The first approach, which
follows Baron and Myerson (1982), abstracts from any social cost of public funds (so
A = 0) but presumes the regulator strictly prefers consumer surplus to rent (so o < 1).
The second approach, which follows Laffont and Tirole (1986), assumes strictly positive
social costs of public funds (so A > 0) but abstracts from any distributional preferences
(so « = 1). The two approaches provide similar qualitative conclusions, as does a
combination of the two approaches (in which A > 0 and ¢ < 1). Therefore, because the
combination introduces additional notation that can make the analysis less transparent,
the combination is not pursued here.®

The central difference between the two basic approaches concerns the regulated
prices that are optimal when the regulator and firm are both perfectly informed about the
industry demand and cost conditions. In this benchmark setting, the regulator who faces
no social cost of funds will compensate the regulated firm directly for its fixed costs of
production and set marginal-cost prices. In contrast, the regulator who finds it costly to
compensate the firm directly (since A > 0) will establish Ramsey prices, which exceed
marginal cost and thereby secure revenue to contribute to public funds. Because the
marginal cost benchmark generally facilitates a more transparent analysis, the ensuing
analysis will focus on the approach in which the regulator has a strict preference for
consumer surplus over rent but faces no social cost of public funds.

The third factor — which includes the regulator’s ability to compensate the firm di-
rectly — is a key determinant of optimal regulatory policy. The discussion in Section 2
will follow the strand of the literature that presumes the regulator can make direct pay-
ments to the regulated firm. In contrast, the discussion of practical policies in Section 3
generally will follow the literature that assumes such direct payments are not feasible
(because the regulator has no access to public funds, for example).

The fourth factor — the regulator’s bargaining power — is typically treated in a simple
manner: the regulator is assumed to possess all of the bargaining power in his interaction

4 Baron (1988) presents a positive model of regulation in which the regulator’s welfare function is deter-
mined endogenously by a voting process.

51Tn general, the value of A is affected by a country’s institutions and macroeconomic characteristics, and so
can reasonably be viewed as exogenous to any particular regulatory sector. Laffont (2005, pp. 1-2) suggests
that A may be approximately 0.3 in developed countries, and well above 1 in less developed countries.

6 As explained further below, the case where @ = 1 and A = 0 is straightforward to analyze.
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with the regulated firm. This assumption is modeled formally by endowing the regulator
with the ability to offer a regulatory policy that the firm can either accept or reject. If
the firm rejects the proposed policy, the interaction between the regulator and the firm
ends. This formulation generally is adopted for technical convenience rather than for
realism.’

The fifth factor — the information available to the regulator — is the focus of Section 2.
Regulated firms typically have better information about their operating environment
than do regulators. Because of its superior resources, its ongoing management of pro-
duction, and its frequent direct contact with customers, a regulated firm will often be
better informed than the regulator about both its technology and consumer demand.
Consequently, it is important to analyze the optimal design of regulatory policy in set-
tings that admit such adverse selection (or “hidden information”) problems.

Two distinct adverse selection problems are considered in Section 2.3. In the first
setting, the firm is better informed than the regulator about its operating cost. In the sec-
ond setting, the firm has privileged information about consumer demand in the industry.
A comparison of these settings reveals that the properties of optimal regulatory policies
can vary substantially with the nature of the information asymmetry between regulator
and firm. Section 2.3 concludes by presenting a unified framework for analyzing these
various settings.

Section 2.4 provides some extensions of this basic model. Specifically, the analysis
is extended to allow the regulator to acquire better information about the regulated in-
dustry, to allow the firm’s private information to be multi-dimensional, and to allow
for the possibility that the regulator is susceptible to capture by the industry (the sixth
factor listed above). Section 2.5 reviews how optimal regulatory policy changes when
the interaction between the regulator and firm is repeated over time. Optimal regula-
tory policy is shown to vary systematically according to the regulator’s ability to make
credible commitments to future policy (the seventh factor cited above).

Regulated firms also typically know more about their actions (e.g., how diligently
managers labor to reduce operating costs) than do regulators. Consequently, it is impor-
tant to analyze the optimal design of regulatory policy in settings that admit such moral
hazard (or “hidden action’) problems. Section 2.6 analyzes a regulatory moral hazard
problem in which the firm’s cost structure is endogenous.

2.2. Regulation with complete information

Before analyzing optimal regulatory policy when the firm has privileged knowledge of
its environment, consider the full-information benchmark in which the regulator is om-
niscient. Suppose a regulated monopolist supplies n products. Let p; denote the price of

7 Bargaining between parties with private information is complicated by the fact that the parties may attempt
to signal their private information through the contracts they offer. Inderst (2002) proposes the following
alternative to the standard approach in the literature. The regulator first makes an offer to the (better informed)
monopolist. If the firm rejects this offer, the firm can, with some exogenous probability, respond with a final
take-it-or-leave-it offer to the regulator.
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product i, and let p = (py, ..., pn) denote the corresponding vector of prices. Further,
let v(p) denote aggregate consumer surplus and 7 (p) denote the monopolist’s profit
with price vector p. The important difference between the analysis here and in the re-
mainder of Section 2 is that the regulator knows the functions v(-) and 7 (-) perfectly
here.

2.2.1. Setting where transfers are feasible

Consider first the setting where the regulator is able to make transfer payments to the
regulated firm and receive transfers from the firm. Suppose the social cost of public
funds is A. To limit the deadweight loss from taxation in this setting, the regulator
will extract all the firm’s rent and pass it onto taxpayers in the form of a reduced tax
burden. (The regulator’s relative preference for profit and consumer surplus, i.e., the
parameter «, plays no role in this calculation.) Since a $1 reduction in the tax burden
makes taxpayers better off by $(1 + A), total welfare with the price vector p is

v(p) + (I + Az (p). ey

A regulator should choose prices to maximize expression (1) in the present setting. In
the special case where A = 0 (as presumed in the remainder of Section 2), prices will be
chosen to maximize total surplus v + 7. Optimal prices in this setting are marginal-cost
prices. This ideal outcome for the regulator will be called the full-information outcome
in the ensuing analysis. When A > 0, prices optimally exceed marginal costs (at least
on average). For instance, in the single-product case, the price p that maximizes expres-
sion (1) satisfies the Lerner formula

p—c_|: A ] 1 )
p Ll+Alnp)

where c is the firm’s marginal cost and n = —pq’(p)/q(p) is the elasticity of demand
for the firm’s product (and where a prime denotes a derivative).

2.2.2. Setting where transfers are infeasible

Now consider the setting in which the regulator cannot use public funds to finance
transfer payments to the firm and cannot directly tax the firm’s profit. Because the reg-
ulator cannot compensate the firm directly in this setting, the firm must secure revenues
from the sale of its products that are at least as great as the production costs it in-
curs. When the firm operates with increasing returns to scale, marginal-cost prices will
generate revenue below cost. Consequently, the requirement that the firm earn non-
negative profit will impose a binding constraint on the regulator, and the regulator will
choose prices to maximize total surplus (v(p) + 7 (p)) while ensuring zero profit for the
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firm (7w (p) = 0). This is the Ramsey—Boiteux problem.8 (Again, the regulator’s rela-
tive preference for profit and consumer surplus plays no meaningful role here.) In the
single-product case, the optimal policy is to set a price equal to the firm’s average cost
of production. If we let A denote the Lagrange multiplier associated with the break-even
constraint (7w (p) = 0), then under mild regularity conditions, Ramsey—Boiteux prices
maximize v(p) + (1 4+ A)z (p), which has the same form as expression (1). Thus, opti-
mal prices in the two problems — when transfers are possible and there is a social cost
of public funds, and when transfers are not possible — take the same form. The only
difference is that the “multiplier” A is exogenous to the former problem, whereas A is
endogenous in the latter problem and chosen so that the firm earns exactly zero profit.’

2.3. Regulation under adverse selection

In this section we analyze simple versions of the central models of optimal regulation
with private, but exogenous, information.'® The models are first discussed under the
headings of private information about cost and private information about demand. The
ensuing discussion summarizes the basic insights in a unified framework.

2.3.1. Asymmetric cost information

We begin the discussion of optimal regulatory policy under asymmetric information by
considering an especially simple setting. In this setting, the regulated monopoly sells
one product and customer demand for the product is known precisely to all parties. In
particular, the demand curve for the regulated product, Q(p), is common knowledge,
where p > 01is the unit price for the regulated product. The only information asymmetry
concerns the firm’s production costs, which take the form of a constant marginal cost
c together with a fixed cost F. Three variants of this model are discussed in turn. In
the first variant, the firm has private information about its marginal cost alone, and
this cost is exogenous and is not observed by the regulator. In the second variant, the
firm is privately informed about both its fixed and its marginal costs of production.
The regulator knows the relationship between the firm’s exogenous marginal and fixed
costs, but cannot observe either realization. In the third variant, the firm can control its
marginal cost and the regulator can observe realized marginal cost, but the regulator is

8 Ramsey (1927) examines how to maximize consumer surplus while employing proportional taxes to raise
a specified amount of tax revenue. Boiteux (1956) analyzes how to maximize consumer surplus while marking
prices up above marginal cost to cover a firm’s fixed cost.

9 In the special case where consumer demands are independent (so there are no cross price effects), Ram-
sey prices follow the “inverse elasticity” rule, where each product’s Lerner index (p; — ¢;)/p; is inversely
proportional to that product’s elasticity of demand. More generally, Ramsey prices have the property that an
amplification of the implicit tax rates (p; — ¢;) leads to an equi-proportionate reduction in the demand for all
products [see Mirrlees (1976), Section 2].

10 For more extensive and general accounts of the theory of incentives, see Laffont and Martimort (2002) and
Bolton and Dewatripont (2005), for example.
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not fully informed about the fixed cost the firm must incur to realize any specified level
of marginal cost.

In all three variants of this model, the regulator sets the unit price p for the regulated
product. The regulator also specifies a transfer payment, 7', from consumers to the reg-
ulated firm. The firm is obligated to serve all customer demand at the established price.
The firm’s rent, R, is its profit, 7 = Q(p)(p — c¢) — F, plus the transfer T it receives.
Unknown marginal cost'!  For simplicity, suppose the firm produces with constant
marginal cost that can take one of two values, ¢ € {c,cg}. Let A = cyg —cp > 0
denote the cost differential between the high and low marginal cost. The firm knows
from the outset of its interaction with the regulator whether its marginal cost is low,
cr, or high, cy. The regulator does not share this information, and never observes cost
directly. He views marginal cost as a random variable that takes on the low value with
probability ¢ € (0, 1) and the high value with probability 1 — ¢. In this initial model, it
is common knowledge that the firm must incur fixed cost F' > 0 in order to operate.

In this setting, the full-information outcome is not feasible. To see why, suppose the
regulator announces that he will implement unit price p; and transfer payment 7; when
the firm claims to have marginal cost ¢;, fori = L, H 12 When the firm with cost ¢
chooses the (p;, T;) option, its rent will be

Ri = Q(pi)(pi —c¢i) — F+1T,. 3)

In contrast, if this firm chooses the alternative (p;, T;) option, its rent is

OQpj)pj—c)—F+T;=R;+ Q(pj)(c; —ci).

It follows that if the low-cost firm is to be induced to choose the (pr, 71 ) option, it must
be the case that

Rp > Ry + A°Q(pH). “4)

Therefore, the full-information outcome is not feasible, since inequality (4) cannot hold
when both Ry = 0 and R; = 0.3

To induce the firm to employ its privileged cost information to implement outcomes
that approximate (but do not replicate) the full-information outcome, the regulator pur-
sues the policy described in Proposition 1.4

1 This discussion is based on Baron and Myerson (1982). The qualitative conclusions derived in our sim-
plified setting hold more generally. For instance, Baron and Myerson derive corresponding conclusions in a
setting with non-linear costs where the firm’s private information is the realization of a continuous random
variable.

12 The revelation principle ensures that the regulator can do no better than to pursue such a policy. See, for
example, Myerson (1979) or Harris and Townsend (1981).

13 This conclusion assumes it is optimal to produce in the high-cost state. This assumption will be maintained
throughout the ensuing discussion, unless otherwise noted.

14 A sketch of the proofs of Propositions 1 through 4 is provided in Section 2.3.3.
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PROPOSITION 1. When the firm is privately informed about its marginal cost of pro-
duction, the optimal regulatory policy has the following features:

pL=cLi  pu =cﬂ+%<1—amf; )
Ry = A°Q(pn); Ry =0. (6)

As expression (6) reveals, the regulator optimally provides the low-cost firm with the
minimum possible rent required to ensure it does not exaggerate its cost. This is the rent
the low-cost firm could secure by selecting the (pg, Ty) option. To reduce this rent,
pH 1s raised above cy. The increase in py reduces the output of the high-cost firm,
and thus the number of units of output on which the low-cost firm can exercise its cost
advantage by selecting the (py, Ty) option. (This effect is evident in inequality (4)
above.) Although the increase in py above cy reduces the rent of the low-cost firm
— which serves to increase welfare when ¢y, is realized — it reduces the total surplus
available when the firm’s cost is cy. Therefore, the regulator optimally balances the
expected benefits and costs of raising py above cy. As expression (5) indicates, the
regulator will set pg further above cy the more likely is the firm to have low cost (i.e.,
the greater is ¢/(1 — ¢)) and the more pronounced is the regulator’s preference for
limiting the rent of the low-cost firm (i.e., the smaller is o).

Expression (5) states that the regulator implements marginal-cost pricing for the low-
cost firm. Any deviation of price from marginal cost would reduce total surplus without
any offsetting benefit. Such a deviation would not reduce the firm’s expected rent, since
the high-cost firm has no incentive to choose the (pr, Ty) option. As expression (6)
indicates, the firm is effectively paid only c¢; per unit for producing the extra output
QO(pL) — Q(pH), and this rate of compensation is unprofitable for the high-cost firm.

Notice that if the regulator valued consumer surplus and rent equally (so ¢ = 1),
he would not want to sacrifice any surplus when cost is ¢y in order to reduce the low-
cost firm’s rent. As expression (5) shows, the regulator would implement marginal-cost
pricing for both cost realizations. Doing so would require that the low-cost firm receive
a rent of at least A°Q(cy). But the regulator is not averse to this relatively large rent
when he values rent as highly as consumer surplus.

This last conclusion holds more generally as long as the regulator knows how con-
sumers value the firm’s output.! To see why, write v(p) for consumer surplus when the
price is p, and write 7 (p) for the firm’s profit function (a function that may be known
only by the firm). Suppose the regulator promises the firm a transfer of T = v(p) when
it sets the price p. Under this reward structure, the firm chooses its price to maximize
v(p) + 7 (p), which is just social welfare when o = 1. The result is marginal-cost pric-
ing. In effect, this policy makes the firm the residual claimant for social surplus, and

15 See Loeb and Magat (1979). Guesnerie and Laffont (1984) also examine the case where the regulator is
not averse to the transfers he delivers to the firm.
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thereby induces the better-informed party to employ its superior information in the so-
cial interest. Such a policy awards the entire social surplus to the firm. However, this
asymmetric distribution is acceptable in the special case where the regulator cares only
about total surplus.'® (Section 3.2.2 explains how, in a dynamic context, surplus can
sometimes be returned to consumers over time.)

Countervailing incentives'’ In the foregoing setting, the firm’s incentive is to exag-

gerate its cost in order to convince the regulator that more generous compensation is
required to induce the firm to serve customers. This incentive to exaggerate private in-
formation may, in some circumstances, be tempered by a countervailing incentive to
understate private information. To illustrate this effect, consider the following model.

Suppose everything is as specified above in the setting where realized costs are un-
observable, with one exception. Suppose the level of fixed cost, F', is known only to the
firm. It is common knowledge, though, that the firm’s fixed cost is inversely related to
its marginal cost, ¢.!® In particular, it is common knowledge that when marginal cost
is cr, fixed cost is F, and that when marginal cost is cy, fixed cost is Fyg < F. Let
AF = F; — Fy > 0 denote the amount by which the firm’s fixed cost increases as its
marginal cost declines from cg to cr. As before, let A = cg — ¢ > 0.

One might suspect that the regulator would suffer further when the firm is privately
informed about both its fixed cost and its marginal cost of production rather than being
privately informed only about the latter. This is not necessarily the case, though, as
Proposition 2 reveals.

PROPOSITION 2. When the firm is privately informed about both its fixed and its mar-
ginal cost:
() If AT e [A°Q(cy), A°Q(cp)] then the full-information outcome is feasible
(and optimal);
(>i1) IfAF < A°Q(cpy) then pg > cy and pp = cr;
(iii) IfAF > A°Q(cp) then pp, < cp and py = cy.

Part (i) of Proposition 2 considers a setting where the variation in fixed cost is of inter-
mediate magnitude relative to the variation in variable cost when marginal-cost pricing
is implemented. The usual incentive of the firm to exaggerate its marginal cost does

16 This conclusion — derived here in an adverse selection setting — parallels the standard result that the full-
information outcome can be achieved in a moral hazard setting when a risk-neutral agent is made the residual
claimant for the social surplus. Risk neutrality in the moral hazard setting plays a role similar to the assumption
here that distributional concerns are not present (¢ = 1). The moral hazard problem is analyzed in Section 2.6
below.

17 The following discussion is based on Lewis and Sappington (1989a). See Maggi and Rodriguez-Clare
(1995) and Jullien (2000) for further analyses.

18 If fixed costs increased as marginal costs increased, the firm would have additional incentive to exaggerate
its marginal cost when it is privately informed about both fixed and marginal costs. Baron and Myerson (1982)
show that the qualitative conclusions reported in Proposition 1 persist in this setting.
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not arise at the full-information outcome in this setting. An exaggeration of marginal
cost here amounts to an overstatement of variable cost by A°Q(cy). But it also con-
stitutes an implicit understatement of fixed cost by AF . Since AF exceeds AQ(chH),
the firm would understate its true total operating cost if it exaggerated its marginal cost
of production, and so will refrain from doing so. The firm also will have no incentive
to understate its marginal cost at the full-information solution. Such an understatement
amounts to a claim that variable costs are A°Q(cy) lower than they truly are. This un-
derstatement outweighs the associated exaggeration of fixed cost (A), and so will not
be advantageous for the firm.

When the potential variation in fixed cost is either more pronounced or less pro-
nounced than in part (i) of Proposition 2, the full-information outcome is no longer
feasible. If the variation is less pronounced, then part (ii) of the proposition demon-
strates that the qualitative distortions identified in Proposition 1 arise.!® The prospect
of understating fixed cost is no longer sufficient to eliminate the firm’s incentive to ex-
aggerate its marginal cost. Therefore, the regulator sets price above marginal cost when
the firm claims to have high marginal cost in order to reduce the number of units of
output (Q(pp)) on which the firm can exercise its cost advantage.

In contrast, when the variation in fixed cost A¥ exceeds A€ Q(cy), the binding incen-
tive problem for the regulator is to prevent the firm from exaggerating its fixed cost via
understating its marginal cost. To mitigate the firm’s incentive to understate c, part (iii)
of Proposition 2 shows that the regulator sets p; below ¢y . Doing so increases beyond
its full-information level the output the firm must produce in return for incremental
compensation that is less than cost when the firm’s marginal cost is high. Since the firm
is not tempted to exaggerate its marginal cost (and thereby understate its fixed cost) in
this setting, no pricing distortions arise when the high marginal cost is reported.

One implication of Proposition 2 is that the regulator may gain by creating counter-
vailing incentives for the regulated firm. For instance, the regulator may mandate the
adoption of technologies in which fixed costs vary inversely with variable costs. Al-
ternatively, he may authorize expanded participation in unregulated markets the more
lucrative the firm reports such participation to be (and thus the lower the firm admits its
operating cost in the regulated market to be).?°
Unknown scope for cost reduction®®  Now consider a setting where the regulator can
observe the firm’s marginal cost, but the firm’s realized cost is affected by its (unob-
served) cost-reducing effort, and the regulator is uncertain about the amount of effort
required to achieve any given level of marginal cost.

908 AF < ACQ(pp), where py = e+ % (1—a) A€ is the optimal price for the high-cost firm identified
in expression (5), then the price for the high-cost firm will be pyy = p . Thus, for sufficiently small variation
in fixed costs, the optimal pricing distortion is precisely the one identified by Baron and Myerson. The optimal
distortion declines as A increases in the range (A°Q(py), A°Q(cH)).

20 See Lewis and Sappington (1989a, 1989b, 1989c) for formal analyses of these possibilities.

21 This is a simplified version of the model proposed in Laffont and Tirole (1986) and Laffont and Tirole
(1993b, chs. 1 and 2). Also see Sappington (1982).
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Suppose there are two types of firm. One (type L) can achieve low marginal cost via
expending relatively low fixed cost. The other (type H) must incur greater fixed cost to
achieve a given level of marginal cost. Formally, let F; (¢) denote the fixed cost the type
i = L, H firm must incur to achieve marginal cost c. Each function F;(-) is decreasing
and convex, where Fy(c) > Fr(c) and where [ Fg (c) — Fr(c)] is a decreasing function
of c. The regulator cannot observe the firm’s type, and views it as a random variable that
takes on the value L with probability ¢ € (0, 1) and H with probability 1 —¢. As noted,
the regulator can observe the firm’s realized marginal cost ¢ in the present setting, but
cannot observe the associated realization of the fixed cost F;(c).

Because realized marginal cost is observable, the regulator has three policy instru-
ments at his disposal. He can specify a unit price (p) for the firm’s product, a transfer
payment (7') from consumers to the firm, and a realized level of marginal cost (c).
Therefore, for each i = L, H the regulator announces that he will authorize price p;
and transfer payment 7; when the firm claims to be of type i, provided marginal cost ¢;
is observed. The equilibrium rent of the type i firm, R;, is then

Ri = Q(pi)(pi —ci) — Fi(c;) + T;. @)

As in inequality (4) above, the constraint that the low-cost firm does not claim to have
high cost is

Ri 2 Ry + Fu(cy) — Fr(cH). (8)

Net consumer surplus in state i is v(p;) — T;. Using equality (7), this net consumer
surplus can be written as

v(pi) + Q(pi)(pi — ci) — Fi(ci) — R;. (€))

Notice that the regulator’s choice of prices {pr, pn} does not affect the incentive con-
straint (8), given the choice of rents {R;, Ry}. Therefore, price will be set equal to
realized marginal cost (i.e., p; = ¢;) in order to maximize total surplus in (9). This
conclusion reflects Laffont and Tirole’s “incentive-pricing dichotomy: prices (often)
should be employed solely to attain allocative efficiency, while rents should be em-
ployed to motivate the firm to produce at low cost.?? This dichotomy represents a key
difference between Baron and Myerson’s (1982) model in which costs are exogenous
and unobservable and Laffont and Tirole’s (1986) model in which costs are endogenous
and observable. In the former model, price levels are distorted in order to reduce the
firm’s rent. In the latter model, price levels are not distorted given the induced costs, but
cost distortions are implemented to limit the firm’s rent.

If the regulator knew the firm’s type, he would also require the efficient marginal
cost, which is the cost that maximizes total surplus {v(c) — F;(c)}. However, the
full-information outcome is not feasible when the regulator does not share the firm’s

22 For further analysis of the incentive-pricing dichotomy, including a discussion of conditions under which
the dichotomy does not hold, see Laffont and Tirole (1993b, Sections 2.3 and 3.6).



1572 M. Armstrong and D.E.M. Sappington

knowledge of its technology. To limit the type-L firm’s rent, the regulator inflates the
type-H firm’s marginal cost above the full-information level, as reported in Proposi-
tion 3.

PROPOSITION 3. When the firm’s marginal cost is observable but endogenous, the op-
timal regulatory policy has the following features:

PL =CL; PH = CH, (10)
Q(cr) + Fy(cr) = 0; (1D
O(cn) + Fy(cn) = —ﬁ(l —a)(Fy(cy) — Fi(cn)) > 0, (12)
Ry = Fy(cy) — Fr(cy) > 0; Ry =0. (13)

Expression (11) indicates that the type-L firm will be induced to operate with the
cost-minimizing technology. In contrast, expression (12) reveals that the type-H firm
will produce with inefficiently high marginal cost. This high marginal cost limits the rent
that accrues to the type-L firm, which, from inequality (8), decreases as cy increases. As
expression (12) reveals, the optimal distortion in cy is more pronounced the more likely
is the firm to have low cost (i.e., the larger is ¢ /(1 — ¢)) and the more the regulator cares
about minimizing rents (i.e., the smaller is «). The marginal cost implemented by the
low-cost firm is not distorted because the high-cost firm is not tempted to misrepresent
its type.23-24

2.3.2. Asymmetric demand information

The analysis to this point has assumed that the demand function facing the firm is com-
mon knowledge. In practice, regulated firms often have privileged information about
consumer demand. To assess the impact of asymmetric knowledge of this kind, con-
sider the following simple model.>

The firm’s cost function, C(-), is common knowledge, but consumer demand can
take one of two forms: the demand function is Qp (-) with probability ¢ and Qg (-)

23 The regulator may implement other distortions when he has additional policy instruments at his disposal.
For example, the regulator may require the firm to employ more than the cost-minimizing level of capital when
additional capital reduces the sensitivity of realized costs to the firm’s unobserved innate cost. By reducing
this sensitivity, the regulator is able to limit the rents that the firm commands from its privileged knowledge
of its innate costs. See Sappington (1983) and Besanko (1985), for example.

24 Extending the analysis of Guesnerie and Laffont (1984), Laffont and Rochet (1998) examine how risk
aversion on the part of the regulated firm affects the optimal regulatory policy in a setting where the firm’s
realized marginal cost is observable and endogenous. The authors show that risk aversion introduces more
pronounced cost distortions, reduces the rent of the firm, and may render realized marginal cost insensitive to
the firm’s innate capabilities over some ranges of capability.

25 The following discussion is based on Lewis and Sappington (1988a).
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with probability 1 — ¢, where Qg (p) > Qr(p) for all prices p. The firm knows the
demand function it faces from the outset of its relationship with the regulator. The reg-
ulator never observes the prevailing demand function. Furthermore, the regulator never
observes realized cost or realized demand.?® The firm is required to serve all customer
demand and will operate as long as it receives non-negative profit from doing so.

As in the setting with countervailing incentives, the regulator’s limited information
need not be constraining here. To see why in the simplest case, suppose the firm’s cost
function is affine, i.e., C(q) = cq + F, where ¢ is the number of units of output pro-
duced by the firm. In this case, the regulator can instruct the firm to sell its product at
price equal to marginal cost in return for a transfer payment equal to F. Doing so ensures
marginal-cost pricing and zero rent for the firm for both demand realizations, which
is the full-information outcome. When marginal cost is constant, the full-information
pricing policy (i.e., p = c) is common knowledge because it depends only on the firm’s
(known) marginal cost of production.?’

More surprisingly, Proposition 4 states that the regulator can also ensure the full-
information outcome if marginal cost increases with output.

PROPOSITION 4. In the setting where the firm is privately informed about demand:
(1) If C"(q) > O, the full-information outcome is feasible (and optimal),
(i) If C"(q) < 0, the regulator often®® sets a single price and transfer payment for
all demand realizations.

When marginal cost increases with output, the full-information price for the firm’s
product p increases with demand, and the transfer payment to the firm 7' declines with
demand. The higher price reflects the higher marginal cost of production that accom-
panies increased output. The reduction in T just offsets the higher variable profit the
firm secures from the higher p. Since the reduction in 7 exactly offsets the increase in
variable profit when demand is high, it more than offsets any increase in variable profit
from a higher p when demand is low. Therefore, the firm has no incentive to exagger-
ate demand. When demand is truly low, the reduction in 7 that results when demand
is exaggerated more than offsets the extra profit from the higher p that is authorized.
Similarly, the firm has no incentive to understate demand when the regulator offers the
firm two choices that constitute the full-information outcome. The understatement of
demand calls forth a price reduction that reduces the firm’s profit by more than the

26 1f he could observe realized costs or demand, the regulator would be able to infer the firm’s private infor-
mation since he knows the functional forms of C(-) and Q; (-).

27 This discussion assumes that production is known to be desirable for all states of demand.

28 The precise meaning of “often” is made clear in Section 2.3.3. To illustrate, pooling is optimal when the
two demand functions differ by an additive constant and C(-) satisfies standard regularity conditions.
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corresponding increase in the transfer payment it receives.?” In sum, part (i) of Propo-
sition 4 states that the full-information outcome is feasible in this setting.>°

Part (ii) of Proposition 4 shows that the same is not true when marginal cost declines
with output. In this case, the optimal price p declines as demand increases in the full-
information outcome.’! In contrast, in many reasonable cases, the induced price p
cannot decline as demand increases when the firm alone knows the realization of de-
mand. A substantial increase in the transfer payment 7 would be required to compensate
the firm for the decline in variable profit that results from a lower p when demand is
high. This increase in 7’ more than compensates the firm for the corresponding reduction
in variable profit when demand is low. Consequently, the firm cannot be induced to set
a price that declines as demand increases. When feasible prices increase with demand
while full-information prices decline with demand, the regulator is unable to induce
the firm to employ its private knowledge of demand to benefit consumers. Instead, he
chooses a single unit price and transfer payment to maximize expected welfare. Thus,
when the firm’s cost function is concave, it is too costly from a social point of view to
make use of the firm’s private information about demand.??

Notice that in the present setting where there is no deadweight loss involved in rais-
ing tax revenue, the relevant full-information benchmark is marginal-cost pricing. As
noted in Section 2.1, when a transfer payment to the firm imposes a deadweight loss on
society, Ramsey prices become the relevant full-information benchmark. Since the im-
plementation of Ramsey prices requires knowledge of consumer demand, the regulator
will generally be unable to implement the full-information outcome when he is igno-
rant about consumer demand, even when the firm’s cost function is known to be convex.
Consequently, the qualitative conclusion drawn in Proposition 4 does not extend to the

29 Lewis and Sappington (1988a) show that the firm has no strict incentive to understate demand in this
setting even if it can ration customers with impunity. The authors also show that the arguments presented here
are valid regardless of the number of possible states of demand. Riordan (1984) provides a corresponding
analysis for the case where the firm’s marginal cost is constant up to an endogenous capacity level. Lewis and
Sappington (1992) show that part (i) of Proposition 4 continues to hold when the regulated firm chooses the
level of observable and contractible quality it supplies.

30 Biglaiser and Ma (1995) analyze a setting in which a regulated firm produces with constant marginal cost
and is privately informed about both the demand for its product and the demand for the (differentiated) product
of its unregulated rival. The authors show that when the regulator’s restricted set of instruments must serve
both to limit the rents of the regulated firm and to limit the welfare losses that result from the rival’s market
power, the optimal regulatory policy under asymmetric information differs from the corresponding policy
under complete information. Therefore, part (i) of Proposition 4 does not always hold when the regulated firm
faces an unregulated rival with market power.

31 This will be the case when the marginal cost curve is less steeply sloped than the inverse demand curve,
and so the regulator’s problem is concave and there exists a unique welfare-maximizing price that equals
marginal cost in each state.

32 A similar finding emerges in Section 2.5, where the regulator’s intertemporal commitment powers are
limited. In that setting, it can be too costly to induce the low-cost firm to reveal its superior capabilities,
because the firm fears the regulator will expropriate all future rent. Consequently, the regulator may optimally
implement some pooling in order to remain ignorant about the firm’s true capabilities.
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setting where transfer payments to the firm are socially costly. In contrast, the qualita-
tive conclusions drawn in Propositions 1, 2 and 3 persist in the alternative setting when
transfer payments are socially costly, provided the full-information prices are Ramsey
prices rather than marginal-cost prices.

2.3.3. A unified analysis

The foregoing analyses reveal that the qualitative properties of optimal regulatory poli-
cies can vary substantially according to the nature of the firm’s private information and
its technology. Optimal regulated prices can be set above, below, or at the level of mar-
ginal cost, and the full-information outcome may or may not be feasible, depending on
whether the firm is privately informed about the demand function it faces, its variable
production costs, or both its variable and its fixed costs of production. The purpose of
this subsection is to explain how these seemingly disparate findings all emerge from
a single, unified framework.> This section also provides a sketch of the proofs of the
propositions presented above. Consequently, this section is somewhat more technical
than most. The less technically-oriented reader can skip this section without compro-
mising understanding of subsequent discussions.

This unifying framework has the following features. The firm’s private information
takes on one of two possible values, which will be referred to as state L or state H.
The probability of state L is ¢ € (0, 1) and the probability of state H is 1 — ¢. The
firm’s operating profit in state i when it charges unit price p for its product is 7; (p).
The firm’s equilibrium rent in state i is R; = m;(p;) + T;, where p; is the price for the
firm’s product and 7; is the transfer payment from the regulator to the firm in state i.

The difference in the firm’s operating profit at price p in state H versus state L will
be denoted A™ (p). For most of the following analysis, this difference is assumed to
increase with p. Formally,

A"(p) =mp(p) —7(p) and %A”(P) > 0. (14)

The “increasing difference” property in expression (14) reflects the standard single

crossing property.3* Its role, as will be shown below, is to guarantee that the equilib-
rium price in state H is higher than in state L.

The regulator seeks to maximize the expected value of a weighted average of con-

sumer surplus and rent. The social cost of public funds is assumed to be zero. Con-

sumer surplus in state i given price p is the surplus (denoted v;(p)) from consuming

33 This material is taken from Armstrong and Sappington (2004). Guesnerie and Laffont (1984) and Caillaud
et al. (1988) provide earlier unifying analyses of adverse selection models in the case where private informa-
tion is a continuously distributed variable. Although the qualitative features of the solutions to continuous and
discrete adverse selection problems are often similar, the analytic techniques employed to solve the two kinds
of problems differ significantly.

34 The single crossing property holds when the firm’s marginal rate of substitution of price for transfer pay-
ment varies monotonically with the underlying state. See Cooper (1984) for details.
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the product at price p, minus the transfer, 7;, to the firm. Written in terms of rent
R; = m;(p;i) + T;, this weighted average of consumer surplus and rent in state 7 is

Si+aR; =vi(p) — Ti + a(mi(p) + T;) = wi(pi) — (1 — a)R;. (15)

Here, w; (p) = v; (p)+m; (p) denotes total unweighted surplus in state i when price p is
charged, and o € [0, 1] is the relative weight placed on rent in social welfare. Therefore,
expected welfare is

W =¢{wr(pr) — (1 — )R} + (1 = ) {wr(pm) — (1 — )Ry ). (16)

The type i firm will agree to produce according to the specified contract only if it
receives a non-negative rent. Consequently, the regulator faces the two participation
constraints

R; >0 fori=1L,H. )

If the regulator knew that state i was the prevailing state, he would implement the
price p;" that maximizes w;(-) while ensuring R; = 0. This is the full-information
benchmark, and involves marginal-cost pricing. If the regulator does not know the pre-
vailing state, he must ensure that contracts are such that each type of firm finds it in its
interest to choose the correct contract. Therefore, as in expressions (4) and (8) above,
the regulator must ensure that the following incentive compatibility constraints are sat-
isfied:

R > Ry — A" (pnw), (18)
Ry > R+ A" (pp). (19)

Adding inequalities (18) and (19) implies

A" (pn) = A" (pL). (20)

The increasing difference assumption in expression (14) and inequality (20) together
imply the equilibrium price must be weakly higher in state H than in state L in any
incentive-compatible regulatory policy, i.e.,

PH 2 PL- (21
The following conclusion aids in understanding the solution to the regulator’s prob-

lem.

LEMMA 1. Ifthe incentive compatibility constraint for the type i firm does not bind at

the optimum, then the price for the other type of firm is not distorted, i.e., p; = p7.35

35 The surplus functions w; (p;) are assumed to be single-peaked.



Ch. 27:  Recent Developments in the Theory of Regulation 1577

To understand this result, suppose the incentive compatibility constraint for the
type-H firm, inequality (19), does not bind at the optimum. Then, holding Ry constant
— which implies that neither the participation constraint nor the incentive compatibility
constraint for the type-L firm is affected — the price p; can be changed (in either direc-
tion) without violating (19). If a small change in p; does not increase welfare wy (pr)
in (16), then p; must (locally) maximize wy (-), which proves Lemma 1.

Now consider some special cases of this general framework.

When is the full-information outcome feasible? Recall that in the full-information
outcome, the type-i firm sets price p! and receives zero rent.’® The incentive con-
straints (18) and (19) imply that this full-information outcome is attainable when the
regulator does not observe the state if and only if

(i) >0 47 (p}). @

The pair of inequalities in (22) imply that the full-information outcome will not be
feasible if the firm’s operating profit 7 (p) is systematically higher in one state than the
other (as when the firm is privately informed only about its marginal cost of production,
for example). If the full-information outcome is to be attainable, the profit functions
g (+) and 7y (-) must cross: operating profit must be higher in state A than in state L
at the full-information price p7};, and operating profit must be lower in state H than in
state L at the full-information price pj .

Recall from part (i) of Proposition 4 that the full-information outcome is feasible in
the setting where the firm’s convex cost function C(-) is common knowledge but the
firm is privately informed about the demand function it faces. In this context, demand is
either high, Qg (+), or low, QO (-), and the profit function in state i is 7; (p) = pQ;(p) —
C(Qi(p)). To see why the full-information outcome is feasible in this case, let g =
Qi p;") denote the firm’s output in state i in the full-information outcome. Since C(-) is
convex:

c(2i(p})) = €(a7) + €"(a7)(Qi (P}) — 47)- (23)

To show that inequality (22) is satisfied when prices are equal to marginal costs, notice
that

7i(p7) = p;Qi(p7) — C(Qi(P}))
< pji(p}) —{C(q}) + C'(47)(Qi(P}) — a7)}
= pja; — C(a})
=7 (p;‘) (24)

36 The single-crossing condition %A” > 0 is not needed for the analysis in this section.
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The inequality in expression (24) follows from inequality (23). The second equality in
expression (24) holds because pj.‘ =C' (q}k). Consequently, condition (22) is satisfied,
and the regulator can implement the full-information outcome.

Part (i) of Proposition 2 indicates that the full-information outcome is also feasible in
the setting where the demand function facing the firm is common knowledge, the firm
is privately informed about its constant marginal ¢; and fixed costs F; of production,
and the variation in fixed cost is intermediate in magnitude. To prove this conclusion,
we need to determine when the inequalities in (22) are satisfied. Since 7;(p) = (p —
¢i)Q(p) — F; in this setting, it follows that

AT (p) = AT — A°Q(p). (25)

Therefore, since full-information prices are p;* = c;, expression (25) implies that the in-
equalities (22) will be satisfied if and only if A°Q(cz) > AT > A°Q(cp), as indicated
in Proposition 2.

Price distortions with separation Suppose that profit is higher in state L than in
state H for all prices, so that A" (p) < 0. In this case, only the type-H firm’s par-
ticipation constraint in (17) will be relevant, and this firm will optimally be afforded no
rent.>” In this case, the incentive compatibility constraints (18)—(19) become

—A"(pr) = Ry > —A"(ph).

Again, since rent is costly, it is only the lower bound on Ry that is relevant, i.e., only
the incentive compatibility constraint (18) is relevant.
Therefore, expression (16) reduces to

W =¢{wr(pr) + A —a)A" (pm)} + (1 — P)wu(pn). (26)

Notice that this expression for W incorporates both the type-H firm’s participation con-
straint and the type-L firm’s incentive compatibility constraint.
Maximizing expression (26) with respect to p; and py implies:

pr = p; and py maximizes wg(p) + %(1 —a)A" (p). 27
Since A7 (p) increases with p, expression (27) implies that py > pj,. When full-
information prices are ordered as in inequality (21), it follows that py > p};, > p] =
pL, and therefore the monotonicity condition (21) is satisfied. Therefore, (27) provides
the solution to the regulator’s problem. In particular, the regulator will induce the firm
to set different prices in different states, and the type H firm’s price will be distorted
above the full-information level, pj,. This distortion is greater the more costly are rents
(the lower is «) and the more likely is state L (the higher is ¢).

37 Since rents are costly in expression (16) and the incentive compatibility constraints (18)—(19) depend only
on the difference between the rents, at least one participation constraint must bind at the optimum.
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Figure 27.1. Price distortions with separation.

This analysis is presented in Figure 27.1, which depicts outcomes in terms of pg and
Ry . (The remaining choice variables are Ry, which is set equal to zero at the optimum,
and py,, which is set equal to pj at the optimum.) Here, the incentive compatible region
is the set of points R;, > —A”™(py), and the regulator must limit himself to a contract
that lies within this set. Expression (16) shows that welfare contours in (py, Ry ) space
take the form R; = (ﬁ)(%)wy(p[—[) + k,, where k, is a constant. Each of these
contours is maximized at py = p},;, as shown in Figure 27.1. (Lower contours indi-
cate higher welfare.) Therefore, the optimum is where a welfare contour just meets the
incentive compatible region, which necessarily involves a price py greater than p7,. In-
creasing «, so that distributional concerns are less pronounced, or reducing ¢, so that the
high-cost state is more likely, steepens the welfare contours, and so brings the optimal
choice of price py closer to the full-information price p7,.

These qualitative features characterize the optimal regulatory policy in many settings,
including the Baron—Myerson setting of Proposition 1 where the firm is privately in-
formed about its marginal cost of production. In this setting, ; (p) = Q(p)(p—c;)—F,
and so A" (p) = —A°Q(p). Therefore, expression (27) implies that the optimal price
for the high-cost firm is as given in expression (5) of Proposition 1. Notice that in
the context of the Baron—-Myerson model, welfare in expression (26) can be written
as

W =¢{v(pr) + Q(pr)(pL —cp)} + (1 — D) {v(pn) + Q(pr)(pu — ém)},
(28)
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where

en=cn+ (1 —aac (29)
l—¢

Here, ¢y is simply py in expression (5).38 Expression (28) reveals that expected wel-
fare is the same in the following two situations: (a) the firm has private information
about its marginal cost, where this cost is either ¢y or cy; and (b) the regulator can
observe the firm’s marginal cost, where this cost is either ¢y or ¢g. (Of course, the firm
is better off under situation (a).) Thus, the effect of private information on welfare in
this setting is exactly the effect of inflating the cost of the high-cost firm according to
formula (29) in a setting with no information asymmetry. Under this interpretation, the
prices in expression (5) are simply marginal-cost prices, where the “costs” are increased
above actual costs to account for socially undesirable rents caused by asymmetric infor-
mation.

Similar conclusions emerge in the Laffont—Tirole model with observed but endoge-
nous marginal cost, as in Proposition 3. Here, once it is noted that price is opti-
mally set equal to the realized and observed marginal cost (p; = ¢j), the problem
fits the current framework precisely. Specifically, w; (p;) = —F;(p;), and so A" (p) =
Fr(p)—Fy(p) < 0, which is assumed to increase with p. Also, w; (p) = v(p)— Fi(p).
Therefore, expression (27) yields expression (12) in Proposition 3.

Pooling 1t remains to illustrate why the regulator might sometimes implement the
same contract in both states of the world. As suggested in the discussion after Propo-
sition 4, pooling (i.e., py = pr) may be optimal if p; > pj;, so that prices in the
full-information outcome do not satisfy the necessary condition for incentive compati-
bility, inequality (21).

To illustrate this observation, consider the setting where the firm’s strictly concave
cost function is common knowledge and the firm is privately informed about its demand
function. Because marginal cost declines with output in this setting, the full-information
prices satisfy p; > p7;. Whether the single-crossing condition (14) is satisfied depends
on joint effects of the cost function and the variation in demand. One can show, for
instance, that if Qg (-) = Qr(-) + k1 where k; is a constant, then the single-crossing
condition will be satisfied if the cost function satisfies certain standard regularity condi-
tions.

To see that pooling is optimal in this setting, suppose to the contrary that separation
(pL # pm) is implemented at the optimum. Then it is readily verified that exactly one
of the incentive compatibility constraints (18) or (19) binds, and so, from Lemma 1, the
full-information price p; is implemented in one state.> Suppose state L is the relevant

38 The adjusted cost ¢ is often referred to as the “virtual cost”.
39 1f the single-crossing condition holds, both incentive constraints can only bind when p; = pg. If neither
constraint binds, then p; = p} and py = pj;, which cannot be incentive compatible when p} > p7;.
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state, so that p; = p} and (18) binds:
RL = Ry — A" (pn). (30)

An analysis analogous to that which underlies expressions (23) and (24) reveals that
wy(py) = mr(py) when C(:) is concave, i.e., A" (p]) = 0. Since inequality (21)
requires py > pj and since A”(-) is an increasing function of p, it follows that
AT (pg) > 0. Since at least one participation constraint (17) binds, expression (30)
implies

R; =0; Ry = A" (pn). 3D

Therefore, expected welfare in expression (16) simplifies to

W =gwr(p;) + (1 —e){wr(pr) — (1 =) A" (pu)}. (32)

Since py > pj,, it follows that the {-} term in expression (32) is decreasing in py if
wp (+) is single-peaked in price. Since a small reduction in pg does not violate any par-
ticipation or incentive compatibility constraint and increases the value of the regulator’s
objective function, the candidate prices { p} , py} cannot be optimal. A similar argument
holds if inequality (19) is the binding incentive constraint. Therefore, by contradiction,
pL = pg in the solution to the regulator’s problem.*”

Notice that, in contrast to the pricing distortions discussed above (e.g., in expression
(27)), pooling is not implemented here to reduce the firm’s rent. Even if the regulator
valued rent and consumer surplus equally (so & = 1), pooling would still be optimal in
this setting. Pooling arises here because of the severe constraints imposed by incentive
compatibility.

2.4. Extensions to the basic model

The analysis to this point has been restrictive because: (i) the regulator had no oppor-
tunity to obtain better information about the prevailing state; and (ii) the regulator was
uninformed about only a single “piece” of relevant information. In this section, two al-
ternative information structures are considered. First, the regulator is allowed to obtain
some imperfect information about the realized state, perhaps through an audit. Two dis-
tinct settings are examined in this regard: one where the regulator always acts in the
interests of society, and one where the firm may bribe the regulator to conceal poten-
tially damaging information. The latter setting permits an analysis of how the danger
of regulatory capture affects the optimal design of regulation. Second, the firm is en-
dowed with superior information about more than one aspect of its environment. We
illustrate each of these extensions by means of natural variants of the Baron—-Myerson
model discussed in Section 2.3.1.

40 Laffont and Martimort (2002, Section 2.10.2) provide further discussion of when pooling will arise in
models of this sort.
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2.4.1. Partially informed regulator: the use of audits

First consider the setting where the firm is privately informed about its exogenous con-
stant marginal cost of production (¢ € {cr,cy}). Suppose that an imperfect public
signal s € {s1, sy} of the firm’s cost is available, which is realized after contracts have
been signed. This signal is “hard” information in the sense that (legally enforceable)
contracts can be written based on this information. This signal might be interpreted as
the output of an audit of the firm’s cost, for example. Specifically, let ¢; denote the prob-
ability that low signal s;, is observed when the firm’s marginal costis ¢; fori = L, H.
To capture the fact that the low signal is likely to be associated with low cost, assume
oL > puM

Absent bounds on the rewards or penalties that can be imposed on the risk-neutral
firm, the regulator can ensure marginal-cost pricing without ceding any rent to the firm
in this setting. He can do so by conditioning the transfer payment to the firm on the
firm’s report of its cost and on the subsequent realization of the public signal. Specifi-
cally, let T;; be the regulator’s transfer payment to the firm when the firm claims its cost
is ¢; and when the realized signal turns out to be s;. If the firm claims to have a high
cost, it is permitted to charge the (high) unit price, py = cy. In addition, it receives
a generous transfer payment when the signal (sg) suggests that its cost is truly high,
but is penalized when the signal (s7) suggests otherwise. These transfer payments can
be structured to provide an expected transfer which just covers the firm’s fixed cost F
when its marginal cost is indeed cg, i.e.,

T + (1 — ¢g)Tyy = F. (33)

At the same time, the payments can be structured to provide an expected return to the
low-cost firm that is sufficiently far below F' that they eliminate any rent the low-cost
firm might otherwise anticipate from being able to set the high price (pg = cg), i.e.,

éLTaL + (1 — @) Tun K F. (34)

The transfers Ty and Ty g can always be set to satisfy equality (33) and inequality (34)
except in the case where the signal is entirely uninformative (¢, = ¢g). The low-cost
firm can simply be offered its (deterministic) full-information contract, with price pr,
equal to marginal cost ¢, and transfer Ty = Tr 1 equal to the fixed cost F. This pair
of contracts secures the full-information outcome. Thus, even an imprecise monitor of
the firm’s private cost information can constitute a powerful regulatory instrument when
feasible payments to the firm are not restricted and when the firm is risk neutral.*?

41 Another way to model this audit would be to suppose the regulator observes the true cost with some exoge-
nous probability (and otherwise observes “nothing”). This alternative specification yields the same insights.
A form of this alternative specification is explored in Section 2.4.2, which discusses regulatory capture.

42 This insight will play an important role in the discussion of yardstick competition in Section 4.1.2, where,
instead of an audit, the signal about one firm’s cost is obtained from the report of a second firm with correlated
costs. Crémer and McLean (1985), Riordan and Sappington (1988) and Caillaud, Guesnerie and Rey (1992)
provide corresponding conclusions in more general settings.
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When the maximum penalty that can be imposed on the firm ex post is sufficiently
small in this setting, the low-cost firm will continue to earn rent.*3 To limit these rents,
the regulator will implement the qualitative pricing distortions identified in Proposi-
tion 1.** Similar rents and pricing distortions will also arise if risk aversion on the part
of the firm makes the use of large, stochastic variations in transfer payments to the firm
prohibitively costly.*’

If the regulator has to incur a cost to receive the signal from an audit, the regulator
will have to decide when to purchase the signal.*® If there were no constraints on the
size of feasible punishments, the full-information outcome could be approximated arbi-
trarily closely. The regulator could undertake a costly audit with very small probability
and punish the firm very severely if the signal contradicts the firm’s report. In contrast,
when the magnitude of feasible punishments is limited, the full-information outcome
can no longer be approximated. Instead, the regulator will base his decision about when
to purchase the signal on the firm’s report. If the firm announces it has low cost, then no
audit is commissioned, and price is set at the full-information level. In contrast, if the
firm claims to have high cost, the regulator commissions an audit with a specified prob-
ability.*” The frequency of this audit is determined by balancing the costs of auditing
with the benefits of improved information.

2.4.2. Partially informed regulator: regulatory capture

The discussion in this section relaxes the assumption that the regulator automatically
acts in the interests of society.*® For simplicity, consider the other extreme in which the
regulator aims simply to maximize his personal income. This income may arise from
two sources. First, the firm may attempt to “bribe” the regulator to conceal information
that is damaging to the firm. Second, and in response to this threat of corruption, the
regulator himself may operate under an incentive scheme, which rewards him when he

43 See Baron and Besanko (1984a), Demougin and Garvie (1991), and Gary-Bobo and Spiegel (2006), for
example.

44 See Baron and Besanko (1984b).

45 See Baron and Besanko (1987b).

46 See Baron and Besanko (1984b) and Laffont and Martimort (2002, Section 3.6).

47 The importance of the regulator’s presumed ability to commit to an auditing policy is apparent. See Khalil
(1997) for an analysis of the setting where the regulator cannot commit to an auditing strategy.

48 This discussion is based on Laffont and Tirole (1991b) and Laffont and Tirole (1993b, ch. 11). To our
knowledge, Tirole (1986a) provides the first analysis of these three-tier models with collusion. Demski and
Sappington (1987) also study a three-tier model, but their focus is inducing the regulator to monitor the firm.
(The regulator incurs a private cost if he undertakes an audit, but the firm does not attempt to influence the
regulator’s behavior.) Spiller (1990) provides a moral hazard model in which, by expending unobservable
effort, the regulator can affect the probability of the firm’s price being high or low. In this model, the firm
and the political principal try to influence the regulator’s choice of effort by offering incentives based on the
realized price.
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reveals this damaging information. This incentive scheme is designed by a “political
principal”, who might be viewed as the (benevolent) government, for example.*’

To be specific, suppose the firm’s marginal cost is either ¢y or cy. The probability
of the low-cost (cy,) realization is ¢. Also, suppose that conditional on the firm’s cost
realization being low, the regulator has an exogenous probability ¢ of being informed
that the cost is indeed low. Conditional on a high-cost realization, the regulator has
no chance of being informed.>® The probability that the regulator is informed (which
implies that the firm has low cost) is ¥ = ¢¢. The probability that the regulator is
uninformed is 1 — ir. The probability of the cost being low, conditional on the regulator
being uninformed, therefore, is

¢U=¢(1—€) < 0.
1 —¢¢

The information obtained by the regulator is “hard” in the sense that revelation of
the regulator’s private signal that cost is low proves beyond doubt that the firm has
low cost. Therefore, when the regulator admits to being informed, the (low-cost) firm
is regulated with symmetric information and so the firm receives no rent. However,
if the regulator claims to be uninformed, the principal is unable to confirm this is in
fact the case. The principal is unable to determine whether the firm and regulator have
successfully colluded and the regulator is concealing the damaging information he has
actually obtained.

Suppose the regulator must be paid at least zero by the principal in every state.>! Also
suppose the principal pays the regulator an extra amount s when the regulator admits to
being informed. Assume for now that the principal induces the regulator to reveal his
information whenever he is informed, i.e., that the principal implements a “collusion-
proof” mechanism. In this case, when the regulator announces he is uninformed, the
probability that the firm has low cost is ¢ . This probability becomes the relevant prob-
ability of having a low-cost realization when calculating the optimal regulatory policy
in this case.

49 An alternative formulation would have the regulator commission an auditor to gather information about
the firm. The firm might then try to bribe the auditor to conceal detrimental information from the regulator.
50 Laffont and Tirole (1993b, ch. 11) model the information structure more symmetrically by assuming the
regulator is informed about the true cost with probability ¢ whether the cost is high or low. However, when
the regulator learns the cost is high, the firm has no interest in persuading him to conceal this information.
Since the possibility that the regulator might learn that cost is high plays no significant role in this analysis of
capture (but complicates the notation) we assume the regulator can obtain information only about a low cost
realization.

51 The ex post nature of this participation constraint for the regulator is important. If the regulator were risk
neutral and cared only about expected income, he could be induced to reveal his information to the political
principal at no cost. (This could be done by offering the regulator a high reward when he revealed information
and a high penalty when he claimed to be uninformed, with these two payments set to ensure the regulator zero
expected rent, in a manner similar to that described in Section 2.4.1 above.) In addition, by normalizing the
regulator’s required income to zero, we introduce the implicit assumption that the regulator is indispensable
for regulation, and the political principal cannot do without his services and cannot avoid paying him his
reservation wage.



Ch. 27:  Recent Developments in the Theory of Regulation 1585

Suppose it costs the firm $(1 + 6) to increase the income of the regulator by $1. The
deadweight loss 6 involved in increasing the regulator’s income may reflect legal re-
strictions designed to limit the ability of regulated firms to influence regulators unduly,
for example. These restrictions include prohibitions on direct bribery of government
officials. Despite such prohibitions, a firm may find (costly) ways to convince the regu-
lator of the merits of making decisions that benefit the firm. For instance, the firm may
provide lucrative employment opportunities for selected regulators or agree to charge a
low price for a politically-sensitive service in return for higher prices on other services.
For simplicity, we model these indirect ways of influencing the regulator’s decision as
an extra marginal cost 6 the firm incurs in delivering income to the regulator. For expo-
sitional ease, we will speak of the firm as “bribing” the regulator, even though explicit
bribery may not actually be undertaken.>?

It is clear from Proposition 1 that the low-cost firm will optimally be induced to set
a price equal to its cost. Suppose that when the regulator is uninformed, the contract
offered to the high-cost firm involves the price py. Assuming the rent of the high-cost
firm, Ry, is zero, expression (4) implies the rent of the low-cost firm (again, conditional
on the regulator being uninformed) is A°Q(py).

The low-cost firm will find it too costly to bribe the informed regulator to conceal his
information if

(1+6)s =2 A°Q(pn), (35)

where, recall, s is the payment from the principal to the regulator when the latter reports
he has learned the firm has low cost. Expression (35) ensures the corruptible regulator
is truthful when he announces he is ignorant about the firm’s cost.

Suppose the regulator’s income receives weight ag < 1 in the political principal’s
welfare function, while the rent of the firm has weight «. Then, much like expres-
sion (16), total expected welfare under this “collusion-proof™ regulatory policy is

W =vy[wr(cr) — (1 —ag)s]+ (1 — [ {wrlcr) — (1 — )R}
+ (1= ¢ wu(pn))-

Since payments from the political principal to the regulator are socially costly, inequal-
ity (35) will bind at the optimum. Consequently, total expected welfare is

l—OlRAC
5o Q(pn)

+ (1= P[oY{wrlcr) — 1 —a)AQ(p)} + (1 — ¢VYwu(pr)]. (36)

Before deriving the price py that maximizes expected welfare, consider when the
political principal will design the reward structure to ensure the regulator is not cap-
tured, i.e., when it is optimal to satisfy inequality (35). If the principal does not choose

W= 1ﬂ[wL(CL) -

52 1f explicit bribery were undertaken, 6 might reflect the penalties associated with conviction for bribing an
official, discounted by the probability of conviction.
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s to satisfy (35), then the firm will always bribe the regulator to conceal damaging in-
formation, and so the regulator will never admit to being informed. In this case, the
best the principal can do is follow the Baron—-Myerson regulatory policy described in
Proposition 1, where the policy designer has no additional private information. From
expression (26), expected welfare in this case is

W =¢{wr(cr) — (1 =) A°Q(pm)} + (1 = $)wr (pm). (37

Using the identity ¢ + (1 — ¥)¢V = ¢, a comparison of welfare in (36) and (37)
reveals that the political principal is better off using the corruptible (but sometimes well
informed) regulator — and ensuring he is sufficiently well rewarded so as not to accept
the firm’s bribe — whenever (1 + 6)(1 — «) > 1 — ag. In particular, if the regulator’s
rent receives at least as much weight in social welfare as the firm’s rent, it is optimal to
employ the regulator’s information. Assume for the remainder of this section that this

inequality holds.
Maximizing expression (36) with respect to py yields
pr=cn+ (A Y (-apAT. G8)
1-¢ 1=y +6)1 —e¢Y)
Baron-Myerson price extra distortion to reduce firm’s stake in collusion

From expression (5) in Proposition 1, when the regulator is uninformed and there is no
scope for collusion, the optimal price for the high-cost firm is the first term in expres-
sion (38). The second term in (38) is an extra distortion in the high-cost firm’s price that
limits regulatory capture. The expression reveals that the danger of capture has no effect
on optimal prices only when: (i) payments to the regulator have no social cost (i.e., when
ag = 1), or (ii) it is prohibitively costly for the firm to bribe the regulator (so 6 = 00).

The price for the high-cost firm is distorted further above cost when capture is possi-
ble because, from expression (35), a higher price for the high-cost firm reduces the rent
that the low-cost firm would make if the informed regulator concealed his information.
This reduced rent, in turn, reduces the bribe the firm will pay the regulator to conceal
damaging information, which reduces the (socially costly) payment to the regulator that
is needed to induce him to reveal his information. Most importantly, when there is a
danger of regulatory capture, prices are distorted from their optimal levels when cap-
ture is not possible in a direction that reduces the firm’s “stake in collusion”, i.e., that
reduces the rent the firm obtains when it captures the regulator. Interestingly, the possi-
bility of capture — something that would clearly make the firm better off if the regulator
were not adequately controlled — makes the firm worse off once the political principal
has optimally responded to the threat of capture.

This discussion has considered what one might term the optimal response to the dan-
ger of capture and collusion.>> We return to the general topic in Section 3.4.2, which
focuses more on pragmatic responses to capture.

53 In the same tradition, Laffont and Martimort (1999), building on Kofman and Lawarrée (1993), show how
multiple regulators can act as a safeguard against capture when the “constitution” is designed optimally. In
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2.4.3. Multi-dimensional private information

In practice, the regulated firm typically will have several pieces of private information,
rather than the single piece of private information considered in the previous sections.
For instance, a multiproduct firm may have private information about cost conditions
for each of its products. Alternatively, a single-product firm may have privileged infor-
mation about both its technology and consumer demand.

To analyze this situation formally, consider the following simple multiproduct exten-
sion of the Baron and Myerson (1982) model described in Section 2.3.1.5* Suppose the
firm supplies two products. The demand curve for each product is Q(p) and demands
for the two products are independent. The constant marginal cost of producing either
product is either ¢y, or cH.55 The firm also incurs a known fixed cost, F. Thus, the firm
can be one of four possible types, denoted {LL, LH, HL, HH}, where the type-ij firm
incurs cost ¢; in producing product 1 and cost ¢; in producing product 2. Suppose the
unconditional probability the firm has a low-cost realization for product 1 is ¢. Let ¢; be
the probability the firm has a low-cost realization for product 2, given that its cost is ¢;
for product 1. The cost realizations are positively correlated across products if ¢ > ¢g,
negatively correlated if ¢; < ¢y, and statistically independent if ¢; = ¢g. To keep
the analysis simple, suppose the unconditional probability of a low-cost realization for
product 2 is also ¢. In this case, states LH and HL are equally likely, so

¢l —¢r) = (1 —P)dn. (39)

The regulator offers the firm a menu of options, so that if the firm announces its type
to be ij, it must set the price p,.ll. for product 1, Piz,' for product 2, and in return receive
the transfer 7;;. The equilibrium rent of the type-ij firm under this policy is

Rij = 0(p};) (Pl — ci) + Q(p}) (P — ¢j) — F + Tij.

The participation constraints in the regulator’s problem take the form R;; > 0, of which
only Ryy > 0Ois relevant. (If the firm is one of the other three types, it can claim to have
high cost for both products, and thereby make at least as much rent as Ryy.) There are
twelve incentive compatibility constraints, since each of the four types of firm must have
no incentive to claim to be any of the remaining three types. However, in this symmetric
situation, one can restrict attention to only the constraints that ensure low-cost types do

the later paper, the presence of several regulators, each of whom observes a separate aspect of the firm’s
performance, relaxes relevant “collusion—proofness” constraints. The earlier paper focuses on the possibility
that an honest regulator can observe when another regulator is corrupted, and so can act as a “whistle-blower”.
54 The following is based on Dana (1993) and Armstrong and Rochet (1999).

55 Multi-dimensional private information is one area where the qualitative properties of the optimal regulatory
policy can vary according to whether the firm’s private information is discrete or continuous. One reason for
the difference is that in a continuous framework it is generally optimal to terminate the operation of some
firms in order to extract further rent from other firms. This feature can complicate the analysis (Armstrong,
1999, Section 2). Rochet and Stole (2003) survey the literature on multi-dimensional screening.
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not claim to have high costs.”® The symmetry of this problem ensures that only three
rents are relevant: Ryy, Ryp and R4. R4 is the firm’s rent when its cost is high for one
product and low for the other. (‘A” stands for ‘asymmetric’. We will refer to either the
type-LH or the type-HL firm as the ‘type-A’ firm.) Similarly, there are only four prices
that are relevant: pyy is the price for both products when the firm has low cost for both
products; pgy is the price for both products when the firm has a high cost for both
products; pf is the price for the low-cost product when the firm has asymmetric costs,
while pg is the price for the high-cost product when the firm has asymmetric costs.
Much as in expression (16) for the single-product case, expected welfare in this set-
ting is
W =2¢(1 = ¢p){wr(p}) +wa (pfy) — (1 — ) Ra}
+ ¢pr{2wr(prr) — (1 — @) Rrr}
+ (1 =) — ¢ {2wn (pun) — (1 — @) Ryn}. (40
(Here, w; (p) = v(p)+ Q(p)(p —ci), where v(-) again denotes consumer surplus.) The
incentive compatibility constraint that ensures the type-A firm does not claim to be the
type-HH firm is
Ra 2 Q(pun)(pun — cn) + Q(pun) (paa — L) — F + Thy
= Run + A°Q(pun), (41)

where A€ = cy — cr. Similarly, the incentive compatibility constraint that ensures the
type-LL firm does not claim to be a type-A firm is

Rip > Ra+ A°Q(piy)- (42)
Finally, the incentive compatibility constraint that ensures the type-LL firm does not
claim to be a type-HH firm is

Rir > Run + 2A° Q(pun). (43)

The participation constraint for the type-HH firm will bind, so Rgg = 0. The type-
A firm’s incentive compatibility constraint (41) will also bind, so Ry = A°Q(pun).
Substituting these rents into (42) and (43) implies the rent of the type-LL firm is

Rir = A°Q(pun) + max{A°Q(pf), A°OQ(pun)}.

Substituting these rents into expected welfare (40) implies welfare is

W =201 —¢){wr(p}) + wa(pf) — 1 — ) A Q(pun)}

56 1t s straightforward to verify that the other incentive compatibility constraints are satisfied at the solution
to the regulator’s problem in this symmetric setting. Armstrong and Rochet (1999) show that in the presence
of negative correlation and substantial asymmetry across markets, some of the other incentive compatibility
constraints may bind at the solution to the regulator’s problem, and so cannot be ignored in solving the
problem.
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+¢¢1{2wr(prr) — (1 — )2A°Q(pun) |
+ 1 =)A= du)2wh (pun) (44)

if p& > puu, and

W =261 — ¢p){wr(p) + wu(ph) — (1 — ) A Q(pum))
+ ¢pr{2wr (prr) — (1 — ) A°[ Q(pum)
+0(p)]} + A =) — ¢ 2wr (prm) (45)

if p3y < pun.

The policy that maximizes welfare consists of the prices {prr, prH, pf, pfl} that
maximize the expression in (44)—(45). Some features of the optimal policy are imme-
diate. First, since the prices for low-cost products (pz; and pé) do not affect any rents,
they are not distorted, and are set equal to marginal cost ¢z . This generalizes Propo-
sition 1.°7 Second, the strict inequality pﬁ > pgp cannot be optimal. To see why,
notice that when this inequality holds, expression (44) is the relevant expression for
welfare. In expression (44), price pg does not affect rent. Consequently, pg = cpg is
optimal. But the value of pyy that maximizes expression (44) exceeds cost ¢y . There-
fore, the inequality pg > pmm must bind if (44) is maximized subject to the constraint
p;_‘l > pgh- In sum, attention can be restricted to the case where pg < pHH, and so
(45) is the appropriate expression for welfare.

The remaining question is whether pl"_‘l = pHH O plf_‘l < ppy 1s optimal. If the
constraint that pg < pun 1s ignored, the prices that maximize (45) are:

pf, maximizes 2wy (-) — 1 ¢L¢ (1 —a)A°Q(-), and (46)
— QL
pun  maximizes 2wp () — lzl(l;)d(’i(l;j)")(l — ) ACQ(). (47)

Clearly, the price pgg in (47) exceeds the price pg in (46) whenever

¢ <1—(1—=¢)1 - 9n), (48)

which is equivalent to the condition ¢; < 2¢p.5® This inequality states that the cor-
relation between the cost realizations is not too pronounced. When this condition is
satisfied, expressions (46) and (47) provide the two high-cost prices.

57 Armstrong and Rochet (1999) show that when there is negative correlation and conditions are very asym-
metric across the two markets, it is optimal to introduce distortions even for efficient firms. The distortions
take the form of below-cost prices.

58 This non-trivial manipulation involves using expression (39) to write ¢ = ¢y /(1 + ¢g — ¢r), and
substituting this into inequality (48).
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When there is strong positive correlation, so ¢ > 2¢p, the constraint pg < PHH
binds. Letting pg = p;_‘l = pgp denote this common price, (45) simplifies to

W =2{¢[wr(cr) = (1 =) A°Q(pw)] + (1 = p)wr (pm)},

which is just (twice) the standard single-product Baron—-Myerson formula. (See expres-
sion (26) for instance.) Therefore, with strong positive correlation, the solution is simply
the Baron—Myerson formula (5) for each product. This discussion constitutes the proof
of Proposition 5.%°

PROPOSITION 5. The optimal policy in the symmetric multi-dimensional setting has
the following features:
(i) There are no pricing distortions for low-cost products, i.e., pr;, = pf =cr.
(i) When there is strong positive correlation between costs (so ¢;, = 2¢p), the
regulatory policy for each product is independent of the firm’s report for the
other product. The policy for each product is identical to the policy described in
Proposition 1.
(iii) When cost correlation is weak (so ¢1 < 2¢x), interdependencies are introduced
across products. In particular,
A ¢L c
Py =cH+ 2 _¢L)(1 a)AC, and
1—(0-=¢)1—¢n)

= 1 —a)AC > pi.
PHH = CH + 20— ¢)(1 — ) ( a) PH

Part (i) of Proposition 5 provides the standard conclusion that price is set equal to
cost whenever the low cost is realized. Since the binding constraint is to prevent the firm
from exaggerating, not understating, its costs, no purpose would be served by distort-
ing prices when low costs are reported. Part (ii) provides another finding that parallels
standard conclusions. It states that in the presence of strong positive cost correlation,
the optimal policy is the same for each product and depends only on the realized cost of
producing that product. Furthermore, this optimal policy replicates the policy that is im-
plemented in the case of uni-dimensional cost uncertainty, as described in Proposition 1.
Thus, in the presence of strong correlation, the two-dimensional problem essentially is
transformed into two separate uni-dimensional problems. The reason for this result is the
following. When there is strong positive correlation, the most likely realizations are type
LL and type HH. Consequently, the most important incentive compatibility constraint
is that the type-LL firm should not claim to be type HH. This problem is analogous
to the single-product Baron—Myerson problem, and so the optimal policy in this two-
dimensional setting parallels the optimal policy in the uni-dimensional Baron—Myerson
setting.

59 In the knife-edge case where ¢; = 2¢p, the policies in parts (ii) and (iii) of this proposition generate the
same optimal welfare for the regulator.
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Part (iii) reveals a major difference between the two-dimensional and uni-dimensional
settings. It states that in the presence of weak cost correlation, when the firm has a high
cost for one product, its price is set closer to cost for that product when its cost is low for
the other product than when its cost is high for the other product. The less pronounced
distortion when the asymmetric pair of costs {cy,, cy} is realized is optimal because this
realization is relatively likely with weak cost correlation.?® In contrast, the simultane-
ous realization of high cost for both products is relatively unlikely. So the expected loss
in welfare from setting pyy well above cost cy is small. Furthermore, this distortion
reduces the attraction to the firm of claiming to have high cost for both products in the
relatively likely event that the firm has high cost for one product and low cost for the
other.

A second regulatory setting in which the firm’s superior information is likely to be
multi-dimensional occurs when the firm is privately informed about both its cost struc-
ture and the consumer demand for its product. Private cost and demand information
enter the analysis in fundamentally asymmetric ways. Consequently, this analysis is
more complex than the analysis reviewed above. It can be shown that it is sometimes
optimal to require the regulated firm to set a price below its realized cost when the firm
is privately informed about both its demand and cost functions. Setting a price below
marginal cost can help discourage the firm from exaggerating the scale of consumer
demand.f!

2.5. Dynamic interactions

Now consider how optimal regulatory policy changes when the interaction between the
regulator and the regulated firm is repeated. To do so most simply, suppose their inter-
action is repeated just once in the setting where the firm is privately informed about its
unobservable, exogenous marginal cost of production. We will employ notation simi-
lar to that used in Section 2.3.1. For simplicity, suppose the firm’s cost ¢ € {cL, cH}
is perfectly correlated across the two periods.%? Let ¢ € (0, 1) be the probability the
firm has low marginal cost, ¢y, in the two periods. The regulator and the firm have the
same discount factor § > 0. The demand function in the two periods, Q(p), is common
knowledge. The regulator wishes to maximize the expected discounted weighted sum
of consumer surplus and rent. The firm will only produce in the second period if it re-
ceives non-negative rent from doing so, just as it will only produce in the first period if
it anticipates non-negative expected discounted rent from doing so.

60 Notice from part (iii) that in the extreme case where the type-LL realization never occurs, i.e., when
¢, = 0, the prices of the type-A firm will not be distorted.

61 See Lewis and Sappington (1988b) and Armstrong (1999) for analyses of this problem.

62 See Bolton and Dewatripont (2005, Section 9.1.4) for a similar account of regulatory dynamics in the
context of the Laffont and Tirole (1993b) model. See Baron and Besanko (1984a) and Laffont and Martimort
(2002, Section 8.1.3) for an analysis of the case where the firm’s costs are imperfectly correlated over time
and where the regulator’s commitment powers are unimpeded.
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The ensuing discussion analyzes three variants of dynamic regulation that differ ac-
cording to the commitment abilities of the regulator. The discussion is arranged in order
of decreasing commitment power for the regulator.

2.5.1. Perfect intertemporal commitment

This first case is the most favorable one for the regulator because he can commit to
any dynamic regulatory policy. In this case, the regulator will offer the firm a long-term
(two-period) contract. The regulatory policy consists of a pair of price and transfer pay-
ment options {(pr, 1), (pu, Th)} from which the firm can choose. In principle, these
options could differ in the two time periods. However, it is readily verified that such
variation is not optimal when costs do not vary over time. Consequently, the analysis in
this two-period setting with perfect intertemporal regulatory commitment parallels the
static analysis of Proposition 1, and the optimal dynamic policy simply duplicates the
single-period policy in each period.

PROPOSITION 6. In the two-period setting with regulatory commitment, the optimal
regulatory policy has the following features:
(i) Prices in each of the two periods are®?

¢
pPL =CL, pH=cH+—1_¢(1—a)A”.

(i) Total discounted rents are
R = (14+68)A°Q(Pp), Ry =0.

Once the regulator has observed the choice made by the firm in the first period, he
would like to change the second-period policy to rectify the two undesirable features of
the optimal regulatory policy under asymmetric information. Recall from Proposition 1
that the high-cost firm charges a price that is distorted above its marginal cost and the
low-cost firm obtains a socially costly rent. By the second period, the regulator is fully
informed about the firm’s cost. Therefore, if the firm has revealed it has high cost,
the regulator would like to reduce the firm’s price to the level of its cost. Here, the
temptation is not to eliminate rent (i.e., to “expropriate” the firm), but rather to achieve
more efficient pricing. In this case, therefore, there is scope for mutually beneficial
modifications to the pre-specified policy. Alternatively, if the firm has revealed it has
low cost, the regulator would like to keep the price the same but eliminate the firm’s
rent. In this instance, the danger is that the regulator may expropriate the firm. Such a
change in regulatory policy would not be mutually improving. These two temptations
are the subject of the two commitment problems discussed next.

63 This is a special case of part (ii) of Proposition 5.
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The regulator with full commitment power does not succumb to these temptations.
Instead, the regulator optimally commits not to use against the firm in the second period
any cost information he infers from the firm’s first-period actions. The regulator does
this in order to best limit the rent that accrues to the firm with low cost.

2.5.2. Long-term contracts: the danger of renegotiation

Now consider the case where the regulator has “moderate” commitment powers.
Specifically, the regulator and the firm can write binding long-term contracts, but they
cannot commit not to renegotiate the original contract if both parties agree to do so (i.e.,
if there is scope for Pareto gains ex post). Thus, the regulator cannot credibly promise to
leave in place a policy that he believes to be Pareto inefficient in the light of information
revealed to him. However, the regulator can credibly promise not to use information he
has obtained to eliminate the firm’s rent. In particular, because a policy change requires
the consent of both parties, the regulator cannot reduce the rent of the low-cost firm be-
low the level of rent it would secure if it continued to operate under the policy initially
announced by the regulator.

In essence, this renegotiation setting presumes that the regulator can commit to pro-
vide specified future rent to the firm, but not to how that rent will be delivered (i.e., to
the particular prices and transfers that generate the rent). The firm is indifferent as to
how its rent is generated. However, the composition of rent affects the firm’s incentives
to reveal its cost truthfully.

The optimal policy with full commitment (Proposition 6) is no longer possible with
renegotiation. The fact that the firm chose pg initially implies that it has high cost in the
second period, and, therefore, that mutual gains could be secured by reducing price to
cy in the second period. In the renegotiation setting, then, whenever definitive cost in-
formation is revealed in the first period, the regulator will always charge marginal-cost
prices in the second period. It is apparent that this policy is not ideal for the regula-
tor, since the regulator with full commitment powers could implement this policy, but
chooses not to do so.

Formally, activity in the renegotiation setting proceeds as follows. First, the regulator
announces the policy that will be implemented in the first period and the policy that,
unless altered by mutual consent, will be implemented in the second period. Second, the
firm chooses its preferred first-period option from the options presented by the regulator.
After observing the firm’s first-period activities and updating his beliefs about the firm’s
capabilities accordingly, the regulator can propose a change to the policy he announced
initially.%> If he proposes a change, the firm then decides whether to accept the change.

64 This discussion is based on Laffont and Tirole (1990a) and Laffont and Tirole (1993b, ch. 10). For an
alternative model of moderate commitment power, see Baron and Besanko (1987a).

65 All parties can anticipate fully any modification of the original policy that the regulator will ultimately
propose. Consequently, there is no loss of generality in restricting attention to renegotiation-proof policies,
which are policies to which the regulator will propose no changes once they are implemented. See Laffont
and Tirole (1993b, pp. 443—-447) for further discussion of this issue.
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If the firm agrees to the change, it is implemented. If the firm does not accept the change,
the terms of the original policy remain in effect.

It is useful as a preliminary step to derive the optimal separating contracts in the
renegotiation setting, that is to say, the optimal contracts that fully reveal the firm’s
private information in the first period. Suppose the regulator offers the type-i firm a
long-term contact such that, in period 1 the firm charges the price p; and receives the
transfer 7;, and in the second period the firm is promised a rent equal to Rl.z. In this case,
given discount factor §, the total discounted rent of the type-i firm is

Ri = Q(pi)(pi —ci) — F +T; + 8R?.

By assumption, the firm’s cost level is fully revealed by its choice of first-period con-
tract. Because the regulator will always provide the promised second-period rent in the
most efficient manner, he will set the type i firm’s second-period price equal to ¢; and
implement the transfer payment that delivers rent Riz. Therefore, the incentive compati-
bility constraint for the low-cost firm, when it foresees that the second-period price will
be cp if it claims to have high cost, is

RL > Q(pu)(pu —c1) — F + Ty + 8{ Qcn)(cn — 1) + Ry}
= Ru +[Q(pn) +8Q(cm)]A°. (49)
If the incentive compatibility constraint (49) binds and the participation constraint of
the high-cost firm binds (so Ry = 0), then total discounted welfare is
W = ¢{wr(pr) +dwr(cr) — (1 —a)A[Q(pr) +8Q(cn)]}
+ (1 = p){wu(pn) + dwu(cn)). (50)

Maximizing expression (50) with respect to the remaining choice variables, py and py,
reveals that the first-period prices are precisely those identified in Proposition 1 (and
hence also those in part (i) of Proposition 6). Notice in particular that when separation
is induced, first-period prices are not affected by the regulator’s limited commitment
powers. Limited commitment simply forces the regulator to give the low-cost firm more
rent.

It is useful to decompose the expression for welfare in (50) into the welfare achieved
in the first period and the welfare achieved in the second period. Doing so reveals

W =¢lwr(cr) — (1 =) A°Q(pm)} + (1 = p)w (pn)
welfare from Baron—-Myerson regime
+8[p{wrler) — (1 =) A Qe + (1 = Pwnlen)]. (5D

welfare from Loeb—Magat regime

Since price py in expression (51) is the optimal static price in Proposition 1, welfare
in the first period is precisely that achieved by the Baron—Myerson solution to the static
problem. Because both prices are set equal to cost in the second period when separa-
tion is induced, second-period welfare is the welfare achieved when both firms offer
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marginal-cost prices, and the low-cost firm is offered the high rent (A°Q(cg)) to en-
sure incentive compatibility.%® This second-period policy is not optimal, except in the
extreme setting where o« = 1, in which case intertemporal commitment power brings
no benefit for regulation. The reduced welfare represents the cost that arises (when sep-
aration is optimal) from the regulator’s inability to commit not to renegotiate.

However, the optimal regulatory policy will not always involve complete separation
in the first period.®’ To see why most simply, consider the discounted welfare resulting
from a policy of complete pooling in the first period. Under the optimal pooling contract,
the firm charges the same price p, say, in the first period, regardless of its cost. The high-
cost firm obtains zero rent and the low-cost firm obtains rent A Q(p) in the first period.
Clearly, such a policy yields lower welfare than the level derived in the Baron—Myerson
regime in the first period. However, it has the benefit that at the start of the second period
the regulator has learned nothing about the firm’s realized cost, and so there is no scope
for renegotiation. In particular, in the second period, the optimal policy will be precisely
the Baron—Myerson policy of Proposition 1.

Thus, compared to the optimal separating equilibrium in (51), the pooling regime
results in lower welfare in the first period and higher welfare in the second. Much as in
expression (51), total discounted welfare under this policy is

W =¢{wr(p) — (1 =) A°Q(P)} + (1 = p)wn(p)
welfare from pooling regime
+8[plwrlcr) =1 =) AQ(pm)} + (A = Pwu(pm)] .-

welfare from Baron—Myerson regime

Whenever the discount factor § is sufficiently large (i.e., substantially greater than
unity), the second-period welfare gains resulting from first-period pooling will outweigh
the corresponding first-period losses, and a separating regulatory policy is not optimal.
A pooling policy in the first period can be viewed as a (costly) means by which the
regulator can increase his commitment power.

Thus, some pooling will optimally be implemented whenever the regulator and the
firm value the future sufficiently highly.®® When separation is not optimal, the precise
details of the optimum are intricate. In rough terms, when the discount factor § is small

66 Recall the discussion in Section 2.3.1 of the policy suggested by Loeb and Magat (1979).

67 In fact, when private information is distributed continuously (not discretely, as presumed in this chapter),
a fully-separating first-period set of contracts is never optimal (although it is feasible) — see Laffont and Tirole
(1993b, Section 10.6).

68 Complete pooling is never optimal for the regulator. Reducing the probability that the two types of firm
are pooled to slightly below 1 provides a first-order gain in first-period welfare by expanding the output of the
low-cost firm toward its efficient level. Any corresponding reduction in second-period welfare is of second-
order magnitude because, with complete pooling, the optimal second-period regulatory policy is precisely the
policy that is optimal in the single-period setting when ¢ is the probability that the firm has low costs.
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enough, the separation contracts derived above are optimal. As § increases, a degree of
pooling is optimal and the amount of pooling increases with §.9°

This particular commitment problem is potentially hard to overcome because it arises
simply from the possibility that the regulator and firm mutually agree to alter the terms
of a prevailing contract. In practice, an additional problem is that political pressure from
consumer advocates, for example, might make it difficult for the regulator knowingly to
continue to deliver rent to the regulated firm. This problem is discussed next.

2.5.3. Short-term contracts: the danger of expropriation

Now consider the two-period setting of Section 2.5.2 with one exception: the regulator
cannot credibly commit to deliver specified second-period rents.”® In other words, the
regulator cannot specify the policy he will implement in the second period until the
start of that period. In this case, the low-cost firm will be reluctant to reveal its superior
capabilities, since such revelation will eliminate its second-period rent. In contrast to
the renegotiation model, there are no long-term contracts in this setting that can protect
the firm against such expropriation.

The optimal separating regulatory policy in the no-commitment setting can be de-
rived much as it was derived in the renegotiation setting of Section 2.5.2. Suppose the
regulator offers the two distinct options (pr, Tr) and (pg, Tg) in the first period, and
the type-i firm chooses the (p;, T;) option with probability one. Because the firm’s first-
period choice fully reveals its second-period cost, second-period prices will be set equal
to marginal costs, and the transfer will be set equal to the firm’s fixed cost of production.
Because the firm never receives any rent in the second period in this separating equilib-
rium, the rent of the type-i firm over the two periods is R; = Q(pi)(pi —c¢i) — F + T;.
Therefore, to prevent the low-cost firm from exaggerating its cost in the first period, it
must be the case that

Ry > O(pu)(pu —c1) — F 4+ Ty +8A°Q(ch)
= Ru + [Q(pn) +8Q(ch)]A°. (52)

Thus, the low-cost firm must be promised a relatively large first-period rent, Ry, to
induce it to reveal its superior capabilities. Notice that expression (52) is precisely the

69 See Laffont and Tirole (1993b, ch. 10) for details of the solution. Notice that the revelation principle is
no longer valid in dynamic settings without commitment. That is to say, the regulator may do better if he
considers contracts other than those where the firm always reveals its type. See Bester and Strausz (2001) for
a precise characterization of optimal contracts without commitment. (Laffont and Tirole did not consider all
possible contracts (see p. 390 of their book), but Bester and Strausz show that the contracts Laffont and Tirole
consider include the optimal contracts.) For additional analysis of the design of contracts in the presence of
adverse selection and renegotiation, see Rey and Salanié (1996), for example.

70 This discussion is based on Laffont and Tirole (1988a) and Laffont and Tirole (1993b, ch. 9). Freixas,
Guesnerie and Tirole (1985) explore a related model that considers linear contracts.
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incentive compatibility constraint (49) for the low-cost firm in the setting with renegoti-
ation. Assuming incentive constraint (52) binds and the participation constraint for the
high-cost firm binds, welfare is given by expressions (50) and (51). Natural candidates
for optimal first-period prices are derived by maximizing this expression with respect to
pL and py, which provides the prices identified in Proposition 1.

However, in contrast to the static analysis (and the renegotiation analysis), it is not al-
ways appropriate to ignore the high-cost firm’s incentive compatibility constraint when
the regulator has no intertemporal commitment powers. This constraint may be violated
if the firm can refuse to produce in the second period without penalty. In this case, the
high-cost firm may find it profitable to understate its first-period cost, collect the large
transfer payment intended for the low-cost firm, and then terminate second-period op-
erations rather than sell output in the second period at a price (cz ) below its cost cz.”!

To determine when the incentive compatibility constraint for the high-cost firm binds,
notice that when the constraint is ignored and Ry = 0, the regulator optimally sets
pr =crand Ty = [Q(py) + 8Q(cH)]AC + F. Consequently, the high-cost firm will
not find it profitable to understate its cost under this regulatory policy if

0> Q(cL)(er —cp) = F 4+ T = [Q(pn) +8Q(cn) — Q(cr)]AC. (33)

When py is as specified in Equation (5) in Proposition 1, expression (53) will hold as a
strict inequality when the discount factor § is sufficiently small. Therefore, for small §,
the identified regulatory policy is the optimal one when the regulator cannot credibly
commit to future policy.”? Just as in the renegotiation setting, first-period prices are not
affected by the regulator’s limited commitment powers. Limited commitment simply
forces the regulator to compensate the low-cost firm in advance for the second-period
rent it foregoes by revealing its superior capabilities in the first period.

When the regulator and firm do not discount the future highly, inequality (53) will not
hold, and so the incentive compatibility constraint for the high-cost firm may bind. To
relax this constraint, the regulator optimally increases the incremental first-period output
(Q(pL) — Q(pg)) the firm must deliver when it claims to have low cost. This increase
is accomplished by reducing p; below ¢y, and raising py above the level identified in
expression (5) of Proposition 1. The increased output when low cost is reported reduces
the profit of the high-cost firm when it understates its cost. The profit reduction arises

71 Laffont and Tirole call this the “take the money and run” strategy. This possibility is one of the chief
differences between the setting with renegotiation and the setting with no commitment. Under renegotia-
tion, transfers and rents can be structured over time so that this strategy is never profitable for the high-cost
firm. In particular, the renegotiation model gives rise to a more standard structure (i.e., the “usual” incentive
compatibility constraints bind) than the no-commitment model.

72 When private information is distributed continuously (rather than discretely as presumed in this chapter),
it is never feasible (let alone optimal) to have a fully-revealing first-period set of contracts. Because the firm
obtains zero rent in the second period under any contract that induces full separation in the first period, a firm
would always find it profitable to mimic a slightly less efficient firm. This deviation will introduce only a
second-order reduction in rent in the first period, but a first-order increase in rent in the second period. See
Laffont and Tirole (1993b, Section 9.3).
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because the corresponding increase in the transfer payment is only ¢z, per unit of output,
which is compensatory for the low-cost firm, but not for the high-cost firm.

Although these distortions limit the firm’s incentive to understate its cost, they also
reduce total surplus. Beyond some point, the surplus reduction resulting from the dis-
tortions required to prevent cost misrepresentation outweigh the potential gains from
matching the second-period price to the realized marginal cost. Consequently, the reg-
ulator will no longer ensure the low-cost and high-cost firm always set distinct prices.
Instead, the regulator will induce the distinct types of the firm to implement the same
price in the first period with positive probability (i.e., partial pooling is implemented).

These conclusions are summarized in Proposition 7.

PROPOSITION 7. In the two-period setting with no regulatory commitment, the optimal
regulatory policy has the following features:

(i) When § is sufficiently small that inequality (53) holds, the prices identified in
Proposition 1 are implemented in the first period, and the full-information out-
come is implemented in the second period.

(ii) For larger values of 8, if separation is induced in the first period, py is set below
¢y and ppy is set above the level identified in Proposition 1. The full-information
outcome is implemented in the second period.

(iii)) When § is sufficiently large, partial pooling is induced in the first period.

The pooling identified in property (iii) of Proposition 7 illustrates an important prin-
ciple.”> When regulators cannot make binding commitments regarding their use of
pertinent information, welfare may be higher when regulators are denied access to the
information. To illustrate, when a regulator cannot refrain from matching prices to real-
ized production costs, welfare can increase as the regulator’s ability to monitor realized
production costs declines. When the regulator is unable to detect realized cost reduc-
tions immediately, the firm’s incentives to deliver the effort required in order to reduce
cost are enhanced. As a result, profit and consumer surplus can both increase.”*

Another important feature of the outcome with no commitment (and also with renego-
tiation) is that, at least when § is sufficiently small that first-period separation is optimal,
the firm benefits from the regulator’s limited commitment powers. One might expect
that a regulator’s inability to prevent himself from expropriating the firm’s rents would
make the firm worse off. However, notice that the high-cost firm makes no rent whether

73 Notice that a lack of intertemporal commitment presents no problems for regulation when the static prob-
lem involves complete pooling (as is the case, for instance, when demand is unknown and the firm has a
concave cost function). At the other extreme, when the full-information optimum is feasible in the static
problem (e.g., when demand is unknown and the cost function is convex) there is no further scope for ex-
propriation in the second period. Consequently, the regulator again does not need any commitment ability to
achieve the ideal outcome in this dynamic context.

74 See Sappington (1986). This conclusion is closely related to the principles that inform the optimal length
of time between regulatory reviews of the firm’s performance. See Section 3.2.3.



Ch. 27:  Recent Developments in the Theory of Regulation 1599

the regulator’s commitment powers are limited or unlimited, and so is indifferent be-
tween the two regimes. Without commitment, expression (52) reveals that the low-cost
firm makes discounted rent [Q(py) + 8 Q(cy)]A€. With commitment, Proposition 6
reveals that the corresponding rent is only [Q(py) + §O(pr)]A€. Because py > cy
and so Q(cy) > Q(pnH), the firm gains when the regulator cannot credibly promise to
refrain from expropriating the firm.

Of course, in practice a regulator can exploit the firm’s sunk physical investments as
well as information about the firm’s capabilities. We return to the general topic of policy
credibility and regulatory expropriation in Section 3.4.1.

2.6. Regulation under moral hazard

To this point, the analysis has focused on the case where the firm is perfectly informed
from the outset about its exogenous production cost. In practice, a regulated firm often
will be uncertain about the operating cost it can achieve, but knows that it can reduce
expected operating cost by undertaking cost-reducing effort. The analysis in this section
considers how the regulator can best motivate the firm to deliver such unobservable cost-
reducing effort.”

The simple moral hazard setting considered here parallels the framework of Sec-
tion 2.3.3 where there are two states, denoted L and H (which could denote different
technologies or different demands, for example). State L is the socially desirable state.
As before, let ¢ € (0, 1) be the probability that state L is realized. However, the pa-
rameter ¢ is chosen by the firm in the present setting. The increasing, strictly convex
function D(¢) > 0 denotes the disutility incurred by the firm in securing the probabil-
ity ¢. The regulator cannot observe the firm’s choice of ¢, which can be thought of as
the firm’s effort in securing the favorable L state. The regulator can accurately observe
the realized state, and offers the firm a pair of utilities, {Ur, Uy}, where the firm enjoys
the utility U; when state i is realized.”® Because of the uncertainty of the outcome, the
firm’s attitude towards risk is important, and so we distinguish between ‘utility’ and
‘rent’. (In the special case where the firm is risk neutral, the two concepts coincide.)

The firm’s expected utility when it delivers the effort required to ensure success prob-
ability ¢ (i.e., to ensure that state L occurs with probability ¢) is

U=¢Ur+(1-¢)Un—D(¢)>U°, (54)

where the inequality in expression (54) indicates that the firm must achieve expected
utility of at least U if it is to be willing to participate. The firm’s optimal choice of

75 We are unaware of a treatment of the regulatory moral hazard problem that parallels exactly the problem
analyzed in this section. For recent related discussions of the moral hazard problem, see Laffont and Martimort
(2002, chs. 4 and 5) and Bolton and Dewatripont (2005, ch. 4). See Cowan (2004) for an analysis of optimal
risk-sharing between consumers and the regulated firm in a full information framework.

76 If the regulator could not observe the realized state in this setting, an adverse selection problem would
accompany the moral hazard problem. See Laffont and Martimort (2002, Section 7.2) for an analysis of such
models.
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¢ can be expressed as a function of the incremental utility it anticipates in state L,
AY = Uy — Uy. The magnitude of AY represents the power of the incentive scheme
used to motivate the firm. Formally, from expression (54) the firm’s equilibrium level of
effort, denoted qAb(AU), satisfies:

D'($(aV)) = AV (55)

Equilibrium effort $ isan increasing function of the power of the incentive scheme, AV

For simplicity, suppose the regulator seeks to maximize expected consumer surplus.”’
Suppose that in state i, if the firm is given utility U;, the maximum level of consumer
surplus available is V; (U;). (We will illustrate this relationship between consumer sur-
plus and the firm’s utility shortly.) Therefore, the regulator wishes to maximize

V=¢VL(UL)+ 1 —-¢)Va(Un),

subject to the participation constraint (54) and the equilibrium effort condition ¢ =
H(AY) as defined by expression (55). Given the presumed separability in the firm’s
utility function, the participation constraint (54) will bind at the optimum. Therefore,
we can re-state the regulator’s problem as maximizing social surplus

W=¢Wr(UL)+ A=) Wn(Un) — D(¢), (56)

where W;(U;) = V;(U;) + U;, subject to ¢ = qAS(AU) and the participation con-
straint (54).

We next describe three natural examples of the relationship V; (U;) between the firm’s
utility and consumer surplus. In each of these examples, suppose the firm’s profit in
state i is m; (p;) when it offers the price p;, and v; (p;) is (gross) consumer surplus. Let
w;i(-) = v; () + m; () denote the total unweighted surplus function, and suppose pf‘ is
the price that maximizes welfare w; (-) in state i. If the regulator requires the firm to
offer the price p; and gives the firm a transfer payment 7; in state 7, the rent of the firm
is R =mi(pi) +T;."®

Case 1: Risk-neutral firm when transfers are employed

When the firm is risk neutral its utility is equal to its rent, and so U; = R; = m; (p;i) +
T;. Therefore, V; (U;), which is the maximum level of (net) consumer surplus v; (p;) —T;
that can be achieved for a utility level U;, is given by

Vi(Up) = wi(pf) — U;.

77 Thus, we assume consumers are “risk neutral” in their valuation of consumer surplus. The ensuing analysis
is unaltered if the regulator seeks to maximize a weighted average of consumer surplus and utility, S + aU,
provided the weight « is not so large that the firm’s participation constraint does not bind at the optimum.

78 For ease of exposition, we assume the firm produces a single product. The analysis is readily extended to
allow for multiple products.
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In this case, the firm’s utility and maximized consumer surplus sum to a constant, i.e.,
Wi (Ui) = wi(p}), (57)

and the available total surplus is invariant to the rent/utility afforded the firm.

Case 2: Risk-averse firm when transfers are employed
When the firm is risk averse and its rent in state i is R; = m; (p;) + T;, its utility U;
can be written as u(R;) where u(-) is a concave function. Therefore, V;(Uj;) is given by

Vi(U) = wi(pf) —u="(Uy), (58)

where u~1(-) is the inverse function of u(-). Here, there is a decreasing and concave
relationship between firm utility and consumer surplus. In this case, firm utility and
maximized consumer surplus do not sum to a constant, and W;(U;) is a concave func-
tion. However, the trade-off between the firm’s utility and consumer surplus does not
depend on the prevailing state. Consequently,

V,(U) = Vi (U). (59)

Case 3: Risk-neutral firm when no transfers are employed
When the firm is risk neutral and no lump-sum transfers are employed, U; = R; =
7; (pi). Therefore, V; (U;) is just the level of consumer surplus v; (p;) when the price is
such that m; (p;) = U;. Consequently,
ViU = vi (" (U)). (60)
In this case, firm utility and maximized consumer surplus again do not sum to a constant.
In the special case where the demand function is iso-elastic with elasticity 7,
-1
o Pi—cCiq’
1 —nl=5=]

where p; is the price that yields rent U; = m; (p;).

V/(U;) = (61)

Full-information benchmark Consider the hypothetical setting where the regulator
can directly control effort ¢, so the effort selection constraint, ¢ = c/S(AU), can be
ignored. If A is the Lagrange multiplier for the participation constraint (54) in this full-
information problem, the optimal choices for Uy, and Uy satisfy

V] (UL) = V},(Ux) = —(1 + 1). (62)

Expression (62) shows that at the full-information optimum, the regulator should ensure
that the marginal rate of substitution between the firm’s utility and consumer surplus is
the same in the two states. This is just an application of standard Ramsey principles.

Second-best optimum Now return to the setting where the regulator must moti-
vate ¢, and so the constraint ¢ = ¢(AY) is relevant. Let A denote the Lagrange
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multiplier associated with (54) in this second-best problem. Then the first-order con-
ditions for the choice of U; in expression (56) in this setting are
v/ _ 2 ¢/ V. / _ EN ¢/ Vv
L(UL)—_(I‘F)\)—EA ; VH(UH)——(I‘FX)‘FﬁA , (63)

where AV = V; (Ur) — Vi (Up) is the increment in consumer surplus in the desirable
state L at the optimum. Notice that in the extreme case where the firm cannot affect
the probability of a favorable outcome, so that <13’ = (0, expression (63) collapses to the
full-information condition in (62), and so the full-information outcome is attained.”®

In the ensuing sections we consider the special cases of optimal regulation of a risk-
neutral firm (case 1 in the preceding discussion) and a risk-averse firm (case 2). The
discussion of the case of limited regulatory instruments (case 3) is deferred until Sec-
tion 3.3.

2.6.1. Regulation of a risk-neutral firm

It is well known that when the firm is risk neutral and can bear unlimited losses ex post,
the full-information outcome is attainable. To see why, substitute expression (57) into
expected welfare (56). Doing so reveals that the regulator’s objective is to maximize

W =¢wr(p;) + (0 —pwu(py) — D@), (64)

subject to ¢ = qAS(AU ) and the participation constraint (54). The regulator can structure
the two utilities Uy, and Up to meet the firm’s participation constraint (54) without
affecting the firm’s effort incentives. Since there is a one-to-one relationship between the
incremental utility AY and the effort level ¢, the regulator will choose AV to implement
the value of ¢ that maximizes expression (64), and the full-information outcome is
achieved.

PROPOSITION 8. The full-information outcome is feasible (and optimal) in the pure
moral hazard setting when the firm is risk-neutral and transfers can be employed. The
optimal outcomes for the firm and for consumers are

D'(¢)=UL— Uy =wr(p;) —wu(ph): Vi(UL) = Vu(Un). (65)

The conclusion in Proposition 8 parallels the conclusion of the model of regulation
under adverse selection when distributional concerns are absent (so « = 1), discussed
in Section 2.3.1. In both cases, the firm is made the residual claimant for the social
surplus and consumers are indifferent about the realized state. In the present moral
hazard setting, this requires that the firm face a high-powered incentive scheme. If state
i occurs and the firm chooses price p;, the regulator gives the firm a transfer payment

7 The two multipliers A and X are equal in this case.
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T; = vi(p;) — K. Here, the constant K is chosen so that the firm makes zero rent in
expectation. Under this policy, the firm has the correct incentives to set prices in each
state, so p; = p; is chosen. In addition, the firm has the correct incentives to choose
¢ to maximize social welfare in expression (64) because the firm has been made the
residual claimant for the welfare generated by its actions.

2.6.2. Regulation of a risk-averse firm

When the relationship between firm utility and net consumer surplus is as specified in
Equation (58), conditions (59) and (62) together imply that if the regulator could directly
control the firm’s effort ¢, the outcomes for consumers and the firm would optimally be

U, =Uy; ViUL) — VuWUn) = wi(p}) — wau(p})- (66)

In words, if the firm’s effort could be controlled directly, the risk-averse firm should be
given full insurance, so that it would receive the same utility (and rent) in each state. Of
course, full insurance leaves the firm with no incentive to achieve the desirable outcome.
In contrast, a higher-powered scheme (U;, > Up) provides effort incentives, but leaves
the firm exposed to risk.

The second-best policy is given by expression (63) above. In particular, it is still op-
timal to have the full-information prices p; in each state i, since these prices maximize
the available surplus that can be shared between the firm and consumers in any given
state i.89 Assuming that wy ( pj) is greater than wy (p7,), which is implied by the con-
vention that L is the socially desirable state, expression (63) implies that3!

Ur 2 Ug; ViUr) = Va(Ug). (67)

Therefore, the firm is given an incentive to achieve the desirable outcome, but this in-
centive is sufficiently small that consumers are better off when the good state is realized.
The more pronounced is the firm’s aversion to risk, the more important is the need to
insure the firm and the lower is the power of the optimal incentive scheme. In the limit
as the firm becomes infinitely risk averse so that the firm’s utility function in expres-
sion (54) becomes

U =min{Ry, Ry} — D(¢),

80 This is another version of the incentive-pricing dichotomy discussed in Laffont and Tirole (1993b): prices
are employed to ensure allocative efficiency, while rent is employed to create incentives to increase productive
efficiency.

81 To see this, suppose AV > 0 at the optimum. Then expression (63) implies Uy > Up. Suppose by
contrast AV < 0. Then expression (63) implies U;, < Uy . But since

AY =[wp(pp) —wa (pf)] - v W) -~ W),

it follows that AY > [w), (pZ) - wH(pZ)] > 0 when U; < Ug, which is a contradiction. Therefore, the
only configuration consistent with expression (63) is AV >0and Uy, > Uy, as claimed.
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the firm does not respond to incentives since it cares only about its rent in the worse
state. In this case, the firm delivers no effort to attain the desirable outcome, and the
regulator does not benefit by setting Ry, > Rpy.

2.6.3. Regulation of a risk-neutral firm with limited liability

The analysis to this point has not considered any lower bounds that might be placed
on the firm’s returns. In practice, bankruptcy laws and liability limits can introduce
such lower bounds. To analyze the effects of such bounds, the model of Section 2.6.1
is modified to incorporate an ex post participation constraint that the firm must receive
rent R; > 0 in each state. Since the firm now cannot be punished when there is a
bad outcome, all incentives must be delivered through a reward when there is a good
outcome.®? In this case, the regulator will set Ry = 0 and use the rent in the good state
to motivate the firm. The firm’s overall expected rent is ¢ Ry, — D(¢), and it will choose
effort ¢ to maximize this expression, so that D’'(¢) = Ry. Since the firm will enjoy
positive expected rent in this model, the regulator’s valuation of rent will be important
for the analysis. Therefore, as with the adverse selection analysis, suppose the regulator
places weight & € [0, 1] on the firm’s rent. In this case, much as in Section 2.6.1 above,
the regulator’s objective is to choose R; to maximize

W = ¢lwr (pf) — (1 —a)RL} + (1 — pwy (p}y) — aD(@),

subject to the incentive constraint D’(¢) = Ry. (As before, it is optimal to set the full-
information prices p; and to use transfers to provide effort incentives.) Therefore, since
R; = D’(¢), the regulator should choose ¢ to maximize

W =g¢lwr(p;) — (1 —a)D' (@} + 1 —Pwu(pf) — aD(@).

The solution to this problem has the first-order condition

D'(¢) =wr(p}) —wu(pf) — (1 —a)pD" (). (68)

Comparing expression (68) with expression (65), the corresponding expression from
the setting where there is no ex post participation constraint, it is apparent that this
constraint produces lower equilibrium effort. (Recall D”(-) > 0.) Therefore, the in-
troduction of a binding limited liability constraint reduces the power of the optimal
incentive scheme. The reduced power is optimal in the presence of limited liability be-
cause the regulator can no longer simply lower the firm’s payoff when the unfavorable
outcome is realized so as to offset any incremental reward that is promised when the
favorable outcome is realized. The only situation where the power of the optimal incen-
tive scheme is not reduced by the imposition of limited liability constraints is when the

82 The ex ante participation constraint is assumed not to bind in the ensuing analysis. See Laffont and Marti-
mort (2002, Section 3.5) for further discussion of limited liability constraints.
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regulator has no strict preference for consumer surplus over firm rent (¢ = 1), just as in
the adverse selection paradigm.

Notice that this limited liability setting produces results similar to those obtained
under risk aversion in Section 2.6.2. The full-information outcome is not feasible and
too little effort is supplied relative to the full-information outcome in both settings.
The limited liability setting also provides parallels with the adverse selection analysis
in Section 2.3.1. In the limited liability setting, the regulator faces a trade-off between
rent extraction and incentives. In the adverse selection settings, the regulator faces a
corresponding trade-off.

2.6.4. Repeated moral hazard

Three primary additional considerations arise when the moral hazard model is repeated
over time. First, the firm can effectively become less averse to risk, since it can pool the
risk over time, and offset a bad outcome in one period by borrowing against the expec-
tation of a good future outcome. Second, with repeated observations of the outcome, the
regulator has better information about the firm’s effort decisions (especially if current
effort decisions have long-term effects). Third, the firm can choose from a wide range of
possible dynamic strategies. For instance, the firm’s managers can choose when to in-
vest in effort, and might respond to a positive outcome in the current period by reducing
effort in the future, for example. Consequently, the regulator’s optimal inter-temporal
policy, and the firm’s profit-maximizing response to the policy, can be complicated.®3
In particular, the optimal policy typically will make the firm’s reward for a good out-
come in the current period depend on the entire history of outcomes, even in a setting
where effort only affects the outcome in the current period. The dynamic moral hazard
problem is discussed further in Section 3.2.3 below, where the optimal frequency of
regulatory review is considered.

2.7. Conclusions

Asymmetric information about the regulated industry can greatly complicate the de-
sign of regulatory policy. This section has reviewed the central insights provided by
the pioneering studies of this issue and by subsequent analyses. The review reveals
that the manner in which the regulated firm is optimally induced to employ its superior
knowledge in the best interests of consumers varies according to the nature of the firm’s

83 See Rogerson (1985). Holmstrom and Milgrom (1987) examine a continuous time framework in which
the optimal inter-temporal incentive scheme is linear in the agent’s total production. Bolton and Dewatripont
(2005, ch. 11) emphasize the effects of limited commitment on the part of the principal. Also see the analyses
of renegotiation by Fudenberg and Tirole (1990), Chiappori et al. (1994), Ma (1994), and Matthews (2001).
Laffont and Martimort (2002, Section 8.2) analyze the two-period model with full commitment. Radner (1981,
1985) provides early work on the repeated moral hazard problem.
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privileged information and according to the intertemporal commitment powers of the
regulator.

The review emphasized five general principles. First, when a regulated firm has priv-
ileged information about the environment in which it operates, the firm typically is able
to command rent from its superior information. Second, to help limit this rent, a reg-
ulator can design options from which the firm is permitted to choose. When designed
appropriately, the options induce the firm to employ its superior industry knowledge to
realize Pareto gains. Third, the options intentionally induce outcomes that differ from
the outcomes the regulator would implement if he shared the firm’s knowledge of the
industry. These performance distortions serve to limit the firm’s rent. Fourth, a benev-
olent regulator is better able to limit the firm’s rent and secure gains for consumers via
the careful design of regulatory options when he is endowed with a broader set of regu-
latory instruments and more extensive commitment powers. Fifth, when the regulator’s
commitment powers are limited, it may be optimal to limit the regulator’s access to
information, in order to limit inappropriate use of the information.

The analysis in this section has focused on the design of optimal regulatory policy
when there is a single monopoly supplier of regulated services.3*:8% Section 4 reviews
some of the additional considerations that arise in the presence of actual or potential
competition. First, though, Section 3 discusses several simple regulatory policies, in-
cluding some that are commonly employed in practice.

3. Practical regulatory policies

The discussion in Section 2 focused on optimal regulatory policy. Such analyses model
formally the information asymmetry between the regulator and the firm and then de-
termine precisely how the regulator optimally pursues his goals in the presence of this
asymmetry. While this normative approach can provide useful insights for the design

84 The analysis in this section also has taken as given the quality of the goods and services delivered by the
regulated firm. Section 3 discusses policies that can promote increased service quality. Laffont and Tirole
(1993b, ch. 4) and Lewis and Sappington (1992) discuss how regulated prices are optimally altered when
they must serve both to motivate the delivery of high-quality products and to limit incentives to misrepresent
private information. Lewis and Sappington (1991a) note that consumers and the regulated firm can both suffer
when the level of realized service quality is not verifiable. In contrast, Dalen (1997) shows that in a dynamic
setting where the regulator’s commitment powers are limited, consumers may benefit when quality is not
verifiable.

85 The analysis in this section also has taken as given the nature of the information asymmetry between the
regulator and the firm. Optimal regulatory policies will differ if, for example, the regulator wishes to motivate
the firm to obtain better information about its environment, perhaps in order to inform future investment
decisions. [See Lewis and Sappington (1997) and Crémer, Khalil and Rochet (1998a, 1998b), for example.]
Iossa and Stroffolini (2002) show that optimal regulatory mechanisms of the type described in Proposition 3
provide the firm with stronger incentives for information acquisition than do price cap plans of the type
considered in Section 3. Iossa and Stroffolini (2005) stress the merits of revenue sharing requirements under
price cap regulation in this regard.
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and evaluation of real-world regulatory policy, the approach has its limitations. In partic-
ular: (i) all relevant information asymmetries can be difficult to characterize precisely;
(ii) the form of optimal regulatory policies is not generally known when information
asymmetries are pronounced and multi-dimensional; (iii) a complete specification of all
relevant constraints on the regulator and firm can be difficult to formulate; (iv) some of
the instruments that are important in optimal reward structures (such as transfers) are
not always available in practice; and (v) even the goals of regulators can be difficult
to specify in some situations. Therefore, although formal models of optimal regulatory
policy can provide useful insights about the properties of regulatory policies that may
perform well in practice, these models seldom capture the full richness of the settings
in which actual regulatory policies are implemented.30

This has led researchers and policy makers to propose relatively simple regulatory
policies that appear to have some desirable properties, even if they are not optimal in any
precise sense. The purpose of this section is to review some of these pragmatic policies.
The policies are sorted on four dimensions: (1) the extent of pricing flexibility granted
to the regulated firm; (2) the manner in which regulatory policy is implemented and
revised over time; (3) the degree to which regulated prices are linked to realized costs;
and (4) the discretion that regulators themselves have when they formulate policy. These
dimensions are useful for expository purposes even though they incorporate substantial
overlap.

To begin, it may be helpful to assess how two particularly familiar regulatory policies
compare on these four dimensions. Table 27.1 provides a highly stylized interpretation
of how price cap and rate-of-return regulation differ along these dimensions, and the
broad effects of such policies. Under a common form of price cap regulation, the prices
the firm charges for specified services are permitted to increase, on average, at a speci-
fied rate for a specified period of time. The specified average rate of price increase often
is linked to the overall rate of price inflation, and typically does not reflect the firm’s
realized production costs or profit. In contrast, rate-of-return regulation specifies an al-
lowed rate of return on investment for the firm, and adjusts the firm’s prices as its costs
change to ensure the firm a reasonable opportunity to earn the authorized return.

Table 27.1 reflects the idea that, at least under a common caricature of price cap
regulation: (i) only the firm’s average price is controlled (which leaves the firm free to
control the pattern of relative prices within the basket of regulated services); (ii) the
rate at which prices can increase over time is fixed for several years, and is not adjusted
to reflect realized costs and profits during the time period; (iii) current prices are not
explicitly linked to current costs; and (iv) the regulator has considerable discretion over
future policy (once the current price control period has expired). Because prices are
not directly linked to costs for relatively long periods of time, the firm can have strong
incentives to reduce its operating costs. By contrast, under the classic depiction of rate-
of-return regulation: (i) the regulator sets prices, and affords the firm little discretion in

86 See Crew and Kleindorfer (2002) and Vogelsang (2002) for critical views regarding the practical relevance
of the recent optimal regulation literature.
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Table 27.1
Price cap versus rate-of-return regulation

Price cap Rate-of-return
Firm’s flexibility over relative prices Yes No
Regulatory lag Long Short
Sensitivity of prices to realized costs Low High
Regulatory discretion Substantial Limited
Incentives for cost reduction Strong Limited
Incentives for durable sunk investment Limited Strong

altering these prices; (ii) prices are adjusted as necessary to ensure that the realized rate
of return on investment does not deviate substantially from the target rate; (iii) prices are
adjusted to reflect significant changes in costs; and (iv) the regulator is required to ensure
that the firm has the opportunity to earn the target rate of return on an ongoing basis.
Because the firm is ensured a reasonable opportunity to earn the authorized return on its
investments over the long term, the firm has limited concern that its sunk investments
will be expropriated by future regulatory policy.

Rate-of-return and price cap regulation can have different effects on unobservable in-
vestment (e.g., managerial effort) designed to reduce operating costs and observable
infrastructure investment. Because it links prices directly to realized costs, rate-of-
return regulation is unlikely to induce substantial unobserved cost-reducing investment.
However, rate-of-return regulation can promote observable infrastructure investment by
limiting the risk that such investment will be expropriated. In contrast, price cap reg-
ulation can provide strong incentives for unobservable cost-reducing effort, especially
when the regulatory commitment period (the length of time between regulatory reviews)
is relatively long. Therefore, the choice between these two forms of regulation will de-
pend in part on the relative importance of the two forms of investment. In settings where
the priority is to induce the regulated firm to employ its existing infrastructure more effi-
ciently, a price cap regime may be preferable. In settings where it is important to reverse
a history of chronic under-investment in key infrastructure, a guaranteed rate of return
on (prudently incurred) investments may be preferable.’” The relative performance of
price cap and rate-of-return regulation is explored in more detail and in other dimen-
sions in the remainder of Section 3.8

87 Regulatory regimes also differ according to the incentives they provide the firm to modernize its operating
technology. In contrast to rate-of-return regulation, for example, price cap regulation can encourage the regu-
lated firm to replace older high-cost technology with newer low-cost technology in a timely fashion. It can do
so by severing the link between the firm’s authorized earnings and the size of its rate base. See Biglaiser and
Riordan (2000) for an analysis of this issue.

88 For more detailed discussions of the key differences between price cap regulation and rate-of-return regu-
lation, see, for example, Acton and Vogelsang (1989), Cabral and Riordan (1989), Hillman and Braeutigam
(1989), Clemenz (1991), Braeutigam and Panzar (1993), Liston (1993), Armstrong, Cowan and Vickers
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3.1. Pricing flexibility

In a setting where the regulated firm has no privileged information about its operating
environment, there is little reason for the regulator to delegate pricing decisions to the
firm. Such delegation would simply invite the firm to implement prices other than those
that are most preferred by the regulator. In contrast, if the firm is better informed than
the regulator about its costs or about consumer demand, then, by granting the firm some
authority to set its tariffs, the regulator may be able to induce the firm to employ its
superior information to implement prices that generate higher levels of welfare than the
regulator could secure by dictating prices based upon his limited information. A formal
analysis of this possibility is presented in Section 3.1.1. Section 3.1.2 compares the
merits of two particular means by which the firm might be afforded some flexibility
over its prices: average revenue regulation and tariff basket regulation.

Despite the potential merits of delegating some pricing flexibility to the regulated
firm, there are reasons why a regulator might wish to limit the firm’s pricing discretion.
One reason is that the regulated firm may set prices to disadvantage rivals, as explained
in Section 3.1.3. A second reason is the desire to maintain pricing structures that reflect
distributional or other political objectives. In practice, regulators often limit a firm’s
pricing flexibility in order to prevent the firm from unraveling price structures that have
been implemented to promote social goals such as universal service (i.e., ensuring that
nearly all citizens consume the service in question).

3.1.1. The cost and benefits of flexibility with asymmetric information

The merits of affording the regulated firm some discretion in setting prices vary ac-
cording to whether the firm is privately informed about its costs or its demand.?? We
assume that transfer payments to or from the firm are not feasible, and the firm’s tariff
must be designed to cover its costs. As in Section 2, the regulator seeks to maximize a
weighted average of expected consumer surplus and profit, where o < 1 is the weight
the regulator places on profit.

Asymmetric cost information Suppose first that the firm has superior knowledge of
its (exogenous) cost structure, while the regulator and firm are both perfectly informed
about industry demand. The regulated firm produces n products. The price for product i
is p;, and the vector of prices that the firm charges for its n productsis p = (p1, ..., pn)-
Suppose that consumer surplus with prices p is v(p), where this function is known to
all parties. Suppose also that the firm’s total profit with prices p is 7 (p). Since the firm
has superior information about its costs in this setting, the regulator is not completely
informed about the firm’s profit function, 7 (-).

(1994), Blackmon (1994), Mansell and Church (1995), Sappington (1994, 2002), Sappington and Weisman
(1996a), and Joskow (2005).
89 This discussion is based on Armstrong and Vickers (2000).
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Some pricing flexibility is always advantageous in this setting. To see why, suppose
the regulator instructs the firm to offer the fixed price vector p° = ( p(l), ey pg). Pro-
vided these prices allow the firm to break even, so that the firm agrees to participate, this
policy yields welfare v(p®) + o (p°). Suppose instead, the regulator allows the firm to
choose any price vector that leaves consumers in aggregate just as well off as they were
with p?, so that the firm can choose any price vector

peP={p|vp > v(p’)} (69)

By construction, this regulatory policy ensures that consumers are no worse off in ag-
gregate than they are under the fixed pricing policy p°.°° Furthermore, the firm will
be strictly better off when it can choose a price from the set P, except in the knife-
edge case where p° happens to be the most profitable way to generate consumer surplus
v(p®). Therefore, welfare is sure to increase when the firm is granted pricing flexibility
in this manner.”!

Asymmetric demand information The merits of pricing flexibility are less clear cut
when the firm has superior knowledge of industry demand. To see why it might be op-
timal not to grant the firm any authority to set prices when consumer demand is private
information, suppose the firm has known, constant marginal costs ¢ = {c, ..., ¢, } for
its n products and has no fixed cost of operation. Then, regardless of the form of con-
sumer demand, the full-information outcome is achieved by constraining the firm to
offer the single price vector p = ¢, so that prices are equal to marginal costs. If the
firm is given the flexibility to choose from a wider set of price vectors, it will typically
choose prices that deviate from costs, thereby reducing welfare.

More generally, whether the firm should be afforded any pricing flexibility depends
on whether the full-information prices are incentive compatible. In many natural cases,
a firm will find it profitable to raise price when demand increases. However, welfare
considerations suggest that prices should be higher in those markets with relatively in-
elastic demand, not necessarily in markets with large demand. Thus, if an increase in
demand is associated with an increase in the demand elasticity, the firm’s incentives are
not aligned with the welfare-maximizing policy, and so it is optimal to restrict the firm
to offer a single price vector. If, by contrast, an increase in demand is associated with a
reduction in the market elasticity, then private and social incentives coincide, and it is
optimal to afford the firm some authority to set prices.

This analysis parallels the analysis in Section 2.3.2 of the optimal regulation (with
transfers) of a single-product firm that is privately informed about its demand function.
In that setting, when the firm has a concave cost function, an increase in demand is

90 Since some prices will increase under this policy, some individual consumers may be made worse off.

91 Notice that the profit-maximizing prices for the firm operating under this constraint are closely related
to Ramsey prices: profit is maximized subject to a constraint on the level of consumer surplus achieved, or,
equivalently, consumer surplus is maximized subject to a profit constraint. However, the prices are not true
Ramsey prices since the firm’s rent will not be zero in general.
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associated with a lower marginal cost. Therefore, the firm’s incentives — which typically
are to set a higher price in response to greater demand — run counter to social incentives,
which are to set a lower price when marginal cost is lower, i.e., when demand is greater.
These conflicting incentives make it optimal to give the firm no authority to choose its
prices.

In summary, unequivocal conclusions about the merits of granting pricing flexibility
to a regulated firm are not available. In practice, a regulated firm typically will be better
informed than the regulator about both its demand and its cost structure. Furthermore,
the regulator will often be unaware of the exact nature of likely variation in demand.
Consequently, the benefits that pricing flexibility will secure in any specific setting may
be difficult to predict in advance. However, the foregoing principles can inform the
choice of the degree of pricing flexibility afforded the firm.

3.1.2. Forms of price flexibility

The merits of affording the regulated firm some pricing flexibility vary with the form
of the contemplated flexibility. To illustrate this point, consider two common variants
of average price regulation: average revenue regulation and tariff basket regulation.”?
Suppose consumer demand for product i with the price vector p is Q;(p), and v(p)
is the corresponding total consumer surplus function. In order to compare outcomes
under various regimes, notice that, for any pair of price vectors p! and p?, the following
inequality holds”3

n

(%) = v(p') = Y (p? - p})Qi(p"). (70)

i=1

Expression (70) states that consumer surplus with price vector p is at least as great as
consumer surplus with price vector p!, less the difference in revenue generated by the
two price vectors when demands are Q; (p!). The inequality follows from the convexity
of the consumer surplus function.

Average revenue regulation In its simplest form, average revenue regulation limits to
a specified level, p, the average revenue the firm derives from its regulated operations.
Formally, the average revenue constraint requires the firm’s price vector to lie in the set

Yo PiQi(p) - } 1)

- g
pe P15 0o

92 This section is based on Armstrong and Vickers (1991).

93 The expression to the right of the inequality in (70) reflects the level of consumer surplus that would arise
under prices p1 if consumers did not alter their consumption when prices changed from p2 to pl (and instead
just benefited from the monetary savings permitted by the new prices). Since consumers generally will be
able to secure more surplus by altering their consumption in response to new prices, the inequality follows.
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D2

P1Q1(p1,P2) + P2Q2(p1, p2) = BlQ1(P1, P2) + Q2(p1, P2)]

= ~v(p1,p2) = v(p,D)
P1Q1(P, P) + p2Qa(P, ) = PlQL(P, P) + Q2(P, P)]

n

3

Figure 27.2. Average revenue and tariff basket regulation.

The term to the left of the inequality in expression (71) is average revenue: total revenue
divided by total output.”* Notice that if p® is the vector of prices where all services
have the same benchmark price, p, and p' is any price vector that satisfies the average
revenue constraint in (71) exactly, then inequality (70) implies that v(ph) < v(p?).
Therefore, regardless of the prices the firm sets under this form of regulation, consumers
will be worse off than if the firm were required to set price p for each of its products.®>
The reduction in consumer surplus arises because as the firm raises prices, the quantity
demanded decreases, which reduces average revenue, and thereby relaxes the average
revenue constraint.

This reduction in consumer surplus is illustrated in Figure 27.2 for the case where the
firm offers two products. Here the boundary of the set PR in (71) lies inside the set of
price vectors that make consumers worse off than they are with the uniform price vector
(p, p). (Consumer surplus declines with movements to the north-east in Figure 27.2.)

The following result summarizes the main features of average revenue regulation:

94 Since total output is calculated by summing individual output levels, average revenue regulation in this
form is most appropriate in settings where the units of output of the n regulated products are commensurate.
95 Armstrong, Cowan and Vickers (1995) show that, for similar reasons, allowing non-linear pricing reduces
consumer surplus when average revenue regulation is imposed on the regulated firm, compared to a regime
where the firm offers a linear tariff.



Ch. 27:  Recent Developments in the Theory of Regulation 1613

PROPOSITION 9. (i) Consumer surplus is lower under binding average revenue regu-
lation when the firm is permitted to set any prices that satisfy inequality (71) rather than
being required to set each price at p.

(ii) Total welfare (the weighted sum of consumer surplus and profit) could be higher
or lower when the firm is permitted to set any prices that satisfy inequality (71) rather
than being required to set each price at p.

(>iii) Consumer surplus can decrease under average revenue regulation when the au-
thorized level of average revenue p declines.

Part (ii) of Proposition 9 states that, although consumers are necessarily worse off
with average revenue regulation, the effect on total welfare is ambiguous because the
pricing discretion afforded the firm leads to increased profit. This increased profit might
outweigh the reduction in consumer surplus. Part (iii) of Proposition 9 indicates that
a more stringent price constraint is not always in the interests of consumers under av-
erage revenue regulation. To see why, consider the firm’s incentives as the authorized
level of average revenue p declines. Clearly, average revenue, as calculated in expres-
sion (71), does not vary with production costs. Consequently, a required reduction in
average revenue may be achieved with the smallest reduction in profit by reducing the
sales of those products that are particularly costly to produce. If consumers value these
products highly, then the reduction in consumer welfare due to the reduced consump-
tion of highly-valued products can outweigh any increase in consumer welfare due to
the reduction in average prices that accompanies a reduction in p.%¢

The drawbacks of average revenue regulation can be illustrated in the case where
the regulated firm sells a single product using a two-part tariff. This tariff consists of a
fixed charge A and a per-unit price p. Suppose the firm is required to keep calculated
average revenue below a specified level p. Then, as long as the number of consumers
is invariant to the firm’s pricing policy over the relevant range of prices, the regulatory
constraint (71) is

p+%p)<ﬁ- (72)

Inequality (72) makes apparent the type of strategic pricing that could be profitable
for the firm under average revenue regulation. By setting a low usage price p, the
firm can induce consumers to purchase more of its product. The increased consump-
tion enables the firm to set a higher fixed charge without violating the average revenue
constraint. From Proposition 9, this strategic pricing always causes consumer surplus to

96 See Bradley and Price (1988), Law (1995), and Cowan (1997b), for example. Flores (2005) identifies
conditions under which a more stringent price cap constraint can increase a firm’s profit by allowing it to
credibly commit to a more aggressive pricing, and thereby induce accommodating actions from rivals. Kang,
Weisman and Zhang (2000) demonstrate that the impact of a tighter price cap constraint on consumer welfare
can vary according to whether the basket of regulated services contains independent, complementary, or
substitute products.
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fall compared to the case where the firm is required to charge p for each unit of output
(and set A = 0). Moreover, aggregate welfare may fall when two-part pricing is in-
troduced under an average revenue constraint.’’ The profit-maximizing behavior of the
firm under the average revenue constraint in inequality (72) is readily calculated in the
setting where consumer participation in the market is totally inelastic and the firm has
a constant marginal cost ¢ per unit of supply. Since the firm’s profit is increasing in A,
the average revenue constraint (72) will bind, and so the firm’s profit is

T=p-00pP +A=(p-00(0p).

Therefore, assuming p > c¢ (as is required for the firm to break even), the firm sets
its unit price p to maximize output, so that p is chosen to be as small as possible.”8
Consequently, average revenue regulation in this setting induces a distorted pattern of
demand: the unit price is too low (below cost), while consumers pay a large fixed charge
(a combination that makes consumers worse off compared to the case where they pay a
constant linear price p). In effect, under average revenue regulation, the firm effectively
is allowed a margin p — ¢ per unit of its output, and so it has an incentive to expand
output inefficiently.”

Tariff basket regulation Tariff basket regulation provides an alternative means of con-
trolling the overall level of prices charged by a regulated firm while affording the
firm pricing flexibility. One representation of tariff basket regulation specifies reference
prices, p¥, and permits the firm to offer any prices that would reduce what consumers
have to pay for their preferred consumption at the reference prices p°. Formally, the
firm must choose prices that lie in the set

> pi0i(°) <" pP0i(p°)t- (73)

i=1 i=1

peP®=1p

Under this form of tariff basket regulation, the weights that are employed to calculate
the firm’s average price are exogenous to the firm, and are proportional to consumer
demands at the reference prices p°.

Notice that consumers are always better off with this form of regulation than they
would be with the reference tariff p®.'% This form of tariff basket regulation is a linear

97 See Sappington and Sibley (1992), Cowan (1997a) and Currier (2005) for dynamic analyses along these
lines. The firm’s ability to manipulate price cap constraints can be limited by requiring the firm to offer the
uniform tariff (po, 0) each year in addition to any other tariff (p, A) that satisfies the price cap constraint —
see Vogelsang (1990), Sappington and Sibley (1992), and Armstrong, Cowan and Vickers (1995).

98 That is to say, the price is zero if a zero price results in finite demand.

99 This conclusion is similar to Averch and Johnson’s (1962) finding regarding over-investment under rate-
of-return regulation. In their model, the regulated firm earns a return on capital that exceeds the cost of capital.
Consequently, the firm employs more than the cost-minimizing level of capital.

100 This follows from inequality (70) if we let p1 be the reference price vector pO and let p2 be any vector in
the set P78 defined in expression (73).
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approximation to the regulatory policy specified in expression (69). In particular, the
set of prices in (73) lies inside the set (69) which, by construction, is the set of prices
that make consumers better off than they are with prices p°. This finding is illustrated in
Figure 27.2 for the case where the reference price vector p° is (p, p). The boundary of
the region of feasible prices P’Z in expression (73) is the straight line in the figure. Since
this line lies everywhere below the locus of prices at which consumer surplus is v(p, p),
consumers are better off when the regulated firm is given the pricing flexibility reflected
in expression (73). Since the firm will also be better off with the flexibility permitted in
constraint (73), it follows that welfare is higher under this form of regulation than under
the fixed price vector p°.

The benefits of this form of regulation are evident in the case where the regulated
firm sets a two-part tariff, with fixed charge A and unit price p, for the single product it
sells. Here, the reference tariff is just the linear tariff where each unit of the product is
sold at price p°. In this case, constraint (73) becomes

A+p0(p°) < p°0(p").
Assuming that consumer participation does not vary with the established prices, this
constraint will bind, and so the firm’s per-consumer profit with the unit price p is

7= (p"—p)0(p°) + (p — ) Q(p).

where c is the firm’s constant marginal cost of production. It is readily shown that the
profit-maximizing price p lies between the reference price and cost: ¢ < p < p°.
This outcome generates more consumer surplus and higher welfare than does the linear
price p°.

Although this form of tariff basket regulation can secure increased consumer sur-
plus and welfare, its implementation requires knowledge of demands at the reference
prices p® even when those prices are not actually chosen. Thus, demand functions must
be known in static settings. By contrast, with average revenue regulation — where the
weights in the price index reflect actual, not hypothetical, demands — only realized de-
mands at the actual prices offered need to be observed. In dynamic settings, outputs in
the previous period might be employed as current period weights when implementing
tariff basket regulation, as explained in Section 3.2.1 below.

3.1.3. Price flexibility and entry

The type of pricing flexibility afforded the regulated firm can have important effects
on the firm’s response to entry by competitors.'?! To illustrate this fact, suppose the
incumbent firm operates in two separate markets. Suppose further that if entry occurs
at all, it will occur in only one of these markets. There are then four natural pricing
regimes to consider:

101 This discussion is based on Armstrong and Vickers (1993). See Anton, Vander Weide and Vettas (2002)
for further analysis.
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1. Laissez-faire: Here the incumbent can set its preferred prices in the two markets.

2. Ban on price discrimination: Here the incumbent can set any prices it desires, as
long as the prices are the same in the two markets. (Regulators often implement
such policies with the stated aim of bringing the benefits of competition to all
consumers, including those who reside in regions where direct competition among
firms is limited.) Here, if the incumbent lowers its price in one market in response
to entry, it must also lower its price in the other market, even if entry is not a threat
in that market.

3. Separate price caps: Here the incumbent faces a distinct upper limit on the price
it can charge in each market. Because there is a distinct price cap in each market,
the price the firm sets in one market does not affect the price it can charge in the
other market.

4. Average price cap: Here the incumbent operates under a single price cap that limits
the average price charged in the two markets. Under such an average price cap, if
the incumbent lowers its price in one market in response to entry, it can raise its
price in the other market without violating the average price cap. Thus, in contrast
to the case where price discrimination is not permitted, feasible prices have an
inverse relationship here.

Regimes 1 and 2 here apply to situations where the firm is unregulated, at least in terms
of the level of its average tariff, whereas regimes 3 and 4 entail explicit regulation of
price levels.

These four policies will induce different responses to entry by the incumbent supplier.
To illustrate this fact, suppose there is a sunk cost of entry, so the potential entrant will
only enter if it anticipates profit in excess of this sunk cost. Once entry takes place,
some competitive interaction occurs. Under regime 2, which bans price discrimination,
the incumbent will tend to accommodate entry. This is because any price reduction in
the competitive market forces the incumbent to implement the same price reduction in
the captive market, which can reduce the incumbent’s profit in the captive market. The
incumbent’s resulting reluctance to cut prices in response to entry can result in higher
profit for the entrant. Thus, a restriction on the regulated firm’s pricing discretion can
act as a powerful form of entry assistance. In particular, a ban on price discrimination
can induce entry that would not occur under the laissez-faire regime, which, in turn, can
cause prices in both markets to fall below their levels in the laissez-faire regime.

The average price cap regime induces the opposite effects. The incumbent will react
more aggressively to entry under an average price cap regime than under a regime that
imposes a separate cap in each market. In particular, the incumbent may reduce the
price it charges in the competitive market below its marginal cost because of the high
price it can then charge in the captive market. Therefore, an average price cap regime
can act as a powerful source of entry deterrence. This observation implies the merits
of granting the firm some authority to set its prices — for instance, by regulating the
firm under an average price cap instead of separate caps — require careful study when
entry is a possibility. This issue is analyzed further in Section 5.2, which considers the
regulation of a vertically-integrated supplier.
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3.2. Dynamics

Regulatory policies also vary according to their implementation over time. A regulatory
policy may be unable to secure substantial surplus for consumers when it is first imple-
mented, but repeated application of the policy may serve consumers well. This section
provides a four-part discussion of dynamic elements of regulatory policy. Section 3.2.1
considers different forms of dynamic average price regulation when transfer payments
from the regulator to the firm are not permitted. Section 3.2.2 extends the analysis to
allow the regulator to make transfers to the firm. Section 3.2.3 examines how frequently
a firm’s prices should be realigned to match its observed costs. Section 3.2.4 discusses
the effect of (exogenous) technological change on prices.

3.2.1. Non-Bayesian price adjustment mechanisms: no transfers

First consider the natural dynamic extension of the tariff basket form of price regula-
tion analyzed in Section 3.1.2. In this dynamic extension, the weights employed in the
current regulatory period reflect the previous period’s outputs.'%? Call the initial pe-
riod in this dynamic setting period 0, and label subsequent periods t = 1,2, .... Let
p = ( ptl, ..., pb) denote the vector of prices the firm charges for its n regulated prod-
ucts in period 7. Let ' = (g}, ..., q},) denote the corresponding vector of outputs,
where g/ = Q;(p’). Tariff basket regulation in this dynamic setting states that if the
price vector was p’~! in period ¢ — 1, the firm can choose any price vector p’ in period
t satisfying

peP = {pt

n n
Y Pl < Zp,’-‘q,”}. (74)

i=1 i=1

For now, assume the initial price vector p is specified exogenously. (This assumption
will be revisited shortly.) Notice that the regulator only needs to observe the firm’s
(lagged) realized sales in order to implement this regulatory policy. In contrast, to im-
plement the static version of tariff basket regulation considered in Section 3.1.2, the
regulator needed to know the demand functions themselves (since he needed to know
demands at the reference prices p°). Note that expression (74) can be written as

" R p?—p?il
ZR’H[—’ e ]<o , (75)
L

i=1

peP = [pt
=1 _ =1 -1 . . .

where R;™" = p;” q; " is the revenue generated by product i in period ¢ — 1, and
R'~! is total revenue from the n products in period ¢ — 1. Constraint (75) states that a

weighted average of proportional price increases cannot be positive in any period, where
the weights are revenue shares in the preceding period.

102 This discussion is based on Vogelsang (1989).
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P2

v(p1,p2) = v(pi b )

Y41

Figure 27.3. Dynamic tariff basket regulation.

Figure 27.3 illustrates how this form of dynamic average price regulation evolves
over time. For the reasons explained in Section 3.1.2, any price vector in the set (74)
generates at least the level of consumer surplus generated in the previous period, so
v(p’) > v(p'™!). In particular, compared to the regime where the firm is forced to
charge the same price vector p® in each period, this more flexible regime yields higher
welfare: consumers are better off (in each period) and, since the firm can implement
the same vector p0 in each period if it chooses to do so, the firm is also better off.
This dynamic process converges and the steady-state price vector will have the Ram-
sey form: profit is maximized subject to consumer surplus exceeding some specified
level.'93 However, as in Section 3.1.1, long-run prices may diverge from Ramsey prices
because the firm’s rent is not necessarily zero.

The regulator might choose the initial price vector p® to ensure that the firm makes
only small rent in the long term and that total discounted expected welfare is maximized.
Such a calculation would require considerable information, however. Alternatively, the
firm might set p° without constraint, but knowing that it will subsequently be controlled
by the regulatory mechanism (74). In this setting, the firm will set its initial prices
strategically in order to affect the weights in future constraints. For instance, the firm

103 1n o steady state, the firm’s (short-run) profit-maximizing price vector in period #, p’, must be the same

as the previous period’s price vector, p =1 From Figure 27.3, this implies that the firm’s profit contour is
tangent to the consumer surplus contour.
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can set a high price for product i in period 0, and thereby reduce the weight applied
to the price of product i in period 1. The net effect of such strategic pricing can be to
reduce aggregate welfare below the level achieved in the absence of any regulation.'%*

Tariff basket regulation can also invite strategic pricing distortions when consumer
demand and/or production costs are changing over time in predictable ways. To illus-
trate, the regulated firm will typically find it profitable to raise the price of a product for
which consumer demand is increasing over time. Lagged output levels understate the
actual losses a price increase imposes on consumers when demand is increasing over
time. In this sense, tariff basket regulation does not penalize the firm sufficiently for
raising prices on products for which demand is growing, and so induces relatively high
prices on these products.'%

Although this form of dynamic regulation leads to an increase in consumer surplus in
every period, it need not lead to a particularly high level of consumer surplus. In particu-
lar, the firm may continue to make positive rent in the long run, even if the environment
is stationary. One possible way to mitigate this problem, especially when demand is
growing exogenously or when costs are falling exogenously, is to require average price
reductions over time, so that average prices are required to fall proportionally by a fac-
tor X, say, in each period.'% Formally, constraint (75) is modified to

n R{—l pg_p{—l
f o f i i i
peP = p ZRH[—FH ]<—X - (76)
i=1 i

The key difficulty in implementing this mechanism, of course, is the choice of X. If
X is too small (compared to potential productivity gains), the firm may be afforded
substantial, persistent rent. In contrast, if X is too large, the firm may encounter financial
difficulties. In a stationary environment, any positive value of X will eventually cause
the firm to incur losses.

One possible way to determine an appropriate value for X involves the use of historic
data on the firm’s expenditures. To illustrate this approach, consider a policy that allows
the regulated firm to set any price vector for its products in a given period, as long as the
prices generate non-positive accounting profit for the firm when applied to outputs and
costs in the previous period.'%” Suppose the firm’s observable production expenditures
in year 7 are E'.1% Formally, this policy permits the firm to select any vector of prices

104 See Law (1997). Foreman (1995) identifies conditions under which strategic pricing to relax the price cap
constraint is more pronounced when relative revenue weights are employed than when quantity weights are
employed.

105 Brennan (1989), Neu (1993), and Fraser (1995) develop this and related observations.

106 We will discuss other aspects of this issue in Section 3.2.4.

107 This policy is proposed and analyzed in Vogelsang and Finsinger (1979).

108 For simplicity, we abstract from intertemporal cost effects, so that all costs of producing output in period
t are incurred in period ¢.
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in period ¢ that lie in the set

n
Y pig T <ET'L (77)

i=1

peP ={p

This policy, which we term the lagged expenditure policy, differs from the regulatory
regime reflected in expression (74) in that last period’s expenditure replaces last period’s
revenue as the cap on the current level of calculated revenue. Letting IT" = Y _/_, pf qi’ —
E! denote the firm’s observed profit in period ¢, constraint (77) can be re-written as

n n
S pig <Y pilg T !

i=1 i=1

peP ={p

Thus, prices in each period must be such that the amount consumers would have
to pay for the bundle of regulated products purchased in the preceding period de-
creases sufficiently to eliminate the observed profit of the firm in the previous period
(and does not simply decrease, as in expression (74)). Expression (70) reveals that
v(p") = v(p'~!) + IT'~'. Therefore, any profit the firm enjoys in one period is (more
than) transferred to consumers in the next period. Notice that the regulator only needs
to observe the firm’s realized revenues and costs in order to implement the mechanism.
The regulator does not need to know the functional form of the demand or cost functions
in the industry.

Even though it can be implemented with very little information, the lagged expen-
diture policy can induce desirable outcomes under certain (stringent) conditions. In
particular, the mechanism can sometimes eventually induce Ramsey prices (i.e., the
prices that maximize surplus while securing non-negative rent for the firm). This con-
clusion is summarized in Proposition 10.

PROPOSITION 10. Suppose demand and cost functions do not change over time and
the firm’s technology exhibits decreasing ray average cost.'"° Further suppose the reg-
ulated firm maximizes profit myopically each period. Then the lagged expenditure policy
induces the firm to set prices that converge to Ramsey prices.

The conditions under which the policy secures Ramsey prices are restrictive. If de-
mand or cost functions shift over time, convergence is not guaranteed, and the reg-
ulated firm may experience financial distress. Even in a stationary environment, the
non-myopic firm can delay convergence to the Ramsey optimum and reduce welfare
substantially in the process. It can do so, for example, by intentionally increasing pro-
duction costs above their minimum level. This behavior reflects the general proposition

109 The cost function C (q) exhibits decreasing ray average cost if rC(q) > C(rq) for all » > 1 and output
vectors (. Decreasing ray average costs ensure the firm can continue to secure non-negative profit under the
mechanism as prices decline and outputs increase.



Ch. 27:  Recent Developments in the Theory of Regulation 1621

that when the firm’s (current or future) permitted prices increase as the firm’s current
realized costs increase, the firm has limited incentives to control these costs.

To illustrate this last point, suppose the firm produces a single product and has a con-
stant unit cost in each period, which the regulator can observe. If unit cost is ¢!~! in
the previous period, then the policy in expression (77) requires the firm to set a price
no higher than ¢/~! in the current period. Suppose that the firm can simply choose the
unit cost, subject only to the constraint that ¢’ > ¢, where c is the firm’s true (min-
imum possible) unit cost. Thus, any choice ¢! > c¢ constitutes “pure waste”. (Note
that this inflated cost is actually incurred by the firm, and not simply misreported.)
The firm discounts future profit at the rate §, and its discounted profit in period zero
is )02, 8" Q(p")(p" — ¢"). The regulator chooses the initial price p% > ¢, and subse-
quently follows the rule p’ = ¢/~!. If there were no scope for pure waste, the observed
unit cost in period 0 would be ¢, and the firm would make profit Q(p°)(p° — ¢) for
one period. It would make no profit thereafter, because price would equal unit cost in
all subsequent periods. However, when ¢ is sufficiently large, the firm can increase the
present discounted value of its profit by undertaking pure waste. To see why, notice that
the firm could choose an inflated cost cy > ¢ in period 0, and then implement the min-
imum cost ¢ in every period thereafter. With this strategy, the firm’s discounted profit
is

0(P°)(p° — cu) +8Q(cu)(cn — o). (78)

Expression (78) is increasing in cy at cy = ¢ when 6Q(c) > Q(po). Consequently,
whenever the discount factor is high enough — so the firm cares sufficiently about future
profit — the firm will find it profitable to inflate its costs.!1”

These dynamic price regulation mechanisms affect both the pattern of relative prices
and the average price level. The tariff-basket adjustment mechanism reflected in con-
straint (74) performs well on the first dimension. Starting from some initial price vector,
consumer surplus rises monotonically over time and converges to a desirable Ramsey-
like pattern of relative prices. However, this mechanism may not control adequately the
average price level, and the firm may enjoy positive rent indefinitely. The lagged expen-
diture policy attempts to deliver a desirable equilibrium pattern of relative prices and
to eliminate rent over time. However, it is essentially a form of cost-plus (or rate-of-
return) regulation, albeit one that gives the firm flexibility over the pattern of its relative
prices. When the firm’s cost function is exogenous, the scheme works reasonably well.
However, when the firm can affect its production costs, the scheme can provide poor
incentives to control costs, and so can induce high average prices.

110 Sappington (1980) shows that, because of the pure waste it can induce, the lagged expenditure policy
may cause welfare to fall below the level that would arise in the absence of any regulation. Hagerman (1990)
shows that incentives for pure waste can be eliminated if the policy is modified to allow the firm to make
discretionary transfer payments to the regulator. These transfer payments provide a less costly way for the
firm to relax the constraint that the lagged expenditure policy imposes on prices.
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3.2.2. Non-Bayesian price adjustment mechanisms: transfers

Although Section 3 focuses on policies in which the regulator has no authority to make
transfer payments to the regulated firm, we briefly discuss here some non-Bayesian
policies that do permit transfers. When transfers are employed, the relevant bench-
mark entails marginal-cost prices, rather than the Ramsey (and Ramsey-like) prices that
were the focus of Section 3.2.1. There are at least three non-Bayesian policies that
can eventually implement marginal-cost pricing under certain conditions. The speed of
convergence and the distribution of surplus varies considerably under these three mech-
anisms.

The first such policy was discussed in Section 2.3.1. If the regulator is perfectly in-
formed about consumer demand for the regulated product, he can induce marginal-cost
pricing immediately by offering the firm a transfer payment, 7', equal to the level of
consumer surplus, v(p), generated by the price, p, the firm sets for its product. (For
simplicity, assume the firm produces a single product.) By awarding to the firm the
entire surplus generated by its actions, this policy induces the firm to maximize total
surplus by setting the price equal to its marginal cost.!'! An obvious drawback to this
policy is the highly asymmetric distribution of surplus it implements. To recoup some
surplus for consumers without distorting the firm’s incentive to establish an efficient
price, the regulator might subtract a fixed amount (k) from the transfer payment to the
firm (so T = v(p) — k). Of course, determining an appropriate value for k can be prob-
lematic. If & is too small, the firm will continue to enjoy substantial rent. If & is too large,
the firm will refuse to operate, and thereby eliminate all surplus.'!?

In a dynamic context, it is possible to return surplus to consumers over time and still
maintain marginal-cost pricing. One way to do so is with the following policy.!!® In each
period ¢ the regulated firm is permitted to set any price p’ for its product. The regulator
pays the firm a transfer each period equal to the difference between the incremental (not
the total) consumer surplus derived from its pricing decisions and the firm’s profit in the
preceding period. Formally, this transfer in period ¢, 7, is defined by

1 = [o(p') ~ o)) - 11, 19)

where v(-) is the (known) consumer surplus function and I7 =1 ig the firm’s actual
profit in the previous period ¢ — 1, which is observed by the regulator. In addition to this
transfer, the firm is permitted to keep its profit 77’ in each period.

To illustrate the workings of this policy, termed the incremental surplus subsidy pol-
icy, suppose there is an exogenous profit function 7 (p?), the precise form of which is
not known to the regulator. (Only actual profit IT" = m(p’) is observed.) In period t,

1 [ 6eb and Magat (1979) analyze this regulatory policy.

112 Section 4.5 discusses how the choice of k may be more straightforward when the regulated firm supplies
many products.

113 This policy is due to Sappington and Sibley (1988).
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the firm’s pricing decision affects its profit 7t (p") in that period, its transfer payment 7"’
in that period, and its transfer payment in the subsequent period 7/*!. In sum, from the
perspective of period ¢, the firm’s discounted profit due to its period-¢ price decision is

7 (p') +v(p) = 8[(p) +v(p')] = (1 = &)= (p) +v(p)].

where § denotes the firm’s discount factor. Therefore, the firm will choose its price
to maximize [ (p’) + v(p")], which entails marginal-cost pricing in all periods r =
1,2, .... Moreover, from period 2 onward the firm makes zero rent in each period. (Its
price is constant, and the firm’s stationary operating profit I7 is extracted by the transfer
in each period.)

Notice also that, in contrast to the lagged expenditure policy, the incremental surplus
subsidy policy does not provide incentives for the firm to distort its observed profit.
To see why, suppose that when it takes some (unobserved) action e, the firm’s realized
profit function is 7 (p, e). (For instance, e could take the form of “pure waste”, so that
IT = 7 (p) — e for some “true” profit function rr.) Then in period ¢ the firm will choose
p' and €' in order to maximize (1 — 8)[7(p’, €') + v(p")], and so the socially efficient
level of ¢! will be chosen.

In sum'!4:

PROPOSITION 11. In a stationary environment the incremental surplus subsidy policy
ensures: (1) marginal-cost pricing from the first period onwards; (ii) the absence of pure
waste; and (iii) zero rent from the second period onwards.

Despite its potential merit in returning surplus to consumers, the policy has at least
four drawbacks. First, it can impose financial hardship on the firm if its costs rise over
time.!!> Second, the large subsidy payments that the mechanism initially requires are
socially costly when the regulator prefers consumer surplus to rent.!'® Third, the regu-
lator must know consumer demand to implement the policy. Finally, although it avoids
pure waste, the policy does not preclude “abuse”. Abuse is defined as expenditures in
excess of minimal feasible costs that provide direct benefit to the firm’s managers or em-
ployees. Abuse includes perquisites for the firm’s managers and the lower managerial
effort required to produce at inefficiently high cost, for example.!!”

114 Schwermer (1994) and Lee (1997b) provide extensions of the incremental surplus subsidy policy to
settings with Cournot and Stackelberg competition. Sibley (1989) modifies the scheme to allow the firm to
have private information about consumer demand.

115 See Stefos (1990) and Sappington and Sibley (1990).

116 Lyon (1996) presents simulations which suggest that once subsidy costs are accounted for, the lagged
expenditure policy [modified as Hagerman (1990) suggests to eliminate incentives for pure waste] often gen-
erates higher levels of welfare than the incremental surplus subsidy policy.

17 Sappington and Sibley (1993) show that the mechanism induces the firm’s owners to undertake efficient
precautions against abuse by subordinates in the firm. However, abuse by the owners themselves can be
problematic under the mechanism.
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To understand why the regulated firm may undertake abuse under the incremental
surplus subsidy policy, consider a case where the regulator can observe some, but not
all, components of the firm’s costs. Specifically, suppose unit cost ¢ is observed, while
the fixed cost F(c), which represents the managerial effort associated with producing
with unit cost ¢, is not observed. Further suppose the transfer payment in period ¢ is

Tt — [U(pt) _ v(pt—l)] _ Q(pt—l)(pt—l _ Ct_l). (80)

In this setting, the firm will choose p’ and ¢’ to maximize (1 — 8)[Q(p")(p’ — c') +
v(p")]— F(c"). Price p' will be set equal to realized cost ¢!, but ¢! will be set at an inef-
ficiently high level.!!® This is because the firm does not retain the full benefit of a cost
reduction, since any profit generated in one period is fully usurped in the next period.
(Notice from Equation (80) that if, by incurring a high fixed cost, the firm achieves a low
marginal cost ¢! in one period, it will receive a lower transfer 7% in the subsequent
period. Consequently, the firm will not appropriate the full benefits of its unobserved
cost-reducing activity.)

In more realistic settings where realized consumer demand is observed but the reg-
ulator does not know the functional form of the demand curve for the firm’s product,
the exact incremental surplus element of the transfer (79), [v(p’) — v(p’ -1y, might
be replaced by the linear approximation ¢’ ~![p'~! — p’], where ¢! denotes realized
consumer demand in period r — 1.11° Under this policy, the transfer payment to the firm
in period ¢ would be

Tt :ql‘—l [pt—l _ pl‘] _ Ht_l. (81)

This policy eventually ensures outcomes similar to those induced by the incremental
surplus subsidy policy. Thus, if demand and cost functions do not change over time,
this mechanism ultimately achieves the outcome a welfare-maximizing regulator would
implement if he shared the firm’s private knowledge of its environment. However, the
convergence of price to marginal cost and the convergence of rent to zero take place
only gradually.'20

3.2.3. Frequency of regulatory review

Even when regulatory policies do not explicitly link prices to realized costs, such
linkage can be effected when the policies are updated.!?! To illustrate, suppose the au-
thorized rate at which prices can rise (i.e., the X factor) in a price cap regulation regime

118 This distortion parallels the optimal distortion induced in the Laffont-Tirole setting of Proposition 3
above.

115 Finsinger and Vogelsang (1981, 1982) proposed this policy (before the incremental surplus subsidy policy
was proposed). As originally proposed, this policy was designed to motivate public enterprises. The ensuing
discussion adapts the original policy to apply to a profit-maximizing regulated firm.

120 Finsinger and Vogelsang (1981, 1982) prove this convergence result. Vogelsang (1988) proves that pure
waste will not occur.

121 Explicit linkage of prices to costs is discussed in Section 3.3.
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is updated periodically to eliminate the firm’s expected future profit. Also suppose ex-
pectations about future profit are based in part upon the firm’s current realized revenues
and costs.'?? Even though a regulatory regime of this sort permits the firm to retain all
the profit it generates in any given year, the firm recognizes that larger present profits —
generated by efficiency gains, for instance — may result in smaller future earnings. Con-
sequently, implicit intertemporal profit sharing of this sort can limit the firm’s incentive
to reduce its operating costs and expand its revenues, just as explicit profit-sharing re-
quirements can.

The diminution in incentives will be more pronounced the more frequently the reg-
ulatory regime is revised to eliminate expected rent. On the other hand, an infrequent
revision of the regime could allow prices to diverge from costs for long periods, and
thereby reduce allocative efficiency. The optimal choice of “regulatory lag” trades off
these two opposing effects.!?3 The following extreme settings provide some intuition
for the key determinants of the optimal frequency of regulatory review:

o If the firm cannot affect its realized costs, frequent regulatory reviews are optimal.
Because there is no need to provide incentives for cost reduction in this case, the
only concern is to achieve allocative efficiency. When costs vary over time, this
goal is best accomplished through frequent reviews that set prices to match realized
costs.

e If consumer demand is inelastic, so there is little deadweight welfare loss when
prices depart from costs, reviews should be infrequent. If prices are permitted to
diverge from realized costs for long periods of time, the firm will have strong in-
centives to reduce costs, since the firm keeps most of the extra surplus it generates.
And when there is little efficiency gain from ensuring that prices track costs closely,
it is optimal to implement long lags between regulatory reviews.

Clearly, any realistic case will fall between these two extremes, and the optimal period
between reviews in a price cap regime will depend upon the specifics of the regulatory
environment. A key element of this environment is the regulator’s ability to implement
credible long-term contracts. If formal regulatory reviews are carried out only infre-
quently, the firm’s realized profits can become too large or too small for the regulator

122 When implemented in this manner, price cap regulation operates much like rate-of-return regulation with
a specified regulatory lag. Baumol and Klevorick (1970) and Bailey and Coleman (1971), among others,
analyze the effects of regulatory lag on incentives for cost reduction under rate-of-return regulation. Pint
(1992) examines the effects of regulatory lag under price cap regulation and demonstrates the importance of
basing projections of future costs on realized costs throughout the price cap regime rather than in a single test
year. When a test year is employed, the regulated firm can limit its cost-reducing effort in the test year and
shift costs to that year in order to relax future regulatory constraints.

123 This discussion is based on Armstrong, Rees and Vickers (1995). Notice that the choice of an infrequent
regulatory review may enable the regulator to commit to remaining partially ignorant of the firm’s costs. This
ignorance allows the regulator to promise credibly not to link prices too closely to costs, even when he cannot
commit to future pricing policies. (Recall the discussion of an analogous strategy in Section 2.5.) Isaac (1991)
points out that rate shock (substantial, rapid price changes) may occur if prices are revised to reflect realized
operating costs only infrequently.
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to refrain from intervening to re-set prices before the scheduled review. In such cases,
long regulatory lags are not credible.

The lagged expenditure policy discussed in Section 3.2.1 can be viewed as a regula-
tory regime with frequent regulatory reviews. With this policy, the firm’s prices in each
period are required to fall to a level that reflects realized expenditures in the previous
period. As noted, this mechanism can provide poor incentives to control costs, even
though it serves to implement desirable prices given the realized costs. More generally,
the frequency of regulatory review is essentially a choice about how responsive prices
will be to realized costs. This issue is explored further in Section 3.3.

3.2.4. Choice of ‘X’ in price cap regulation

Recall from the discussion in Section 3.2.1 that it may be desirable to require the
(inflation-adjusted) prices charged by a regulated firm to decline at a specified rate, X.
In practice, it can be difficult to determine the most appropriate value of this “X factor”.
To provide some insight regarding the appropriate choice of an X factor, consider a set-
ting where (in contrast to the preceding discussion of dynamic regulatory policies) the
firm invests in durable capacity over time. To simplify the analysis, suppose there is no
asymmetric information and the regulated firm produces a single product.!?*

Further suppose that investment, production and consumption all take place in peri-
odst = 0,1,.... Let p; denote the price for the firm’s product in period . Suppose
that consumer surplus and the demand function for the firm’s product in period ¢ are,
respectively, v;(p;) and Q;(p;). For simplicity, demand in each period is assumed to
depend only on the price set in that period. Over time, the firm invests in the capacity
required to deliver its product. For simplicity, one unit of capacity is assumed to be
needed to provide one unit of service. Capacity at time ¢ is denoted K;. Capacity depre-
ciates at the proportional rate d in each period. The cost of installing a unit of capacity
in period ¢ is B, so there are constant returns to scale in installing capacity. Let I, be
the investment (in money terms) undertaken in period #, so the amount of new capacity
installed in period ¢ (in physical units) is /;/B;. Therefore, capacity evolves according
to the dynamic relation

1
K =(1—d)K; + ﬂ‘“ : (82)

t+1

All investment can be used as soon as it is installed.

What is the marginal cost of providing an extra unit of service in period ¢ in this
setting? Suppose the investment plan is Ky, K¢ 41, ..., I, I;41, ..., satisfying expres-
sion (82). Then if K; is increased by 1, all subsequent values for K and I are unchanged

124 The analysis in this section is based on Laffont and Tirole (2000, Section 4.4.1.3). See Kwoka (1991,
1993), Armstrong, Cowan and Vickers (1994, Section 6.3), and Bernstein and Sappington (1999) for further
discussions.
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if next period’s investment ;4 is reduced so as to the keep the right-hand side of ex-
pression (82) constant, i.e., if 1,11 is reduced by (1 — d)B;,1.'? If the interest rate is r,
so that the firm’s discount factor is § = then the net cost of this modification to the

. . T
investment plan is
1—-d
C =B — . 83
t Bt 1+ rlgt+1 (83)

Expression (83) specifies the marginal cost of obtaining a unit of capacity for use in
period ¢. If technical progress causes the unit cost of new capacity to fall at the exoge-
nous rate y every period, then 8,41 = (1 — y)B;. With technical progress at the rate y,

formula (83) becomes!?®
_ _(d=-ad-y)
C = ,3t<1 B ) (84)

Clearly, this marginal cost of capacity falls (with ;) at the rate y.

Suppose it costs the firm an amount ¢; to convert a unit of capacity into a unit of the
final product. Then the total marginal cost for supplying the final product is C; + ¢;, and
so the optimal price in period ¢ is p; = C; + ¢;, where C; is defined in expression (84).
Thus, in this setting with constant returns to scale, welfare is maximized if, in each
period, price is set equal to the correctly calculated marginal cost of expanding available
capacity for one period, C;, plus the operating cost ¢;. If both the cost of capacity B; and
the operating cost ¢; fall at the same exogenous rate y, then this optimal price should
also fall at this rate y, i.e., ‘X’ should be equal to the exogenous rate of technical
progress.

Of course, the cost structure of the regulated firm and the (potential) rate of technical
progress are unlikely to be common knowledge in practice.!?’ To secure a modest X,
the regulated firm may claim that its potential for cost reduction and the rate of technical
progress are modest. In contrast, consumer advocates are likely to argue that the firm is
capable of achieving pronounced productivity gains. In practice, a regulator is forced to
weigh the available evidence, however limited it might be, and make his best judgment
about a reasonable value for the X factor.

3.3. The responsiveness of prices to costs

The discussion in Section 3.2 emphasized the importance of the extent to which regu-
lated prices are (implicitly or explicitly) linked to costs. The present section considers

125" Assume that demand conditions are such that investment in each period is strictly positive, which ensures
that this modification is feasible.

126 1f the parameters d, r and y are reasonably small, this formula is approximated by C; =~ B;(r + y + d).
This is a familiar equation in continuous-time investment models.

127 In addition, in practice there is considerable uncertainty (for both the regulator and firm) about how
consumer demand and technology develop over time. See Dobbs (2004), for instance, for an account of how
the principles of dynamic price regulation are altered in the presence of uncertainty. Guthrie (2006) provides
a survey of the literature that examines the effects of regulatory policy on investment.
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this linkage in more detail, and explores the trade-offs involved in varying the extent
to which prices reflect realized costs. The focus in this section is on the trade-off be-
tween allocative efficiency and providing incentives for the firm to control its costs. The
discussion employs the moral hazard framework of Section 2.6.

Recall from Section 2.6.1 that when transfer payments between the regulator and the
firm are possible and the firm is risk neutral, consumers are best served by affording
the firm the entire social gains that its unobserved activities secure. The reason is that
incentive issues are resolved fully when the firm is the residual claimant for the surplus it
generates, and the firm can be required to compensate consumers in advance for the right
to retain the incremental surplus it generates, which resolves the distributional issue.
This conclusion suggests that high-powered incentive schemes like price cap regulation
are better suited for resolving moral hazard problems than are low-powered policies like
rate-of-return regulation, at least when risk aversion, limited liability, and asymmetric
knowledge of the firm’s production technology are not serious concerns. It is useful to
examine how this conclusion is modified when transfer payments from the regulator to
the firm are not possible.

For simplicity, consider the moral hazard setting where marginal cost can be either
high or low, so that the firm’s profit function in state i is mi( p) = Q(p)(p —ci). The
equilibrium probability of achieving a low-cost outcome, ¢(A ), is given by expres-
sion (55) above. (Recall AY = U; — Uy is the difference between the firm’s utility in
the low state and the high state.) Suppose further that the demand function is iso-elastic,
with constant elasticity equal to 7.!?® Suppose that transfer payments are prohibitively
costly, so the regulator can only dictate the unit price the firm will be allowed to charge
given its realized costs.'?’

In this setting, prices are required to perform two tasks. First, they must provide the
firm with incentives to reduce costs. To provide such incentives, the firm’s profit must
be higher when its costs are lower. Second, prices must not depart too far from realized
cost in order to promote allocative efficiency. Clearly, ideal incentives and allocative
efficiency cannot be achieved simultaneously, and a compromise is required.

It follows from Equations (61) and (62) that the full-information prices in this set-
ting (i.e., the prices the regulator would allow the firm to choose if the regulator could
directly control the firm’s cost-reducing effort) are

PL_CL_PH—CH_|: A ]l

pL  pH 1+ 4

(85)

128 1f demand is inelastic so n < 1, suppose that demand goes to zero when price reaches some high “choke
price” in order to make consumer surplus well defined. This choke price is assumed to be higher than any of
the prices identified in the following discussion.

129 Implicitly, we rule out both transfer payments from taxpayers to the firm and two-part tariffs. The follow-
ing discussion is closely related to Schmalensee (1989). His model differs in that a continuum of cost states
are possible and he restricts attention to linear incentive schemes. (This restriction is inconsequential when
there are just two possible outcomes.) He also models the regulator as being uncertain about the cost of effort
function for the firm. See Gasmi, Ivaldi and Laffont (1994) for further analysis of a similar model.
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where, recall, A is the Lagrange multiplier associated with the firm’s participation con-
straint. Thus, the Lerner index (p; — c¢;)/pi is equal for the two cost realizations,
in accordance with standard Ramsey principles. (See expression (2) above.) At this
full-information outcome, prices vary proportionally with realized costs. The resulting
relationship between profit and the cost realization depends on the demand elasticity:
with equal mark-ups, the firm’s profit ; (p;) is higher (respectively lower) when costs
are low if n > 1 (respectively if < 1). Thus, when demand is inelastic, the firm makes
less profit when its costs are low under the full-information policy. Of course, such a
policy provides no incentive for the firm to achieve a low cost.

Turning to the second-best problem where the regulator cannot directly control the
firm’s cost-reducing effort, expression (63) in the present setting becomes

L —cL |: ap+ AV }1
2 1+ +aVé In’
PH = CH [ i(1—¢)—AY¢ ]1

pH (L+2)(1=¢)—av¢ In
Here, AV = v( pL) — v(pg) is the difference in consumer surplus in the two states at
the optimum.

As in Section 3.2.3, it is useful to consider two extreme cases:

e If the success probability ¢ is exogenous, there is no need to motivate the firm
to achieve lower production costs. (In this case, (13’ () = 0 and expressions (86)
reduce to the standard full-information Ramsey formulas (85).) Thus, pure cost-
plus regulation is optimal in this setting.

e If demand is perfectly inelastic, there is no welfare loss when price diverges from
cost. Consequently, in this setting, it is optimal to provide the maximum incentive
for cost reduction. This is accomplished by setting a price that does not vary with
realized costs (so pr = pp). In this case, it is optimal to implement pure price cap
regulation, and the full-information outcome is achieved again.'3°

In less extreme cases, departures from the full-information policy are optimal. Ex-

pressions (86) imply that!3!

(86)

130 This is essentially an instance of the analysis of optimal regulation with a risk-neutral firm when transfers
are used, discussed in Section 2.6.1. When demand is perfectly inelastic, there is no difference between the
use of prices and transfers, and a prohibition on the regulator’s use of transfers is not restrictive.

131 qf pr. < py then AV > 0. In this case, expressions (86) imply that

_ . X 1 .
PL CL>|: hiI_)PH CH
pL 1+Adm PH
so the Lerner index is higher for the low-cost firm. On the other hand, if p;, > pp, expression (86) implies

PL—C¢L _PH —CH

<
pL PH

which is clearly inconsistent with p; > pg. Therefore, the only possible configuration consistent with (86)
is as given in expression (87).

s
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pPL —CL PH —CH
> , PL < PH 87)
PL PH

and so the Lerner index is higher in the low-cost state than in the high-cost state in
order to provide an incentive for cost reduction. In particular, regulated prices do not
fully reflect costs, although the regulated price declines as realized cost declines. To
provide strong incentives to reduce cost, it can even be optimal to set price below cost
when the high cost is realized.

In summary, when the regulator cannot make transfer payments to the firm, prices are
required to pursue both allocative efficiency and productive efficiency. The inevitable
compromise that ensues results in prices that are higher when realized costs are low
than they would be in a full-information world. The higher prices motivate the firm to
secure low costs.!3?

This discussion has so far been confined to a pure moral hazard framework, in which
the firm has no private information at the time regulatory policy is formulated. A richer
framework would allow the firm to possess private information about its ability to obtain
low costs, for instance. In such cases, the regulator might offer the firm a choice among
regulatory plans. To understand the nature of this choice, consider a benchmark case
of pure adverse selection, where the firm knows its probability of achieving a low cost
realization, but has no ability to affect this probability. (The firm does not know the
actual cost realization at the time the regulatory policy is determined, however.) Suppose
the firm is either type L or type H. The type-L firm has a higher probability of achieving
low cost than the type-H firm. In this setting where transfer payments are not feasible,
the regulator will offer the firm a choice between two pairs of prices, ( p%, pfr{) and

(pi, pf), where p! denotes the regulated price when the firm claims to be type j and
realized (and observed) cost is ¢;. These prices will be designed to ensure the type-H
firm enjoys no expected rent while the type-L firm is indifferent between the two pairs
of prices. To make the ( pILLI , pg) option less attractive to the type-L firm and thereby
to reduce the type-L firm’s rent, p{l will be reduced below the Ramsey levels identified
in expression (85). Because the type-L firm is more likely to achieve cost ¢y, than the
type-H firm, the reduction in pf (and corresponding increase in pg ) is differentially
unattractive to the type-L firm. The regulator implements no corresponding distortions
from Ramsey prices in the ( pf, pIL_I) option, because such distortions would not reduce
the rent of the type-H firm, which strictly prefers the (p¥, pi) option to the (pk, ph)
option.!33

Richer models could incorporate both moral hazard and adverse selection. For in-
stance, the firm might have private information about its ability to reduce costs. As the
analysis in Section 2 suggests, a carefully structured choice among regulatory plans can

132 This analysis is closely related to the analysis in Section 2.6.2, where transfer payments are possible and
the firm is risk averse. In both cases, a concave relationship between consumer surplus and the firm’s utility
makes the optimal regulatory policy less high powered than the full-information policy.

133 See Armstrong and Vickers (2000, Section IV) for a model along these lines.
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limit the regulated firm’s incentive to understate its potential to achieve productivity
gains. To illustrate, the firm might be afforded the choice between: (1) a pure price cap
plan; and (2) a plan where prices reflect realized costs to some extent. When the para-
meters of these plans are chosen appropriately, the firm can be induced to select: (1) the
pure price cap plan when it knows that it has pronounced ability to reduce its operating
costs; and (2) the earnings sharing plan when it knows that its ability to reduce operating
costs is more limited.'>* The more capable firm is willing to guarantee lower prices to
consumers in return for the expanded opportunity to retain more of the relatively high
earnings it knows it can generate. The less capable firm is willing to share its (relatively
modest) earnings with its customers when doing so allows it to guarantee more modest
price reductions.

3.4. Regulatory discretion

The final key element of the design of regulatory policy that will be considered here is
the degree of policy discretion afforded the regulator. When the regulator has extensive,
ongoing experience in the industry, he will often be well informed about relevant indus-
try conditions, in which case it can be advantageous to afford him considerable latitude
in policy design. However, a regulator might employ this latitude inappropriately. In
particular, the regulator might behave opportunistically over time, maximizing welfare
ex post in such a way as to distort the ex ante incentives of the firm. Alternatively, the
regulator might succumb to industry pressure to act in a non-benevolent manner. These
two dangers are discussed in turn.

3.4.1. Policy credibility

Section 2.5.3 explained how a regulator’s inability to commit to future policy can harm
the regulatory process. The key problem in Section 2.5.3 was that the regulator could
not refrain from using information revealed early in the process to maximize subsequent
welfare. Another fundamental problem arises in the presence of sunk investments.!3>
Once the firm has made irreversible investments, a regulator with limited commitment
powers may choose not to compensate the firm for those investments, in an attempt to

134 See Laffont and Tirole (1986) and Lewis and Sappington (1989d) for formal analyses of this issue, and
Sappington and Weisman (1996a, pp. 155-165) for further discussion. Rogerson (2003) provides conditions
under which a particularly simple regulatory policy secures a large fraction (at least three-quarters in a pa-
rameterized example) of the surplus secured by the optimal regulatory policy. The simple regulatory policy
consists of only two options: a pure price cap plan and a plan under which the firm’s realized costs are fully
reimbursed. Bower (1993), Gasmi, Laffont and Sharkey (1999), McAfee (2002), and Chu and Sappington
(2007) also analyze settings in which a limited number of options and/or simple contracts secure much of the
surplus that a richer set of options can secure.

135 See Williamson (1975) for a pioneering treatment of the problem, and Newbery (1999, ch. 2) for a
detailed discussion of the problem of regulatory commitment. Tirole (1986b) considers both the information
and investment aspects of the commitment problem.
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deliver the maximum future benefits to consumers. This expropriation might take the
form of low mandated future prices. Alternatively, the expropriation might arise in the
form of permitting entry into the industry.!3® When it anticipates expropriation of some
form, the firm will typically undertake too little investment.'3’

One natural way to overcome the temptation for a regulator to behave opportunisti-
cally is to limit the regulator’s policy discretion. This might be done, for instance, by
imposing a legal requirement that the firm earn a specified rate of return on its assets. '8
The promise of a fair return on investment can provide relatively strong incentives for
infrastructure investment in a dynamic setting where the regulator has weak commit-
ment powers. However, a blanket commitment to deliver a specified return on assets
can reduce significantly the firm’s incentives to control its costs, in part because the
commitment rewards inefficient or unnecessary projects in the same way it rewards ef-
ficient projects. To limit this problem, the naive rate-of-return commitment could be
modified to consider whether the assets are ultimately “used and useful”. There are two
problems with such a policy, though. First, an investment might ultimately prove to be
unnecessary even though it was originally desirable. The merits of a given investment
often are difficult to predict precisely, in practice. Second, if the regulator has some dis-
cretion in defining which sunk investments are included in the asset base, the problem
of limited regulatory commitment resurfaces. 3"

136 price cap regulation can encourage the regulator to expropriate the incumbent firm by introducing com-
petition. Recall that under price cap regulation, prices are not linked explicitly to the earnings of the regulated
firm. In particular, the regulator is under no obligation to raise prices in the regulated industry if the firm’s
profit declines. This fact may encourage the regulator to facilitate entry into the industry in order to secure
even lower prices for consumers. The regulator may be more reluctant to encourage entry under rate-of-return
regulation because he might then be obliged to raise industry prices in order to mitigate any major impact
of entry on the profits of the incumbent firm — see Weisman (1994). Lehman and Weisman (2000) provide
some empirical support for this effect. Kim (1997) analyzes a model in which a welfare-maximizing regulator
decides whether entry should be permitted once the incumbent has made investment decisions. Biglaiser and
Ma (1999) find that entry into a regulated industry where the regulator’s commitment powers are limited can
either enhance or diminish incentives for cost-reducing investment by the incumbent firm. The direction of
the effect depends upon how investment affects the distribution of the firm’s operating costs.

137 Spiegel (1994) and Spiegel and Spulber (1994, 1997) demonstrate how the regulated firm may alter its
capital structure in order to induce a regulator with limited commitment power to authorize a higher regulated
price. Specifically, the firm may choose a high debt-equity ratio in order to make bankruptcy — which involves
extra costs that the regulator takes into account when determining future pricing policy — more likely for a
given price policy. To avoid the costs of bankruptcy, the regulator implements a more generous pricing policy
than he otherwise would.

138 See Greenwald (1984). Levy and Spiller (1994) and Sidak and Spulber (1997) examine the legal frame-
work governing a regulator’s ability to expropriate a firm’s sunk investments.

139 See Kolbe and Tye (1991), Lyon (1991, 1992), Gilbert and Newbery (1994), and Encinosa and Sapping-
ton (1995) for analyses of regulatory cost disallowances and “prudence reviews”. Sappington and Weisman
(1996b) examine how the discretion of the regulator to disallow certain investments affects the firm’s invest-
ment decisions.
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Although limited regulatory commitment can discourage investment, it need not al-
ways do s0.40 When the regulator and firm interact repeatedly, mutual threats by the
firm and regulator to “punish” one another can sustain desirable investment and com-
pensation levels.'#! To illustrate, in a model where investments last forever — which is
where the danger of expropriation is especially great — desired investment levels can ul-
timately be achieved if the firm gradually builds up its asset base. Here, if the regulator
reneges on his implicit promise to deliver a reasonable return on capital, the firm can
punish the regulator by refusing to continue its capital expansion program. !>

Institutional design also can enhance regulatory commitment powers. For instance,
a government might intentionally employ a regulator who values industry profit (rel-
ative to consumer surplus) more highly than the government. Such a regulator will
be relatively unlikely to expropriate industry investment, and so valued investment is
relatively likely to be undertaken.!*® The division of regulatory responsibility among
multiple regulators, each with a different objective, also may help to enhance regula-
tory commitment powers. Absent commitment problems, the conflicting objectives of
multiple regulators can complicate policy design and implementation.'* However, the
conflicting objectives and dispersed powers can limit the incentive and ability of any
single regulator to renege on a promise he has made, and thereby enhance incentives for
the firm to undertake valued investment.'*3

140 Besanko and Spulber (1992) demonstrate that a regulated firm may undertake excessive investment to
induce an opportunistic regulator to set a higher price for the firm’s product. In the model, the regulator is un-
certain about the relationship between the firm’s observable capital stock and its unobservable unit operating
cost. In equilibrium, higher levels of capital lead the regulator to increase his estimate of the firm’s unit cost
of operation. Consequently, the firm undertakes more than the cost-minimizing level of capital investment to
induce the regulator to revise upward his estimate of the firm’s operating cost, and to set a correspondingly
higher price for the firm’s product.

141 Of course, this is just an instance of the general theory of dynamic and repeated games. See Fudenberg
and Tirole (1991, ch. 5) for an overview. Gilbert and Newbery (1994) and Newbery (1999, ch. 2) compare
the abilities of three kinds of regulatory contracts to induce desirable investment in the presence of limited
regulatory commitment: (i) naive rate-of-return regulation, (ii) rate-of-return regulation with a “used and
useful” requirement, and (iii) price-cap regulation. Consumer demand is uncertain in their model, and so
capacity investment that is desirable ex ante may not be required ex post. The authors show that regime (ii)
can sustain the desirable rate of investment for a larger range of parameter values than either regime (i) or
regime (iii). Lewis and Sappington (1990, 1991b) assess the merits of alternative regulatory charters.

142 §ee Salant and Woroch (1992) for a formal analysis of this issue, and see Levine, Stern and Trillas
(2005) for a model based on regulatory reputation. Lewis and Yildirim (2002) show that learning-by-doing
considerations can limit incentives for regulatory expropriation. When higher present output reduces future
operating costs, a regulator may persistently induce greater output from, and thereby provide more rent to, the
regulated firm than in settings where present output levels do not affect future costs.

143 Again, see Levine, Stern and Trillas (2005).

144 See Baron (1985), for example.

145 To illustrate this possibility, consider the possible benefits of private versus public ownership of an en-
terprise as discussed in Laffont and Tirole (1991c) and Laffont and Tirole (1993b, ch. 17). Under public
ownership, the government tends to use assets for social goals instead of for profit, and so a commitment
problem may arise. With (regulated) private ownership, however, the firm’s manager has two bodies con-
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A regulator’s incentive to expropriate sunk investments also may be tempered by in-
creasing the political cost of such expropriation. This political cost might be increased,
for example, by privatizing and promoting widespread ownership of a regulated firm.
(The widespread ownership might be accomplished by setting low share prices, restrict-
ing the number of shares an individual can own, and providing long-term incentives not
to sell the shares.) Such widespread ownership can help to ensure that a large fraction
of the population will be harmed financially if the regulator expropriates the firm. Such
widespread harm can increase the political cost of expropriation, and thereby limit its
attraction to the regulator.'4®

The foregoing discussion presumes regulatory commitment is desirable. The ability
to commit generally will be desirable when the regulator naturally pursues long-term
social objectives. However, limited commitment may be preferable when the regulator
is susceptible to capture or is myopic. To see why, consider a simple dynamic setting in
which a regulator is susceptible to capture in each period with some exogenous prob-
ability. Suppose the government can decide whether to allow the regulator to write
long-term contracts with the firm in this setting, i.e., whether the regulator can com-
mit to future policy. Endowing the regulator with such commitment power involves a
trade-off: commitment can enable the regulator to promise credibly not to expropriate
the firm’s sunk investments (and thereby encourage such investments), but it also allows
a captured regulator to commit to policies that harm consumers. Whether commitment
is desirable in such a setting can depend in complicated ways on model parameters. For
instance, commitment is desirable if the probability of capture is small (as one would
expect). However, commitment can also be desirable if capture is very likely.!47-148
Similar considerations arise when the regulator may act myopically. For instance, a reg-
ulator might have a relatively short term of office and maximize the welfare only over
this term, ignoring the effects of his actions after his term has ended. In this case, the

trolling him: the regulator (who is interested in maximizing future welfare) and shareholders (who seek to
maximize profit). These two bodies simultaneously offer the manager an incentive scheme, rewarding him on
the basis of his performance. The equilibrium of this game between shareholders and the regulator determines
the manager’s actions. Joint control can produce a higher level of investment than is secured under unilateral
control by government, and so can mitigate the commitment problem that exists under public ownership.
See Martimort (1999) for further analysis of how multiple regulators can lessen a regulator’s temptation to
renegotiate contracts over time.

146 Gee Vickers (1991), Schmidt (2000) and Biais and Perotti (2002) for formal analyses of this issue.

147 1 affont and Tirole (1993b, ch. 16) analyze this model. The comparative statics with respect to the proba-
bility of capture are ambiguous because there are two conflicting effects. To see why, suppose, for simplicity,
there are two periods and regulators are short-lived. If capture is unlikely, then it generally is desirable to
allow the initial regulator to write long-term contracts in order to induce efficient long-term investment by the
firm. However, when capture is unlikely, it is also likely that the second-period regulator will be honest, and
will correct any bad policy made in the first period (in the unlikely event that the initial regulator was corrupt).
This latter effect tends to make short-term contracts more desirable.

148 Faure-Grimaud and Martimort (2003) show that despite the danger of capture by the regulated firm,
a government may grant a regulator some long-term independence in order to limit the influence of future
governments (with different political interests) on industry policy.
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ability to write long-term contracts may be undesirable because it can allow the regula-
tor to pass excessive costs on to future generations.'4”

3.4.2. Regulatory capture

In the model of regulatory capture analyzed in Section 2.4.2, the optimal response to
the danger of collusion was (i) to provide the regulator with countervailing incentives
to act in the interests of society, and (ii) to reduce the firm’s benefit from capturing
the regulator. That model proposed what might be termed a “complete contracting” re-
sponse to the capture problem, as the “constitution” provided the regulator with explicit
monetary incentives to behave appropriately. In practice, such detailed contingencies
can be difficult to design and implement. Instead, a constitution may only authorize or
preclude certain regulatory actions. In such an “incomplete contracting” setting, a con-
stitution might simply prohibit regulators from future employment in the industries they
oversee in order to limit regulatory capture.'>® Alternatively, a constitution might pre-
clude transfer payments between the regulator and firm for the same reason.'>! To see
why in a specific setting, suppose the regulated firm’s fixed cost initially is unknown.
If transfer payments from taxpayers to the firm are possible, then marginal-cost pric-
ing is feasible, which enhances allocative efficiency. If transfers are not possible, then
average-cost pricing must be pursued.!>? If the regulator is captured, and thus allows
an exaggerated report of the firm’s fixed costs to be used as the basis for setting tariffs,
then: (i) when transfers are used, the large fixed costs are covered by taxpayers and are
not reflected in prices, and so go largely unnoticed by consumers; whereas (ii) when
average-cost pricing is used, consumers may be acutely aware of any report of high
costs by the firm/regulator, since high costs translate into higher prices. If consumers
are better organized (or more observant) than taxpayers, then average-cost pricing may
result in greater monitoring of the regulator, and hence act as a more effective imped-
iment to capture. In this case, the beneficial effects of a reduced likelihood of capture
could outweigh the allocative inefficiencies introduced by the use of average-cost pric-
ing.

149 See Lewis and Sappington (1990) for an analysis of this issue.

150 However, Che (1995) shows that the possibility of future employment at a regulated firm can induce
regulators to work more diligently during their tenure as regulators. Che also shows that some collusion
between the regulator and firm might optimally be tolerated in order to induce the regulator to monitor the
firm’s activities more closely (in the hopes of securing a profitable side contract with the firm). Also see Salant
(1995) for an analysis of how non-contractible investment could be encouraged when the regulator may later
be employed by the firm.

151 This discussion is based on Laffont and Tirole (1990c) and Laffont and Tirole (1993b, ch. 15). For a
theory of why transfers should not be permitted that depends on regulatory failures related to commitment
problems, see Laffont and Tirole (1993b, pp. 681-682).

152 There is therefore a restriction to linear pricing in the no-transfer case.
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3.5. Other topics
3.5.1. Service quality

To this point, the discussion of practical regulatory policies has abstracted from ser-
vice quality concerns. In practice, regulators often devote substantial effort to ensuring
that consumers receive high-quality regulated services. Before concluding this section,
some practical policies that can help to secure appropriate levels of quality for regulated
services are discussed briefly. !

To understand the basic nature of many practical policies that might be employed
to secure appropriate levels of service quality, consider first the levels of service qual-
ity that an unregulated monopolist will supply when it can deliver different levels of
quality to different consumers. An unregulated monopolist that sells its products to
consumers with heterogeneous valuations of quality will tend to deliver less than the
welfare-maximizing level of quality to consumers who have relatively low valuations
of quality. This under-supply of quality to low-valuation customers enables the mo-
nopolist to extract more surplus from high-valuation customers. It does so by making
particularly unattractive to high-valuation customers the variant of the firm’s product
that low-valuation consumers purchase. Faced with a particularly unattractive alterna-
tive, high-valuation customers are willing to pay more for a higher-quality variant of the
firm’s product.'>*

This pattern of quality supply by an unregulated monopolist suggests regulatory poli-
cies that might increase welfare. For example, a minimum quality requirement might
increase toward its welfare-maximizing level the quality delivered to low-valuation
customers. A price ceiling might also preclude the firm from charging high-valuation
customers for the entire (incremental) value that they derive from the high-quality vari-
ant of the firm’s product. Consequently, the firm’s incentive to under-supply quality to
low-valuation customers may be reduced.!>> And substantial profit taxes can also limit
the financial benefits the firm perceives from under-supplying quality to low-valuation
customers in order to secure greater profit from serving high-valuation customers. '3

Price cap regulation alone generally does not provide the ideal incentives for service
quality enhancement. Under price cap regulation, the regulated firm bears the full costs

153 See Sappington (2005b) for a more detailed review of the literature on service quality regulation.

154 See Mussa and Rosen (1978) for the seminal work in this area.

155 See Besanko, Donnenfeld and White (1987, 1988) for analyses of these policies. See Ronnen (1991) for
an analysis of the merits of minimum quality requirements in a setting where the prices set by competing
firms are not regulated. Crampes and Hollander (1995) and Scarpa (1998) provide related analyses.

156 Kim and Jung (1995) propose a policy that includes lagged profit taxes, and demonstrate that the policy
can induce a firm to deliver the welfare maximizing level of service quality to all consumers, provided the
firm does not undertake strategic abuse. (Recall from Section 3.2.2 that abuse entails expenditures in excess
of minimum feasible costs that provide direct benefit to the firm.) Lee (1997a) proposes a modified policy
with lower tax rates that limits incentives for abuse.
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of increasing quality, but the price cap constraint prevents the firm from recovering the
full value that consumers derive from the increased quality. Therefore, the firm gener-
ally will have insufficient incentive to deliver the welfare-maximizing level of service
quality. Consequently, price cap regulation plans often incorporate explicit rewards and
penalties to ensure the delivery of desired levels of service quality.!”

When the regulated firm is privately informed about its costs of providing service
quality on multiple dimensions, welfare gains can be secured by presenting the firm
with a schedule of financial rewards and penalties that reflect the gains and losses that
consumers incur as service quality varies on multiple dimensions.!>® In essence, such a
schedule, coupled with a policy like price cap regulation that divorces regulated prices
from costs, induces the firm to internalize the social benefits and costs associated with
variations in the service quality it delivers.'>® Consequently, the schedule can induce
the firm to minimize its costs of delivering service quality and to deliver to customers
the levels of service quality on multiple dimensions that they value most highly.

3.5.2. Incentives for diversification

Firms that operate in regulated markets often participate in unregulated markets as
well. For example, regulated suppliers of basic local telephone service often supply
long distance telephone service and/or broadband Internet services at unregulated rates.
Additional policy considerations arise when a firm operates, or has the opportunity to
operate, simultaneously in both regulated and unregulated markets.

In particular, regulatory policy can affect the incentives of regulated firms to diversify
into unregulated markets. To illustrate, suppose a firm operates under a cost-based reg-
ulatory policy (like rate-of-return regulation) in which the prices of the firm’s regulated
services are set to generate revenue that just covers the firm’s costs of producing the
regulated services. Suppose further that these costs include a portion of the shared (e.g.,
overhead) costs that arise from the production of both regulated and unregulated ser-
vices. If the fraction of shared costs that are allocated to regulated operations declines
as the firm’s output in non-regulated markets increases, the firm typically will produce
less than the welfare-maximizing level of unregulated services. This under-supply of

157 See Laffont and Tirole (2000, p. 88). Spence (1975) and Besanko, Donnenfeld, and White (1987, 1988)
note that price cap regulation may diminish the firm’s incentive to deliver service quality relative to rate-of-
return regulation when the provision of quality is capital intensive. Weisman (2005) points out that penalties
for insufficient service quality that are imposed as reductions in the share of realized revenue to which a firm
is entitled can reduce a firm’s incentive to deliver service quality.

158 See Berg and Lynch (1992) and Lynch, Buzas and Berg (1994). De Fraja and Iozzi (2004) demonstrate
how a regulator that is well informed about consumers’ marginal valuations of quality can modify the lagged
expenditure policy discussed in Section 3.2.1 to induce a regulated monopoly to set welfare-maximizing
prices and quality levels.

159 Such a policy thereby acts much like the policy proposed by Loeb and Magat (1979), which provides
financial rewards to the firm that reflect the level of consumer surplus its performance generates.
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unregulated services arises because the cost allocation procedure effectively taxes the
firm’s output of unregulated services, which reduces their supply.'®°

In contrast, a regulated firm may undertake excessive expansion into unregulated
markets if it is able to engage in cost shifting. Cost shifting occurs when the regulator
counts as costs incurred in producing regulated services costs that truly arise solely
from the production of unregulated services. Under cost-based regulation, cost shifting
forces the customers of regulated services to bear some of the costs of the regulated
firm’s operation in unregulated markets, which explains the excessive expansion of these
operations. ¢!

Regulated firms that operate in both regulated and unregulated markets also may
adopt inefficient production technologies. Technologies that entail particularly high
fixed, shared costs and particularly low incremental costs of producing unregulated ser-
vices can be profitable for a firm that operates under a form of cost-based regulation
that attributes most or all shared costs to regulated operations. %2

Although operations in unregulated markets can harm consumers of regulated ser-
vices by admitting cost shifting and encouraging inefficient production technologies,
diversification into unregulated markets also can benefit regulated customers. The ben-
efits can flow from cost reductions in regulated markets that arise from economies of
scope in producing regulated and unregulated services, for example.'®3 The opportunity
to pursue profit from unregulated operations may also induce a firm to undertake more
research and development than it does absent diversification, to the benefit of customers
of regulated services.!%*

A regulator also can secure gains for regulated customers by linking the firm’s earn-
ings from diversified operations to the welfare of regulated customers. To illustrate,
suppose the regulator allows the firm to share the incremental consumer surplus that
its diversified operations generates for consumers of the firm’s regulated product. (The
incremental surplus may arise from price reductions that are facilitated by economies
of scope in the production of regulated and unregulated services, for example.) Such
a policy, which is feasible when consumer demand for the regulated service is known,
can induce the regulated firm to minimize its production costs and to diversify into a
competitive unregulated market only when doing so increases aggregate welfare.!0

A regulator also can secure gains for regulated customers by controlling directly the
level of the regulated firm’s participation in unregulated markets. To illustrate this fact,
consider a variant of Baron and Myerson’s (1982) model in which the regulated firm

160 gee Braeutigam and Panzar (1989), Weisman (1993), and Chang and Warren (1997) for formal analyses
of this phenomenon.

161 See Brennan (1990) and Brennan and Palmer (1994).

162 See Baseman (1981), Brennan (1990), and Crew and Crocker (1991).

163 Brennan and Palmer’s (1994) investigation of the likely benefits and costs of diversification by regulated
firms includes an analysis of the potential impact of scope economies.

164 See Palmer (1991).

165 See Braeutigam (1993).
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produces a regulated service and may, with the regulator’s permission, also produce
an unregulated service. The firm is privately informed about its production costs. The
regulator values the welfare of consumers of the regulated service more than he values
the welfare of consumers of the unregulated service. In this setting, the regulator will
optimally restrict the firm’s participation in the unregulated market severely when the
firm claims to have high costs, but will implement less severe output distortions in the
regulated market. This policy serves to mitigate the firm’s incentive to exaggerate its
production costs without implementing substantial output distortions in the regulated
market where the regulator is particularly averse to such distortions because of their
impact on the welfare of consumers of the regulated service.!%°

3.6. Conclusions

The simple, practical regulatory policies reviewed in this section complement the op-
timal regulatory policies reviewed in Section 2. The practical policies provide insight
about the gains that regulation can secure even when the regulator’s knowledge of the
regulated industry is extremely limited. The optimal policies provide further insight
about how a regulator can employ any additional information that he may gain about
the regulatory environment to refine and improve upon simple regulatory plans.

The analyses of optimal and practical regulatory policies together provide at least four
important observations. First, carefully designed regulatory policies often can induce
the regulated firm to employ its superior information in the best interests of consumers.
Although the objectives of the regulated firm typically differ from those of society at
large, the two sets of objectives seldom are entirely incongruent. Consequently, Pareto
gains often can be secured. Second, the Pareto gains are secured by delegating some
discretion to the regulated firm. The (limited) discretion afforded the firm is the means
by which it can employ its superior knowledge to secure Pareto gains. The extent of
the discretion that is optimally afforded the firm will depend upon both the congruity of
the preferences of the regulator and the firm and the nature and extent of the prevailing
information asymmetry.

Third, it generally is not costless to induce the firm to employ its superior informa-
tion in the best interests of consumers. The firm typically will command rent from its
superior knowledge of the regulatory environment. Although the regulator may place
little or no value on the firm’s rent, any attempt to preclude all rent can eliminate large
potential gains for consumers. Consequently, the regulator may further the interests of
consumers by credibly promising not to usurp all of the firm’s rent. Fourth, the regula-
tor’s ability to achieve his objectives is influenced significantly by the instruments at his

166 See Anton and Gertler (1988). Lewis and Sappington (1989c) also demonstrate how a regulator can secure
gains for regulated customers by limiting the firm’s participation in an unregulated market severely when it
claims to have high operating costs in the regulated market. Sappington (2003) examines the optimal design
of diversification rules to prevent a regulated firm from devoting an excessive portion of its limited resources
to reducing its operating costs in diversified markets.
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disposal. The regulator with fewer instruments than objectives typically will be unable
to achieve all of his objectives, regardless of how well informed he is about the regula-
tory environment. Of course, limited information compounds the problems associated
with limited instruments.

This fourth observation, regarding the instruments available to the regulator, is also
relevant to the discussion in Section 4. The discussion there explains how a regulator can
employ another instrument — potential or actual competition — to discipline the regulated
firm and increase social welfare.

4. Optimal regulation with multiple firms

Even though regulation often is implemented in monopoly settings, it frequently is im-
plemented in other settings as well. Consequently, the design of regulatory policy often
must account for the influence of competitive forces. The primary purpose of this section
is to consider how competitive forces can be harnessed to improve regulatory policy.
This section also considers how the presence of competition can complicate the design
of regulatory policy.

Competition has many potential benefits.'®’ The present discussion focuses on two
of these benefits: the rent-reducing benefit and the sampling benefit. In a competitive
setting, the regulator may be able to terminate operations with a supplier who claims
to have high costs because the regulator can secure output from an alternative supplier.
Consequently, firms may have limited leeway to misrepresent their private information,
and so may command less rent from their private information. This is the rent-reducing
benefit of competition. The sampling benefit of competition emerges because, as the
number of potential suppliers increases, the chosen supplier is more likely to be a par-
ticularly capable one. Together, the sampling and rent-reducing benefits of competition
can help the regulator to identify a capable supplier and to limit the rent that accrues to
the supplier.

The analysis of these benefits of competition and other benefits of competition begins
in Section 4.1, which examines the design of yardstick competition. Under yardstick
competition, a monopoly supplier in one jurisdiction is disciplined by comparing its
activities to the activities of monopolists that operate in other jurisdictions. Section 4.2
analyzes the optimal design of competition for a market when competition in the market
is precluded by scale economies and when yardstick competition is precluded by the
absence of comparable operations in other jurisdictions. Section 4.3 examines how the
presence of unregulated rivals affects the design of regulatory policy for a dominant
supplier.

In contrast to Sections 4.1 through 4.3, which take the industry structure as given and
beyond the regulator’s control, Sections 4.4 and 4.5 examine the optimal structuring of

167

167 See Vickers (1995b), for instance, for a survey.
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a regulated industry. Section 4.4 analyzes the number of firms that a regulator should
authorize to produce a single product. Section 4.5 extends this analysis to settings where
there are multiple regulated products, and the regulator can determine which firm sup-
plies which product. Integration of production activities (i.e., choosing a single firm to
supply all products) can provide a rent-reducing benefit, unless there is strong corre-
lation between the costs of supplying the various services or unless the products are
close substitutes. Section 4.6 considers the additional complications that arise when the
quality of the regulated products delivered by multiple (actual or potential) suppliers is
difficult for the regulator and/or for consumers to discern. Section 4.7 summarizes key
conclusions regarding the interplay between regulation and competition.

4.1. Yardstick competition

In some settings, scale economies render operation by two or more firms within the
same market prohibitively costly. However, even when direct competition among firms
is not feasible within a market, a regulator may still be able to harness competitive forces
to discipline a monopoly provider. He may do so by basing each firm’s compensation
on its performance (or report) relative to the performance (or reports) of firms that op-
erate in other markets. When the firms are known to operate in similar environments,
yardstick competition can produce a powerful rent-reducing benefit. The benefit can be
so pronounced as to ensure the full-information outcome. We develop this conclusion in
two distinct settings, which we refer to as the “yardstick performance” setting and the
“yardstick reporting” setting. The sampling benefit of competition does not arise in ei-
ther of these settings because, by assumption, there is only a single firm that is available
to operate in each market.

4.1.1. Yardstick performance setting

To illustrate the potential value of yardstick competition, consider the following simple
yardstick performance setting.'®® Suppose there are n identical and independent mar-
kets, each served by a separate monopolist. The local monopolists all face the same
demand curve, Q(p), and have identical opportunities to reduce marginal costs. Specif-
ically, suppose F(c) is the fixed cost that a firm must incur to achieve marginal cost c.
The regulator is assumed to have no knowledge of the functional form of either Q(-) or
F (-). However, the regulator can observe a firm’s realized marginal cost of production c;
and its cost-reducing expenditures F; in each marketi = 1, ..., n. The regulator spec-
ifies the price p; that firm i must set and the transfer payment 7; that will be awarded
to firm i. The regulator seeks to maximize the total surplus generated in the n markets,
while ensuring that each producer makes non-negative profit. After observing the prices
and transfer payments specified by the regulator, the firms choose cost-reducing expen-
diture levels simultaneously and independently. Each firm acts to maximize its profit,

168 The following discussion is based on Shleifer (1985).
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taking as given the predicted actions of the other firms. Collusion is assumed not to
occur in this yardstick performance setting.

Proposition 12 reveals how, despite his limited knowledge, the regulator can exploit
the symmetry of the environments to achieve the full-information outcome. In the full-
information outcome, the price in each market equals the realized marginal cost of
production (p; = c¢;) and each firm undertakes cost-reducing expenditures up to the
point at which the marginal expenditure and the associated marginal reduction in oper-
ating costs are equal (i.e., Q(c;) + F'(c;) = 0, as in expression (11) above).

PROPOSITION 12. The regulator can ensure the full-information outcome as the unique
symmetric Nash equilibrium among the monopolists in the yardstick performance set-
ting by setting each firm’s price equal to the average of the marginal costs of the other
firms and providing a transfer payment to each firm equal to the average cost-reducing
expenditure of the other firms. Formally,

1 1 )
pi:n—lzcj; Ti:n—lZFj fori=1,...,n.
J# J#

Since each firm’s compensation is independent of its own actions under the reward
structure described in Proposition 12, each firm acts to minimize its own production
costs (¢; Q(p;i) + F(ci)). The requirement to price at the average realized marginal cost
of other producers then ensures prices that maximize total surplus. The authorized prices
and transfer payments provide zero rent to all producers in this symmetric setting.

Proposition 12 illustrates vividly the potential gains from yardstick competition. Even
when the regulator has little knowledge of the operating environment in each of the sym-
metric markets, he is able to ensure the ideal outcome in all markets.'® In principle,
corresponding results could be achieved if the producers faced different operating en-
vironments. In this case, though, the regulator would require detailed knowledge of the
differences in the environments in order to ensure the full-information outcome.'”° Fail-
ure to adjust adequately for innate differences in operating environments could lead to
financial hardship for some firms, significant rents for others, and suboptimal levels of
cost-reducing expenditures.!”!

169 Notice, in particular, that the regulator does not have well defined Bayesian prior beliefs about the func-
tional form of each firm’s technological capabilities, just as in the non-Bayesian models of regulation reviewed
in Section 3. The regulator’s ability to ensure the full-information outcome here is reminiscent of his ability
to induce Ramsey prices with the lagged expenditure policy discussed in Section 3.2.1. There, the repeated
observation of the performance of a single myopic monopolist in a stationary environment plays the same
role that the observation of the performance of multiple monopolists in symmetric environments plays in the
current context.

170 See Shieifer (1985) for a discussion of how the regulatory policy might be modified when different firms
produce in different operating environments.

171 See, for example, Nalebuff and Stiglitz (1983).
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A crucial simplifying feature of the yardstick performance setting is that the firms
face no uncertainty.!’? If uncertainty is introduced into the production functions, then
the full-information outcome typically is not possible when firms are risk averse. This
is because the regulator must consider the firms’ aversion to risk when determining the
optimal power of the incentive scheme (as discussed in Section 2.6.2). The policy pro-
posed in Proposition 12 is high powered and would expose risk-averse firms to excessive
risk. Nevertheless, even when there is uncertainty and when firms are risk averse, it is
generally optimal to condition each firm’s reward on the performance of other firms,
thereby incorporating yardstick competition to some degree.!”3

Despite the pronounced gains it can secure in some settings, yardstick competition
can discourage innovative activity when spillovers are present or when the regulator’s
commitment powers are limited. To illustrate, suppose the cost-reducing expenditure of
each firm in the yardstick performance setting serves to reduce both its own costs and
(perhaps to a lesser extent) the costs of other firms. Then a reward structure like the
one described in Proposition 12 will not induce the full-information outcome because
it does not reward each firm fully for the beneficial impacts of its expenditures on the
costs of other firms. Indeed, the price a firm is permitted to charge would decline as its
cost-reducing expenditure increased, since the increased expenditure would reduce the
operating costs of the other firms. More generally, when externalities of this sort are
present and when the regulator cannot commit in advance to limit his use of yardstick
regulation to extract rent from the regulated firms, social welfare can be lower when the
regulator is empowered to employ yardstick regulation than when he is precluded from
doing so.!7*

4.1.2. Yardstick reporting setting

Yardstick competition also can admit a powerful rent-reducing benefit simply by com-
paring the cost reports of actual or potential competitors. To illustrate this fact, consider
the following yardstick reporting setting, which parallels the setting considered in Sec-
tion 2.4.1.175 There are two firms, A and B, that operate in correlated environments.
Firm A has exogenous marginal cost A e {ci‘, cg} and fixed cost FA. Firm B has

172 The yardstick performance setting also abstracts from potential collusion among producers. Potters et al.
(2004) present an experimental study of the extent of collusion under different yardstick competition policies.
173 See Mookherjee (1984) for an analysis of the moral hazard problem with several agents. Mookherjee
shows that, except in the special case where the uncertainty faced by the agents is perfectly correlated, the
full-information outcome is not possible when agents are risk averse. He also shows that the optimal incentive
scheme for one agent should depend on the performance of other agents whenever uncertainty is correlated.
Also see Armstrong, Cowan and Vickers (1994, Section 3.4) for a simplified analysis in which regulatory
policy is restricted to linear schemes.

174 Dalen (1998) and Sobel (1999) prove this observation. Meyer and Vickers (1997) provide related insights
in their analysis of implicit rather than explicit relative performance comparisons.

175 This discussion is based on the analysis in Demski and Sappington (1984) and Crémer and McLean
(1985).
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marginal cost ¢® € {c?, cB} and fixed cost F2. Fixed costs are common knowledge,
but each firm is privately informed about its realized marginal cost.

Initially, suppose that firm B can be relied upon to report its cost truthfully, and
consider the optimal policy towards firm A. Let d)iA denote the probability that firm B
has a low-cost realization cf when firm A’s marginal cost is ciA, fori = L,H. To
capture the fact that the two firms operate in correlated environments, assume ¢£‘ >
¢’1/-41' Just as in Section 2.4.1, the regulator can ensure marginal-cost pricing for firm A
without ceding any rent if there are no bounds on the penalties that can be imposed on
the risk-neutral firm. He can do so by conditioning the transfer payment to firm A on its
report of its own cost and on the cost report of firm B.

Specifically, let Tl’]“ be the transfer payment to firm A when it claims its cost is ¢

i
and when firm B claims its cost to be cf. If firm A claims to have a high cost, it is
permitted to charge the unit price pg‘, = cg. In addition, firm A receives a generous
transfer payment when firm B also claims to have high costs, but is penalized when
firm B claims to have low costs. These transfer payments can be structured to provide
an expected transfer of F* to firm A when its marginal cost is indeed cg, so that

A A A\ A A
OuTir + (1 = on) Tiy = F*.

At the same time, the payments can be structured to provide an expected return to firm A
when it has low costs that is sufficiently far below F4 that it eliminates any rent firm A
might anticipate from being able to set the relatively high price ( pf[ = cg), so that

o1 Ti, + (1- f/’f)TI?H < FA.

The transfers TI‘{“ ;. and Tlfl“H can always be set to satisfy this pair of expressions except
when the costs of the two firms are independently distributed ((/)f = ¢I“}). When firm A
reports it has low cost, it is simply offered its (deterministic) full information contract,
with price equal to cz‘ and transfer payment equal to F4. Consequently, provided that
firm B reports its cost truthfully, the full-information outcome can be implemented for
firm A with this pair of contracts. Firm B’s cost report serves precisely the same role
that the audit did in Section 2.4.1.

Of course, an identical argument can be applied to the regulation of firm B. In par-
ticular, if firm A can be induced to report its cost truthfully, then the full-information
outcome can be implemented for firm B. Consequently, a yardstick reporting policy can
implement the full-information outcome in both markets as a Nash equilibrium. Thus,
even a very limited correlation among firms’ costs can constitute a powerful regulatory
instrument when feasible payments to firms are not restricted and when firms are risk
neutral. This is because a firm with a low cost knows that other firms are also likely
to have low costs. Consequently, cost exaggeration poses considerable risk of a severe
penalty.

When the firms’ costs are not highly correlated, extreme penalties may be required to
eliminate a firm’s unilateral incentive for cost exaggeration. Just as in Section 2.4.1, this
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can be problematic if firms are risk averse or if feasible payoffs to firms are bounded.!”
Another potential complication with a yardstick reporting policy of this type is that it
might encourage the firms to coordinate their behavior. Although there is an equilibrium
where the two firms truthfully report their private cost information, other equilibria can
arise in which the firms systematically exaggerate their costs, leading to high prices
and rent for the firms. More generally, when firms are rewarded according to how their
performance or their reports compare to the performance or reports of their peers, the
firms typically can coordinate their actions or reports and thereby limit the regulator’s
ability to implement effective yardstick competition.!”’

4.2. Awarding a monopoly franchise

Yardstick regulation relies upon the operation of monopolists in distinct markets. In
contrast, franchise bidding creates competition among multiple potential suppliers for
the right to serve as a monopolist in a single market.!”® Such competition can promote
both sampling and rent-reducing benefits.

4.2.1. A static model

To illustrate how a regulator might employ franchise bidding to discipline a monopoly
supplier, consider the following setting based on the Baron—Myerson model described
in Section 2.3.1. Suppose there are N > 1 firms that are qualified to serve as a monopoly
provider in a particular market.!”” Each firm has either low marginal cost (c) or high
marginal cost (cy). Let ¢ denote the probability that a given firm has a low-cost real-
ization, and suppose the costs of the N firms are distributed independently.'® The firm

176 Demski and Sappington (1984) analyze a setting where firms are risk averse. Demski, Sappington and
Spiller (1988), Dana (1993) and Lockwood (1995), among others, consider settings where feasible rewards
and penalties are bounded.

177 Ma, Moore and Turnbull (1988), Glover (1994), and Kerschbamer (1994) show how reward structures
can be modified in adverse selection settings to rule out undesired equilibria in which firms systematically
misreport their private cost information. Laffont and Martimort (1997) and Tangeras (2002) analyze the ad-
ditional insights that arise when regulated firms are able to coordinate their actions explicitly. For instance,
Tangerés (2002) shows that the value of yardstick competition becomes negligible as the firms’ private cost
information becomes perfectly correlated.

178 Demsetz (1968) provides a pioneering discussion of the merits of franchise bidding.

179 gee Kjerstad and Vagstad (2000) for an analysis of the case where the number of participating bidders
depends on the expected rents from the auction. Taylor (1995), Fullerton and McAfee (1999), and Che and
Gale (2003) demonstrate the merits of limiting the number of firms that are permitted to compete for the
right to supply a product. The entry restrictions increase the likelihood that any particular firm will be se-
lected to produce, and thereby increase each firm’s incentive to incur sunk development costs that improve its
performance.

180 The regulator can achieve the full-information outcome in this setting if the firms’ costs are correlated by
making use of the yardstick reporting mechanism discussed in Section 4.1.2.
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that actually produces incurs the known fixed cost F. When F is sufficiently large, the
regulator will optimally authorize the operation of only one producer.'8!

The optimal regulatory policy in this setting is readily shown to take the following
form. After the regulator announces the terms of the regulatory policy, the firms simul-
taneously announce their cost realizations. If at least one firm claims to have low costs,
one of these firms is selected at random to serve as the monopoly supplier. If all N firms
report high costs, one of the firms is selected at random to be the monopoly supplier. The
regulatory policy specifies that when a firm is selected to produce after reporting cost ¢;,
the firm must charge price p; for its product and receive a transfer payment 7; from the
regulator.'82 When a firm that truthfully announces cost c; is selected to produce, it will
receiverent R; = Q(p;)(pi —ci) — F+T;. A firm that announces cost ¢; will be selected
to produce with probability p;. In the equilibrium where all firms announce their costs
truthfully (which can be considered without loss of generality if there is no collusion
between firms), a firm that announces it has high costs will only win the contract when
all other firms have high costs, and in that case only with probability 1/N. Therefore,

(1 -1
N

is the probability that a firm that announces it has high costs will win the auction. Sim-
ilarly, if a firm announces it has low costs, it will win the contest with the (if N > 1)

higher probability'83
1= —=¢V
prL = No .

Therefore, taking into account its probability of winning, the equilibrium expected rent
of a firm with cost ¢; is p; R;.

Now consider the incentive compatibility constraints that must be satisfied. As with
expression (4), if a low-cost firm claims to have high costs and wins the contest, it
will earn rent Ry + A°Q(py). However, cost exaggeration reduces the equilibrium
probability of winning the franchise from p;, to py. Consequently, a truthful report of
low cost is ensured if pz R;, > pg[Ry + A°Q(pg)], or

R > f)—‘L’[RH + A°Q(pm)]- (88)

Comparing expression (88) with expression (4), the corresponding constraint when
there is only one potential supplier, it is apparent that competition relaxes the rele-

181 The possibility of simultaneous production by multiple producers is considered below in Section 4.4, as
is the possibility of an endogenous number of active producers.

182 1y principle, p; and 7; might vary with the costs reported by the firms that are not selected to operate.
However, such variation provides no strict gains when the costs of all potential suppliers are independent.
183 For instance, see Lemma 1 in Armstrong (2000).



Ch. 27:  Recent Developments in the Theory of Regulation 1647

vant incentive compatibility constraint.!3* This is the rent-reducing benefit of franchise
bidding.

As in expression (15), social welfare when a firm with cost ¢; is selected to produce
is wi(pi) — (1 — @) R;, where w; (p;) is total surplus when price is p; and o < 1 is the
weight the regulator places on rent. Since the probability that a low-cost firm is selected
to produce is 1 — (1 — @)™, total expected welfare is

W= (1--¢"){we(pr) - 1 )R,
+ (1 = )Mwn(pr) — (1 - )Ry }. (89)

Comparing expression (89) with expression (16), the corresponding expression when
there is only one potential producer, reveals the sampling benefit of competition: the
probability that the monopoly producer has low cost increases.

Standard arguments show that Ry = 0 and p;, = ¢, under the optimal policy. Also,
the incentive constraint (88) will bind, and so py is chosen to maximize

o
(1 =p)Nwp() = (1 -~ ¢>>N)p—;’(1 — ) A°Q().
Therefore, the price charged by the high-cost firm is

¢ c
pH =cH+ 1—¢(1 a)A,
which does not depend on N, and is exactly the optimal price specified in expression (5)
that prevails in the absence of competition for the market.

It may be surprising that (conditional on the realized cost) the prices ultimately
charged by the selected supplier do not vary with the number of firms that compete
to serve as the monopoly supplier.'® This invariance holds because two conflicting ef-
fects offset each other. The first effect arises because a low-cost firm that faces many
competitors for the franchise is less tempted to exaggerate its cost, since the exagger-
ation reduces the probability (from p; to ppy) that it will be selected to operate the
franchise. Consequently, a smaller output distortion for a high-cost firm is needed to
deter cost exaggeration, and so py can be reduced toward cy. The second effect arises
because the likelihood that a low-cost firm will be awarded the franchise increases as N
increases. Therefore, it becomes more important to reduce the rent of the low-cost firm
by raising py above cp. These two effects turn out to offset each other exactly in this
setting with risk-neutral firms and independently distributed costs.

Expression (88) reveals that the equilibrium rent of a low-cost firm that wins the
contestis Ry = ’[’)—‘Z’A"Q( pH)- Since py /pr is decreasing in the number of bidders and

184 A5 usual, the only binding incentive compatibility constraint is the one that ensures the low-cost firm will
not exaggerate its cost.

185 This result is not an artifact of the particular framework we use here (involving exogenous costs and
binary realizations). Laffont and Tirole (1987) term the result the ‘separation property’.
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the high-cost price pg is independent of the number of bidders, this rent decreases with
the number of bidders.!3¢ Furthermore, since the probability that a low-cost firm wins
is [1 — (1 — ¢)V], the aggregate expected rent of all bidders is

[1-q —¢)N]Z—ZA"Q(19H) =¢(1— )N 1A°Q(pn). (90)

This expected industry rent is decreasing in N. These key features of the optimal regu-
latory policy in this setting are summarized in Proposition 13.'8

PROPOSITION 13. The optimal franchise auction in this static setting with independent
costs has the following features:
(i) The franchise is awarded to the firm with the lowest cost.
(ii) A high-cost firm makes zero rent.
(iii) The rent enjoyed by a low-cost firm that wins the contest decreases as the num-
ber of bidders increases.
(iv) The total expected rent of the industry decreases as the number of bidders in-
creases.
(v) The prices that the winning firm charges do not depend on the number of bidders,
and are the optimal prices in the single-firm setting, as specified in expres-
sion (5).

This static analysis of franchise auctions has assumed that all potential operators are
identical ex ante. When some operators are known to have higher expected costs than
others, it can be advantageous to favor these operators by awarding the franchise to
them with higher probability than it is awarded to operators with lower expected cost,
ceteris paribus. Doing so can induce the operators with lower expected costs to bid more
aggressively than they would in the absence of such handicapping.'88-18% Because such
a policy may not award the franchise to the least-cost supplier, the policy intentionally
sacrifices some productive efficiency in order to reduce the rent enjoyed by low-cost
firms.

186 When potential operators have limited resources, more capable operators cannot necessarily outbid their
less capable rivals. Consequently, Lewis and Sappington (2000) show that the potential operators may resort
instead to sharing larger fractions of realized profit with consumers. See Che and Gale (1998, 2000) for related
analyses.

187 Parallel results are obtained by Riordan and Sappington (1987a), Laffont and Tirole (1987), and McAfee
and McMillan (1987b). Riordan and Sappington (1987a) analyze a model where the firm has only imperfect
information about its eventual cost at the time of bidding. The other two studies examine settings where
realized production costs are endogenous and observable.

188 pop instance, see the discussion in McAfee and McMillan (1987a, Section VII).

189 We have not discussed the possibility of collusion between the regulator and one or more bidders, which
is another kind of “favoritism”. For discussions of this point, see Laffont and Tirole (1991a) and Celentani
and Ganuza (2002).
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4.2.2. Dynamic considerations

Although franchise bidding admits the rent-reducing and sampling benefits of compe-
tition, it is not without its potential drawbacks. These drawbacks include the following
three.'” First, it may be difficult to specify fully all relevant dimensions of performance,
particularly if the franchise period is long. Therefore, actual performance may fall short
of ideal performance on many dimensions, as the firm employs unavoidable contractual
incompleteness to its own strategic advantage. Second, a franchise operator may be re-
luctant to incur sunk investment costs if there is a substantial chance that its tenure will
end before the full value of the investment can be recovered. Consequently, the supplier
may not operate with the least-cost technology. Third, incumbency advantages (such as
superior knowledge of demand and cost conditions or substantial consumer loyalty) can
limit the intensity of future competition for the right to serve as the franchise operator,
as new potential operators perceive their chances of winning the contract on profitable
terms to be minimal.!!

To overcome the first of these potential drawbacks (contractual incompleteness), it
may be optimal to award the monopoly franchise for a relatively short period of time.
In contrast, the second potential drawback (limited investment incentives) may be best
mitigated by implementing a relatively long franchise period, thereby providing a rel-
atively long period of time over which the incumbent can benefit from its investments.
To alleviate the tension introduced by these two counteracting effects, it may be optimal
to award a franchise contract for a relatively short period of time, but to bias subsequent
auctions in favor of the incumbent. Of course, such a policy can aggravate the third
potential drawback to franchise bidding (incumbency advantages).

Although biasing franchise renewal auctions in favor of the incumbent can aggravate
the potential problems caused by incumbency advantages, such biasing can be optimal
when non-contractible investments by the incumbent reduce operating costs or enhance
product quality substantially and when the benefits of these investments flow naturally
to future franchise operators. Increasing the likelihood that the incumbent will be se-
lected to operate the franchise in the future can increase the incumbent’s expected return
from such transferable, sunk investments. Consequently, such a bias can enhance incen-
tives for the incumbent to undertake these valuable investments.'> By contrast, when
its investments are not transferable to rivals, the incumbent has stronger incentives to
undertake such investments. In such a case, because the incumbent is expected to have

190 Wwilliamson (1976) discusses these potential drawbacks in more detail. Prager (1989), Zupan (1989b,
1989a) and Otsuka (1997) assess the extent to which these potential problems arise in practice.

191 If incumbent suppliers acquire privileged information about the profitability of serving the franchise area,
non-incumbent potential suppliers may not bid aggressively for the right to serve the franchise area, for fear
of winning the franchise precisely when they have over-estimated its value.

192 An examination of the optimal policy to motivate transferable investment by an incumbent would natu-
rally include a study of the optimal length of the monopoly franchise, as discussed in Section 3.2.3.
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lower operating costs than its rivals in subsequent auctions, it can be optimal to bias the
subsequent auctions against the incumbent. '3

Second sourcing in procurement settings is similar to franchise renewal in regulatory
settings. Under second sourcing, the regulator may transfer operating rights from an
incumbent to an alternative supplier. The second source might be a firm that presently
serves other markets, or it might be a potential supplier that does not presently oper-
ate elsewhere. Second sourcing can increase welfare: (1) by shifting production from
the incumbent to the second source when the latter has lower operating costs than the
former (the sampling benefit); and (2) by reducing the rent the supplier secures from
its privileged knowledge of its operating environment. This rent-reducing effect can
arise for two reasons. First, as reflected in expression (88) above, the incumbent will
be less inclined to exaggerate its operating costs when the probability that it is permit-
ted to operate declines as its reported costs increase.'** Second, when the incumbent’s
production technology can be transferred to the second source, the technology may
generate less rent for the second source than it does for the incumbent. This will be the
case if cost variation under the incumbent’s technology is less sensitive to variations in
the innate capability of the second source than it is to the corresponding variation in the
incumbent’s ability. !9

When the operating costs of the incumbent and the second source are correlated, the
optimal second-sourcing policy can share some features of the auditing and yardstick
policies described in Sections 2.4.1 and 4.1.2. In particular, an incumbent that reports
high cost can be punished (by terminating its production rights) when the second source
reports low cost. In contrast, the incumbent can be rewarded when the second source
corroborates the incumbent’s report by reporting high cost also. However, an optimal
second sourcing policy differs from an optimal auditing policy in at least two respects.
First, cost reports by the second source are endogenous and are affected by the prevail-
ing regulatory policy. Second, a second source enables the regulator to alter the identity
of the producer while an audit in a monopoly setting does not change the producer’s
identity. These differences can lead the regulator to solicit a costly report from the sec-
ond source more or less frequently than he will undertake an equally costly audit, and
to set different prices in the regulated industry in response to identical reports from an
audit and a second source. To best limit the rent of the incumbent, it can be optimal

193 Laffont and Tirole (1988b) analyze these effects in detail. See also Luton and McAfee (1986) for a model
without investment.

194 Sen (1996) demonstrates the useful role that the threat of termination can play in adverse selection set-
tings. He shows that when a regulator can credibly threaten to replace an incumbent with a second source, the
quantity distortions that are implemented to limit information rents may be reduced. Also see Dasgupta and
Spulber (1989/1990). Anton and Yao (1987) demonstrate the benefits of being able to shift production to a
second source even when doing so can increase industry costs by foregoing valuable learning economies.

195 For example, when it operates with the incumbent’s technology, the second source’s marginal cost of
production may be a weighted average of its own innate cost and that of the incumbent. See Stole (1994).
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to use the second source even when it is known to have a higher cost than the incum-
bent. !9

Although second sourcing may increase welfare, second sourcing (like auditing) does
not necessarily do so when the regulator has limited commitment powers. Second sourc-
ing can reduce welfare by enabling the regulator to limit severely the rent the incumbent
earns when its operating costs are low. When it anticipates little or no rent from re-
alizing low production costs, the incumbent will not deliver substantial unobservable
cost-reducing effort. Therefore, in settings where substantial cost-reducing effort is de-
sirable and where limited commitment powers force the regulator to implement the
policy that is best for consumers after the incumbent has delivered its cost-reducing ef-
fort, welfare can be higher when second sourcing is not possible. In essence, eliminating
the possibility of second sourcing helps to restore some of the commitment power that
is needed to motivate cost-reducing effort.'®’

4.3. Regulation with unregulated competitive suppliers

Situations often arise where a dominant firm and a number of smaller firms serve the
market simultaneously, and the regulator only controls directly the activities of the dom-
inant firm.!® In these settings, the presence of alternative unregulated suppliers can
affect both the optimal regulation of the dominant firm and overall welfare in a variety
of ways. Competition can enhance or reduce welfare. While competition can introduce
the rent-reducing and sampling benefits, unregulated competitors may undermine so-
cially desirable tariffs that have been imposed on the regulated firm.

To analyze these effects formally, consider the following simple example which ex-
tends the Baron—-Myerson model summarized in Section 2.3.1. Suppose the dominant
firm’s marginal cost is either low ¢y, or high cy. In the absence of competition, the op-
timal regulatory policy would be as specified in Proposition 1. Suppose now there are a
large number of rivals, each of which supplies exactly the same product as the dominant
firm and each of which has the (known) unit cost of supply, c®. Competition within
this “competitive fringe” ensures the fringe always offers the product at price cX. (For
simplicity, we abstract from fixed costs of production for the fringe and the regulated
dominant firm.)

There are four cases of interest, depending on the level of the fringe’s cost c®. First,

suppose ¢R < ¢7. The fringe will increase welfare in this case because the industry

196 See Demski, Sappington and Spiller (1987) for details.

197 See Riordan and Sappington (1989) for a formal analysis of this effect. Notice that the decision to elimi-
nate a second source here serves much the same role that favoring the incumbent supplier plays in the franchise
bidding setting analyzed by Laffont and Tirole (1988b). Of course, as Rob (1986) and Stole (1994) demon-
strate, if the regulator’s commitment powers are unimpeded, second sourcing typically will improve welfare
even when substantial unobservable cost-reducing effort is socially desirable.

198 1 contrast, in the models of second sourcing discussed in the previous section, the regulator could choose
when to allow entry, and on what terms.
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price and production costs are always lower when the fringe is active. Second, suppose
cr < ¢® < cp. Here too, the fringe increases welfare. The optimal regulatory policy
in this case requires the dominant firm to set the price p = cr. The firm will reject
this contract if its cost is high, in which case the market is served by the fringe. This
policy ensures the full-information outcome: the least-cost provider supplies the market,
price is equal to marginal cost, and no firm receives any rent. Thus, the competitive
fringe provides both a sampling and a rent-reducing benefit in this setting. The sampling
benefit arises because the fringe supplies the market at lower cost than can the high-cost
dominant firm. The rent-reducing effect arises because the low-cost dominant firm has
no freedom to exaggerate its costs. Third, suppose c® > py, where py is given in
expression (5). In this case, the fringe has no impact on regulatory policy. The fringe’s
cost is so high that it cannot undercut even the inflated price of the high-cost firm, and
so the policy recorded in Proposition 1 is again optimal.

The final (and most interesting) case arises when cy < ¢" < ppg. In this case,
the marginal cost of the fringe always exceeds the marginal cost of the dominant firm.
However, the cost disadvantage of the fringe is sufficiently small that it can profitably
undercut the price (pg) that the high-cost dominant firm is optimally induced to set in
the absence of competition. Therefore, the presence of the fringe admits two regulatory
responses: (i) reduce the regulated price from py to c® for the high-cost dominant firm,
thereby precluding profitable operation by the fringe; or (ii) allow the fringe to supply
the entire market (at price c®) when the dominant firm has high cost. Policy (ii) is
implemented by requiring the dominant firm to charge the price equal to ¢y, if it wishes
to supply the market.

Policy (i) offers the potential advantages of ensuring production by the least-cost
supplier and moving price closer to marginal cost when the dominant firm has high
costs. However, these potential gains are more than offset by the additional rent that
policy (i) affords the dominant firm. Recall from Equations (28) and (29) that once
the rent of the dominant firm is accounted for, expected welfare is the welfare derived
from the setting in which the regulator is fully informed about the firm’s cost but where
the high cost is inflated to py. Because the fringe has a lower marginal cost than the
adjusted cost of the high-cost dominant firm (c® < ppg), expected welfare is higher
when the fringe operates in place of the high-cost dominant firm.'%?

Proposition 14 summarizes these observations.

R

PROPOSITION 14. Consumer surplus and welfare are higher, and the rent of the dom-
inant firm is lower, in the competitive fringe setting than in the corresponding setting
where the fringe does not operate.

Notice that competition does not undermine socially desirable prices or otherwise
reduce welfare in this simple setting. The same is true in similar settings, where the

199 This same logic explains why a regulator might favor a less efficient bidder in a franchise auction, as
discussed in Section 4.2.
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fringe’s cost is uncertain and may be correlated with the dominant firm’s cost,200-201
However, competition can reduce welfare in some settings. It might do so, for exam-
ple, by admitting “cream-skimming”, which occurs when competitors attempt to attract
only the most profitable customers, leaving the incumbent regulated supplier to serve
the less profitable (and potentially unprofitable) customers. To illustrate this possibility,
consider the following simple setting. Suppose the incumbent regulated firm has no pri-
vate information about its cost of operation. The friction in this setting arises because
(in contrast to most of the other settings considered in this survey) there is a social cost
of public funds A > 0.20% (See Section 2.1 above.) The firm offers n products at prices
p = (p1,-.., pn)- At these prices, the firm’s profit is 7 (p) and consumer surplus is
v(p). In this setting, as in expression (1), welfare is v(p) + (1 + A)x (p). In the absence
of competition, optimal (Ramsey) prices p* maximize this expression.

Now suppose there is a competitive fringe that supplies a single product (product i) at
price (and cost) equal to ciR It ciR > p7, the fringe does not interfere with the Ramsey
prices. However, if ciR < p7, the fringe will undercut the Ramsey price for product i.
The lower price could increase welfare if the fringe’s cost is sufficiently small relative
to the corresponding cost of the regulated firm. However, if the fringe’s cost advantage
is sufficiently limited, welfare will decline. This is most evident when the two marginal
costs are identical. In this case, the fringe does not reduce industry operating costs, but
its presence forces a price for product i below the Ramsey price, p;. When the fringe
has higher costs than the regulated firm but can still operate profitably at price p;, the
operation of the fringe will both raise industry costs and divert prices from their Ramsey
levels. Consequently, an unregulated competitive fringe can limit the options available
to the regulator without offering offsetting benefits, such as those that arise from the
rent-reducing or sampling benefits of competition.203-204

200 See Caillaud (1990). Caillaud shows that when the costs of the regulated firm and the fringe are positively
correlated, smaller output distortions will be implemented when the competitive fringe is present. When
costs are positively correlated, the regulated firm is less tempted to exaggerate costs, ceteris paribus, because
it anticipates that the fringe will have low cost when the regulated firm does. Consequently, the reduced
output that the regulated firm will be authorized to produce when it exaggerates cost will induce the fringe
to supply a particularly large output level, resulting in a low market price and low profit for the regulated
firm. The regulator responds to the firm’s reduced incentive for cost exaggeration by imposing smaller output
distortions.

201 Biglaiser and Ma (1995) show that when firms supply differentiated products and have superior knowl-
edge of market demand, the presence of an unregulated producer can have different qualitative effects on
optimal regulatory policy. Prices can be distorted above or below marginal cost, in part to induce a preferred
allocation of customers among producers.

202 1f A = O the regulator could ensure the ideal full-information outcome simply by requiring marginal-cost
prices and delivering the transfer required to ensure the firm’s participation. Competition would be beneficial
in such a setting.

203 Baumol, Bailey and Willig (1977) and Baumol, Panzar and Willig (1982) identify (restrictive) conditions
under which Ramsey prices are not vulnerable to such competitive entry.

204 L affont and Tirole (1990b) analyze a variant of this model that involves second-degree price discrimina-
tion. There are two groups of consumers, high- and low-volume users, and the fringe has a technology that is
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Such undesirable entry also can occur when the regulator has distributional objec-
tives, and favors the welfare of one group of consumers over another.20° (For instance,
telecommunications regulators often try to keep basic local service rates low, but al-
low relatively high rates for long distance and international calls.) The relatively high
prices that the regulator would like to set on certain services may enable competitors to
provide the services profitably, even if they have higher production costs than the reg-
ulated firm. Consequently, unfettered competition can both undermine Ramsey prices
and prices that reflect distributional concerns, and increase industry costs.

The mark-ups of prices above marginal costs that can arise under Ramsey pricing
or in the presence of distributional concerns can be viewed as taxes that consumers
must pay when they purchase products from the regulated firm. These taxes are used
either to fund the firm’s fixed costs or to subsidize consumption by favored consumer
groups. In contrast, consumers pay no such taxes when they purchase products from
an unregulated competitive fringe. Consequently, the effect of unfettered competition
can be to undermine the tax base. This perspective suggests an obvious solution to the
problem caused by unregulated competition: consumers should be required to pay the
same implicit tax whether they purchase a product from the regulated firm or from the
competitors. Such a policy, which entails regulation of the competitors, can ensure that
entry occurs only when the an entrant is the least-cost supplier of a product. It can
also ensure that entry does not undermine policies designed to recover fixed costs most
efficiently or to achieve distributional objectives. Consequently, entry will occur only
when it enhances welfare.

This policy can be illustrated using the Ramsey pricing example considered just
above. If the incumbent’s marginal cost for product i is ¢;, the implicit tax on this
product under the Ramsey prices p* is #; = p} — ¢;. If consumers must also pay this
tax #; when they buy the product from a rival firm, then entry is profitable only if the
entrant has lower marginal cost than the incumbent supplier.2%® Moreover, if entry does
take place, the proceeds of the tax paid by the consumers of the entrant’s service can

attractive only to the high-volume consumers. Competition can force the regulator to lower the tariff offered to
the high-volume users in order to induce them to purchase from the regulated firm and thereby help to finance
the firm’s fixed costs. But when the competitive threat is severe, the reduction in the high-volume tariff may
be so pronounced that low-volume customers will also find it attractive to purchase on this tariff. To deter
the low-volume customers from doing so, the usage charge on the tariff is reduced below marginal cost and
the fixed charge is raised just enough to leave unchanged the surplus that the tariff provides to high-volume
customers. Nevertheless, the low-volume customers benefit from the opportunity to purchase on the attractive
tariff that is selected by high-volume customers, and so the welfare of all users can increase in the presence of
bypass competition. Aggregate welfare can decline, though, once the costs of transfer payments to the regu-
lated firm are taken into account. See Einhorn (1987) and Curien, Jullien and Rey (1998) for further analysis
of this issue.

205 See Laffont and Tirole (1993b, ch. 6) and Riordan (2002) for discussions of this issue, and for further
references.

206 1f the entrant’s unit cost for this product is ek, it will find it profitable to serve consumers if and only if

i
ciR +1 < p?‘,i.e., ifciR <g¢.
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be used to cover the incumbent’s fixed costs. In practice, though, it is often impractical
to levy taxes directly on the products supplied by competitors, although access charges
can sometimes be employed to levy such taxes indirectly.?’’

In summary, competition can enhance welfare, in part by introducing rent-reducing
and sampling benefits. However, unfettered competition also can complicate regulatory
policy by undermining preferred pricing structures.

4.4. Monopoly versus oligopoly

The preceding discussion of the interaction between regulation and competition has
taken as given the configuration of the regulated industry. In practice, regulators often
have considerable influence over industry structure. For example, regulators typically
can authorize or deny the entry of new producers into the regulated industry. This sec-
tion and the next consider the optimal structuring of a regulated industry. This section
analyzes the desirable number of suppliers of a single product. Section 4.5 explores mul-
tiproduct industries, and considers whether a single firm should provide all products or
whether the products should be supplied by separate firms.2%

When choosing the number of firms to operate in an industry, a fundamental trade-off
often arises. Although additional suppliers can introduce important benefits (such as in-
creased product variety and quality, and the rent-reducing and sampling benefits of com-
petition), industry production costs can increase when production is dispersed among
multiple suppliers. The trade-off between monopoly regulation and duopoly competi-
tion is illustrated in Section 4.4.1. The optimal number of industry participants is con-
sidered in Section 4.4.2 for a simple setting in which the regulator’s powers are limited.

4.4.1. Regulated monopoly versus unregulated duopoly

Consider an extension of the Baron—-Myerson setting of Section 2.3.1 in which the regu-
lator can allow a rival firm to operate in the market. We will compare the performance of
two regimes in this setting: the regulated monopoly regime and the unregulated duopoly
regime. Monopoly regulation imposes a fixed cost G > 0 on society. G might include
the salaries of the regulator and his staff, as well as all associated support costs for ex-
ample. If the rival enters the market, the two firms engage in Bertrand price competition.

Initially, suppose the rival’s marginal cost is always the same as the incumbent’s
marginal cost.”?® Consequently, there is no need to regulate prices if entry occurs, since
competition will drive the equilibrium price to the level of the firms’ marginal cost of
production. Eliminating the need for regulation saves the ongoing cost of funding the
regulator, G. Of course, anticipating the intense competition that will ensue, the rival

207 See Armstrong (2001) for further discussion. Related issues are considered in Sections 5.1.2 and 5.1.3.
208 Regulators sometimes determine whether a regulated supplier of an essential input can integrate down-
stream and supply a retail service in competition with other suppliers. This issue is discussed in Section 5.2.
209 This discussion of the case of perfect cost correlation is based on Armstrong, Cowan and Vickers (1994,
Section 4.1.1).
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will only enter the industry if the regulator provides a subsidy that is at least as large
as the rival’s fixed cost of operation, F. In this setting, the regulator effectively has
the opportunity to purchase an instrument (the rival’s operation) that eliminates both
the welfare losses that arise from asymmetric information about the incumbent firm’s
operating costs and the ongoing regulatory costs, G. The regulator will purchase this
instrument only if the benefits it provides outweigh its cost, which is the rival’s fixed
operating cost F. If F is sufficiently small, the regulator will induce the rival to operate.

Of course, the costs of an incumbent supplier and a rival are unlikely to be perfectly
correlated. To examine the effects of imperfect cost correlation, consider the following
setting.?!” Suppose that if the regulator authorizes entry by a rival producer, the rival
and incumbent produce identical products and engage in Bertrand price competition.
For simplicity, suppose the two firms have the same fixed cost F of production, but
their marginal costs ¢ € {cr, cy} may differ. Each firm has the low marginal cost ¢,
with probability % The parameter p € [%, 1] is the probability that the two firms have

the same cost.”!! The firms’ costs are uncorrelated when p = % and perfectly correlated
when p = 1. Suppose each firm knows its own marginal cost and its rival’s marginal
cost when it sets its price. No transfer payments to or from the firms in the industry
are possible in this duopoly setting. Initially, suppose the two firms find it profitable to
operate in the industry.

Bertrand price competition ensures the equilibrium price will be ¢y except when both
firms have low cost, which occurs with probability %p. A firm’s operating profit is zero
unless it has the low marginal cost and its rival has the high marginal cost. The low-
cost firm in this case secures profit A°Q(cg).>!? This positive profit is realized with
probability (1 — p). Consequently, expected industry profit in this unregulated duopoly
setting is (1 — p)A°Q(cy), which declines as the firms’ costs become more highly
correlated. Notice that the probability that the industry supplier has low marginal cost
is (1 — %p). This probability decreases as p increases, because the sampling benefit of
competition is diminished when costs are highly correlated. In contrast, the probability
that the industry price will be ¢y is %,o, which increases as p increases. If « is the relative
weight on industry profit in the welfare function, expected welfare in this unregulated
duopoly setting is

1 1
E/OU(CL) + (1 - EP)U(CH) +a(l — p)A°Q(ch), 1)

where the fixed cost incurred with duopoly supply (2F’) has been ignored for now.

210 This discussion is based on Section 3 of Armstrong and Sappington (2006). See Auriol and Laffont
(1992) and Riordan (1996) for related analysis. Anton and Gertler (2004) show how a regulator can define the
boundaries of local monopoly jurisdictions according to the costs reported by two local monopolists.

21 Tpe probability that both firms have high cost is p/2, the probability that both firms have low cost is p/2,
and the probability that a given firm has low cost while its rival has high cost is (1 — p)/2.

212 The profit-maximizing price for a firm with the low marginal cost is assumed to exceed cp. Conse-
quently, when only one firm has the low marginal cost, it will serve the entire market demand at price ¢y in
equilibrium.
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If monopoly regulation is chosen, it proceeds as in the Baron and Myerson framework
of Section 2.3.1. As discussed in Section 2.3.3 (see expressions (28) and (29)), the
maximum expected welfare in the regulated monopoly regime is

1 1
svlen) + Ev(cH + (1 —a)A), 92)

abstracting from the fixed cost of monopoly supply (F) and the fixed cost of monopoly
regulation (G) for now.

Regulated monopoly offers three potential advantages over unregulated duopoly in
this simple setting: (1) industry prices can be controlled directly; (2) transfer payments
can be made to the firm to provide desired incentives; (3) economies of scale in supply
are preserved because there is only one industry supplier.”!? Unregulated duopoly also
offers three potential advantages in this setting. First, the likelihood that the industry
producer has the low marginal cost is higher under duopoly than under monopoly (un-
less p = 1) due to the sampling benefit of competition: if one firm fails to secure the low
cost, its rival may do so. Second, the presence of a rival with correlated costs reduces
the information advantage of the industry producer. This is the rent-reducing benefit
of competition. Third, the cost of ongoing regulation, G, is avoided in the unregulated
duopoly regime.

A formal comparison of these potential benefits of regulated monopoly and unreg-
ulated duopoly is facilitated initially by considering the case where G = F = 0.
A comparison of expressions (91) and (92) provides three insights regarding the rel-
ative performance of regulated monopoly and unregulated duopoly.

First, as noted above, unregulated duopoly delivers a higher level of expected social
welfare than does regulated monopoly when the duopolists’ costs are perfectly corre-
lated (so p = 1).2'* When costs are perfectly correlated, the industry producer never
has a cost advantage over its rival, and so commands no rent in the duopoly setting. Fur-
thermore, competition drives the industry price to the level of realized marginal cost.
Therefore, the ideal full-information outcome is achieved under duopoly, but not under
monopoly, where regulated prices diverge from marginal cost in order to limit the rent
the monopolist commands from its privileged knowledge of cost. In this case, then, un-
regulated duopoly is preferred to regulated monopoly, even though the former offers no
sampling benefit. The benefits of competition arise entirely from rent reduction in this
case.

Second, when demand is perfectly inelastic, unregulated duopoly produces a higher
level of expected welfare than does regulated monopoly.?!> When demand is perfectly
inelastic, price distortions do not change output levels, and therefore do not affect the

213 1 addition, when there is a social cost of public funds (A > 0), the firm’s profit can be taxed to reduce
the overall public tax burden. This benefit is not available in the case of unregulated duopoly.

214 If g = 1, the two regimes provide the same expected social welfare.

215 When demand is perfectly inelastic (so Q(p) = 1, for example), expression (91) is weakly greater than

(92) whenever % p=(p— %)a, which is always the case.
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firm’s rent or total surplus. Consequently, only the probability of obtaining a low-cost
supplier affects expected welfare, and this probability is higher under duopoly than
under monopoly because of the sampling benefit of competition.>!6

Third, when demand is sufficiently elastic (and p < 1), regulated monopoly will
generate a higher level of expected welfare than unregulated duopoly. When demand is
elastic, prices that do not track costs closely entail substantial losses in surplus. Prices
track costs more closely under regulated monopoly than under unregulated duopoly.>!”

The discussion to this point has abstracted from fixed costs of supply. When the fixed
cost F is sufficiently large, regulated monopoly will outperform unregulated duopoly in
the simple model analyzed here because monopoly avoids the duplication of the fixed
cost.”!8 The analysis to this point also has assumed that both firms find it profitable to
operate in the unregulated duopoly setting. If their marginal costs are highly correlated,
two unregulated suppliers of a homogeneous product may not find it profitable to oper-
ate in the industry, even if fixed costs are not particularly large. This is because the firms
earn no profit when their costs are identical, and so expected profit will be meager when
costs are likely to be identical. Consequently, financial subsidies will be necessary to
attract competing suppliers of homogeneous products when their costs are highly cor-
related. This situation can provide a coherent argument for assisting entry into the mar-
ket.>!? The requisite subsidies will tend to be smaller when industry price competition
is less intense, as it can be when the firms’ products are not homogeneous, for example.

Obviously, this simple, illustrative comparison of the relative performance of reg-
ulation and competition is far from complete. A complete comparison would need to
consider more carefully the policy instruments available to the regulator, for exam-
ple.??" The foregoing discussion presumes the regulator can tax consumers to finance
transfer payments to the firm. In practice (as emphasized throughout Section 3), regu-
lators are not always able to make transfer payments to the firms they regulate. Absent
this ability, a regulator who wishes to ensure the monopolist never terminates its oper-
ations in the present setting can do no better than to set a single price equal to the high

216 A gimilar insight is that unregulated duopoly outperforms regulated monopoly when A€, the difference
between the high and the low marginal cost, is close to zero. Monopoly rent and duopoly profit are both neg-
ligible in this case, and so the choice between monopoly and duopoly depends upon which regime produces
the low marginal cost more frequently.

217 The convexity of v(-) implies that welfare in (92) is no lower than 1 v(cp)+ 3 v(cp)— 3 (1—) A Q(cp).
Hence, the difference between (92) and (91) is at least %(1 —p)(w(cp)—v(cyH)) —[I_T“ +a(1—p)]A°Q(cy).
Since this expression is increasing in «, it is at least %(1 — p)(v(cp) —vicy)) — %A”Q(cH). Therefore,
welfare is higher with regulated monopoly whenever v(cy) > v(cy) + A°Q(cy)/(1 — p). This inequality
will hold if demand is sufficiently elastic.

218 1n contrast, if the fixed cost of regulation, G, is sufficiently large, unregulated duopoly will outperform
regulated monopoly.

219 gee Armstrong and Sappington (2006) for additional discussion of the merits and drawbacks to various
forms of entry assistance.

220 A complete analysis also should consider the social cost of public funds (A). When A is large, the taxable
profit generated under regulated monopoly can increase welfare substantially.
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marginal cost p = cy (assuming fixed costs are zero). This policy generates expected
welfare

1
v(ch) + EWACQ(CH)~ (93)

The level of expected welfare in expression (93) is lower than the corresponding level
for duopoly in expression (91).22! Consequently, unregulated duopoly is always pre-
ferred to this restricted form of monopoly regulation (when fixed costs of supply are not
significant). More generally, the relative benefits of monopoly regulation may be dimin-
ished by important practical limitations such as the possibility of regulatory capture,
imperfect regulatory commitment powers, and more severe information asymmetries,
for example.

Finally, in the simple static setting analyzed here, franchise bidding can secure the
benefits of both regulated monopoly and unregulated duopoly, and thereby outperform
both regimes. To prove this conclusion formally, return to the setting of Section 4.2. For
simplicity, suppose there are two potential bidders and the two possible cost realizations
are equally likely for each firm. In addition, suppose the two firms’ cost realizations
are independent, so that p = % (Otherwise, the full-information outcome is possible
by making use of the yardstick reporting schemes discussed in Section 4.2.2.) Conse-
quently, a firm with the low marginal cost will be selected to serve as the monopoly
supplier with probability %. From Proposition 13, the maximum expected welfare in the
franchise bidding setting is

3 1 ‘
Juen) + ZU(CH + (1 — ) A9), (94)

where the fixed cost of supply () and any costs of awarding and enforcing the franchise
auction have been ignored. It is apparent that expression (94) exceeds expression (92)
due to the sampling benefit of competition. Expression (94) also exceeds expression (91)
when p = %.222

In summary, franchise bidding outperforms monopoly regulation and duopoly com-
petition in this simple setting by securing the key benefits of both regimes. Franchise
bidding permits transfer payments and price regulation to pursue social goals. It also en-
sures the benefit of scale economies by selecting a single supplier. In addition, franchise
bidding secures the sampling and rent-reducing benefits of competition. Of course, this
simple model has abstracted from several of the important potential drawbacks to fran-
chise bidding discussed in Section 4.2. These problems include the practical difficulties
associated with specifying all relevant contingencies in a franchise contract and with
motivating incumbent suppliers to undertake sunk investments when regulatory expro-
priation is a concern.

221 The difference between expressions (91) and (93) is g(v(cL) —v(cy)) + a(% — p)A€Q(cy). From the
convexity of v(-), this difference is at least [% —(p— %)a]A"Q(cH) > 0.

222 The convexity of v(-) implies that welfare in (94) is no lower than %v(cL)Jr }T vicy)— }‘ (1—a)A°Q(cq).
Consequently, the difference between (94) and (91) is at least %(v(cL) —v(cy)) — }T(l +a)AQ(cy) = 0.
The final inequality arises from the convexity of v(-).
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4.4.2. The optimal number of industry participants

To consider the optimal number of industry participants more generally, consider a
different setting where the only form of industry regulation is a determination of the
number of operating licenses that are awarded. It is well known that a laissez-faire pol-
icy toward entry will often induce too many firms to enter, and so, in principle, entry
restrictions could increase welfare.223 In practice, of course, it is an informationally de-
manding task to assess both the optimal number of competitors and the identity of the
“best” competitors. The latter problem may be resolved in some settings by auctioning
to the highest bidders a specified number of operating licenses.?**

In some circumstances, the regulator will choose to issue fewer licenses than he
would in the absence of asymmetric knowledge of operating costs. The reason for do-
ing so is to encourage more intense bidding among potential operators. When potential
operators know that a large number of licenses will be issued, they have limited in-
centive to bid aggressively for a license for two reasons. First, when many licenses are
available, a potential supplier is relatively likely to be awarded a license even if it does
not bid aggressively for a license. Second, the value of a license is diminished when
many other licenses are issued because the increased competition that results when
more firms operate in the industry reduces the rent that accrues to each firm. Therefore,
to induce more aggressive bidding for the right to operate (and thereby secure greater
payments from potential operators that can be distributed to taxpayers), a regulator may
restrict the number of licenses that he issues, thereby creating a relatively concentrated
industry structure.???

Entry policy also can affect the speed with which consumers are served. Consider,
for example, a setting where firms must incur sunk costs in order to operate, and where

223 As Mankiw and Whinston (1986) demonstrate, excess entry can arise because an individual firm does
not internalize the profit reductions that its operation imposes on other firms when it decides whether to enter
an industry. The authors also show that excess entry may not arise when firms supply differentiated products.
Vickers (1995b) shows that excess entry may not arise when firms have different operating costs. In this case,
market competition generally affords larger market shares to the least-cost suppliers (which is related to the
sampling benefit of competition). The inability of firms to capture the entire consumer surplus derived from
their operation in retail markets can result in an inefficiently small amount of entry. Ghosh and Morita (2004)
show that less than the socially efficient level of entry may occur in a wholesale (as opposed to a retail)
industry, even when all inputs and outputs are homogeneous. Upstream entry generates downstream profit,
which is not internalized by the upstream entrant in the authors’ model.

224 McMillan (1994), McAfee and McMillan (1996), Cramton (1997), Milgrom (1998), Salant (2000), and
Hoppe, Jehiel and Moldovanu (2006) discuss some of the complex issues that arise in designing auctions of
spectrum rights. Fullerton and McAfee (1999) analyze how best to auction rights to participate in an R&D
contest. They find that it is often optimal to auction licenses to two firms, who subsequently compete to
innovate.

225 This basic conclusion arises in a variety of settings, including those analyzed by Auriol and Laffont
(1992), Dana and Spier (1994), and McGuire and Riordan (1995). Also see Laffont and Tirole (2000, pp. 246—
250). Wilson (1979) and Anton and Yao (1989, 1992) identify a related, but distinct, drawback to allowing
firms to bid for portions of a project rather than the whole project. When split awards are possible, firms can
implicitly coordinate their bids and share the surplus they thereby extract from the procurer.
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firms have different marginal costs of production. If a regulator were simply to authorize
a single, randomly-selected firm to operate, duplication of sunk costs would be avoided
and consumers could be served immediately. However, the least-cost supplier might not
be chosen to operate under this form of regulated monopoly. Under a laissez-faire policy
regarding entry, firms may be reluctant to enter the industry for fear of facing intense
competition from lower-cost rivals. Under plausible conditions, there is an equilibrium
in this setting in which a low-cost firm enters more quickly than does a high-cost firm.
Consequently, if all potential operators have high costs, entry may be delayed. There-
fore, monopoly may be preferred to unfettered competition when immediate production
is highly valued.??®

In concluding this section, we note that the discussion to this point has abstracted
from the possibility of regulatory capture. This possibility can introduce a bias toward
competition and away from monopoly. To see why, consider a setting where a political
principal relies on advice from a (better informed) regulator to determine whether ad-
ditional competition should be admitted into the regulated industry. Because increased
competition typically reduces the rent a regulated firm can secure, the firm will have an
incentive to persuade the regulator to recommend against allowing additional competi-
tion. To overcome this threat of regulatory capture, it can be optimal to bias policy in
favor of competition by, for example, introducing additional competition even when the
regulator recommends against doing s0.2%’

4.5. Integrated versus component production

In multiproduct industries, regulators often face the task of determining which firms
will supply which products. In particular, the regulators must assess the advantages and
disadvantages of integrated production and component production. Under integrated
production, a single firm supplies all products. Under component production, different
firms supply the different products.

One potential advantage of component production is that it may admit yardstick com-
petition which, as indicated in Section 4.1, can limit substantially the rent of regulated
suppliers. One obvious potential advantage of integrated production is that it may allow
technological economies of scope to be realized. Integrated production can also give
rise to informational economies of scope in the presence of asymmetric information.
To illustrate the nature of these informational economies of scope, first consider the
following simple setting with independent products.

226 See Bolton and Farrell (1990). The authors do not consider the possibility of auctioning the monopoly
franchise. When franchise auctions are feasible, their use can increase the benefits of monopoly relative to
oligopoly.

227 See Laffont and Tirole (1993a) for a formal analysis of this effect. Thus, although the possibility of cap-
ture might be expected to reduce the likelihood of entry, it acts to increase the likelihood of entry once the
political principal has responded appropriately to the threat. Recall the corresponding observation in Sec-
tion 2.4.2.
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4.5.1. Independent products

In the setting with independent products, consumer demand for each product does not
depend on the prices of the other products. To illustrate most simply how informational
economies of scope can arise under integrated production in this setting, suppose there
are many independent products.”?® Suppose further that each product is produced with
a constant marginal cost that is observed by the producer, but not by the regulator. In ad-
dition, it is common knowledge that the cost realizations are independently distributed
across the products. In this setting, the full-information outcome can be closely approx-
imated when a single firm produces all of the regulated products. To see why, suppose
the single integrated firm is permitted to choose its prices for the products it supplies.
Further suppose the firm is awarded (as a transfer payment) the entire consumer surplus
its prices generate. For the reasons identified in Section 2.3.1, the firm will set prices
equal to marginal costs under this regulatory policy.??® Of course, the firm will enjoy
significant rent under the policy. The rent is socially costly when the regulator places
more weight on consumer surplus than on rent. However, the aggregate realized rent is
almost independent of the firm’s various cost realizations when there are many prod-
ucts, each produced with an independent marginal cost. Consequently, the regulator can
recover this rent for consumers by imposing a lump-sum tax on the firm (almost) equal
to its expected rent, thereby approximating the full-information outcome.

In this simple setting, no role for yardstick competition arises because cost realiza-
tions are not correlated. To examine the comparison between integrated and component
production when yardstick effects are present, recall the two-product framework dis-
cussed in Section 2.4.3.230 The analysis in that section derived the optimal regulatory
regime under integrated production. Now consider the optimal regime under compo-
nent production. First, consider the benchmark case in which the cost realizations for
the two products are independently distributed. Absent cost correlation, there is no role
for yardstick competition, and the optimal regulatory regime is just the single-product
regime specified in Proposition 1, applied separately to the supplier of each product. It
is feasible for the regulator to choose this regime under integrated production as well.
However, part (iii) of Proposition 5 indicates that the regulator can secure a higher level
of welfare with a different regime. Therefore, when costs are independently distributed,
integrated production is optimal.

Now suppose there is some correlation between the costs of producing the two prod-
ucts. If the firms are risk neutral and there are no restrictions on the losses a firm can
bear, the discussion in Section 4.1.2 reveals that the full-information outcome is possible
with yardstick competition, and so component production is optimal, provided the two
producers do not collude. In contrast, the full-information outcome will not be attainable

228 The following discussion, found in Dana (1993), also applies naturally to the subsequent discussion about
complementary products.

229 See Loeb and Magat (1979).

230 The following discussion is based on Dana (1993).
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if the firms must receive non-negative rent for all cost reports (due to limited liability
concerns, for example). However, when the correlation between the two costs is strong,
the penalties required to achieve a desirable outcome are relatively small. Consequently,
limits on feasible penalties will not prevent the regulator from securing a relatively fa-
vorable outcome when the firms’ costs are highly correlated. In contrast, when costs are
nearly independently distributed, bounds on feasible penalties will preclude the regula-
tor from achieving a significantly higher level of welfare under yardstick regulation than
he can secure by regulating each firm independently. It is therefore intuitive (and can be
shown formally) that component production is preferable to integrated production only
when the correlation between cost realizations is sufficiently high.23!-232 When the cor-
relation between costs is high, part (ii) of Proposition 5 reveals that the best policy under
integrated production is to treat each firm as an independent single-product monopolist.
Yardstick competition can secure a higher level of expected welfare, even when there
are limits on the losses that firms can be forced to bear.

The relative merits of integrated and component production can also be investigated
in a franchise auction context. For instance, suppose there are two independent franchise
markets, 1 and 2, and the regulator must decide whether to auction access to the two
markets in separate auctions or to “bundle” the markets together in a single franchise
auction. Suppose there are two potential operators, A and B, each of which can operate
in one or both markets. Suppose the cost of providing the specified service in market m
is c;.” for firm i, where m = 1,2 and i = A, B. Further, suppose there are no economies
(or diseconomies) of scope in joint supply, so that firm i’s cost of supplying both markets
is cl.1 + cl.z. Suppose the regulator wishes to ensure production in each market, and so
imposes no reserve price in the auction(s).

If the regulator awards the franchise for the two markets by means of two separate
second-price auctions, he will have to pay the winner(s)

Inax{cix, c}g} + max{ci, c%}. 95)

231 Ramakrishnan and Thakor (1991) provide a related analysis in a moral hazard setting. In moral hazard

settings, integrated production can provide insurance to the risk averse agent, particularly when the cost
realizations are not too highly correlated. Thus, as in Dana’s (1993) model of adverse selection, a preference
for integrated production tends to arise in moral hazard settings when the cost realizations are not too highly
correlated. The reason for the superiority of integrated production is similar in the two models: the variability
of the uncertainty is less pronounced under integrated production.

232 Rijordan and Sappington (1987b) provide related findings in a setting where production proceeds sequen-
tially, and the supplier of the second input does not learn the cost of producing the second input until after
production of the first input has been completed. When costs are positively correlated, integrated production
increases the agent’s incentive to exaggerate his first-stage cost. This is because a report of high costs in the
first stage amounts to a prediction of high costs in the second stage. Since integrated production thereby makes
it more costly for the regulator to induce truthful reporting of first-stage costs, the regulator prefers component
production. In contrast, integrated production can reduce the agent’s incentives to exaggerate first-stage costs
when costs are negatively correlated. The countervailing incentives that ensue can lead the regulator to prefer
integrated production when costs are negatively correlated.
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If the regulator awards the two markets by means of a second-price single auction, he
will have to pay the winner

1,2 12
max{cy + ¢, c + ¢},

which is always (weakly) less than the amount in expression (95). Therefore, the regu-
lator will pay less when he bundles the two franchise markets in a single auction than
when he conducts two separate auctions (with potentially two different winners). This
conclusion reflects the rent-reducing benefit of integrated production.?33

4.5.2. Complementary products

Now, suppose there is a single final product that is produced by combining two essential
inputs.?3* For simplicity, suppose the inputs are perfect complements, so one unit of
each input is required to produce one unit of the final product. Consumer demand for
the final product is perfectly inelastic at one unit up to a known reservation price, so the
regulator procures either one unit of the final product or none of the product. The cost
of producing a unit of the final product is the sum of the costs of producing a unit of
each of the inputs, so again there are no technological economies of scope. The cost of
producing each input is the realization of an independently distributed random variable.
Therefore, there is no potential for yardstick competition under component production
in this setting.>>

In this setting, the regulator again prefers integrated production to component pro-
duction. To see why most simply, suppose the cost for each input can take on one of two
values, ¢, or ¢y, where c;, < cy. Also suppose the probability of obtaining a low-cost
outcome is ¢, and the costs of producing the two inputs are independently distributed.
Further suppose it is optimal to supply one unit of the final product except when both
inputs have a high cost.

First consider integrated production, and let R;; denote the rent of the integrated
firm when it has cost ¢; for the first input and cost c¢; for the second input. Since the

233 This discussion is based on Palfrey (1983), who shows that the ranking between integrated and component
production may be reversed when there are more than two bidders. Notice that when the two markets are
awarded as a bundle, inefficient production may occur because the firm with the lowest total cost is not
necessarily the firm with the lowest cost in each market. For additional analysis of the optimal design of
multiproduct auctions, see Armstrong (2000), for example.

234 The following discussion is based on Baron and Besanko (1992) and Gilbert and Riordan (1995).

235 See Jansen (1999) for an analysis of the case where the costs of the two inputs are correlated and when, as
in Dana (1993), limited liability constraints bound feasible penalties. Jansen, like Dana, concludes that when
the extent of correlation is high, the benefits of yardstick competition outweigh the informational economies
of scope of integrated production.

236 s straightforward to show that if it is optimal to ensure production for all cost realizations, the regulator
has no strict preference between component production and integrated production. When supply is essential,
the regulator must pay the participants the sum of the two highest possible cost realizations under both industry
structures. (The same is true if production is desirable only when both components are produced with low
cost.)
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regulator optimally terminates operations when both costs are cg, he can limit the firm’s
rent to zero when it has exactly one high-cost realization, so R;y = Rpyr = 0. Then,
as in expression (42), the incentive constraint that ensures the firm does not claim to
have exactly one high-cost realization when it truly has two low-cost realizations is
Rip > A€ = cg — cr. Since the probability of having low costs for both products is
¢2, the regulator must allow the integrated firm an expected rent of

Rint = ¢*A°.

Now consider component production. Suppose a firm receives the expected trans-
fer 7T; when it claims to have ¢ = ¢;. If one firm reports that it has low costs, then
production definitely takes place since the regulator is prepared to tolerate one high-
cost realization. Consequently, the expected rent of a low-cost firm is Ry = T — c.
If a firm reports that it has a high cost, then production takes place only with prob-
ability ¢ (i.e., when the other firm reports a low cost), and so that firm’s expected
rent is Ry = Ty — ¢cy. The regulator will afford no rent to a firm when it has
high cost, so Ry = 0. The incentive compatibility constraint for the low-cost firm
iSRyp > Ty — ¢cp = Ry + ¢ A° = ¢p A€. Therefore, the regulator must deliver an ex-
pected rent of ¢ A€ to each firm under component production, yielding a total expected
industry rent of

Rcomp = 2¢*A°.

Thus, the regulator must deliver twice as much rent under component production than
he delivers under integrated production, and so integrated production is the preferred
industry structure.??’

The regulator’s preference for integrated production in this setting arises because in-
tegration serves to limit a firm’s incentive to exaggerate its cost. It does so by forcing the
firm to internalize an externality. The regulator disciplines the suppliers in this setting
by threatening to terminate their operation if total reported cost is too high. Termination
reduces the profit that can be generated on both inputs. Under component production,
a firm that exaggerates its cost risks only the profit it might secure from producing a
single input. Each supplier ignores the potential loss in profit its own cost exaggeration
may impose on the other supplier, and so is not sufficiently reticent about cost exagger-
ation. In contrast, under integrated production, the single supplier considers the entire
loss ir; %Jgroﬁt that cost exaggeration may engender, and so is more reluctant to exaggerate
costs.”

237 Baron and Besanko (1992) and Gilbert and Riordan (1995) show that the regulator’s preference for in-
tegrated production persists in some settings where consumer demand for the final product is not perfectly
inelastic. However, Da Rocha and de Frutos (1999) report that the regulator may prefer component production
to integrated production when the supports of the independent cost realizations are sufficiently disparate.

238 This result might be viewed as the informational analogue of the well-known conclusion that component
production of complementary products results in higher (unregulated) prices and lower welfare than integrated
production — see Cournot (1927). As such, the result for complementary products is perhaps less surprising
than the corresponding result for independent products.
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4.5.3. Substitute products

To identify a setting in which component production is preferred to integrated pro-
duction, suppose consumers view the two products as perfect substitutes.>>® Further
suppose that consumers wish to consume at most one unit of the product. The cost
of producing this unit can be either low (cr) or high (cg). The probability of a low
cost realization is ¢, and the production costs for the two versions of the product are
independently distributed. The regulator wishes to ensure supply of the product, and
is considering whether to mandate integrated production (where a single firm supplies
both versions of the product) or component production.

Under integrated production, the regulator must deliver transfer payment cy to the
single firm to ensure the product is supplied. Consequently, the firm secures rent A€
unless its cost of producing each version of the product is ¢y, which occurs with prob-
ability (1 — ¢)2. The integrated firm’s expected rent is therefore

Rivr = (1 — (1 — ¢)?) 4.

Under component production, the regulator can ensure the supply of the product by
employing the auction mechanism described in Section 4.2 (specialized to the case of
inelastic demand). Expression (90) shows that the industry rent with component pro-
duction is

Rcomp = ¢ (1 — ¢)A°.

Rent is clearly lower under component production than under integrated production.
Thus, the rent-reducing benefit of competition provides a strict preference for compo-
nent production (i.e., for competition) over integrated production when products are
close substitutes.

4.5.4. Conclusion

The simple environments considered in this section suggest two broad conclusions re-
garding the optimal structure of a regulated industry. First, component production will
tend to be preferred to integrated production when the costs of producing inputs are
highly correlated, since the yardstick competition that component production admits
can limit rent effectively. Second, integrated production will tend to be preferred to
component production when the components are better viewed as complements than

239 The following discussion is closely related to the discussion in Section 4.4.1, where demand is inelastic.
The differences are that here: (i) the integrated monopoly firm has two chances to obtain a low cost realization
(so there is no sampling benefit of competition); (ii) the duopoly is regulated; and (iii) the duopoly firms do
not know each other’s cost realization.
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as substitutes. In this case, integrated production can avoid what might be viewed as a
double marginalization of rents that arises under component production.>40-241

4.6. Regulating quality with competing suppliers

When a firm’s service quality is verifiable, standard auction procedures for monopoly
franchises can be modified to induce the delivery of high quality services. For example,
the regulator can announce a rule that specifies how bids on multiple dimensions of per-
formance (e.g., price and service quality) will be translated into a uni-dimensional score.
The regulator can also announce the privileges and obligations that will be assigned to
the firm that submits the winning score. For example, the winning bidder might be re-
quired to implement either the exact performance levels that he bid or the corresponding
performance promised by the bidder with the second-highest score. The optimal scor-
ing rule generally does not simply reflect customers’ actual valuations of the relevant
multiple performance dimensions. Different implicit valuations are employed to help
account for the different costs of motivating different performance levels. These costs
include the rents that potential producers can command from their superior knowledge
of their ability to secure performance on multiple dimensions.>*?

The regulator’s task is more difficult when a firm’s performance on all relevant di-
mensions of service quality is not readily measured. In this case, financial rewards and
penalties cannot be linked directly to the levels of delivered service quality. When qual-
ity is not verifiable, standard procedures such as competitive bidding that work well to
select least-cost providers may not secure high levels of service quality. A competitive
bidding procedure may award a monopoly franchise to a producer not because the pro-
ducer is more able to serve customers at low cost, but because the producer’s low costs
reflect the limited service quality it delivers to customers. Consequently, when quality
is not verifiable, consumers may be better served when the regulator engages in individ-
ual negotiations with a randomly chosen firm than when he implements a competitive
bidding process.>*3

240 gee Severinov (2003) for a more detailed analysis of the effects of substitutability or complementarity on
the relative merits of component and integrated production. Cost information is assumed to be uncorrelated
across the two activities, so there is no potential for yardstick comparisons. The paper also discusses an
industry configuration in which the regulator deals with one firm, which sub-contracts with the second firm.
241 Jossa (1999) analyzes a model where the information asymmetries concern consumer demand rather
than cost and where only one firm has private information under component production. In this framework,
integrated production tends to be preferred when the products are substitutes whereas component production
tends to be preferred when the products are complements.

242 See Che (1993), Cripps and Ireland (1994) and Branco (1997) for details. Asker and Cantillon (2005)
consider a setting where firms have multi-dimensional private information about their costs of supply.

243 Manelli and Vincent (1995) derive this conclusion in a setting where potential suppliers are privately
informed about the exogenous quality of their product. Their conclusion that it is optimal to assign the same
probability of operation to all potential suppliers is related to the conclusion in Section 2.3.3 regarding the
optimality of pooling. In Manelli and Vincent’s model, incentive compatibility considerations imply that a
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Unverifiable quality need not be as constraining when production by multiple suppli-
ers is economical. In this case, if consumers can observe the level of quality delivered
by each supplier (even though quality is unverifiable), market competition can help to

ensure that reasonably high levels of quality and reasonably low prices arise in equilib-

rium,244-245

4.7. Conclusions

The discussion in this section has delivered two key messages. First, actual or poten-
tial competition can greatly assist a regulator in his attempts to secure a high level of
consumer surplus. Competition can serve to reduce industry operating costs and re-
duce the rents of industry operators. Second, competition can complicate the design of
regulatory policy considerably. For example, unregulated competitors may undermine
pricing structures that are designed to recover fixed operating costs efficiently or to
pursue distributional objectives. The presence of multiple potential operators also in-
troduces complex considerations with regard to the design of industry structure.2*® The
optimal design of regulatory policy in the presence of potential or actual competition
can entail many subtleties and can require significant knowledge of the environments
in which regulated and unregulated suppliers operate. An important area for future re-
search is the design of regulatory policy when the regulator has little information about
the nature and extent of competitive forces.

firm with a low-quality product, and thus low operating costs, must be selected to operate at least as often
as is a firm with a high-quality product, and thus high operating costs. However, welfare is higher when
high-quality products are produced. This fundamental conflict between what incentive compatibility concerns
render feasible and what is optimal is resolved by a compromise in which all potential suppliers have the
same probability of being selected to operate, regardless of their costs (and thus the quality of their product).
Hart, Shleifer and Vishny (1997) provide the related observation that when key performance dimensions
are not contractible, supply by a public enterprise may be preferable to supply by a private enterprise. The
public enterprise’s reduced focus on profit can lead it to supply a higher level of the costly non-contractible
performance dimension (e.g., quality) than the private enterprise.

244 Because imperfect competition generally directs too few consumers to the most efficient producer, a reg-
ulator with substantial knowledge of firms’ costs and consumers’ preferences may prefer to set market
boundaries for individual producers rather than allow market competition to determine these boundaries.
[See Anton and Gertler (2004).] When the regulator’s information is more limited, he may prefer to allow
competitive forces to determine the customers that each firm serves. (See Wolinsky (1997).)

245 In network settings where the final quality delivered to consumers depends on the quality of all network
components, producers of some network components may “free-ride” on the quality delivered by the produc-
ers of other network components. Consequently, realized quality may fall below the ideal level of quality,
and a regulator may optimally allow monopoly supply of all network components in order to overcome the
free-rider problem. See Auriol (1998) for further details.

246 Industry structure, in turn, can affect realized service quality. In the electric power industry, for example,
recent trends toward vertical disintegration and reduced horizontal concentration have led to concerns about
system reliability. See Joskow (1997, 2004), for example.
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5. Vertical relationships

Regulated industries rarely take the simple form that has been assumed throughout
much of the preceding discussion. Regulated industries often encompass several com-
plementary segments that differ in their potential for competition.*’ For instance, an
industry might optimally entail monopolistic supply of essential inputs (e.g., network
access) but admit competitive supply of retail services. In such a setting, competitors
will require access to the inputs produced in the monopolistic sector if they are to offer
retail services to consumers.

Figure 27.4 illustrates two important policy issues that arise in such a setting. The
first question, addressed in Section 5.1, concerns the terms on which rivals should be
afforded access to the inputs supplied by the monopolist. A key consideration is how
these terms should vary according to the extent of the monopolist’s participation in the
retail market, whether the monopolist’s retail tariff is regulated, whether rivals can oper-
ate using inputs other than the input supplied by the monopolist, and whether the rivals
are regulated. The second question, addressed in Section 5.2, is whether the monopolist
should be permitted to operate in the potentially competitive retail market. Section 5.3
extends the discussion of access pricing to a setting where competing firms wish to
purchase essential inputs from each other.

The discussion in most of this section presumes the regulator is fully informed about
industry demand and cost conditions. This departure from preceding discussions re-
flects both the focus in the literature and the complexity of the issues raised by vertical
relationships even in the presence of complete information.

5.1. One-way access pricing

Before analyzing (in Section 5.1.2) the optimal access pricing policy when the monop-
olist is vertically integrated, consider the simpler case where the input supplier does not
operate downstream.?*8 If the downstream industry is competitive in the sense that there
is a negligible markup of the retail price over marginal cost, then pricing access at cost
is approximately optimal. The reason is that the markup of the retail price over the total
cost of providing the end-to-end service will be close to zero in this setting. In contrast,
if the downstream market is not perfectly competitive, it may be optimal (if feasible)
to price access below cost in order to induce lower downstream prices, which exceed
marginal costs due to the imperfect competition.

247 For an account of the theory of vertical relationships in an unregulated context, see Rey and Tirole (2007).
248 See, for instance, Armstrong, Cowan and Vickers (1994, Section 5.2.1) and Laffont and Tirole (2000,
Section 2.2.5). See Armstrong (2002, Section 2) for a more detailed account of the theory of access pricing,
from which Section 5.1 is taken. See Vogelsang (2003) for a complementary review of the recent literature
on access pricing in network industries. Section 5.1 abstracts from the possibility that the monopolist may
try to disadvantage downstream rivals using various non-price instruments. Section 5.2 considers this pos-
sibility.
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Monopolist

Terms of access?

Permitted to operate?
Regulated? Competitors

|

Regulated?

Consumers

Figure 27.4. Vertical relationships.

5.1.1. The effect of distorted retail tariffs

The retail prices charged by regulated firms often depart significantly from underlying
marginal costs. Section 4.3 suggested two reasons for such divergence. First, marginal-
cost prices will generate negative profit for a firm that operates with increasing returns to
scale. Second, regulated retail tariffs may be set to promote universal service or to redis-
tribute income. The ensuing discussion in this section considers the impact on welfare
and entry of regulated prices that diverge from cost.

The interaction between distorted tariffs and entry is illustrated most simply by ab-
stracting from vertical issues. Therefore, suppose initially that the regulated firm’s rivals
do not need access to any inputs supplied by the regulated firm to provide their services.
As in Section 4.3, consider a competitive fringe model in which the same service is
offered by a group of rivals. Competition within the fringe means that the competitors’
prices reflect their operating costs, and the fringe makes no profit.2*’

Suppose the fringe and the regulated firm offer differentiated products to final con-
sumers. Let P and p denote the regulated firm’s price and the fringe’s price for their
respective retail services. (Throughout this section, variables that pertain to the regu-
lated firm will be indicated by upper-case letters. Variables that pertain to the fringe

249 1f entrants had market power, access charges should be chosen with the additional aim of controlling the
retail prices of entrants. This would typically lead to a reduction in access charges. The lower input costs
reduce equilibrium prices, thereby counteracting the entrants’ market power. See Laffont and Tirole (2000,
Section 3.3.1) for a discussion of this issue.



Ch. 27:  Recent Developments in the Theory of Regulation 1671

will be denoted by lower-case letters.) Let V (P, p) be total consumer surplus when
prices P and p are offered. The consumer surplus function satisfies the envelope con-
ditions Vp(P, p) = —X(P, p) and V,(P, p) = —x(P, p), where X(-,-) and x(-,-)
are, respectively, the demand functions for the services of the regulated firm and the
fringe. (Subscripts denote partial derivatives.) Assume the two services are substitutes,
s0 X,(-,-) = xp(-,-) = 0. The regulated firm has constant marginal cost C; and the
fringe has marginal (and average) cost c¢. To implement the optimal output from the
fringe, suppose the regulator levies a per-unit output tax ¢ on the fringe’s service. Then
competition within the fringe ensures the fringe’s equilibrium price is p = ¢ + ¢. Sup-
pose the regulated firm’s price is fixed exogenously at P. Also suppose the regulator
seeks to maximize total unweighted surplus (including tax revenue).>>* Total surplus in
this setting is

W= VP, c+1) +tx(P,c+1)+ (P —C)X(P,c+1). (96)

consumer surplus tax revenue regulated firm’s profits

Maximizing W with respect to # reveals the optimal output tax for the fringe is

t = oa(P - Cy), 7
where
X
og=—L>0 (98)
—x,

is a measure of the substitutability of the two retail services. In particular, o; measures
the reduction in the demand for the regulated firm’s service when the fringe supplies
one additional unit of its service (and where this increase in fringe supply is caused by
a corresponding reduction in its price p). If increased fringe supply comes primarily
from reduced sales by the regulated incumbent, then o = 1. If increased fringe supply
largely reflects an expansion of total output with little reduction in the regulated firm’s
output, then o7 &~ 0. Equation (97) implies that when sales are profitable for the regu-
lated firm (P > C}) it is optimal to raise the fringe’s price above cost as well (¢ > 0).
This is because profits are socially valuable, and when P > Cj it is optimal to stimulate
demand for the regulated firm’s service in order to increase its profit. This stimulation
is achieved by increasing the fringe’s price. A laissez-faire policy towards entry (¢ = 0)
would induce excessive fringe supply if the market is profitable for the regulated firm
and insufficient fringe supply if the regulated firm incurs a loss in the market. Of course,
if the regulated firm’s price reflects its cost (P = C1), then there is no need to impose
an output tax on the fringe.

In expression (97), the tax ¢ is set equal to the profit the regulated firm foregoes when
fringe supply increases by a unit. This lost profit (or “opportunity cost”) is the product

250 Because there is no asymmetric information in this analysis, there is no reason to leave the regulated firm
with rent. Consequently, maximization of total surplus is an appropriate objective.
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of: (1) the regulated firm’s unit profit (P — Cp) from the sale of its product; and (2) oy,
the reduction in the regulated firm’s final sales caused by increasing fringe output by
one unit. If the services are not close substitutes (o4 is close to zero), this optimal tax
should also be close to zero, and a laissez-faire policy towards rivals is nearly optimal.
This is because a tax on the fringe’s sales has little impact on the welfare associated
with the sales of the regulated firm, and therefore there is little benefit from causing the
fringe’s price to diverge from cost.?!

5.1.2. Access pricing with exogenous retail prices for the monopolist

Now return to our primary focus on vertically-related markets where the fringe requires
access to inputs supplied monopolistically by the regulated firm. This section considers
how best to set access prices, given the prevailing tariff for the monopolist’s retail prod-
ucts. Ideally, a regulator would set retail prices and access prices simultaneously. (See
Section 5.1.3.) However, in practice, retail tariffs often are dictated by historical, polit-
ical, or social considerations, and regulators are compelled to set access prices, taking
retail tariffs as given.

Suppose the monopolist supplies its retail service at constant marginal cost C1, and
supplies its access service to the fringe at constant marginal cost C,. Let P denote the
(exogenous) price for the monopolist’s retail service and a denote the per-unit price paid
by the fringe for access to the monopolist’s input. Suppose that when it pays price a for
access the fringe has the constant marginal cost 1 (a) for producing a unit of its own
retail service. (The cost ¥ (a) includes the payment a per unit of access to the monopo-
list.) If the fringe cannot bypass the monopolist’s access service, so that exactly one unit
of access is needed for each unit of its final product, then ¥ (a) = a + ¢, where c is the
fringe’s cost of converting the input into its retail product. If the fringe can substitute
away from the access service, then ¥ (a) is a concave function of a. Note that v/’ (a)
is the fringe’s demand for access per unit of its retail service (by Shephard’s lemma).
Therefore, when it supplies x units of service to consumers, the fringe’s demand for
access is ¥’ (a)x. Note also that the end-to-end marginal cost of supplying one unit of
the fringe’s output when the price for access is a is>>>

éa)=y(@ — (a—C)y' (). 99)

251 Given the welfare function (96), it makes little difference whether the proceeds from the tax  are passed
directly to the regulated firm, to the government, or into an industry fund. If the regulated firm has historically
used the proceeds from a profitable activity to finance loss-making activities or to cover its fixed costs, then
the firm will not face funding problems as a result of the fringe’s entry if the fringe pays the tax to the firm.
A more transparent mechanism would be to use a “universal service” fund to finance loss-making services.
See Armstrong (2002, Section 2.1) for details. More generally, see Braeutigam (1979, 1984) and Laffont and
Tirole (1993b, ch. 5) for discussions of Ramsey pricing in the presence of competition, including cases where
rivals are regulated.

252 The fringe incurs the per-unit cost vr(a), while for each unit of fringe supply the monopolist receives
revenue from the fringe equal to ay/’(a) and incurs the production cost Co ¥/ (a).
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Whenever the fringe has some ability to substitute away from the monopolist’s input,
i.e., when /" # 0, the access pricing policy that minimizes the fringe supply cost ¢(a)
entails marginal-cost pricing of access: a = Cj. Only in this case will the fringe make
the efficient input choice. In the special case where the fringe cannot substitute away
from the monopolist’s input (¢ (@) = a+c), the choice of a has no impact on productive
efficiency and ¢(a) = C; + c.

The following analysis proceeds in two stages. First, the optimal policy is derived
in the case where the regulator has a full range of policy instruments with which to
pursue his objectives. Second, the optimal policy is analyzed in the setting where the
regulator’s sole instrument is the price of access.

Regulated fringe price  Suppose the regulator can control both the price of access and
the fringe’s retail price. When the regulator levies a per-unit output tax ¢ on the fringe,
its retail price is p = ¢ + ¥ (a). Then, much as in expression (96), total welfare is

W=V(P,t+y(@)+(P—C)X(P,t+¥(a))
consumer surplus monopoly’s profits from retail
+ (@ — C)Y (@x(P.1 + ¥ (a) +1x(P. 1 4+ ¥ (a)). (100)

monopoly’s profits from access tax revenue

Since p = t + ¥ (a), the regulator can be viewed as choosing p and a rather than ¢
and a. In this case, expression (100) simplifies to

W =V(P,p)+ (P —C)X(P, p)+ (p —é@)x(P, p), (101)

where ¢(-) is given in expression (99). Since a does not affect any other aspect of welfare
in expression (101), a should be chosen to minimize ¢(-). In particular, whenever the
fringe can substitute away from the monopolist’s input (¥”(a) # 0), it is optimal to
set a = C,. Also, maximizing expression (101) with respect to p = ¢ + Y (a) yields
formula (97) for the output tax 7. In sum, the optimal policy involves

a=Cy  t=o04P—Cy). (102)

When the regulator can utilize an output tax to control the fringe’s supply, access should
be priced at cost, and the fringe’s output tax should be equal to the monopolist’s oppor-
tunity cost of fringe supply, as given in (97). In contrast, if the fringe had access to
the monopolist’s input at cost but did not have to pay an output tax, then (just as in
Section 5.1.1) there would be excess fringe supply if P > C; and insufficient fringe
supply if P < Cj. There would, however, be no productive inefficiency under this
policy, and the fringe’s service would be supplied at minimum cost. As before, if the
monopolist’s retail price is equal to its cost (P = C}), there is no need to regulate
the fringe and a policy to allow entrants to purchase access at marginal cost is opti-
mal.

Provided the regulator has enough policy instruments to pursue all relevant objec-
tives, there is no need to sacrifice productive efficiency even when the monopolist’s
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retail price differs from its cost. An output tax on rivals can be used to counteract in-
cumbent retail tariffs that diverge from cost, while pricing access at marginal cost can
ensure productive efficiency in rival supply.

Unregulated fringe price.  Now consider the optimal policy when the access price is the
sole instrument available to the 1regulalt0r.253 In this case, ¢t = 0 in (100), and welfare
when the price for access is a is

W= V(P,y(@) + (P—C)X(P,¥(@) + (a — C)¥'(@)x(P, ¥ (a)). (103)

consumer surplus  monopoly’s profits from retail monopoly’s profits from access

Notice that in this setting, the only way the regulator can ensure a high price for the
fringe’s output (perhaps because he wishes to protect the monopolist’s socially valuable
profit as outlined in Section 5.1.1) is to set a high price for access. The high access price
typically will cause some productive inefficiency in fringe supply.

Maximizing expression (103) with respect to a reveals that the optimal price of access
is

a=Cr+o(P—Cy), (104)

where

X /
o= X0V @
—Za

(105)

and z(P, a) = ¥'(a)x(P, ¥(a)) is the fringe’s demand for access. The “displacement
ratio” o measures the reduction in demand for the monopolist’s retail service caused by
supplying the marginal unit of access to the fringe.>>* Therefore, expression (104) states
that the price of access should be equal to the cost of access, C,, plus the monopolist’s
foregone profit (opportunity cost) caused by supplying a unit of access to its rivals. This
rule is sometimes known as the “efficient component pricing rule” (or ECPR).>>>

Considerable information is required to calculate the displacement ratio o. In prac-
tice, a regulator may have difficulty estimating this ratio accurately. The social costs of
the estimation errors can be mitigated by bringing the monopolist’s retail price P closer
to its cost, C;. From expression (104), doing so lessens the dependence of the access
price on o. As before, if P = C7, it is optimal to price access at cost.

In the special case where consumer demands for the two retail services are ap-
proximately independent (so X ,(:,-) ~ 0), formula (104) states that the access price

253 This discussion is based on Armstrong, Doyle and Vickers (1996).

254 The access charge a must fall by 1/z, to expand the fringe demand for access by one unit. This reduction
in a causes X to decline by X, V' /zq.

255 This rule appears to have been proposed first in Willig (1979). See Baumol (1983), Baumol and Sidak
(1994a, 1994b), Baumol, Ordover and Willig (1997), Sidak and Spulber (1997), and Armstrong (2002, Sec-
tion 2.3.1) for further discussions of the ECPR.
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should involve no mark-up over the cost of providing access, even if P # Cj. In other
cases, however, the optimal price for access is not equal to the associated cost. Conse-
quently, there is productive inefficiency whenever there is some scope for substitution
(" (a) # 0). The inefficiency arises because a single instrument, the access price, is
forced to perform two functions — to protect the monopolist’s socially valuable profit,
and to induce fringe operators to employ an efficient mix of inputs — and the regulator
must compromise between these two objectives.

This analysis is simplified in the special case where the fringe cannot substitute away
from the monopolist’s input, so ¥ (a) = ¢ + a. In this case, expression (104) becomes

a=Cy+04(P —Cy), (106)

where oy is the demand substitution parameter given in expression (98). Expres-
sion (106) states that the optimal access price is the sum of the cost of providing access
and the optimal output tax given in expression (97). Thus, an alternative way to imple-
ment the optimum in this case would be to price access at cost (C) and simultaneously
levy a tax on the output of rivals, as in expression (102). When exactly one unit of access
is needed to produce one unit of fringe output (so there is no scope for productive inef-
ficiency), this output tax could also be levied on the input. In this case, the regulator’s
lack of policy instruments is not constraining. More generally, however, the regulator
can achieve a strictly higher level of welfare if he can choose both an output tax and an
access price.

5.1.3. Ramsey pricing

Now consider the optimal simultaneous choice of the monopolist’s retail and access
prices.?>® The optimal policy will again depend on whether rivals can substitute away
from the input, and, if they can, on the range of policy instruments available to the
regulator.

Regulated fringe price Suppose first that the regulator can set the price for the mo-
nopolist’s retail product P, impose a per-unit output tax ¢ on the fringe, and set price a
for the input. Also suppose the proceeds of the output tax are used to contribute to the
financing of the monopolist’s fixed costs. As before, the price of the fringe’s product
is equal to the perceived marginal cost, so p = ¢ + ¥ (a). The regulator can again
be considered to choose p rather than 7. Letting A > 0 be the Lagrange multiplier on
the monopolist’s profit constraint, the regulator’s problem is to choose P, p and a to
maximize

W =V(P,p)+ A+ 1[(P-CDX(P,p)+(p—é@)x(P,p) 107)

256 See Laffont and Tirole (1994) and Armstrong, Doyle and Vickers (1996).
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For any retail prices, P and p, the access price a affects only the production cost of
the fringe. Consequently, a should be chosen to minimize the cost of providing the
fringe’s service, ¢(a). As before, whenever the fringe can substitute away from the input
(¥ # 0), the optimal policy is to price access at cost (so a = C;).’ The two retail
prices, P and p, are then chosen to maximize total surplus subject to the monopolist’s
profit constraint.

Unregulated fringe price  Now suppose the regulator cannot impose an output tax on
the fringe. In this case, p = ¥ (a), and the access price takes on the dual role of attempt-
ing to ensure the fringe employs an efficient input mix and influencing the fringe retail
price in a desirable way. Following the same logic that underlies expressions (103) and
(107), welfare in this setting can be written as

W=V(P,¥(@)+ 1+ M[(P—-CDX(P,¥(a)

+ (a — C)Y' (@x(P, ¥ (@)]. (108)
The first-order condition for maximizing expression (108) with respect to a is
a=cz+a(P—cl)+[L}i, (109)
—_— | 1+A]n;
ECPR price
where o is given in expression (105), n, = —az,/z > 0 is the own-price elasticity

of demand for access, and P is the Ramsey price for the monopolist’s retail service.
Expression (109) states that the optimal access price is given by the ECPR expres-
sion (104), which would be optimal if the monopolist’s retail price were exogenously
fixed at P, plus a Ramsey markup that is inversely related to the elasticity of fringe
demand for access. This Ramsey markup reflects the benefits (in terms of a reduction
in P) caused by increasing the revenue generated by selling access to the fringe. One
can show that the Ramsey pricing policy entails P > C; and a > C», and so access
is priced above marginal cost. Thus, a degree of productive inefficiency arises when-
ever the fringe can substitute away from the monopolist’s input. As in Section 5.1.2,
when the access price is called upon to perform multiple tasks, a compromise is in-
evitable.

5.1.4. Unregulated retail prices

Now consider how best to price access when the access price is the regulator’s only
instrument. Suppose the monopolist can set its preferred retail price P.2® In addition,

257 This is just an instance of the general principle that productive efficiency is optimally induced when the

policy maker has a sufficient number of control instruments at his disposal. See Diamond and Mirrlees (1971).
258 This discussion is adapted from Laffont and Tirole (1994, Section 7) and Armstrong and Vickers (1998).
For other analyses of access pricing with an unregulated downstream sector, see Economides and White
(1995), Lewis and Sappington (1999), Lapuerta and Tye (1999), and Sappington (2005a), for example.
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suppose the fringe’s price is unregulated, and the regulator cannot impose an output tax
on the fringe. As before, if the regulator sets the access price a, the fringe’s price is
p = ¥ (a). Given a, the monopolist will set its retail price P to maximize its total profit

= (P—C)X(P,¢¥(@)+ (a—C)y'(@)x(P, ¥(a)).

Let P(a) denote the monopolist’s profit-maximizing retail price given access price a.
The firm generally will set a higher retail price when the price of access is higher (so
P’(a) > 0). This is the case because the more profit the monopolist anticipates from
selling access to its rivals, the less aggressively the firm will compete with rivals at the
retail level. Social welfare is given by expression (103), where the monopolist’s price P
is given by P(a). The welfare-maximizing access price in this setting satisfies

_ XPpP'
a=Cy+o(Pa—Ci)— o (110)

a

ECPR price

where o is given in expression (105). Equation (110) reveals that the optimal access
price in this setting is below the level in the ECPR expression (104), which characterizes
the optimal access price in the setting where the monopolist’s retail price was fixed at
P(a). The lower access charge is optimal here because a reduction in a causes the retail
price P to fall towards cost, which increases welfare. 2>

In general, it is difficult to determine whether the price of access, a, is optimally set
above, at, or below the marginal cost of providing access, C2. However, there are three
special cases where the price of access should equal cost: (1) when the fringe has no
ability to substitute away from the input (¥ (a) = a + ¢) and the demand functions
X(-,-) and x(-,-) are linear; (2) when the monopolist and fringe operate in separate
retail markets, with no cross-price effects?®?; and (3) when the fringe and the monopolist
offer the same homogeneous product, i.e., when the retail market is potentially perfectly
competitive. To understand the third (and most interesting) of these cases, consider a
setting where consumers purchase from the supplier that offers the lowest retail price. If
the price of access is a, the fringe will supply consumers whenever the monopolist offers
aretail price greater than the fringe’s cost, ¥ (a). Therefore, given a, the monopolist has
two options. First, it can preclude fringe entry by setting a retail price just below ¥ (a).
Doing so ensures it a profit of ¥ (a) — C; per unit of retail output. Second, the mono-
polist can choose not to supply the retail market itself, and simply sell access to the
fringe. By following this strategy, the monopolist secures profit (¢ — C»)v'(a) per unit
of retail output. The monopolist will choose to accommodate entry if and only if the

259 By contrast, it was optimal to raise the access charge above (104) in the Ramsey problem — see expres-
sion (109) above. This is because an increase in the access charge allowed the incumbent’s retail price to fall,
since the access service then financed more of the regulated firm’s costs.

260 The profit-maximizing retail price P does not depend on a in this case. Also, since o = 0, expres-
sion (110) implies that marginal-cost pricing of access is optimal.
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latter profit margin exceeds the former, i.e., if
Ci > é(a),

where ¢(-) is given in expression (99). Therefore, the monopolist will allow entry by
the fringe if and only if retail supply by the fringe is less costly than supply by the
monopolist (when the access price is a). Perhaps surprisingly, then, the choice of access
price does not bias competition for or against the fringe in this setting. The reason is that,
although the monopolist’s actual cost of supplying consumers is C1, its opportunity cost
of supplying consumers is ¢(a), since it then foregoes the profits from selling access to
the fringe.?®! However, the choice of access price has a direct effect on the equilibrium
retail price, which is ¥ (a) regardless of which firm supplies consumers. Consequently,
when the fringe firms are the more efficient suppliers (i.e., ¥ (C2) < Cy), it is optimal
to provide access to the fringe at cost. Doing so will ensure a retail price equal to the
minimum cost of production and supply by the least-cost supplier.26?

More generally, when the monopolist has some market power in the retail market,
the optimal access price will equal marginal cost only in knife-edge cases. Clear-cut
results are difficult to obtain in this framework because the access price is called upon to
perform three tasks. It serves: (i) to control the market power of the monopolist (a lower
value of a induces a lower value for the monopolist’s retail price P); (ii) to protect
the monopolist’s socially valuable profit (as discussed in Section 5.1.1); and (iii) to
pursue productive efficiency for the fringe (which requires a = C) whenever there is a
possibility for substituting away from the input. In general, tasks (i) and (iii) argue for
an access price no higher than cost. (When @ = C, the monopolist will choose P > Cj.
Setting a < C will reduce its retail price towards cost. Task (iii) will mitigate, but
not reverse, this incentive.) However, unless a is chosen to be so low that P < Cj,
task (ii) will give the regulator an incentive to raise a above cost — see expression (104).
These counteracting forces preclude unambiguous conclusions regarding the relative
magnitudes of the optimal price of access and the cost of providing access in unregulated
retail markets.

5.1.5. Discussion

Setting access prices equal to the cost of providing access offers two primary advan-
tages. First, at least in settings where the monopolist’s costs are readily estimated, this

261 Sappington (2005a) presents a model where, given the price of access, an entrant decides whether to

purchase the input from the monopolist before the two firms compete to supply consumers. The entrant’s
“make-or-buy” decision is shown not to depend on the price of access, as the entrant chooses to buy the
input from the monopolist whenever this is the efficient choice. Therefore, the access price does not affect
productive efficiency, but does affect equilibrium retail prices.

262 1f industry costs are lower when the monopolist serves the market even when the fringe can purchase
access at cost (i.e., if ¥(Cp) > Cy), then it is optimal to subsidize access (to be precise, to set the access
charge to satisfy ¥ (a) = Cq) so that competition forces the monopolist to price its retail service at its own
cost.
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policy is relatively simple to implement. In particular, no information about consumer
demand or rivals’ characteristics is needed to calculate these prices (at least in the simple
models presented above).263 Of course, it can be difficult to measure the monopolist’s
costs accurately in practice, especially when the firm produces multiple products and
makes durable investments.?®* Second, pricing access at cost can help to ensure that
rivals adopt cost-minimizing production policies. If access is priced above cost, an en-
trant may construct its own network rather than purchase network services from the
regulated firm, even though the latter policy entails lower social cost.2%

In simple terms, cost-based access prices are appropriate when access prices do not
need to perform the role of correcting for distortions in the monopolist’s retail tariff.
There are three main settings in which such a task may not be necessary:

1. If the monopolist’s retail tariff reflects its marginal costs, no corrective measures
are needed. In particular, access prices should reflect the marginal costs of provid-
ing access. Thus, a complete rebalancing of the monopolist’s tariff (so retail prices
reflect costs) can greatly simplify input pricing policies, and allow access prices
to focus on the task of ensuring productive efficiency.

2. If there are distortions in the regulated tariff, but corrections to this are made by
using another regulatory instrument (such as output taxes levied on rivals), then
access prices should reflect costs.

3. When the monopolist operates in a vigorously competitive retail market and is
free to set its own retail tariff, pricing access at cost can be optimal.

In settings other than these, pricing access at cost generally is not optimal.

5.2. Vertical structure

The second important policy issue is whether to allow the monopoly supplier of a
regulated input to integrate downstream to supply a final product to consumers in com-

263 See Hausman and Sidak (2005) for a more general treatment of this issue.

264 Sidak and Spulber (1997), Hausman (1997), and Hausman and Sidak (1999, 2005), among others, discuss
how the cost of capital and the irreversibility of capital investment affect the cost of providing access. They
note that the cost of capital tends to increase in competitive settings, since an incumbent’s capital investment
may be stranded in a competitive environment. Hausman also emphasizes the asymmetric advantage an en-
trant may be afforded when it can purchase access at a cost that does not fully reflect the risk an incumbent
supplier faces. While the incumbent must invest before all the relevant uncertainty is resolved, the entrant
often can wait to decide whether to make or buy the input until after the uncertainty is resolved. Also see
Laffont and Tirole (2000, Section 4.4).

265 A bias in the opposite direction has been alleged when regulators use forms of forward-looking cost-based
access pricing. In the United States, the Federal Communications Commission has decided that the major
incumbent suppliers of local exchange services must unbundle network elements and make these elements
available to competing suppliers at prices that reflect the incumbent’s total element long-run incremental cost
(TELRIC). Mandy (2002) and Mandy and Sharkey (2003), among others, explore the calculation of TELRIC
prices. Hausman (1997), Kahn, Tardiff and Weisman (1999), and Weisman (2002), among others, criticize
TELRIC pricing of network elements, arguing that TELRIC prices provide little incentive for competitors to
build their own networks and that, in practice, regulators do not have the information required to calculate
appropriate TELRIC prices.
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petition with other suppliers.?%® Downstream integration by a monopoly input supplier
can alter industry performance in two main ways. First, it can influence directly the
welfare generated in the retail market by changing the composition of, and the nature of
competition in, the retail market. Second, downstream integration can affect the incen-
tives of the monopolist, and thereby influence indirectly the welfare generated in both
the upstream and downstream industries.

First consider the effects of altering the composition of the retail sector. If retail com-
petition is imperfect, retail supply by the input monopolist can enhance competition,
thereby reducing price and increasing both output and welfare in the retail market.6”
The welfare increase can be particularly pronounced if the monopolist can supply the
retail service at lower cost than other retailers.”®® Furthermore, downstream production
by the input monopolist can deter some potential suppliers from entering the industry
and thereby avoid duplicative fixed costs of production.?

Now consider how the opportunity to operate downstream can affect the incentives
of the input monopolist. When it competes directly in the retail market, the monopo-
list generally will anticipate greater profit from its retail operations as the costs of its
rivals increase. Therefore, the integrated firm may seek to increase the costs of its retail
rivals. It can do this in at least two ways. First, if the regulator is uncertain about the
monopolist’s cost of supplying the input, the monopolist may seek to raise the costs of
downstream rivals by exaggerating its input cost. If the monopolist can convince the
regulator that its upstream production costs are high, the regulator may raise the price
of the input, thereby increasing the operating costs of downstream competitors.?’" By
increasing the incentive of the monopolist to exaggerate its access costs in this manner,
vertical integration can complicate the regulator’s critical control problem.?”!

Second, the integrated firm may be able to raise its rivals’ costs by degrading the qual-
ity of the input it supplies, by delaying access to its input, or by imposing burdensome
purchasing requirements on downstream producers, for example.?’?> The regulator can
affect the monopolist’s incentive to raise the costs of its downstream rivals through the

266 Section 3.5.2 discusses the merits of allowing a regulated supplier to diversify into horizontally related
markets.

267 See Hinton et al. (1998) and Weisman and Williams (2001) for assessments of this effect in the United
States telecommunications industry.

268 See Lee and Hamilton (1999).

269 See Vickers (1995a).

270 Bourreau and Dogan (2001) consider a dynamic model in which an incumbent vertically-integrated sup-
plier may wish to set an access charge that is unduly low. The low access charge induces retail competitors to
employ the incumbent’s old technology rather than invest in a more modern, superior technology.

271 Vickers (1995a) analyzes this effect in detail. Lee and Hamilton (1999) extend Vickers’ analysis to allow
the regulator to condition his decision about whether to allow integration on the monopolist’s reported costs.
272 Economides (1998) examines a setting in which the incentives for raising rivals’ costs in this manner
are particularly pronounced. Also see Reiffen, Schumann and Ward (2000), Laffont and Tirole (2000, Sec-
tion 4.5), Mandy (2000), Beard, Kaserman and Mayo (2001), Crandall and Sidak (2002), Bustos and Galetovic
(2003), Sappington and Weisman (2005), and Crew, Kleindorfer and Sumpter (2005).
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regulated price for access. When the monopolist enjoys a substantial profit margin on
each unit of access it sells to downstream producers, the monopolist will sacrifice con-
siderable upstream profit if it raises the costs of downstream rivals and thereby reduces
their demand for access. Therefore, the regulator may reduce any prevailing incentive
to degrade quality by raising the price of access.”’> A complete assessment of optimal
regulatory policy in this regard awaits further research.

The input monopolist’s participation in the retail market can complicate the design
of many simple, practical regulatory policies, including price cap regulation. To un-
derstand why, recall from Section 3.1.3 that price cap regulation often constrains the
average level of the regulated firm’s prices. An aggregate restriction on overall price
levels can admit a substantial increase in the price of one service (e.g., the input sold to
downstream competitors), as long as this increase is accompanied by a substantial de-
crease in the price of another service (e.g., the monopolist’s retail price). Consequently,
price cap regulation that applies to all of the prices set by an integrated monopolist could
allow the firm to exercise a price squeeze. An integrated monopolist exercises a price
squeeze when the margin between its retail price and its access price is not sufficient
to allow an equally efficient entrant to operate profitably. As discussed in Section 3.1.3,
additional restrictions on the pricing flexibility of vertically integrated firms that operate
under price cap regulation often are warranted to prevent price squeezes that force more
efficient competitors from the downstream market.?’*

In summary, downstream integration by a monopoly supplier of an essential input
generally entails both benefits and costs. Either the benefits or the costs can predomi-
nate, depending upon the nature of downstream competition, the relevant information
asymmetries, and the regulator’s policy instruments. Appropriate policy, therefore, will
generally vary according to the setting in which it is implemented.

5.3. Two-way access pricing

Different issues can arise when two established firms need to buy inputs from each
other. Such a need can arise, for example, when competing communications networks
require mutual interconnection to allow customers on one network to communicate with
customers on the other network.?”> Even though competition for customers may be
sufficiently vigorous to limit the need for explicit regulation of retail tariffs, regulation
may still be needed to ensure interconnection agreements that are in the public interest.

273 Thus, one advantage of the ECPR policy discussed in Section 5.1.2 (which can involve a significant

markup of the access charge above cost) is that the firm’s incentive to degrade quality is lessened, relative to a
cost-based policy. See Weisman (1995, 1998), Reiffen (1998), Sibley and Weisman (1998), Beard, Kaserman
and Mayo (2001), and Sand (2004) for related analyses.

274 See Laffont and Tirole (1996) and Bouckaert and Verboven (2004).

275 Interconnection is one aspect of the general issue of compatibility of services between rival firms. See
Farrell and Klemperer (2007) for a survey which includes a discussion of this issue.



1682 M. Armstrong and D.E.M. Sappington

Suppose for simplicity there are two symmetric networks, A and B, and consumers
wish to subscribe to one of these networks (but not both).276 If the two firms set the
same retail tariff they will attract an equal number of subscribers. In this case, suppose
a subscriber on network A, say, makes half her telephone calls to subscribers on net-
work A and half to subscribers on network B. To complete these latter calls, A will
need to arrange for B to deliver the calls destined for B’s subscribers that originate on
A’s network. Similarly, B will need to arrange for A to deliver calls to A’s subscribers
initiated by B’s subscribers.

Consider the following timing. Suppose the network operators first negotiate their
mutual access prices and then compete non-cooperatively in the retail market for sub-
scribers, taking as given the negotiated access prices. In a symmetric setting, the nego-
tiated prices for access will be reciprocal, so that the payment A makes to B for each
of A’s calls that B delivers is the same as the corresponding payment from B to A.
Moreover, the two firms will have congruent preferences regarding the ideal recipro-
cal access price.””’ Of course, a regulator will want to know if the firms might employ
interconnection arrangements to distort retail competition, and, if so, whether the nego-
tiated access prices will exceed or fall below the access prices that are ideal from the
social perspective.?’8

The answers to these questions turn out to be subtle, and to depend in part on the
kinds of retail tariffs firms employ. Consider the following three types of tariff.

Linear pricing  First suppose the two network operators employ linear pricing, so that
they charge a single per-minute price for calls with no additional fixed (e.g., monthly)
charge. In this case, firms will be tempted to choose high payments for access in or-
der to relax competition for subscribers. The mutual benefit of a high reciprocal access
price is apparent. Because firm A’s customers make a fraction of their calls to cus-
tomers on firm B’s network, a high access charge paid to B will increase A’s effective
cost of providing calls to its subscribers. In equilibrium, this inflated cost induces a
high equilibrium retail price. Therefore, in this setting, firms may try to negotiate a high
reciprocal access price in order to implement high retail prices and thereby increase their
joint profits. (Of course, in a symmetric equilibrium, firms receive access revenue from
their rival exactly equal to the access payments they deliver to the rival. Consequently,
the only effect of high access payments on profit is the beneficial effect of higher in-
duced retail prices.) Therefore, an active role for regulation may persist in this setting
to ensure firms do not agree to set access payments that are unduly high.

276 The following discussion is based on Armstrong (1998), Laffont, Rey and Tirole (1998a), and Carter and
Wright (1999). See Laffont and Tirole (2000, ch. 5) and Armstrong (2002, Section 4.2) for more comprehen-
sive reviews of the literature on two-way access pricing.

277 Carter and Wright (2003) and Armstrong (2004) demonstrate that such congruence is not ensured when
firms are asymmetric.

278 In benchmark models where network and call externalities are unimportant, for example, the socially
optimal price for access is the marginal cost of providing access, because that access price induces a unit call
price equal to the cost of making a call.
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Two-part pricing  Now consider the (more realistic) case where firms compete for sub-
scribers using two-part tariffs (that consist of a per-minute price and a monthly fixed
charge, for example). As with linear pricing, the access price affects each firm’s per-
ceived marginal cost of providing calls. Consequently, a high access price will induce
a high per-minute price in equilibrium, which, in turn, will generate high profits from
supplying calls. However, firms now have an additional instrument with which to com-
pete for subscribers — the monthly fixed charge. Since high access payments ensure a
high (per-subscriber) profit from providing calls, firms will compete vigorously to at-
tract additional subscribers to their network. They will do so by setting a low fixed
charge. In simple models of subscriber demand for networks (e.g., a Hotelling market
for subscribers), equilibrium profit turns out to be independent of the established access
price.?’® Consequently, firms have no strict preference among access prices, and so are
likely to be amenable to setting socially desirable prices for access.

Price discrimination Finally, consider the case where firms can set a different price
for a call depending on whether the call is made to a subscriber on the same network
(an “on-net” call) or to a subscriber on the rival network (an “off-net” call).28" (Firms
continue to set a fixed monthly charge as well.) Such discriminatory tariffs can introduce
important network size effects. To illustrate, suppose firms charge a higher price for off-
net calls than for on-net calls. This pricing structure will induce subscribers to prefer the
network with the larger number of subscribers, all else equal. This preference reflects
the fact that a subscriber on the larger network can make more calls at a relatively low
price. This preference gives rise to a positive network size effect, as larger firms are
better able to attract subscribers than smaller firms. In contrast, suppose the price of
an off-net call is lower than the price of an on-net call. A negative network size effect
arises in this case, as subscribers prefer to subscribe to the smaller network, all else
equal. When two established firms vie for subscribers (with no scope for market entry
or exit), competition is less intense (in the sense that equilibrium prices are higher)
in settings with negative network size effects than in settings with positive network
size effects. Competition is less intense in the former case because a unilateral price
reduction does not attract many new subscribers, since subscribers prefer not to join the
larger network.

Firms can determine whether positive or negative network size effects arise through
the access tariffs they set. When the firms establish a reciprocal access price in excess
of the marginal cost of delivering a call, the equilibrium price for an off-net call will
exceed the equilibrium price for an on-net call and a positive network size effect will
arise. This effect will intensify competition for subscribers. In contrast, if the firms

279 Dessein (2003) and Hahn (2004) show that this “profit neutrality” result extends to settings where sub-
scribers have heterogeneous demands for calls and where firms can offer different tariffs to different consumer
types. Dessein shows that the profit neutrality result does not extend to cases where the total number of sub-
scribers is affected by the prevailing retail tariffs.

280 1 affont, Rey and Tirole (1998b) and Gans and King (2001) analyze this possibility.
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set the access price below marginal cost, the equilibrium price for an on-net call will
exceed the equilibrium for an off-net call. The resulting negative network size effect
will induce relatively weak competition for subscribers, and thereby increase the profit
of established competitors. Therefore, in this setting, the firms will wish to price access
below the socially desirable access price. The regulator’s task in this setting, then, will
be to ensure the firms do not negotiate access payments that are unduly low.?81-282

In sum, the developing literature on two-way access pricing suggests a number of
continuing roles for regulation, even when competition for subscribers is sufficiently
vigorous to limit the need for explicit retail tariff regulation.

5.4. Conclusions

The discussion in this section has reviewed some of many subtleties that arise when
a regulated firm operates at multiple stages of the production process. The discussion
emphasized the standard theme that a regulator generally is better able to achieve so-
cial goals the more instruments he has at his disposal. In particular, a well-informed
regulator generally can secure greater industry surplus when he can set access prices
and retail prices simultaneously and when he can control the activities of all industry
competitors. The discussion also emphasized the fact that even after substantial com-
petition develops among facilities-based network operators, regulatory oversight of the
interconnection agreements between these operators may be warranted.

The discussion in this section has followed the literature in focusing on settings in
which the regulator is fully informed about the regulated industry. Further research is
warranted on the design of regulatory policy in vertically-integrated industries where
regulators are less omniscient. Additional directions for future research are suggested
in Section 6.

6. Summary and conclusions

This chapter has reviewed recent theoretical studies of the design of regulatory policy,
focussing on studies in which the regulated firm has better information about its envi-
ronment than does the regulator. The regulator’s task in such settings often is to try to

281 “Bill-and-keep” is a common policy that implements access charges below cost. Under a bill-and-keep
policy, each network agrees to complete the calls initiated on other networks without charge. While such a
policy can reduce the intensity of competition, it may have a more benign effect, which is to reduce the price
for making calls so that call externalities — the (often) beneficial effect of a call on the recipient of a call — are
internalized. [See Hermalin and Katz (2004) and Jeon, Laffont and Tirole (2004), for example.] The presence
of significant call externalities can render bill-and-keep a desirable policy. [See DeGraba (2003, 2004) and
Berger (2005), for example.]

282 Laffont, Rey and Tirole (1998b) argue that when network-based price discrimination is practiced, high
access charges (and hence high off-net call charges) by incumbents can be used as an instrument to deter
entry.
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induce the firm to employ its superior information in the broader social interest. One
central message of this chapter is that this regulatory task can be a difficult and subtle
one. The regulator’s ability to induce the firm to use its privileged information to pur-
sue social goals depends upon a variety of factors, including the nature of the firm’s
private information, the environment in which the firm operates, the regulator’s policy
instruments, and his commitment powers.

Recall from Section 2, for example, that despite having limited knowledge of con-
sumer demand, a regulator may be able to secure the ideal outcome for consumers
when the regulated firm operates with decreasing returns to scale. In contrast, a regu-
lator generally is unable to secure the ideal outcome for consumers when the regulated
firm has privileged knowledge of its cost structure. However, even in this setting, a reg-
ulator with strong commitment powers typically can ensure that consumers and the firm
both gain as the firm’s costs decline. The regulator can do so by providing rent to the
firm that admits to having lower costs. But when a regulator cannot make long-term
commitments about how he will employ privileged information revealed by the firm,
the regulator may be unable to induce the firm to employ its superior information to
achieve Pareto gains. Thus, the nature of the firm’s superior knowledge, the firm’s op-
erating technology, the regulator’s policy instruments, and his commitment powers are
all of substantial importance in the design of regulatory policy.

The fact that information, technology, instruments, and institutions all matter in the
design of regulatory policy implies that the best regulatory policy typically will vary
across industries, across countries, and over time. Thus, despite our focus in this chap-
ter on generic principles that apply in a broad array of settings, institutional details must
be considered carefully when designing regulatory policy for a specific institutional set-
ting. Future research that transforms the general principles reviewed above to concrete
regulatory policies in particular settings will be of substantial value.

Another central message of this chapter is that options constitute important policy
instruments for the regulator. It is through the careful structuring of options that the
regulator can induce the regulated firm to employ its privileged information to further
social goals. As noted above, the options generally must be designed to cede rent to the
regulated firm when it reveals that it has the superior ability required to deliver greater
benefits to consumers. Consequently, it is seldom costless for the regulator to induce
the regulated firm to employ its privileged information in the social interest. However,
the benefits of providing discretion to the regulated firm via carefully-structured options
generally outweigh the associated costs, and so such discretion typically is a component
of optimal regulatory policy in the presence of asymmetric information.

This chapter has reviewed two distinct strands of the literature. Section 2 reviewed
studies of the optimal design of regulatory policy in Bayesian settings. Section 3 re-
viewed non-Bayesian analyses of simple, practical regulatory policies and policies that
have certain desirable properties in specified settings. Bayesian analyses of the optimal
design of regulatory policy typically entail the structuring of options for the regulated
firm. As noted above, in such analyses, the regulator employs his limited knowledge of
the regulatory environment to construct a set of options, and then permits the firm to
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choose one of the specified options. In contrast, non-Bayesian analyses often consider
the implementation of a single regulatory policy that does not present the firm with an
explicit choice among options.?®3 One interpretation of the non-Bayesian approach may
be that regulatory plans that encompass options are “complicated”, and therefore pro-
hibitively costly to implement.8* A second interpretation might be that the regulator
has no information about the regulatory environment that he can employ to structure
options for the firm. To assess the validity of this interpretation, future research might
analyze the limit of optimal Bayesian regulatory policies as the regulator’s knowledge
of the regulatory environment becomes less and less precise. It would be interesting
to determine whether any of the policies reviewed in Section 3 emerge as the limit of
optimal regulatory policies in such an analysis.

Future research might also analyze additional ways to harness the power of com-
petition to complement regulatory policy. As emphasized in Section 4, even though
competition can complicate the design and implementation of regulatory policy, it can
also provide pronounced benefits for consumers. The best manner in which to capture
these benefits without sacrificing unduly the benefits that regulation can provide merits
additional consideration, both in general and in specific institutional settings. The analy-
sis in this chapter has focused on the substantial benefits that competition can deliver in
static settings, where products and production technologies are immutable. In dynamic
settings, competition may deliver better products and superior production techniques,
in addition to limiting the rents of incumbent suppliers. Reasonable, if not optimal,
policies to promote and harness these potential benefits of competition merit additional
research, particularly in settings where the regulator’s information about key elements
of the regulated industry is severely limited.

In addition to examining how competition can best complement regulatory policy,
future research might analyze the conditions under which competition can replace reg-
ulatory oversight. Broad conclusions regarding the general merits of deregulation and
specific findings regarding the merits of deregulation in particular institutional settings
would both be valuable. Most of the analyses reviewed in this chapter have taken as
given the fact that a regulator will dictate the prices that a monopoly provider can charge.
Two related questions warrant further study. First, how can a regulator determine when
sufficient (actual or potential) competition has developed in an industry so that ongoing
price regulation is no longer in the social interest? Second, when direct price regulation
is no longer warranted, are other forms of regulatory oversight and control useful? For
example, might ongoing monitoring of industry prices, service quality, and the state of
competition usefully supplement standard antitrust policy immediately following indus-
try deregulation?%>

283 Of course, the regulator provides the firm with meaningful options whenever he offers the firm some

discretion over its prices, as in Section 3.1.

284 Ideally, the costs of complexity should be modeled explicitly, and the costs of more complicated regula-
tory plans should be weighed against their potential benefits.

285 Armstrong and Sappington (2006) and Gerardin and Sidak (2006), among others, discuss the interaction
between regulatory and antitrust policy.
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In closing, we emphasize the importance of empirical work as a complement to both
the theoretical work reviewed in this chapter and future theoretical work on the de-
sign of regulatory policy.?8¢ Theoretical research typically models the interplay among
conflicting economic forces, and specifies conditions under which one force outweighs
another force. Often, though, theoretical analysis cannot predict unambiguously which
forces will prevail in practice. Carefully structured empirical research can determine
which forces prevailed under particular circumstances, and can thereby provide useful
insight about the forces that are likely to prevail in similar circumstances. Thus, despite
our focus on theoretical work in this chapter, it is theoretical work and empirical work
together that ultimately will provide the most useful guidance to policy makers and the
greatest insight regarding the design of regulatory policy.
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