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ABSTRACT

A limited-area, offline, Eulerian atmospheric transport model has been developed. The model is based on a
terrain-following vertical coordinate and a mass-conserving, positive definite advection scheme with small phase
and amplitude errors. The objective has been to develop a flexible, all-purpose offline model. The model includes
modules for emission input, vertical turbulent diffusion, and deposition processes. The model can handle an
arbitrary number of chemical components and provides a framework for inclusion of modules describing physical
and chemical transformation processes between different components. Idealized test cases, as well as simulations
of the atmospheric distribution of 222Rn, demonstrate the ability of the model to meet the requirements of mass
conservation and positiveness and to produce realistic simulations of a simple atmospheric tracer.

1. Introduction

Understanding the distribution and fluxes of various
atmospheric trace constituents requires a proper knowl-
edge of atmospheric transport as well as the relevant
physical and chemical transformation and deposition
processes for the trace species considered. Numerical
modeling currently presents a powerful way of analyz-
ing many problems related to atmospheric trace con-
stituents. The increasing power of digital computers as
well as a steady improvement in the quality and reso-
lution of meteorological data has led to the development
and successful application of three-dimensional atmo-
spheric transport models on a range of scales from local
to global. Representative examples of limited-area trans-
port models are, for example, the STEM (Carmichel and
Peters 1984), RADM (Chang et al. 1987), and EURAD
(Ebel et al. 1991) models. Over the last five years the
Swedish Meteorological and Hydrological Institute
(SMHI) has developed a limited-area atmospheric trans-
port model called MATCH (Multiple-Scale Atmospher-
ic Transport and Chemistry Modeling System). The
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work started with the development of a high-resolution
(5 km 3 5 km horizontal resolution) model for southern
Sweden (Persson et al. 1990). This model was built on
a vertical structure with only three model layers: a sur-
face layer with constant thickness, a second layer rep-
resenting the atmospheric boundary layer, and a third
reservoir layer. The height of the interface between layer
two and three followed the spatial and temporal vari-
ation of the boundary layer height. This three-layer ver-
sion of MATCH is used in air pollution applications
over regions in Sweden up to the size of Sweden. See,
for example, Persson et al. (1994), Langner et al. (1995),
and Langner et al. (1996).

The need for a model that could be applied over a
larger horizontal domain prompted the development of
a model with more layers in the vertical. This multilayer
version of MATCH has now reached a stage in devel-
opment when it is used in many different applications
inside and outside of SMHI. A proper documentation
of the basic transport model is therefore called for. This
paper provides a description of the physical concepts
on which the MATCH transport model is based and how
these are implemented numerically. The results from a
number of idealized test cases are presented along with
simulations of the radioactive noble gas 222Rn.

The MATCH model is described in section 2 followed
by a discussion about balance between atmospheric
mass and wind field (section 3). Section 4 presents some
tests of the numerical accuracy. The control experiments
with 222Rn are described in section 5 and summarized
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FIG. 1. Staggering of variables in the horizontal (left) and the vertical (right), where u, y , and
v are the wind components; T is the temperature; m is the mixing ratio of the modeled component;
qw is mixing ratio of water vapor; ps is the surface pressure; and Kz is the vertical exchange
coefficient.

in section 5g. The paper is completed with conclusions
in section 6.

2. Model description

a. Model structure

The MATCH transport model is a three-dimensional
‘‘offline’’ model, which means that meteorological sur-
face and upper-air data are taken from some external
source and fed into the model at regular time intervals,
normally every 3 or 6 h. Such data are usually inter-
polated in time to yield hourly data. Special attention
is given to interpolation of the horizontal wind where
vector increments are applied (Robertson et al. 1996)
The vertical wind is calculated internally to ensure mass
consistency of the atmospheric motion (see section 3).

The trace species are represented as mass mixing ra-
tios and prescribed boundary mixing ratios are treated
in the same fashion as meteorological data, that is, read
at regular time intervals and interpolated in time (see
section 2g).

The model design is flexible with regard to the hor-
izontal and vertical resolution, principally defined by
the input weather data, and allows for an arbitrary num-
ber of chemical compounds. The model is written in h
(or hybrid) vertical coordinates that is a linear combi-
nation of pressure p and s vertical coordinates, where
the pressure at any level is defined as

pk 5 ak 1 bkps, (1)

where ps is the surface pressure. The coefficients ak and
bk are expected to be given by the input meteorological
data and defined in a way that constant pressure levels
appear at the top of the model and sigma levels at the
bottom. The horizontal wind components are staggered on
an Arakawa C grid, and the vertical wind and exchange
coefficients are staggered in the vertical; see Fig. 1.

b. Time splitting

The physical processes that have to be considered for
the fate of a trace species in the atmosphere are the
injection pathways of anthropogenic and/or natural
emissions into the atmosphere (AQ), transport by the
mean fluid motion (Au 1 Ay 1 Av) and turbulent eddies
(AT), transformation by chemical reactions (ACH), and
depletion by gravitational settling and by wet and dry
deposition processes (AD). The trace species are con-
sidered nonbuoyant (except during the very initial phase
of release when buoyancy may be accounted for), and
the input weather data are assumed to represent some
timescale longer than the lifetime of turbulent eddies,
which then have to be treated in a parametric way. The
time-split procedure outlined in Eqs. (2a) and (2b) is
applied, where the mixing ratios, m, are updated for each
process sequentially:

tm* 5 m 1 A (2a)Q

and
t1Dtm 5 A (A 1 A 1 A )A A m*.CH u y v D T (2b)

Here, m* is the mixing ratio with the emission increment
for the time step added, and AT, AD, etc. are the linear
operators of the above-mentioned processes. For non-
linear chemistry Eq. (2b) is split into one linear and one
nonlinear part, but the general time-split principle is the
same. The advection is split into one-dimensional ad-
vection processes for each direction. Note that the ad-
vective step is operating on the same mixing ratio field
in all directions. This procedure is chosen to minimize
numerical errors for smoothly varying long-lived tracers
such as CO2. The approach will conserve a uniform
tracer distribution as demonstrated in section 4a. We
have not yet implemented alternating of the various op-
erators, that is, reversing the order every even time step,
which may improve the accuracy.
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FIG. 2. Data flow and time stepping in the MATCH model. Substepping may take place for vertical diffusion (and deposition) and in the
chemistry module with time steps Dtydiff and Dtchem, respectively. Fetching new meteorology and boundary values may occur at different time
intervals (Dtmet and Dtbound, respectively).

There are several time steps involved in the data flow
through the model. First, there is the large time step
over which new weather data (Dtmet) and boundary mix-
ing ratios (Dtbound) are read. The second step is the ‘‘in-
terpolated’’ period (usually 1 h); the third, is the ad-
vective time step (Dtadv), substepping over vertical dif-
fusion (Dtydiff), and the chemical reaction scheme
(Dtchem). Figure 2 shows the various time stepping as
implemented in MATCH.

c. Basic equations

In a Eulerian framework the mass conservation for a
given volume is determined by the integrated exchange
with the surroundings across the volume boundary and
the integrated contribution from the internal stationary
sources and sinks. With pressure vertical coordinates,

under the hydrostatic assumption, this continuity equa-
tion is given by,

]
m dV 5 (2v · m) dA 1 s dV, (3)E R n E

]t
V A V

where V is the volume of the grid cell, dV is dx dy dp,
A is the area of the grid-cell boundary, m is the instan-
taneous mixing ratio of the compound, vn 5 (un, y n,
vn) is the instantaneous fluid velocity that is normal to
the grid-cell boundary (defined positive when directed
outward from the cell), and s is the sum of the instan-
taneous internal sources and sinks. Splitting the vari-
ables into mean and turbulent parts, m 5 m 1 m9, vn

5 v n 1 , and s 5 s 1 s9, respectively, and applyingv9n
Reynolds averaging procedure yields
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]
m dV 5 (2v · m 2 v9 · m9) dA 1 s dV,E R n n E]t

V A V

(4)

where · m9 is the three-dimensional turbulent flux in-v9n
tensity across the grid-cell boundary. For a discrete grid
cell volume, DxDyDp, the continuity equation reads

]
m̃DxDyDp 5 (2v · m 2 v9 · m9) dA 1 s̃DxDyDpR n n]t A

(5)

or if ]DxDyDp/]t 5 0,

t1Dt t(m̃ 2 m̃ )DxDyDp

t1Dt

5 2v (t) · m (t) 2 v9(t) · m9(t) dA1 2E R n n[
t A

1 s̃(t)DxDyDp dt , (6)]
where and represent the discrete grid-cell averagem̃ s̃
of mixing ratio, and sources and sinks, respectively. The
notation of mean and discrete values will be omitted
hereafter. The conversion to h coordinates is straight-
forward by the substitution Dp 5 ]p/]hDh, and for the
vertical velocity v 5 ṗ 5 /]h.ḣ]p

d. Advection

A numerical transport scheme should satisfy several
desired properties, such as being conservative, trans-
portive, local, and computationally efficient (William-
son 1991; Rasch and Williamson 1990). The transport
scheme in MATCH is based on the Bott scheme (Bott
1989a,b), which fulfills most of these properties. Bott
further developed a family of one-dimensional positive
definite and mass conservative Eulerian advection
schemes suggested by Crowley (1968) and Tremback et
al. (1987). Those schemes have been expanded fully
into two dimensions by Rasch (1994) and Hólm (1995).
The scheme implemented in MATCH is a generalization
of the class of mass conservative schemes suggested by
Bott (1989a,b) to arbitrary grid selections by means of
primitive functions described in the appendix.

We apply the concept of operator splitting into one-
dimensional transport problems. For brevity only trans-
port in one selected direction, the x direction, is de-
scribed hereafter. Following the notations by Bott
(1989a) the discretized continuity equation regarding
advection in one-dimension is given by

t1Dt tm Dx Dy Dp 5 m Dx Dy Dp 2 (F 2 F ), (7)t i i i t i i i i11/2 i21/2

where m i is the discrete grid-cell average mixing ratio
for the volume DxiDyiDpi, and Fi61/2 is the integrated
advective flux across the cell interfaces at xi61/2. From
Eq. (6) the advective flux at xi11/2 could be described by

t1Dt

F 5 Dy Dp u (t)m (t) dt . (8)i11/2 E i11/2 i11/2 i11/2 i11/2

t

Here ui11/2 and mi11/2 are mean values over the cell
interface Dyi11/2Dpi11/2. A similar expression holds for
the cell interface flux Fi21/2. For a constant wind field
the transport is equivalent to a rigid body motion, and
the flux across the cell wall equals the integrated mass
along the upstream distance dx 5 uDt/Dx (Crowley
1968). In a context of nondimensional coordinates and
splitting the flux in two parts, outflow from and inflow
to the grid cell across the interface yields

z (x )i+1/2

F 5 Dy Dp Dx m(z) dzi11/2 i11/2 i11/2 iE[ 1z (x )2ci+1/2

2j (x )1ci+1/2

2 Dx m(j) dj , (9)i11E ]
j (x )i+1/2

where the first term on the right-hand side is the outflow
from the grid cell and the second term is the inflow,
z(x) 5 x/Dxi and j(x) 5 x/Dxi11 are nondimensional
coordinates, and c is the Courant number where c1 5
0.5(|ui11/2| 1 ui11/2)Dt/Dxi and c2 5 0.5(|ui11/2| 2
ui11/2)Dt/Dxi11, respectively, positive or zero dependent
on flow direction. Each of the integrals in Eq. (9) can
be split in two parts as, for example,

z (x )i+1/2

m(z) dzE
1z (x )2ci+1/2

1z (x ) z (x )2ci+1/2 i+1/2

5 m(z) dz 2 m(z) dz, (10)E E
0 0

thus, the difference between two instances of the prim-
itive function of m that are solved by a Lagrangian poly-
nomial approximation from discrete integral values, de-
scribed in the appendix. For constant grid spacing the
above approach coincides with the area-preserving
scheme (Bott 1989b). The advantages of the proposed
algorithm are threefold. First, the implementation of this
algorithm is trivial; second, the algorithm is inherently
applicable to nonuniform gridspacing. Third, the algo-
rithm proves to be computationally more efficient
(;10% less floating-point operations when comparing
fifth-order polynomial schemes). Other aspects as mon-
otonicity and nonoscillatory, as addressed by, for ex-
ample, Bott (1992), are not implemented so far.

This approach is applied in the horizontal with a fifth-
order polynomial scheme. In the vertical a first or zero-
order (upstream) scheme is applied. Flux limitation, as
proposed by Bott (1989a), is applied regarding all the
fluxes in three dimensions.

Flow-dependent boundary conditions are applied. On
the outflow boundary the gradient is prescribed (von
Neumann condition) with an assumed zero gradient in
the mixing ratio distribution over the boundary. On in-
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flow a Dirichlet condition is applied with the prescribed
boundary values assumed to be an infinite reservoir out-
side the domain.

e. Boundary layer parameterizations

Boundary layer processes, such as dry deposition
fluxes and turbulent vertical mixing in the boundary
layer, are parameterized by means of the three primary
parameters, surface friction velocity (u*), surface sen-
sible heat flux (H0), and the boundary layer height
(zPBL), from which some secondary parameters are de-
rived such as the convective velocity scale (w*) and the
Monin–Obukhov length (L). The sensible heat flux is
given by the surface energy balance equation utilizing
formulations suggested by van Ulden and Holtslag
(1985) for land areas and ice-covered sea, and Burridge
and Gadd (1977) for open sea areas.

The boundary layer height is based on a bulk Rich-
ardson number approach (Holtslag et al. 1995) for un-
stable conditions, H0 . 0, where the boundary layer
height is defined at the height where the bulk Richardson
number, Ri, reaches a critical value, Ricr 5 0.25. The
bulk Richardson number at height z is defined as

gz u 2 uz 0Ri(z) 5 , (11)
21 21 2u |v |1 H z

where

H0u 5 u 1 8.5 , (12a)0 1 r c w1 pd m

and
3 3 1/3w 5 (u 1 0.6w ) , (12b)m * *

where g is the acceleration of gravity, u1,z,0 are the po-
tential temperature at the first model level, at height z,
and at the surface, respectively. Here, vH is the hori-

zontal wind vector, r1 is the density of air at the first
model level, cpd is the specific heat of dry air, and w*
is the convective velocity scale. For neutral and stable
conditions, H0 # 0, a formulation proposed by Zili-
tinkevich and Mironov (1996) is used:

2(a z ) 1 a z 5 1 (13a)1 PBL 2 PBL

or

2
z 5 , (13b)PBL 2 2 1/2(a 1 4a ) 1 a2 1 2

where

f
a 5 (14a)1 C u*n

and
1/2 1/21 N | f | |Nf |

a 5 1 1 1 . (14b)2 1/2C L C u* C (u*L) C u*s i sr ir

Here N is the Brunt–Väisälä frequency, f is the Coriolis
parameter, and the coefficients Cn 5 0.5, Cs 5 10, Ci

5 20, Csr 5 1.0, and Cir 5 1.7 (see Zilitinkevich and
Mironov 1996 for more details).

f. Vertical diffusion and deposition processes

The horizontal diffusive fluxes are assumed to be
small and neglected in the current setup. Only the ver-
tical turbulent mixing is accounted for. Transport by
deep convection is not considered so far. A first-order
approximation of the turbulent flux intensity from mix-
ing length theory is utilized,

]m ]m
2v9m9 5 grK 5 2(gr) K , (15)z z]z ]p

where Kz is the turbulent exchange coefficient yet to be
determined. Mass conservation with regard to vertical
turbulent mixing [cf. Eq. (6)] then reads,

t1Dt ]m(t) ]m(t)
t1Dt t 2 2m DxDyDp 5 m DxDyDp 1 DxDy (gr) K 2 (gr) K dt , (16)k k E z z5 6[ ] [ ]]p ]pk11/2 k21/2t

with the lower boundary condition (k 5 1),

]m(t)
2(gr) K 5 gry m(t), (17)z d[ ]]p 1/2

where k is the vertical index of the grid cell, and the
indices k 1 ½ and k 2 ½ refer to the upper and lower
grid-cell boundaries in the vertical, respectively, and y d

is the dry deposition velocity representative for the low-
est model layer. The latter is derived from 1-m dry

deposition velocities commonly found in the literature
transformed to represent the lowest model layer follow-
ing standard procedures, see, for example, Langner and
Rodhe (1991). In the present implementation, the lower
boundary condition (17) is calculated explicitly before
the vertical diffusion. Equation (16) is reformulated by
introducing a turbulent Courant number,

2(gr) K DtzK 5 , (18)
2(Dp)
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and solved in a semi-implicit fashion (see Robertson et
al. 1996 for more details).

Three different formulations of the exchange coeffi-
cient, Kz, are applied. The exchange coefficient within
the boundary layer follows from suggestions by Holts-
lag et al. (1995) for neutral and stable conditions,

ku*z
2K (z) 5 (1 2 z/z ) , (19)z PBLf (z, z , L)H 0

where f H( ) is the similarity profile proposed by Bus-
inger et al. (1971). In the convective case, limited by
2zPBL/L $ 4 or u*/u* # 2.3 (Holtslag et al. 1995), the
turnover time zPBL/w* is utilized to determine the tur-
bulent Courant number,

2w*Dt
K 5 1 2 exp , (20)1 2[ ]zPBL

which asymptotically approaches the case of rapid ver-
tical mixing (K 5 1). Above the boundary layer, Kz is
defined explicitly from mixing length theory as

]|v |H2K 5 l , (21)z ]z

where the mixing length l is kept constant. In the stan-
dard set up of MATCH, l is set to zero.

Wet deposition is described as a linear dependency
of the precipitation rate and treated implicitly:

mt1Dt 5 m t 2 LPt(am t1Dt 1 bm t)Dt, (22)

where L is the scavenging coefficient (s21 h mm21), Pt

is the precipitation rate (mm h21), a 5 0.692, and b 5
0.308 (Robertson et al. 1996). Vertical transport by grav-
itational settling is treated by an upstream scheme with
compound dependent sedimentation velocities.

g. Emission and boundary conditions

The basic version of the MATCH transport model
includes modules for inclusion of area emissions of the
simulated species. Emissions can be introduced at any
vertical height in the model and at different heights
simultaneously.

Emissions are initially distributed in the vertical based
on a Gaussian plume formulation (Berkowicz et al.
1986) evaluated at a downwind distance of s 5 uhDt,
where uh is the wind speed at the effective plume height.
If desired, standard plume-rise calculations (Berkowicz
et al. 1986) can be performed based on stack parameters
(stack diameter, effluent temperature, and volume flux)
that are given as input to the model. It is also possible
to specify diurnal variation in the emissions as well as
variations between weekdays. The emissions that enter
the model calculations are updated every hour to ac-
count for temporal variations and the influence of sta-
bility on the plume-rise and initial spread calculations.

In some applications the capability to specify mixing
ratios on the boundaries of the model domain is re-

quired. Boundary conditions can be specified either as
a constant value for each boundary (the four sides and
the top of the model domain) or can be read from ex-
ternal files. In the case of using external files it is pos-
sible to update the boundary mixing ratios at any regular
time interval, which then are linearly interpolated in
time. This possibility is useful when performing one-
way nesting between a large-scale, for example, global
model, and a high-resolution MATCH model on a lim-
ited area.

3. Adjustment of unbalanced wind fields

Depending on the source of meteorological data, the
three-dimensional wind field may not be in exact bal-
ance with the mass field, that is, the continuity equation
for air may not be exactly fulfilled. This can cause large
errors in the calculated vertical wind field and thus in
the distribution of the tracer. There are several possible
sources for such errors. In particular we note the fol-
lowing:

R low accuracy of the stored meteorological data,
R spatial interpolation errors, and
R time interpolation errors.

Spatial interpolation errors arise when the data are
transformed from one spatial representation to anoth-
er before use. For example, this is the case when using
data from global spectral models, such as the Euro-
pean Centre for Medium-Range Forecasts (ECMWF)
model. Time interpolation errors are introduced when
the meteorological data are interpolated in time from,
for example, 6 to 1 h in the offline model. Depending
on the particular application, these errors may or may
not be of significance. In applications for trace species
with short residence times, typically days to weeks,
direct output from numerical weather prediction
(NWP) models is usually balanced enough to be used
directly without modification in an offline model. For
tracers with longer residence times the relative im-
portance of errors in the wind field increases, and an
adjustment procedure is called for. To maintain a flex-
ible model, an optional adjustment module, based on
the method proposed by Heimann and Keeling (1989),
has been built into the MATCH transport model (see
Fig. 2). The method adjusts the horizontal wind field
so that the vertically integrated airmass divergence
matches the surface pressure tendency. The vertical
wind field is also calculated in this process. See Rob-
ertson et al. (1996) for further details.

4. Simple test cases

The numerical properties of the transport model out-
lined in the preceding sections can be illustrated with
a few simple test simulations. The following three types
of tests will be discussed:
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R transport of a passive tracer with constant initial dis-
tribution and constant boundary values,

R transport of a passive tracer with zero initial distri-
bution and constant upper boundary, and

R transport of a passive tracer from a point source.

a. Constant initial distribution and constant
boundaries

Figure 3 shows the result from a 48-h simulation of
a passive tracer over the period 1200 UTC 23 October
1994 to 1200 UTC 25 October 1994. The model was
initialized with a constant mixing ratio of 1000 ppt(m)
with the same value specified on all the model bound-
aries throughout the simulation. The meteorological data
were taken from the operational HIRLAM 2.5 model at
SMHI (Källén 1996). The horizontal resolution is about
55 km with 16 levels in the vertical. Meteorological
data were read every 6 h and were interpolated to 1-h
time resolution within MATCH, using the adjustment
procedure referred to in section 3. The time step was
300 s for advection and vertical diffusion. Since there
are no sources or sinks, the mixing ratio should stay
constant in this case. The model is able to keep the
mixing ratio constant to within 62 per mil after 48 h.
The plot shows the distribution at level four (;1 km)
where the deviations are largest for this case. The budget
calculations show that the mass is conserved to within
five significant digits, using 32-bit arithmetics. These
conservation properties are of major importance when
simulating the distribution of long-lived trace species
like CO2 where accuracy in simulated variations in the
mixing ratio of less than 1% is required.

b. Zero initial distribution and constant upper
boundary

The importance of the adjustment of the wind field
described in section 3 is illustrated in Figs. 4 and 5.
Figure 4 shows the result from a 48-h simulation of a
passive tracer where the model was initialized with a
zero mixing ratio. A mixing ratio of 1000 ppt(m) was
specified at the top of the model and kept constant
throughout the simulation. The meteorological data
were the same as in the simulation described above.
Figure 4a shows the result when using unadjusted wind
fields and no interpolation in time (i.e., the meteoro-
logical fields are kept constant for 6 h between updates).
The inflow is confined to the top layers reaching down
to 11 km, which appears quite realistic. Figure 4b shows
a similar simulation, but in this case the meteorological
data from HIRLAM has been interpolated in time to 1-
h resolution within MATCH. No adjustment has been
applied. Depending on location, the penetration of the
inflow from the upper boundary varies. It reaches all
the way down to about 1 km in one location connected
to a trough region (cf. Fig 3). This is clearly unrealistic
since the upper boundary is located well into the strat-

osphere. The corresponding results with adjusted wind
fields are shown in Fig. 4c. Here the penetration is much
more limited and appears almost comparable to the case
without time interpolation and without adjustment.
However, the penetration is still somewhat too deep,
which indicates that the adjustment algorithm does not
satisfy a full balance between mass and wind field. The
penetration in Fig. 4a reaches the most realistic level,
but keeping the meteorology constant in 6-h intervals
may lead to other errors in simulation of transport, as
discussed below.

Figure 5 shows a similar simulation but now based
on data from the ECMWF global model for the same
period and almost the same geographical domain as
above. The meteorological fields have in this case been
interpolated from spectral space (T213) to a 0.58 latitude
3 0.58 longitude representation. The number of levels
in the vertical is 31. Figure 5a shows the result when
using unadjusted wind fields without time interpolation
and where new meteorological data are available in 6-h
intervals. The penetration is substantial reaching down
to about 4.5 km, which is clearly unrealistic. When time
interpolation is introduced to yield 1-h updates of weath-
er data, Fig. 5b, the result is even worse. As when using
data from HIRLAM the penetration depends on location.
Locally it reaches down almost to the surface. The cor-
responding results with adjusted wind fields are shown
in Fig. 5c. Here the penetration is much more limited
and also more limited than when using data from HIR-
LAM. The inflow is confined totally to the top four
layers in the model, which are all in the stratosphere.
The difference compared to HIRLAM (Fig. 4c) is prob-
ably due to higher vertical resolution, which gives less
numerical diffusion in the vertical advection, as cal-
culated using an upstream scheme and a time-step of
300 s for both datasets.

The simulations summarized in Figs. 4 and 5 dem-
onstrate the importance of ensuring that the wind field
is in proper balance before use in an offline transport
model. The need for adjustment varies depending on
the quality of the meteorological data. Using model out-
put from HIRLAM without temporal interpolation
seems to give good results, indicating that the HIRLAM
model output is well balanced. However, if time inter-
polation is used, the interpolated wind fields have to be
adjusted. An alternative approach is, of course, to store
data from the NWP model more frequently. The im-
portance of the temporal resolution has been highlighted
by Cats et al. (1987), who applied a trajectory model
to the Chernobyl case with different update frequencies
of input weather data. Cats et al. conclude that a time
resolution of 1 h is comparable with an ‘‘online’’ model.
Horizontal interpolation also deteriorates the balance as
in the ECMWF case. Before using meteorological data
from a spectral model adjustment is clearly necessary.

c. Simulation of release from a point source
As a final illustration of the performance of the model,

simulations for a point source have been conducted. The
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FIG. 3. Calculated distribution of a passive tracer after 48 h of simulation starting from constant distribution of 1000 ppt(m) and with
constant boundary values of 1000 ppt(m). The plot refers to layer 4, i.e., ;1 km above ground. The meteorological data is from 1200 UTC
23 October 1994 to 1200 UTC 25 October 1994.

scenario has been taken from the ETEX-I tracer exper-
iment (Graziani and Klug 1997). The ETEX dataset
(Nodop et al. 1997) is very useful in this respect since
it provides a well-known source function and obser-
vations with high temporal resolution at a large number
of surface stations. However, given that an inert, non-
depositing tracer was used, the ETEX experiment just
facilitates evaluation of model performance in terms of
advection and vertical diffusion.

Figures 6 and 7 show the evolution of the ETEX-I
12-h release from a surface point source located at 488N,
28W. Together with the 3-h concentrations, observations
and near–surface winds are presented. The observations
are shaded in the same shading scale as the calculations.
Meteorological data are taken from HIRLAM, and the
period is the same as in the simulations discussed above.
Figure 6 shows the results when using the fifth-order

integral flux scheme in the horizontal advection. The
model is able to maintain sharp gradients in the distri-
bution of the tracer in good agreement with the obser-
vations. This is clearly in contrast to the results shown
in Fig. 7 where an upstream scheme has been used in
the horizontal advection. In this case strong numerical
diffusion is obvious, and the distribution is very flat 24
h after the release. The mass is conserved in both sim-
ulations as well as the positiveness of the distribution.
These simulations clearly demonstrate the importance
of using higher-order schemes for tracer advection.

It should be noted that proper handling of point
sources demands an initialization process to account for
the subgrid scale transport, during the initial phase of
a point source release, before the cloud has reached a
scale resolvable by the Eulerian model. The initializa-
tion problem of point sources will be addressed in a



198 VOLUME 38J O U R N A L O F A P P L I E D M E T E O R O L O G Y

FIG. 4. Calculated penetration of a passive tracer from the top of the model domain, after 48 h of simulation,
starting from a zero initial distribution using meteorological data from HIRLAM, as viewed from a location slightly
below and to the left of the model domain. (a) No adjustment, no time interpolation; (b) no adjustment, time
interpolation; and (c) with adjustment and time interpolation. Isosurface for 10 ppt(m). The mixing ratio at the
upper boundary was fixed at 1000 ppt(m).
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FIG. 5. Calculated penetration of a passive tracer from the top of the model domain, after 48
h of simulation, starting from a zero initial distribution using meteorological data from ECMWF,
as viewed from a location slightly below and to the left of the model domain. (a) No adjustment,
no time interpolation; (b) no adjustment, time interpolation; and (c) with adjustment and time
interpolation. Isosurface for 10 ppt(m). The mixing ratio at the upper boundary was fixed at
1000 ppt(m).
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FIG. 6. Calculated distribution of a passive tracer released from a surface point source (ETEX-I) using a fifth-order
scheme in the horizontal advection. The release starts at 1600 UTC 23 October 1994 and stops 12 h later. Resulting
3-h surface concentration after 12 (upper left), 24 (upper right), 36 (lower left), and 48 (lower right) h of simulation,
together with observations and near-surface wind. The observation values are marked with the same shading as the
simulation. Empty circles indicate verified zero measurements. Units in ng m23.

later publication. In the above simulations no such in-
itialization was included, which means that the numer-
ical diffusion is enhanced in the early phase of the re-
lease.

5. Control experiment with 222Rn

Radon-222 is produced through the decay of 226Ra
and released to the atmosphere mainly from unglaciated
surfaces of the earth. The 222Rn flux from a unit area of
the ocean is two orders of magnitude less than the cor-

responding terrestrial flux (Broecker et al. 1967; Wilk-
ening and Clements 1975). Radon-222 decays with a
half-life of 3.8 days, which makes it a potentially suit-
able tracer to investigate horizontal and vertical trans-
port in the lower atmosphere, providing there are ac-
curate measurements to compare with and that the emis-
sions from a certain land area can be correctly deter-
mined. Such data are generally not available due to large
natural variations in 222Rn flux and atmospheric con-
centrations and an overall lack of observations. Keeping
in mind the large uncertainties connected to 222Rn emis-
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FIG. 7. Calculated distribution of a passive tracer released from a surface point source (ETEX-I) using an upstream
scheme in the horizontal advection. The release starts at 1600 UTC 23 October 1994 and stops 12 h later. Resulting
3-h surface concentration after 12 (upper left), 24 (upper right), 36 (lower left), and 48 (lower right) h of simulation,
together with observations and near-surface wind. The observation values are marked with the same shading as the
simulation. Empty circles indicate verified zero measurements. Same units as in Fig. 6.

sion estimates, and the poorly known horizontal and
vertical distribution of atmospheric 222Rn, we will now
follow other modelers and utilize 222Rn as a semirealistic
atmospheric tracer in MATCH. A special problem re-
lated to regional models is the question of assigning
correct boundary data. It has previously been pointed
out (see, e.g., Brost 1988) that above a few kilometers
height, the uncertainty in the model result is mainly
caused by the assigned tracer concentration on the lat-
eral boundaries. At this stage, we do not want to intro-
duce the extra uncertainty arising from specifying

boundary values. Our goal is not to present a refined
distribution of 222Rn activity in the atmosphere but rather
to demonstrate the performance of MATCH during dif-
ferent seasons.

To validate a transport model and its parameteriza-
tions of the vertical flux, measured and simulated 222Rn
time series and profiles should preferably coincide in
time and space. This is especially true for MATCH since
it is driven by ‘‘observed’’ meteorology and has a res-
olution that resolves the synoptic scale. Such data are,
unfortunately, not available for this study. In the fol-
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TABLE 1. Predefined albedos for different surface types used to
supplement the winter dataset.

Surface type Albedo

Sea
Land
Snow
Ice

0.5
0.15
0.8
0.75

lowing we will instead compare instantaneous, and
monthly mean, model results with typical 222Rn mea-
surements at different locations. Our results will also
be compared with published studies using global three-
dimensional transport models.

a. Source and decay terms

The amount of 222Rn released from a unit surface of
the earth is highly variable, and contradictory estimates
appear in the literature. The flux depends on a number
of factors in the soil and on atmospheric conditions. The
most important factor, apart from the 226Ra content of
the crustal material, appears to be the soil porosity,
which is often dependent on soil moisture, and the pos-
sible inhibiting of the flux by overlying snow and ice.

Due to the uncertainty in the quantification of the
terrestrial–atmospheric flux of 222Rn, we have, in the
following, assigned all land surfaces south of 758N a
constant and uniform source of 222Rn with the magnitude
of 1.0 atom per centimeters squared per second, which
is a value typically used by other modelers [see, e.g.,
Lin et al. (1996) and references therein]. Grid squares
of Greenland and the Canadian Arctic, with an elevation
of more than 300 m above sea surface, are assumed to
be glaciated and consequently without 222Rn flux to the
atmosphere. Emissions from snow-covered land are not
reduced. In addition, the soil freezing or possible dif-
ferences in soil moisture are not taken into account in
the current study. The 222Rn emission is regarded as a
nonbuoyant surface source and introduced into the low-
est model layer prior to activating the advection mod-
ules.

The radioactive decay is calculated after advection
and is described by an explicit formulation:

mt1Dt 5 m t 2 lmtDt, (23)

where l is the decay constant for 222Rn (2.097 3 1026

s21).

b. Model setup

The following calculations are performed using me-
teorological data from the T213 global weather predic-
tion model of ECMWF. Initialized analyses with 6-h
temporal resolution are interpolated to a rotated lati-
tude–longitude grid with 18 3 18 horizontal resolution.
The meteorological data are interpolated to 1-h temporal
resolution with the adjustment procedure mentioned in
section 3 applied. The internal time step is 300 s (for
advection, vertical diffusion, and radioactive decay, re-
spectively). The model atmosphere is divided into 31
unequally thick layers (cf. Fig. 12). The model domain
is initialized with zero 222Rn activity, and all boundaries
set to zero throughout the integrations in order to isolate
the performance of MATCH from the uncertainties aris-
ing from any specified boundary values.

Two ECMWF datasets are utilized. The first one is

from 15 May to 30 June 1994, which represents spring
and summer conditions. The second one is from 10 Jan-
uary to 28 February 1993, which represents winter con-
ditions. Cloud cover, snow depth, and albedo, which are
used to calculate the boundary layer parameters, are not
available in the second dataset and have to be prescribed
ad hoc. The total cloud cover is set to 4/8 over the entire
area during the winter simulations. Sensitivity tests with
various cloud covers show only a marginal impact on
the results, and we therefore regard the results to be
uncorrupted by this crude treatment of the cloud cover.
Snow cover is assigned to grid cells in which the tem-
perature in the lowest model layer is below 258C. The
albedo is given by predefined values for various surface
types as shown in Table 1. The snowcover parameter-
ization and albedo values are adopted without further
sensitivity tests. In the spring–summer experiment the
boundary layer height is constrained to never exceed
2.5 km; in winter it is constrained to 1 km.

c. Comparison with measurements: Spring/summer

Figure 8 shows the calculated boundary layer height,
zPBL, and 222Rn activity over two continental locations
and one monitoring station in the Arctic for May and
June 1994. Over central Europe (508N, 108E), MATCH
calculates an atmospheric boundary layer that undergoes
substantial diurnal variation. The 222Rn activity near the
surface is typically a factor of 2 higher during the morn-
ing hours as compared to the local afternoon when the
boundary layer depth is the greatest. The results are very
similar to measurements in Germany during August and
September (Dörr et al. 1983) and in the eastern United
States during summer (Jacob and Prather 1990). At layer
5 (;1 km) 222Rn undergoes similar temporal variations
as close to the surface, but the magnitude of the activity
is lower.

Northern Siberia (708N, 1108E) is probably still snow
covered during this time of the year, and the atmospheric
boundary layer is thus shallow. The diurnal surface tem-
perature variation is also small, and there is only oc-
casionally any diurnal variation of zPBL and 222Rn activ-
ity. Day-to-day variations in boundary layer height are
often seen and a shallow boundary layer during several
days results in higher 222Rn near the surface, whereas a
deep boundary layer results in lower 222Rn near the sur-
face. On occasions the simulations show more 222Rn in
layer 5 than near the surface. This must be caused by
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FIG. 8. Calculated boundary layer height zPBL and 222Rn activity for
a summer period at three locations: (a) central Europe (508N, 108E),
(b) northern Siberia (708N, 1108E), and (c) Canadian Arctic (828N,
628W). Gray shading indicates boundary layer depth in kilometers;
the thin solid line is the instantaneous 222Rn activity every 1 h at the
lowest model layer and the dashed line is the corresponding 222Rn
activity at model layer 5. Note the different scales in the three panels.

efficient vertical mixing at a location upwind and sub-
sequent upper-air transport.

The calculated boundary layer height at the Arctic
station (828N, 628W) is most often below 0.5 km without

any diurnal variation. Since we have not specified any
222Rn emissions near this site, changes in the local
boundary layer is not affecting the 222Rn activity and
the 222Rn activity in layers 1 and 5 are almost identical.
The peaks in 222Rn are connected to long-range transport
from the source regions in Eurasia. Assuming a mean
222Rn activity of 5 Bq m23 (STP), normalized to standard
pressure and temperature, in layers 1–5 over northern
Siberia (see Fig. 9a), the 222Rn events [reaching 1–2 Bq
m23 (STP)] correspond to a cross-polar transport of 5–
10 days.

Figure 9 shows average 222Rn activity for June 1994
in model layers 1 (0–60 m) and 15 (;6 km above sur-
face). The simulated monthly mean 222Rn activity in the
lowest model layer is typically 4–5 Bq m23 (STP) over
the continents. Maximum monthly mean values occur
in northeastern Siberia and reach 7 Bq m23 (STP). Over
the Arctic and the oceanic regions, monthly mean 222Rn
activity is below 1 Bq m23 (STP). Lambert et al. (1982)
estimate the annual mean 222Rn activity to be 4.6 Bq
m23 (STP) over the Northern Hemisphere (NH) conti-
nents and 0.2 Bq m23 (STP) over the NH oceans. Larson
et al. (1972) report values around 0.1 Bq m23 (STP)
from ship measurements in the Greenland and Nor-
wegian Sea during August. Leck et al. (1996) measured
222Rn in the ice-covered Arctic and in the Fram Strait
in August and September; their data range from 0.01
to 0.6 Bq m23 (STP). In a short dataset from the Zep-
pelinfjellet monitoring station on Spitsbergen (798N,
128E), Lehrer et al. (1997) report 222Rn background ac-
tivities of 0.08 Bq m23 (STP) with pulses reaching 0.5
Bq m23 during the spring of 1995 and 1996. At model
layer 15 (;6 km) large regions have 222Rn activities in
excess of 0.1 Bq m23 (STP), and maximum values reach
0.4 Bq m23 (STP).

d. Comparison with measurements: Winter

To unambiguously distinguish the behavior of our
chosen atmospheric boundary layer parameterizations
we have deliberately used the same surface emissions
of 222Rn during winter as during summer. This will prob-
ably result in too high 222Rn activity in the model during
winter, especially at high latitudes, where the flux to the
atmosphere may be inhibited by overlying snow and
frozen soil.

Figure 10 shows the temporal evolution of the cal-
culated boundary layer height and 222Rn activity in Jan-
uary and February 1993. In winter, the calculated con-
tinental boundary layer over central Europe (508N,
108E) is shallow and displays no diurnal variation. The
modeled changes in 222Rn activity at this site are pri-
marily due to day-to-day variations in the depth of the
local boundary layer. The 222Rn activities are generally
larger near the surface in winter than in summer, and
the difference between layers 1 and 5 is also much great-
er in winter than in summer (cf. Fig. 8a). The same
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FIG. 10. Calculated boundary layer height zPBL and 222Rn activity
for a winter period at three locations: (a) central Europe (508N, 108E),
(b) northern Siberia (708N, 1108E), and (c) Canadian Arctic (828N,
628W). Gray shading indicates boundary layer depth in kilometers;
the thin solid line is the instantaneous 222Rn activity every 1 h at the
lowest model layer and the dashed line is the corresponding 222Rn
activity at model layer 5. Note the different scales in the three panels.

features are even more prominent at the Siberian site
(708N, 1108E) due to an even shallower boundary layer.

In locations downwind of the continental source
regions [exemplified by the Arctic site (828N, 628W) in
Fig. 10c], high 222Rn activities are occasionally seen as
pulses with distinct start and stop times. The absolute
values and the shape of the peaks are similar to what
Worthy et al. (1994) reported for Alert (828N, 628W)
in February 1992 (0.5–3 Bq m23 STP).

Figure 11 shows average 222Rn activity in model lay-
ers 1 (0–60 m) and 15 (;6 km) for February 1993.
Over the emission regions the monthly mean surface
values are typically greater than 5 Bq m23 (STP) with
maximum monthly mean values reaching almost 15 Bq
m23 (STP). When comparing with summer conditions
(Fig. 9) it is obvious that the winter surface 222Rn activity
is larger, both over the emission regions and in the ice-
covered Arctic. Jacob and Prather (1990) reviewed mea-
surements performed in the U.S. and showed that the
monthly mean 222Rn activity near the surface in winter
was roughly a factor of 2 greater than in summer [8 and
4 Bq m23 (STP), respectively]. Similar features were
reported for Europe by Feichter and Crutzen (1990),
who review data from Freiburg, Germany. The near–
surface monthly mean 222Rn activity in Freiburg had a
maxima in November and a minima in March–May [7
and 3 Bq m23 (STP), respectively]. At model layer 15
(;6 km) the activity is significantly lower during winter
than summer, which is attributed to the much less ef-
ficient vertical mixing then. Maximum average values
barely reach 0.2 Bq m23 (STP).

A problem in these analyses is the assigned open
boundaries. All inflow to the domain will dilute the
mixing ratios of 222Rn. This is, for example, apparent
in a wedge over the Atlantic where southwesterly winds
bring radon-free air into the domain both during the
summer and winter (see Figs. 9 and 11). The boundary
effect becomes increasingly dominant at higher alti-
tudes, and at 6 km the results are almost entirely de-
termined by the boundary values (Lin et al. 1996).

e. Mean vertical distribution

In Fig. 12 we show monthly mean vertical profiles
of 222Rn activity in MATCH for June 1994 and February
1993 over the three sites discussed above. It is clear
that the vertical mixing in MATCH is greater in summer
than in winter, a feature that is also seen in the mea-
surements of 222Rn. The timescale for transport from the
boundaries to the interior of the domain is less than for
transport from the surface to the upper layers of the
model. Our profiles and the Liu et al. (1984) data are
therefore strictly not comparable, and the discrepancy
will increase the higher up in the domain one gets. Nat-
urally, the difference decreases farther from the bound-
aries of MATCH, as indicated by the better correspon-
dence between MATCH and Liu et al. for the Siberian
site (Fig. 12b), as compared to the European site (Fig.
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FIG. 12. Simulated mean summer (asterisks) and winter (dots) ver-
tical profiles of 222Rn activity for three locations: (a) central Europe
(508N, 108E), (b) northern Siberia (708N, 1108E), and (c) Canadian
Arctic (828N, 628W). In (a) and (b) are also shown average continental
profiles for summer (S) and winter (W), as reviewed by Liu et al.
1984.

12a). It should also be noted that the Liu et al. data are
a compilation of only 23 profiles in summer and 7 pro-
files in winter and that the uncertainty in the data is
considerable due to the natural variations in 222Rn ac-
tivity.

Moore et al. (1977) found 222Rn activities of 0.4 Bq
m23 (STP) from the surface up to the tropopause in the
eastern Pacific. The lack of negative vertical gradient
over oceanic regions was also confirmed by Andreae et
al. (1988), who reported constant [0.2 Bq m23 (STP)],
or increasing 222Rn activity off the coast of Washington,
and by Ramonet et al. (1996), who often found higher
222Rn at a few kilometers than near the surface of the
Atlantic. Wilkniss and Larson (1984) concluded from
several years of data in the Arctic that the boundary
layer values were typically below 0.5 Bq m23 (STP).
Due to a more efficient transport in the free troposphere
than near the surface, they also often noted similar or
higher values aloft. As shown in Fig. 12c, MATCH
simulates similar, constant tropospheric 222Rn activity
during summer at a remote Arctic site. During winter,
the increased stability over the emission regions is ap-
parent as a monotone decrease of 222Rn above the lowest
few layers of the Arctic site.

f. Comparison with other models

Although we have limited measured data for com-
parison, other model results can be used as an additional
source of information. Global models typically calculate
a slightly higher 222Rn activity near the surface for NH
continents during winter than in summer due to less
effective mixing in winter. The few exceptions that ap-
pear arise from the formulation of the source function,
for example, suppressed emissions during soil freezing
or snow cover.

Genthon and Armengaud (1995) present near-surface,
annual mean 222Rn activities over Eurasia and Northern
America. Their values lie between 2 and 4 Bq m23

(STP). Feichter and Crutzen (1990), Heimann and
Feichter (1990), and Balkanski et al. (1993) typically
allocate the near-surface grid squares of Eurasian, 222Rn
activities of 2–5 Bq m23 (STP) in summer and 2–10 Bq
m23 (STP) in winter. The values are slightly lower than
ours, which we ascribe to the coarser vertical resolution
in these models.

Feichter and Crutzen (1990) and Balkanski et al.
(1993) simulate 222Rn activity over Eurasia and Northern
America at 500 hPa and 6 km, respectively, to be 0.1–
0.2 Bq m23 (STP) in January. Balkanski et al. (1993)
also give the corresponding values for July, which are
more than twice as high as their winter values. The
midtropospheric 222Rn values of the global models are
generally higher than in MATCH (cf. Figs. 9b, 11b),
which is a consequence of our assigned open bound-
aries, which will dilute all 222Rn mixing ratios in the
interior of the domain.

g. Summary of 222Rn simulations

Using the radioactive tracer 222Rn, we have demon-
strated some characteristics of the MATCH transport
model.
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In sections 5c and 5d we showed that the calculated
continental boundary layer undergoes substantial diur-
nal variation in summer. Due to the increased stability
in winter, the parameterized vertical mixing is then
smaller and the resulting 222Rn activity close to the
ground larger, compared to summer conditions, all in
accordance with observations. The near-surface 222Rn
time series and average horizontal distributions for sum-
mer and winter are very similar to published measure-
ments, both for the continental regions and the more
remote, oceanic and Arctic sites.

In section 5e we demonstrated that the vertical gra-
dient of 222Rn is very pronounced over a continental site
during winter and less so during summer. Over non-
continental regions the 222Rn activity in the model’s
boundary layer, and the lower troposphere, is rather uni-
form, especially in summer, features that are all seen in
measured data. At oceanic and Arctic sites, both the
model and measurements occasionally show enhanced
activity at a few kilometers height due to the more rapid
horizontal transport there. Moreover, near-surface mea-
surements at remote sites often reveal periods with rel-
atively high 222Rn activity. These episodes are charac-
terized by distinct start and stop times although the emis-
sions occurred several days ago. In sections 5c and 5d
we showed that the advection scheme in MATCH was
able to maintain sharp gradients in 222Rn activity with
only small diffusion over long periods.

The calculated vertical gradient of 222Rn activity, dis-
cussed in sections 5e and 5f, is larger in MATCH than
in global transport models, and it is probably also too
large compared to measurements. This is, however, to
be expected since in our experiments the boundaries
were assigned zero 222Rn and the transport time from
the boundaries to a point in the middle of the model
domain is smaller than the transport time from the sur-
face up to the middle troposphere. The absence of pa-
rameterized deep convection may also contribute to the
discrepancy.

In conclusion, although the available measurements
permits only rough comparisons, we have demonstrated
reasonable levels of 222Rn activity in MATCH through-
out the boundary layer. We have also shown realistic
seasonal and spatial variations of 222Rn in the lower
troposphere. The only apparent discrepancy between our
model and other studies can be attributed to the exper-
imental design (i.e., the open boundaries) and the pos-
sible impact from convective transport in clouds not
described in MATCH.

6. Conclusions

A limited-area, offline, Eulerian atmospheric trans-
port model has been developed. The model is designed
to be flexible with regard to horizontal and vertical do-
main and input meteorological data and provides a
framework for application to a wide range of problems
in atmospheric transport and chemistry modeling. Mass

conservation and maintenance of a positive definite so-
lution is obtained by formulating the equations in flux
form. An optional adjustment module, which provides
a balanced wind field, is implemented so that meteo-
rological data from various sources can be utilized. This
module makes it possible to also use time-interpolated
meteorological input data if desired without loss of ac-
curacy. The test simulations presented clearly demon-
strates the ability of the model to meet a number of
common requirements on an atmospheric transport mod-
el such as mass conservation, positive definiteness,
maintenance of constant field, and shape preservation.
The tests also demonstrates the importance of using bal-
anced wind fields.

The simulations of 222Rn indicates qualitatively the
ability of the model to simulate a real atmospheric tracer,
and some characteristics of the MATCH transport model
are demonstrated. Although the available measurements
only permit rough comparisons, we have demonstrated
reasonable levels of 222Rn activity in MATCH through-
out the boundary layer. We have also shown realistic
seasonal and spatial variations of 222Rn in the lower
troposphere. The only apparent discrepancy between our
model and other studies can be attributed to the exper-
imental design and the possible impact from convective
transport in clouds not described in MATCH, which
both should be addressed in forthcoming studies.
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APPENDIX

Primitive Functions

The primitive function of the mass distribution is sim-
ply a spatial integral of the mass, defined over a certain
interval,

x

Q(x, t) 5 q(x9, t) dx9 1 C, (A1)E
0
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FIG. A1. An example of a discrete distribution q and its primitive
function Q defined over the interval i 2 3 to i 1 4 (q and Q have
different units). The diamonds denote the points where the primitive
function is uniquely defined. Note the irregular grid spacing.

where C is an arbitrary constant that we chose to be
zero. The interval could be any subdomain of the model
area, and x refers to the coordinate within this interval.
It is obvious that the primitive function is known exactly
at the boundaries of each grid cell by summing up the
known discrete masses up to each cell boundary,

i

Q (t) 5 q̃ (t)Dx , (A2)Oi k k
k50

where q̃ is the discrete value and k is the ‘‘internal’’
index of the grid cells within the interval selected, and
Q0 [ 0. This generates a set of discrete integral values,
Q0, Q1, Q2, . . . , from which a continuous formula can
be approximated by some fitting technique. Applying a
Lagrangian polynomial fitting yields

n

Q(x, t) 5 a (x)Q (t), (A3)O k k
k50

where the Lagrangian polynomial weights are defined
by

n x 2 xj
a (x) 5 . (A4)Pk x 2 xj50, j±k j k

Here xj represents the coordinates to the cell bound-
aries in the local coordinates of the interval, and x0 5
0. Figure A1 shows the relation between a discrete dis-
tribution and its primitive function. The local value and
local gradients may be derived by differentiation of the
primitive function, thus

n] d
q(x, t) 5 Q(x, t) 5 a (x)Q (t) (A5)O k k]x dxk50

and
n2 2] ] d

q(x, t) 5 Q(x, t) 5 a (x)Q (t). (A6)O k k2 2]x ]x dxk50

The instantaneous value could be derived in the same
fashion by defining a primitive function in time. Note
that the local value at the center point of a grid cell may
not be equal to the discrete value in this cell.
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