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SUNIL GUPTA* 

The effectiveness of a sales promotion can be examined by decomposing the sales 
"bump" during the promotion period into sales increase due to brand switching, 
purchase time acceleration, and stockpiling. The author proposes a method for such 
a decomposition whereby brand sales are considered the result of consumer deci- 
sions about when, what, and how much to buy. The impact of marketing variables 
on these three consumer decisions is captured by an Erlang-2 interpurchase time 
model, a multinomial logit model of brand choice, and a cumulative logit model of 

purchase quantity. The models are estimated with IRI scanner panel data for regular 
ground coffee. The results indicate that more than 84% of the sales increase due 
to promotion comes from brand switching (a very small part of which may be switch- 
ing between different sizes of the same brand). Purchase acceleration in time ac- 
counts for less than 14% of the sales increase, whereas stockpiling due to promotion 

is a negligible phenomenon accounting for less than 2% of the sales increase. 

Impact of Sales Promotions on When, What, 
and How Much to Buy 

A question of continuing interest to marketing re- 
searchers and practitioners is how marketing mix vari- 
ables affect consumers' purchase decisions and thus the 
sales of a brand. The interest is growing with the es- 
calation in promotional expenditures. Though manufac- 
turers can see a gratifying sales increase during a pro- 
motion period, a nagging question remains-is the 
increase in sales due to consumers switching from other 
brands or is the brand borrowing sales from the future 
as consumers advance their purchases in time or stock- 
pile the product? This question can be answered by de- 
composing the sales "bump" during the promotion pe- 
riod into sales increases due to brand switching, due to 
purchase time acceleration, and due to stockpiling. This 
is accomplished by understanding the impact of sales 
promotions on consumer decisions of when, what, and 
how much to buy, which in turn determine the overall 
sales of a brand. 

The mere fact that marketing variables affect con- 

*Sunil Gupta is Assistant Professor, John E. Anderson Graduate 
School of Management, University of California, Los Angeles. 

The author thanks Donald R. Lehmann and four anonymous JMR 
reviewers for providing useful comments and Information Resources, 
Inc., for providing the data. 

sumers' purchase decisions is not new. Many studies have 
shown that price and sales promotions have a significant 
impact on consumers' brand choice, purchase time, and 
purchase quantity decisions (Blattberg, Eppen, and Lie- 
berman 1981; Ehrenberg 1972; Guadagni and Little 1983; 
Kinberg, Rao, and Shakun 1974; Kuehn and Rohloff 1967; 
Massy and Frank 1965; Shoemaker 1979; Ward and Davis 
1978; Wilson, Newman, and Hastak 1979). Several 
models have been developed to study the impact of mar- 

keting variables on brand choice (e.g., Blattberg and 
Jeuland 1981; Guadagni and Little 1983; Keon 1980; 
Lilien 1974), interpurchase time (e.g., Massy, Mont- 

gomery, and Morrison 1970; Raj, Staelin, and Mitchell 
1977), purchase quantity (e.g., Blattberg et al. 1978; 
Blattberg, Eppen, and Lieberman 1981; Kunreuther 1973), 
brand choice and interpurchase time together (e.g., Jones 
and Zufryden 1980; Little and Guadagni 1986; Wagner 
and Taudes 1986), interpurchase time and purchase 
quantity together (e.g., Neslin, Henderson, and Quelch 
1985), and brand choice and purchase quantity together 
(e.g., Krishnamurthi and Raj 1988). 

Though brand sales are the result of consumers' de- 
cisions about when, what, and how much to buy, very 
little work has been done to capture these three consumer 
decisions at the same time for decomposing the effect of 
a marketing instrument into these three components. In 
this article the three consumer decisions are modeled to 
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decompose the sales "bump" during the promotion pe- 
riod into sales increase due to brand switching, purchase 
time acceleration, and stockpiling, which in turn helps 
in understanding the effectiveness of a sales promotion.1 

The conceptual framework for the study is presented 
first, followed by the models. The data and the key ex- 
planatory variables then are described. Next the esti- 
mation procedure and results are reported. Finally, the 
contributions and limitations of this study are summa- 
rized. 

CONCEPTUAL FRAMEWORK 

We consider brand choice and purchase quantity de- 
cisions of a consumer to be conditional on the purchase 
time decision.2 Further, brand choice and purchase quan- 
tity decisions are modeled and estimated separately. 
Though we make these simplifying assumptions for ease 
of estimation, we have at least some partial support for 
them. 

First, in the stochastic modeling tradition, we model 
brand choice as conditional on purchase incidence. In 
other words, brand choice probability is modeled as a 
function of that week's market conditions in which the 
consumer decides to make a product purchase. Thus brand 
choice and interpurchase time can be modeled and es- 
timated separately. 

Second, Neslin, Henderson, and Quelch (1985) esti- 
mated the interpurchase time and purchase quantity jointly 
as well as separately. They found "the separate esti- 
mation produced parameter estimates not significantly 
different from the joint estimation results, while at the 
same time having smaller standard errors" (p. 155). 

Third, separate modeling of brand choice and pur- 
chase quantity is similar in spirit to the aggregate mod- 
eling approach wherein brand sales are posited to be a 
product of category sales volume and brand market share 
(Naert and Leeflang 1978). Because in this study brand 
is defined as brand size and quantity is defined as the 
ounces of product bought, there are some obvious con- 
cerns about the separate estimation, especially if brand 
choice and purchase quantity are highly correlated. A 
simple test of the data, however, shows this association 
to be very weak.3 Therefore, at least as a first-cut sim- 

'Strictly, we are discussing decisions at the household level. "Con- 
sumer" and "household" are used interchangeably here. 

2Therefore, brand choice and purchase quantity are modeled for every 
purchase occasion. Also, a brand in this study is defined as a "brand- 
size" (discussed subsequently). 

3A simple cross-tabulation of brand sizes and purchase quantity cat- 
egories shows they are statistically dependent. To test the strength of 
this association, we use lambda (Goodman and Kruskal 1954) and the 
uncertainty coefficient U (Brown 1975). A low value of these mea- 
sures (lambda = .046, U = .053) suggests that the level of association 
between brand choice and purchase quantity is weak. Krishnamurthi 
and Raj (1988) indicate that the parameters may be biased and/or 
inefficient if the correlation between the errors of the two models is 
high. We estimate the squared error of the brand choice model as 

plifying assumption, we can model and estimate brand 
choice and purchase quantity separately. 

MODELS 

The Brand Choice Model 

The multinomial logit model has an extensive history 
of application in marketing (e.g., Carpenter and Leh- 
mann 1985; Gensch and Recker 1979; Guadagni and Lit- 
tle 1983; Hauser 1978; Punj and Staelin 1978). It is ap- 
pealing because it is based on a behavioral theory of utility, 
allows explanatory variables, and accounts for compe- 
tition. We therefore use multinomial logit as our brand 
choice model. 

exp(b' Xijn) 
(1) Pijn 

- 
M, 

E exp(b' Ximn) 
m=l 

j = 1, ..., M brands, 

where: 

Pijn = probability that person i buys brand j on nth pur- 
chase occasion and 

Xin = explanatory variables for brand j and consumer 
i on the nth purchase occasion, with response 
parameters b. 

The assumptions and limitations of the logit model are 
discussed elsewhere (Guadagni and Little 1983; Lattin 
1987; McFadden 1974). 

The Interpurchase Time Model 

Ehrenberg's (1959) negative binomial distribution 
(NBD) model has been a dominant model of interpur- 
chase time. As Chatfield and Goodhardt (1973, p. 828) 
note: 

Although the NBD model has proved successful in a wide 
range of situations, . . . [its] theoretical assumptions have 
been questioned. . . . The assumption that individual 
consumers' purchases should be Poisson . . . can be 
criticized because of its implications concerning inter- 
purchase times. If the assumption is true . .. then inter- 
purchase times should follow an exponential distribution. 
The mode of the exponential distribution is at zero, but 
it is in fact improbable that a buyer is most likely to buy 
again immediately. 

Several studies therefore have used an Erlang-2 dis- 
tribution for interpurchase time because the mode of this 

(a, - pj)2 where aj = 1 if brand j is chosen, 0 otherwise, and pj 
j=l 
is the predicted probability of choosing brand j. (Note the errors are 
squared as S(aj - pj) = 0). Similarly, the squared error of the pur- 
chase quantity model is estimated as (actual - model-predicted quan- 
tity)2. The correlation between these squared errors in the calibration 
dataset is -.02, suggesting that independent estimation of brand choice 
and purchase quantity will not introduce any significant biases or inef- 
ficiencies in estimating the parameters. 
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distribution is greater than zero (e.g., Chatfield and 
Goodhardt 1973; Heriter 1971; Morrison and Schmitt- 
lein 1981). These studies did not incorporate explanatory 
variables, though strong empirical evidence suggests that 
promotions can accelerate purchases in time (Shoemaker 
1979; Ward and Davis 1978). We therefore propose that 
interpurchase time is Erlang-2 distributed where the mean 
of this distribution is a function of explanatory vari- 
ables.4 Thus the entire distribution of interpurchase time 
shifts left or right depending on such market conditions 
as price and promotion, as well as household inventory. 

Hence the proposed interpurchase time model is 

(2) 

and 

(3) 

where: 

fiw(t) = i t exp(--aiw t) 

variable having k = 1, ..., L possible values (here we 
are denoting 16 oz, 32 oz, etc. as category 1, 2, and so 
on). Further assume that the observed ordinal response 
variable Q has an underlying latent variable V on an in- 
terval scale. V can be thought of as the dependent vari- 
able of an ordinary regression model. In other words, 

(5) V= P'Z + 

where Z is a vector of explanatory variables (e.g., pre- 
vious household inventory, interpurchase time) that are 
proposed to affect the consumer's purchase quantity de- 
cisions. The observed discrete purchase quantity (Q) for 
a consumer therefore can be represented as 

Q=1 Q=2 
I 

aiw = exp(-c'Yiw) 

fw(t) = probability density of interpurchase time t for 
consumer i in week w, 

aoiw = scale parameter of Erlang-2 distribution (an ex- 
ponential function is used in equation 3 to en- 
sure that ac,i is always positive), and 

Yi, = vector of explanatory variables that may affect 
the mean time, with response parameters c. 

Because the mean of the Erlang-2 distribution is given 
by 2/oxti, we get 

(4) mean interpurchase time = 2/a,iw = 2 exp(c'Yiw). 

The Purchase Quantity Model 

A simple model of purchase quantity (quantity defined 
as ounces of product bought by a household on a pur- 
chase occasion) would be a regression model where con- 
sumer's purchase quantity is represented as a linear func- 
tion of exogenous variables (Neslin, Henderson, and 
Quelch 1985; Paull 1978). However, for many product 
categories, a regression model may not be appropriate 
because it assumes that the dependent variable is con- 
tinuous. If quantity bought is discrete (e.g., 16, 32, or 
48 oz of ground coffee), there may be strong biases if 
conventional regression is used. For example, regression 
may predict that a consumer will buy 20 oz of coffee. 
However, the consumer may actually buy 16 oz or 32 
oz because coffee is available in discrete amounts only. 
This discrete nature of the dependent variable can be 
handled by the following procedure. 

Let the response variable Q be an ordered categorical 

4The Erlang-2 assumption was supported empirically by three dif- 
ferent methods: method of moments, approximation to the maximum 
likelihood estimates (Dunn, Reader, and Wrigley 1983), and the Z- 
score method (Wheat and Morrison 1986). The average share param- 
eter (r) for 100 households in the dataset was estimated as 1.78, 2.03, 
and 1.95 by the three methods, respectively. Further, for 92 of the 
100 households, the null hypothesis of Erlang-2 could not be rejected 
by a Kolmogorov-Smirnoff test. 

... Q=k 
I I I I I 

I I I I 

01 02 ok-I 0k 

where: 

(6) Q = k if 0k-i < V< Ok 

Q <k if V -Ok 

and ok = unknown cutoff points with the ordinality con- 
straint that 

-oo = 00 < 0 . 02 .. < 
L-I < OL = 00 

Combining equations 5 and 6, it is clear that 

P(Q < k) = P(V < Ok) 

= P(P'Z + - 
0k) = P(e < Ok - P'Z). 

Assuming the error e has a logistic distribution, we get 
(replacing the subscripts for consumer i and purchase oc- 
casion n): 

exp(k - P'Zi) 
(7) P(Qi < k) = xp(k - Z 

1 + exp(0k - 'Zin) 
k= 1,...,L. 

Thus, 

(8) P(Qin = k) = P(Qin - k) - P(Qi - k - 1). 

Equations 7 and 8 give the purchase quantity model, which 
is termed a cumulative logit or an ordered regression 
model (McCullagh 1980). 

DATA 

IRI (Information Resources, Inc.) scanner panel data 
for coffee were used for calibrating and validating the 
models. The dataset covers a panel of approximately 2000 
households for a two-year period (1980-1982). It con- 
tains records of the complete purchase history of each 
household in the panel (e.g., household identification, 
brand bought, week and the minute when bought, quan- 
tity bought, store where bought, etc.). In addition, a stores 
file records weekly information on prices and promo- 
tions for all the coffee brands available in all the stores 
in the market. 

To have a manageable data set, our analysis was re- 
stricted to the data for ground caffeinated coffee in one 
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market-Pittsfield, MA. After elimination of non-con- 
tinuously-reporting households and very light users (less 
than 10 purchases in two years), the data represented 395 
households. Because of computer memory size limita- 
tions, a random sample of 100 households was selected 
from these 395 households. The purchase history of these 
100 households then was combined with the store in- 
formation so that the merged dataset had the information 
about competitive brands as well. 

The data were available for IRI weeks 30 through 137. 
Weeks 30-59 were the precalibration period. This pe- 
riod's data were used to initialize certain variables (e.g., 
brand loyalty, household inventory). A reasonably long 
precalibration period ensured that these variables stabi- 
lized before they were used for calibration purposes. 
Weeks 60-100 were the calibration period and weeks 
101-125 were the validation period. Weeks 126-137 were 
discarded and not used at all because no coffee purchase 
by a household in this period may be due to that house- 
hold leaving the IRI panel. The calibration dataset con- 
tained 1526 purchase occasions (when coffee was bought) 
and 4211 purchase opportunities (when coffee could have 
been bought). The validation dataset contained 859 pur- 
chase occasions and 2535 purchase opportunities. Each 
week was assumed to provide a purchase opportunity for 
a consumer to buy coffee. (If a consumer made n - 2 
coffee purchases in a week, that week was assumed to 
provide n purchase opportunities for that consumer.) De- 
tails related to data are provided in Appendix A. 

Because different sizes of the same brand are not pro- 
moted at the same time, Guadagni and Little (1983, p. 
213) note that ". .. different sizes of the same brand 
are clearly different products. . . . Therefore we model 
brand-sizes." We followed a similar approach whereby 
a brand was defined as brand-size. Thus Maxwell House 
16 oz is a different brand from Maxwell House 32 oz. 
(Hereafter "brand" means brand-size, unless stated oth- 
erwise.) Further, different grinds (regular, drip, auto 
matic) of a brand were treated as one brand because they 
were priced and promoted together. Of the many brand- 
sizes available in the Pittsfield market, we selected 10 
that account for about an 87.5% share of the market. 
These brands (and their market shares) are Martinson 16 
oz (2.41% share), Hills Brothers 16 oz (8.57%), Folgers 
16 oz (18.43%), Folgers 13 oz (2.84%), Chase & San- 
born 16 oz (2.59%), Maxwell House 16 oz (19.92%), 
Maxwell House 32 oz (3.36%), Master Blend 13 oz 
(6.12%), Chock-Full-O'Nuts 16 oz (16.58%), and pri- 
vate label brand 16 oz (5.63%). We also created an elev- 
enth category of "all other brands" as the weighted sum 
of four major "other" brands. 

VARIABLES 

Variables for the Brand Choice Model 
The following variables (Xin, for consumer i, brand 

j, and purchase occasion n) are used for the brand choice 
model. 

Xoj = brand-specific constant (0 or 1) 
Xl,ijn = regular brand price (cents/ounces) 
X2,ijn = promotional price cut (cents/ounces) 
X3,ijn = feature-or-display (between 0 and 1) 
X4ijn = feature-and-display (between 0 and 1) 
Xs,ijn = brand loyalty (between 0 and 1) 
X6ijn = size loyalty (between 0 and 1) 

To capture any uniqueness of a brand that is not ex- 
plained by any other variable, each brand has its own 
brand-specific constant. 

IRI data contain weekly shelf price information for the 
brands. The shelf price consists of two components: 

shelf price = regular price - promotional price cut. 

Because no data are available on the regular price of 
brands, it is inferred from the shelf price. If the shelf 
price of a brand in a store remains constant for four or 
more consecutive weeks, it is assumed to be the regular 
price. Because different stores have different prices for 
a brand, regular price is weighted by an individual con- 
sumer's store share.5 Variables X2 through X4 are weighted 
in the same way. Because different sizes of the product 
are available in the market, the regular price and pro- 
motional price cut are defined in cents/ounces (Guad- 
agni and Little 1983). 

Feature (in-store flier) and display (in store) are highly 
correlated (r = .704). To avoid this collinearity we con- 
struct two variables for each store s: X3s = feature-or- 
display (1 if brand is either on feature or display in store 
s, 0 otherwise) and X4s = feature-and-display (1 if brand 
is both on feature and display in store s, 0 otherwise). 
X3 and X4 then are constructed as the weighted averages 
of X3, and X4,, respectively, where the weights are the 
individual consumer's store shares as described before. 
The correlation between X3 and X4 is -.326. 

Similar to Guadagni and Little (1983), we define brand 
and size loyalty as exponentially weighted averages of 
past purchases. Guadagni and Little estimated the 
smoothing constant as .875 for brand loyalty and .812 
for size loyalty. However, Ortmeyer (1985) demon- 
strated their model's fit and parameter estimates are very 
robust to small changes (+. 1) in the smoothing constant. 
Hence, instead of estimating, we prespecify the con- 
stants as .8. A sensitivity analysis with smoothing con- 
stants as .7 and .9 corroborated Ortmeyer's findings. 
(Recently, in a different modeling context, Lattin 1987 
prespecified a similar smoothing constant as .7 and found 
results to be insensitive to small changes in this con- 
stant.) Brand and size loyalty are initialized as suggested 
by Guadagni and Little (1983). For example, for the first 
purchase occasion of consumer i, X5ij is set equal to the 
smoothing constant value of .8 if brand name of brand- 

5Ideally, we would compute store shares for a household as the 
percentage of shopping trips it makes to a particular store. However, 
because of lack of such information, the percentage of coffee pur- 
chases made in a store is used. 

345 



JOURNAL OF MARKETING RESEARCH, NOVEMBER 1988 

size j was bought, otherwise .2/(number of brand names 
- 1). This step ensures that the sum of loyalties across 
brand names always equals 1 for a consumer. Thus two 
brand-sizes with the same brand name (e.g., Folgers 13 
oz and Folgers 16 oz) have the same value for brand 
loyalty. 

For all variables except the brand-specific constants, 
the response coefficients are assumed to be the same for 
all brand sizes. Hence the model is relatively parsimoni- 
ous. 

Variables for the Interpurchase Time Model 

The following variables (Yi,, for consumer i, week 
w) are used for the interpurchase time model. 

Yl,i = average interpurchase time of a household 
(weeks) 

Y2,i(w-l) = an estimate of household's previous week's 
product inventory (ounces) 

Y3,iw = promotional price cut for the product category 
(cents/ounces) 

Y4,iw = feature-or-display for the product category (be- 
tween 0 and 1) 

Ys,iw = feature-and-display for the product category 
(between 0 and 1) 

Y6,iw = product price (cents/ounces) 

The average interpurchase time of a household is based 
on its purchase frequency during the calibration period. 
The IRI dataset indicates the week and the minute of the 
week when a purchase is made. Hence the precision of 
interpurchase time is up to a minute. 

Following Neslin, Henderson, and Quelch (1985), we 
estimate weekly product inventory as 

estimated estimated estimated quantity bought 
inventory for = inventory for - weekly + in week w - 1, 
week w - 1 week w - 2 consumption if any. 

Further, in line with Neslin, Henderson, and Quelch 
(1985), for each household the initial inventory is esti- 
mated as its average purchase quantity and the con- 
sumption rate as its average buying rate over the cali- 
bration period. Because consumption data are not 
available, the weekly consumption rate is assumed to be 
constant over time. If a consumer does not buy coffee 
for a long time, the inventory value may be negative. 
Because inventory cannot be negative, we set it to zero 
in such cases. 

The decision of when to buy can be influenced by the 
price and promotion of not only one brand, but of all 
the brands in the market. In other words, product cate- 
gory promotion rather than just one brand's promotion 
is likely to influence the interpurchase time. We create 
an index for product promotion as a weighted sum of 
individual brands' promotions. Market shares typically 
are used as the weights to create such an index (Neslin 
and Shoemaker 1983). We use individual-level weights, 
taking each household's share of brand purchases in the 
calibration period as the weight for that brand and that 
household. Variables Y3 through Y6 are created by using 

this weighting scheme. A similar weighting scheme was 
used by Krishnamurthi and Raj (1985). 

Variables for the Purchase Quantity Model 
For the purchase quantity model, quantity is defined 

as ounces of regular ground coffee a consumer buys on 
any one purchase occasion. Eight discrete categories are 
selected, based on the frequency plot of quantity bought 
by all consumers. The explanatory variables (Zin, for 
consumer i, purchase occasion n) follow. 

Zi,i = average purchase quantity of a household 
(ounces) 

Z2,i(n-1) = an estimate of household's inventory on pre- 
vious purchase occasion (ounces) 

Z3,in = time between previous and current purchase 
(weeks) 

Z4,in = promotional price cut for the product category 
(cents/ounces) 

Z5,in = feature-or-display for the product category (be- 
tween 0 and 1) 

Z6,in = feature-and-display for the product category 
(between 0 and 1) 

Z7,in = product price (cents/ounces) 
Zs,i = household or family size 

Similar to average interpurchase time, average pur- 
chase quantity of a household is derived from its pur- 
chase history during the calibration period. Household 
product inventory on previous purchase occasion is es- 
timated as 

estimated estimated estimated 

inventory on = inventory on - weekly 
n- 1 purchase n - 2 purchase consumption/ 

time between \ quantity 
* - 2 and n - 1 + bought on 

purchase n-1 purchase. 

Note that we use weekly inventory for the interpurchase 
time model because it focuses on each week as a pur- 
chase opportunity. However, purchase quantity focuses 
on a purchase occasion as an observation. 

The promotion and price indices used are similar to 
those used for the interpurchase time model. Notice that 
we use consumer's brand preferences as weights to con- 
struct the promotion indices. Hence, when a consumer's 
favorite brand is on promotion, the promotion indices 
have a higher value. Because these promotion indices 
are expected to have a positive impact on the consumer's 
purchase quantity, we expect a consumer to stockpile if 
his or her favorite brand is on promotion. Finally, a de- 
mographic variable, family size, is included that is ex- 
pected to be correlated positively with consumption 
(Krishnamurthi and Raj 1985) and hence with quantity. 

Table 1 is a summary of the hypothesized signs of the 
parameters. 

ANALYSIS AND RESULTS 

Each model was estimated separately by the maximum 
likelihood procedure. Eighteen parameters were esti- 
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Table 1 
HYPOTHESIZED SIGNS OF PARAMETERS 

Expected 
sign of 

Variable parameter Comment 

Brand choice model 
Regular price (X,,ij,) 

Price cut (X2, n) 
Feature-or-display (X3,jn) 
Feature-and-display 

(X4, jn) 

Brand loyalty (X5.j,) 
Size loyalty (X6.ijn) 

Interpurchase time model 
Average purchase time 

(Y,/i) 

Inventory (Y2,,(w-L)) 

Price cut (Y3.iw) 
Feature-or-display 

(Y4,,w) 
Feature-and-display 

(Ys,,,) 

Regular price (Y6,,,) 

Purchase quantity model 
Average purchase 

quantity (ZI,i) 

Inventory (Z2,i(n- )) 

Interpurchase time 
(Z3,m) 

Price cut (Z4,in) 

Feature-or-display 
(Zs5,in) 

Feature-and-display 
(Z6,n) 

Regular price (Z7,in) 

Family size (Z8,,) 

- Higher the price, lower 
the choice probability 

+ 
+ 
+ 

Promotion enhances 
brand's value, hence 
its probability of 
choice 

+ Higher the loyalty, 
+ higher the choice 

probability 

+ Higher inventory makes 
consumers wait longer 

- Good deal may make a 
- consumer buy early 

+ Product purchase may be 
delayed because of high 
price 

Higher inventory -- buy 
less 

+ Longer wait between 
purchases -- buy more 

+ Good deal may make a 
+ consumer stockpile 

+ 

+ 

Negative price elasticity 

Consumption increases 
with family size 

mated for the brand choice model (10 parameters for 
brand-specific constants plus eight response parameters), 
seven parameters for the interpurchase time model (one 
constant plus six response parameters), and 15 param- 
eters for the purchase quantity model (seven cutoff points 
ok plus eight response parameters). The LOGIST pro- 
gram of SAS was used to estimate the purchase quantity 
model and the PAR program of BMDP was used to es- 
timate the brand choice and interpurchase time models. 
Various nested versions of the models were estimated to 
see the improvement in the model by adding variables 
(the decision rule for adding variables was to choose that 
variable contributing maximally to model fit). Model 

improvement and quality of fit were evaluated by using 
a likelihood ratio index p2 (Hauser 1978), adjusted like- 
lihood ratio index p2 (Ben-Akiva and Lerman 1985), and 
chi square (Ben-Akiva and Lerman 1985). 

Discussion of Nested Models and Parameter Estimates 

Brand choice model. The market share model, a model 
with only brand-specific constants, is taken as the null 
model (MNLo), p = 0. The results (Table 2) show that 
all significant parameters have the expected sign. Also, 
the explanatory power of the proposed model is very high, 
as is evident from an excellent fit of the full model MNL5 
(p2 = .554). In other words, market variables such as 
price and promotion and consumer characteristics such 
as brand and size loyalty help substantially in explaining 
consumers' brand choice decisions.6 Further, our results 
are consistent with Guadagni and Little's (1983, p. 221) 
finding that "brand and size loyalty [are the] most im- 
portant [variables]."7 High t-values and substantial im- 
provement in model fit suggest that promotional vari- 
ables also have a strong role in consumers' brand choice 
decisions. The addition of price cut to MNL3 changes 
the coefficients of feature-and-display (F-and-D) and 
feature-or-display (F-or-D) substantially, suggesting a 
possible interaction between these variables. These in- 

6One could argue that brand and size loyalty cannot be taken as 
explanatory variables because they capture the heterogeneity of con- 
sumers and their past purchase history but do not explain either of 
these factors. Consequently we may want to include brand and size 
loyalty variables in the null model. MNL1 therefore becomes the null 
model instead of MNLo. Comparing the nested models with MNL,, 
we find that the quality of fit of the models is still very high (p2 for 
MNL5 is .421). This finding further strengthens the notion that such 
marketing variables as price and promotion have a significant role in 
consumers' brand choice decisions. 

7As we are using cross-sectional and time series data, the loyalty 
variables capture both the heterogeneity and time-varying effects. A 
possible way to separate these two effects is to split the loyalty vari- 
ables into two parts, base loyalty and dynamic loyalty. Base loyalty 
is a constant for a given household and reflects the average share of 
brand purchases during the calibration period. It therefore captures 
the heterogeneity effect. Dynamic loyalty is the difference between 
loyalty (as currently defined) and base loyalty. It therefore captures 
the time-varying effect. Results for the full model (MNLs) show that 
almost all the brand and size loyalty effect is due to consumer het- 
erogeneity (a model with base loyalties improves only marginally, by 
p2 of .009, when dynamic loyalty variables are added). The param- 
eters (and t-values in parentheses) follow. 

Brand 
loyalty 

Size 
loyalty 

Loyalty 
4.6 

(28.3) 
2.2 

(9.8) 

Base 
loyalty 

5.8 
(24.0) 

3.5 
(10.0) 

Dynamic 
loyalty 
-1.0 

(-2.3) 
-1.4 

(-2.0) 

Interestingly, dynamic loyalties have negative parameters, which 
seems to suggest that a consumer who buys more than his or her usual 
share of a brand (or size) is expected to switch away from it (bringing 
the brand share down to its average). In spirit, this effect is similar 
to the "balanced choice behavior" discussed by Lattin (1987). Clearly 
these are preliminary findings and need more research. 
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BRAND CHOICE 
Table 2 

MODEL: MULTINOMIAL LOGIT 

Parameter estimates (t-values) 

MNLoa MNLJ MNL2 MNL3 MNL4 MNLS 

Brand loyalty 3.848 4.373 4.340 4.785 4.555 
(30.14) (28.77) (26.91) (29.91) (28.26) 

Size loyalty 2.207 2.970 2.098 2.096 2.209 
(10.60) (12.79) (9.59) (9.38) (9.80) 

Feature-and-display 4.068 2.764 3.868 3.543 
(36.89) (24.16) (26.27) (22.81) 

Feature-or-display 2.143 1.528 1.927 1.658 
(16.96) (11.06) (14.72) (10.63) 

Price cut .716 1.157 1.147 
(cents/oz) (16.14) (15.61) (14.85) 

F-and-D * price cut -.802 -.757 
(-8.41) (-7.68) 

F-or-D * price cut -.398 -.360 
(-3.48) (-.317) 

Regular price -.117 
(cents/oz) (-1.72) 

-LLb (n = 1462) 3020.33 2325.40 1532.57 1378.61 1354.29 1346.03 
p2 .230 .493 .544 .552 .554 

[-] [-] [.341] [.407] [.418] [.421] 
p2c .229 .491 .542 .549 .552 

[-] [-] [.340] [.406] [.415] [.419] 
X2d -1389.86 1585.66 307.92 48.64 16.52 
d.f -2 2 1 2 1 

aBrand-specific constants not reported. 
b-LL = minus log likelihood. 
Cp2 and p2 of nested models are with respect to null model MNLo. Numbers in brackets are p2 and p2 if MNLI is the null model. 
dX2 for each model is with respect to the previous nested model; e.g., X2 for model MNL4 is with respect to MNL3. 

teraction terms (price cut * F-and-D and price cut * F- 
or-D) are therefore added in MNL4. The negative signs 
of the parameters suggest a possible overlap or substi- 
tutability among different promotional instruments. No- 
tice that the inclusion of interaction terms stabilizes the 
F-and-D and F-or-D parameters (parameter values are 
now close to those in MNL2 and t-values are higher than 
those in MNL3). Finally, regular price does not have a 
strong role in consumers' brand choice decisions and is 
only marginally significant. 

Interpurchase time model. ERLo, with no household 
or marketing variables, is taken as the null model. The 
results (Table 3) show that all significant parameters have 
the expected sign. As expected, average interpurchase 
time of a household is the most important variable in 
explaining when that household buys coffee. This house- 
hold-specific variable, which remains constant over time 
for a household, accounts for population heterogeneity 
in purchase timing. F-and-D and F-or-D are the next most 
important variables, suggesting that feature and display 
are likely to accelerate consumers' purchases in time. 
The parameter estimate of household inventory is also 
significant, confirming Neslin, Henderson, and Quelch's 
(1985) finding that a household is likely to wait longer 
if its previous product inventory is large. Finally, counter 
to our hypothesis, addition of price cut (ERL4) and reg- 
ular price (ERL5) to the model is not useful because both 
the parameters and the improvement in the model are not 

significant. Hence, ERL3 is the most parsimonious model 
and is used in further analysis. 

These results indicate that a large portion of the vari- 
ance in interpurchase time remains unexplained (p2 for 
ERL3 is .067 only). Further, most of this variation is 
accounted for by households' average interpurchase time. 
Thus marketing variables such as price and promotion 
do not have a large influence on consumers' purchase 
time decisions. Though the impact of feature and/or dis- 
play is statistically significant, price cut and regular price 
have no significant impact. This finding suggests that a 
consumer who is not planning to buy coffee in a given 
week may not check the prices or price discounts on cof- 
fee brands unless his or her attention is attracted to them 
through feature and/or display. 

Purchase quantity model. CLo, with no household or 
marketing variables, is taken as the null model. The re- 
sults (Table 4) show that all significant parameters have 
the expected sign. Household's average purchase quan- 
tity is the most important variable in explaining the 
quantity of coffee a household buys on any purchase oc- 
casion. As in the case of the interpurchase time model, 
this variable accounts for population heterogeneity in 
purchase quantity. Marketing variables (F-and-D, price 
cut, regular price, F-or-D) and household-specific vari- 
ables (family size, inventory, interpurchase time) are 
added to the model stepwise as shown in Table 4. From 
the t-values of the parameters and the improvement of 
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Table 3 
INTERPURCHASE TIME MODEL: ERLANG-2 

Parameter estimates (t-values) 

ERLo ERL, ERL2 ERL3 ERL4 ERLS 

Constant .109 -.474 -.520 -.311 -.311 -.300 
(6.53) (-11.05) (-11.20) (-6.12) (-6.06) (-1.03) 

Average interpurchase .219 .222 .210 .211 .208 
time (week) (14.60) (14.73) (13.54) (13.53) (13.28) 

Feature-and-display -1.274 -1.285 -1.217 -1.194 
(-11.00) (-11.42) (-9.06) (-8.81) 

Feature-or-display -.588 -.612 -.566 -.546 
(-4.69) (-4.82) (-4.39) (-4.10) 

Inventory .001 .001 .001 
(oz) (2.74) (2.77) (2.75) 

Price cut -.037 -.050 
(cents/oz) (-.83) (-1.11) 

Regular price -.0003 
(cents/oz) (-.02) 

-LL (n = 4160) 2556.6 2454.0 2387.2 2384.1 2383.5 2383.5 
p2 .040 .066 .067 .068 .068 
p2 .040 .065 .066 .066 .065 
X2 205.2 133.62 6.2 1.2 0 
d.f. 1 2 1 1 1 

the nested models, it is clear that CL5 is the most suitable 
model (p2 = .115). 

Comparing CL5 with CLI, we notice that most of the 
variation in the purchase quantity is accounted for by 
consumers' average purchase quantity. Thus marketing 
variables have a very small influence on how much cof- 
fee a consumer buys. Apart from average purchase quan- 
tity of a household, variables that do have some impact 
on consumers' purchase quantity decisions are regular 
price of coffee, promotional variables such as price cut 
and F-and-D, and household variables such as family size. 

The threshold constants (0k) for model CL5 are given 
at the bottom of Table 4. The interpretation of these con- 
stants follows. 

The threshold constants (0k) for model CL5 are given 
at the bottom of Table 4. The interpretation of these con- 
stants follows. 

Q = 13 oz 16 26 32 48 64 96 176 oz 

I I I I I I I > V 
01 02 03 04 05 06 07 

-2.46 1.19 1.30 3.47 4.42 5.20 6.36 
Note: some quantities (e.g. 39 oz, 80 oz, 112 oz) have very 
few observations and hence are not assigned a separate cate- 
gory. They are instead combined with another category (e.g. 
39 oz is combined with 48 oz category). 

As indicated before, though observed quantity Q is 
discrete, we assume that a latent variable V is present on 
an interval scale so that 

V = p'Z + E, where Z = explanatory variables, and 

Q = category k if 0k- < V < Ok 

This implies that if P'Z < -2.46 then Q = 13 oz, if 
-2.46 < P'Z < 1.19 then Q = 16 oz, and so on. 

Notice that 02 and 03 are close. Because very few pur- 
chases of 26 oz are made by the consumers in this da- 
taset, this finding suggests that the two categories, 16 
oz and 26 oz, can be combined into one category. 

Model Validation 

Significant parameters with the expected signs and good 
fit (especially for the brand choice model) provide some 
validity for the proposed models. A further test of their 
accuracy is to examine their ability to predict correctly 
brand sales volume in the future period. A 25-week pe- 
riod (IRI weeks 101-125) of the same 100 households 
is used for validation. 

Actual prices and promotions of all brand-sizes are used 
(i.e., we are not attempting to predict what marketing 
decisions will be made) in conjunction with the param- 
eter estimates obtained from model calibration to predict 
whether a product purchase will be made by a consumer 
in a given week. If a product purchase is predicted, the 
market conditions of that week are used to predict which 
brand and how much will be bought. The brand sales 
then are aggregated across consumers to get weekly sales 
volume. 

Note that some of the independent variables (e.g., brand 
loyalty) need updating based on the previous purchase 
history of a consumer. Like Guadagni and Little (1983), 
we use a Mont6 Carlo procedure whereby a brand pur- 
chase is simulated on the basis of the brand choice prob- 
abilities as predicted by the model. This synthetic pur- 
chase history of a consumer is used to update his or her 
brand loyalty and size loyalty variables. To avoid any 
distortion from a single unlikely choice generated by the 
Monte Carlo procedure, we repeat the procedure six times 
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Table 4 
PURCHASE QUANTITY MODEL: CUMULATIVE LOGIT 

Parameter estimates (t-values) 

CLo CL, CL2 CL3 CL4 CL5 CL6 CL, CL8 

Average purchase .107 .107 .108 .112 
quantity (oz) (16.04) (15.89) (15.98) (15.69) 

.106 .112 
(15.84) (15.68) 

.107 .112 
(15.86) (15.69) 

Feature-and- 1.454 .966 .890 .944 .958 1.014 1.104 
display (4.54) (2.67) (2.44) (2.58) (2.61) (2.63) (2.63) 

Price cut .321 .336 .316 .310 .292 .292 
(cents/oz) (2.86) (2.98) (2.79) (2.73) (2.43) (2.43) 

Regular price -.164 .172 -.180 -.175 -.175 
(cents/oz) (-3.09) (-3.22) (-3.36) (-3.23) (-3.21) 

Family size .077 .073 .075 .075 
(1.99) (1.89) (1.92) (1.91) 

Inventory (oz) -.002 -.002 -.002 
(-1.71) (-1.67) (-1.67) 

Feature-or- .185 .185 
display (.47) (.47) 

Interpurchase .0003 
time (weeks) (.01) 

-LL (n = 1526) 1787.9 1608.6 1592.8 1588.8 1583.9 1581.9 1580.5 1580.4 1580.4 
p2 .100 .109 .111 .114 .115 .116 .116 .116 
p2 -.100 .108 .110 .112 .112 .113 .112 .112 
X2 358.6 31.6 8.0 9.8 4.0 2.8 .2 0 
d.f. - 11 1 1 1 11 1 

Threshold constants 
for CL5 o, 02 03 04 05 06 67 

Parameter estimate -2.463 1.193 1.304 3.473 4.424 5.204 6.361 
(t-value) (-2.92) (1.43) (1.56) (4.10) (5.13) (5.91) (6.87) 

and use the average of these six iterations 
Ortmeyer 1985). 

(Lattin 1987; 

The models track weekly sales volume for each of the 
11 brands fairly accurately (for most brands, the corre- 
lation between the actual and the predicted weekly brand 
sales is .8 or higher). The predictions are less accurate 
for the low market share brands, for the private label 
brand, and for "all other brands." Large market share 
brands are tracked very accurately because estimates are 
likely to be based predominantly on the data from these 
large brands. The predictive accuracy of the model is 
especially impressive because, unlike Guadagni and Lit- 
tle (1983), we are predicting not only brand share but 
also purchase timing and purchase quantity. 

To evaluate further the predictive quality of the models, 
it is instructive to compare them with some naive models. 
Three naive disaggregate models are used, each con- 
sisting of a brand choice component, a purchase time 
component, and a purchase quantity component. 

Naive model 1. Here each consumer makes a pur- 
chase such that his or her interpurchase time equals his 
or her average interpurchase time and his or her pur- 
chase quantity equals his or her average purchase quan- 
tity in the calibration period. Consumer's brand share in 
the calibration period is used to simulate his or her brand 

choice on a given purchase occasion. Notice that this 
model accounts for consumer heterogeneity in interpur- 
chase time, purchase quantity, and brand preferences. 

Naive model 2. For each consumer, the interpurchase 
time and purchase quantity are modeled as in naive model 
1. The brand choice also is modeled similarly except that 
the vector of brand shares is updated (like brand loyalty, 
with smoothing constant = .8) after each purchase sim- 
ulation. Thus, in addition to consumer heterogeneity, this 
model accounts for changes over time in consumers' brand 
preferences. 

Naive model 3. The interpurchase time and purchase 
quantity for each consumer are modeled as in naive models 
1 and 2. The logit model (with all the explanatory vari- 
ables) is used to predict brand choice. Comparison of 
this naive model with our proposed models therefore 
shows the improvement in brand sales predictions due 
to the addition of the proposed interpurchase time and 
purchase quantity models. 

These three naive models are used to predict when, 
what, and how much a consumer would buy in the val- 
idation period. The brand sales then are aggregated across 
consumers to get the weekly brand sales predictions. 

The predictive quality of these naive models is com- 
pared with that of our proposed models by Theil's (1967) 
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inequality coefficient U, as modified by Naert and Wev- 
erbergh (1981) for multiple brands. U ranges from 0 to 
1, where smaller values mean better predictions. Pre- 
dictive quality of each component of the model (i.e., 
choice, timing, and quantity), as well as the three com- 
ponents taken together, follows. 

U statistics for 

Brand choice 
Interpurchase time 
Purchase quantity 
All three together 

Naive 
model 1 

.418 

.145 

.173 

.480 

Naive Naive 
model 2 model 3 

.410 .341 

.145 .145 

.173 .173 

.469 .383 

Proposed 
model 

.281 

.112 

.124 

.308 

As expected, the largest improvement in the overall pre- 
dictive quality of our model is due to the brand choice 
component. Interestingly, though the brand choice model 
is the same in naive model 3 and the proposed model, 
they differ in predictive quality. The reason is that brand 
choice is conditional on purchase time. Therefore a bad 
model of interpurchase time not only reduces its own 
predictive quality but also adversely affects that of the 
brand choice component. The results show that the pro- 
posed set of models are superior to the naive models in 
predictions. 

Decomposing the Effect of Promotion 

One of the key questions this study set out to address 
is whether a promotional sales increase is due to con- 
sumers switching brands, accelerating purchases, or 
stockpiling the product. Estimation results of the brand 
choice, interpurchase time, and purchase quantity models 
suggest that marketing variables, specifically promotion 
variables, have their greatest influence on consumers' 
brand choice behavior. These variables have higher rel- 
ative contribution to p2 for the brand choice model than 
for the interpurchase time or purchase quantity model. 

Though this "eyeballing" method gives some useful 
indications, it can be considered only a first step. Be- 
cause of the different model structures used, the param- 
eter estimates are not directly comparable across the three 
models. An elasticity analysis is performed to assess the 
relative impact of sales promotion on consumers' brand 
choice, interpurchase time, and purchase quantity deci- 
sions. 

Method 

Recall two assumptions of our modeling framework. 
First, brand choice and purchase quantity are conditional 
on purchase time. Second, brand choice and purchase 
quantity decisions are independent. These assumptions 
enable us to write the sales of brandj in any time interval 
0 through t as a separable function. 

(9) 

where: 
Qi = pjQpt 

Qj = sales of brand j in time interval 0-t, 

pj = brand j's choice probability (conditional on prod- 
uct purchase), 

Q = product category sales, and 
p, = probability of product purchase in time 0-t (i.e., 

purchase incidence probability). 

If Dj is the level of deal or sales promotion of brand 
j during the time period 0 - t, then by using equation 
9, the deal elasticity of brand j is given by the chain rule 
for the product of functions (cf. Cooper and Nakanishi 
1988) as 

D. . Q Di _pQj = Dj + pt D D Q 
(10) ?li - - + 

Qi Dj pj 6Dj pt, D Q BDi 

or 

(11) Tlj = rTBC( + 1rPT + TIPQ 

where: 

1i = total elasticity of brandj (with respect to deal), 
lBc(j) = brand choice elasticity for brand j, 

rlPT = purchase time elasticity with respect to deal 
of brand j, and 

lqPQ = purchase quantity elasticity with respect to deal 
of brand j. 

Using the proposed models, we obtain lBcj), rPT, and 
xlpQ as a function of model parameters, brand deal, and 
other explanatory variables. Mathematical derivations and 
expressions for the elasticities are given in Appendix B. 
Using these expressions and the mean values for all vari- 
ables during the calibration period, we obtain the brand 
choice, purchase time, and purchase quantity elastici- 
ties.8 The elasticity analysis is done for three promo- 
tional variables: feature-and-display (F-and-D), feature- 
or-display (F-or-D), and promotional price cut. 

A simple example clarifies these elasticity calcula- 
tions. For example, Appendix B indicates that 

lPT = t2csjDj/[1 + a - exp(a)] 

where: 

a = exp(-c'Y), Y = explanatory variables, 
Dj = deal of brand j with response parameter c, and 
sj = market share of brand j. 

Using the parameters (c) of the interpurchase time model 
(Table 3) and the mean values of the explanatory vari- 
ables (Y) during the calibration period, we get a. Now, 
to obtain ,PT for, say, Folgers 16 oz with respect to its 
F-and-D, we use its mean F-and-D value (Dj = .086), 
its market share during the calibration period (sj = .232), 

8Because the relationship of deal with choice, time, and quantity is 
nonlinear, the elasticities will be different at different values of these 
variables. However, for ease of exposition, we focus on short-term, 
point elasticities at the mean values of the variables. 
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and the F-and-D parameter from Table 3 (c = -1.285). 
Substituting these values in the preceding equation, we 
get 'pT for Folgers 16 oz with respect to its F-and-D as 
.0338. Similarly, we get qBC and -TPQ for this brand as 
.2101 and .0042 respectively. Using equation 11, total 
elasticity is 

m= .2101 + .0338 + .0042 = .2481 
(84.7%) (13.6%) (1.7%) (100%) 

Results 

The results of elasticity analysis for all the brands and 
for all three promotional instruments (F-and-D, F-or-D, 
and promotional price cut) show that of the total sales 
increase due to promotion, more than 84% is accounted 
for by brand switching, 14% or less by purchase time 
acceleration, and less than 2% by stockpiling. 

This finding indicates that in the regular ground coffee 
market, promotions are very effective in drawing con- 
sumers from competitive brands. Because brand is de- 
fined as brand-size, part of this switching may be be- 
tween different sizes of the same brand. However, a 
simple switching matrix for the calibration data shows 
that size switching due to promotion accounts for less 
than 4% of the total brand name and size switching. This 
finding is not surprising because in our data there are 
few brands with the same name but different sizes-Fol- 
gers 13 oz and 16 oz and Maxwell House 16 oz and 32 
oz. Further, Folgers 13 oz and Maxwell House 32 oz 
account for about 6% of the market. Thus most of the 
sales increase due to promotion comes from switching 
from competitive brands. 

Almost all (more than 98%) of the sales increase due 
to price cut comes from brand switching. The reason is 
that, unlike F-and-D and F-or-D, price cut does not af- 
fect consumers' purchase time decisions (see Table 3). 
Stockpiling remains a negligible phenomenon. 

Promotional sales increase due to purchase time ac- 
celeration and stockpiling cannot be considered as true 
incremental sales because at least some of these con- 
sumers would have bought the promoted brand in the 
future anyway. For all the brands, the sales increase due 
to purchase acceleration is less than 14% and that due 
to stockpiling is less than 2%. 

The small effect of promotion on stockpiling can be 
ascribed to three possible reasons-consumer perception 
that stockpiling unusual amounts of coffee may destroy 
its freshness (a key attribute of coffee quality), storage 
constraints due to the large volume of a coffee can, and 
high promotion intensity in the marketplace ensuring that 
some brand is almost always on promotion. Hence 
stockpiling could be a much more important factor in 
other product categories such as tunafish (for which stor- 
age is not a problem) or paper towels (for which fresh- 
ness is not important). This possibility should be inves- 
tigated in future research. 

CONCLUSIONS, IMPLICATIONS, AND 
LIMITATIONS 

Our study examines the impact of promotions on con- 
sumer decisions of when, what, and how much to buy. 
The analysis for coffee data indicates that more than 84% 
of the sales increase due to promotion comes from brand 
switching (a very small part of which may be switching 
between different sizes of the same brand). Purchase ac- 
celeration in time accounts for less than 14% of the sales 
increase, whereas stockpiling accounts for less than 2% 
of the sales increase due to promotion. These results can 
be very useful to managers in understanding the effec- 
tiveness of a sales promotion. The proposed method also 
can be used to compare the effectiveness of alternative 
promotional offerings under various competitive condi- 
tions so as to determine the most suitable and effective 
promotion. 

Some of the limitations of the study are also potential 
ideas for future research. First, the fact that when, what, 
and how much to buy are interrelated decisions for a 
consumer suggests that the "ideal" way to model these 
three decisions is to construct a large simultaneous sys- 
tem. However, because of the modeling and estimation 
complexity of such a simultaneous system, we made some 
simplifying assumptions. Future research therefore should 
attempt to relax these assumptions. 

Second, we ignore the lead effect of promotions. Pos- 
sibly consumers' purchase decisions are affected by their 
anticipation of future promotions (Doyle and Saunders 
1985). 

Third, the study addresses the issue of short-term im- 
pact of promotions, for which they are found to be ben- 
eficial. However, several studies suggest that past pro- 
motional purchases are likely to have a negative impact 
on repurchase probability of the brand. In other words, 
a promotion may have a negative long-term effect. More 
research is needed in this area. 

Fourth, a key variable not considered in the study is 
the use of coupons. Because coupons can have a great 
impact on consumers' purchase decisions, their omission 
can lead to specification errors. However, inclusion of 
coupons in the model requires data about coupon avail- 
ability (i.e., when a coupon was made available to a 
consumer for use) whereas most datasets contain infor- 
mation about coupon redemption. 

Fifth, the brand choice model assumes that even a 5- 
cents-off promotion will change the brand choice prob- 
abilities of a consumer. However, it is more intuitive to 
assume that unless the promotional offering is beyond a 
threshold level, it will have no effect on choice proba- 
bilities. Introducing the concept of threshold would be a 
useful next step. 

In spite of its limitations, the study provides a useful 
method for decomposing the sales "bump" during pro- 
motion into sales increase due to brand switching, pur- 
chase time acceleration, and stockpiling. Much work re- 
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mains to be done, but the study takes a significant step 
toward better understanding of the complex and inter- 
related decisions made by consumers in a changing mar- 
ket environment. 

APPENDIX A 
DATA-RELATED ISSUES 

A few households purchased multiple brands on a sin- 
gle purchase occasion. As there were very few occur- 
rences of this problem (less than 1.5% of all purchase 
occasions), it was resolved by randomly assigning any 
one of the multiple brands to the purchase record. 

Light users (less than 10 purchases in two years) were 
eliminated from the data because variables needing ini- 
tialization (e.g., brand loyalty) or using household av- 
erages (e.g., average purchase quantity) would not be 
stable for those households. These eliminated house- 
holds accounted for 1.7% of the purchase occasions and 
1.5% of total coffee sales in ounces. 

Of the 395 usable households in the dataset, only 100 
(randomly selected) households were used for analysis 
because of computer memory size limitations. However, 
the sample size is large enough to provide robust results. 

The calibration dataset for the brand choice and pur- 
chase quantity models contained 1526 purchase occa- 
sions (i.e., when coffee was bought). Because of miss- 
ing values of certain observations, 1462 observations were 
finally used for calibrating the brand choice model. The 
validation dataset contained 859 purchase occasions. 

The unit of observation for the interpurchase time model 
is purchase opportunity (i.e., when coffee could have 
been bought) instead of purchase occasion. In the cali- 
bration period (41 weeks), the number of purchase op- 
portunities for the 100 households should be 41 x 10 = 
4100. However, some households made more than one 
purchase in certain weeks. Hence the total number of 
purchase opportunities in the calibration period was 4211. 
Because of missing values for certain observations, 4160 
observations were finally used for calibrating the inter- 
purchase time model. Similarly, the number of purchase 
opportunities in the validation period was 2535. 

APPENDIX B 
ELASTICITY ANALYSIS 

We use the following expressions for brand choice 
elasticity, purchase time elasticity, and purchase quan- 
tity elasticity. The total promotional elasticity of a brand 
can be obtained as a sum of these three elasticities (see 
equation 11). 

Elasticities are calculated at the mean value of the 
variables. We therefore drop subscripts i (for con- 
sumers), n (for purchase occasion), and w (for weekly 
purchase opportunities). 

Brand Choice Elasticity 
As in equation 1, the choice probability of brand j is 

given by 

If Dj is the deal variable for brand j, the brand choice 
elasticity with respect to Dj can be represented as 

(B2) ')BC(j) =- = bDj (1 - p). 
pj 8Dj 

When interactions are included in the model, equation 
B2 is modified to 

sBC(j) = (b + b*'Xj*) D (1 -pj) 

where: 

X* = variables interacting with Dj and 
b* = parameters associated with the interaction terms. 

Purchase Time Elasticity 
The density function for interpurchase time is given 

by 

f(t) = t2t exp(-aot). 

Therefore, the purchase incidence probability (p) for 
any unit time period (t = 1) is given by the cumulative 
density function, 

(B3) p, = 1 - (1 + a) exp(-ac), 

where ao = exp(-c'Y) and Y = market conditions (see 
equation 3). 

Recall that the variables Y in the purchase time model 
are at the product category level. Thus the product cat- 
egory deal (Ydeal) is given as 

M 

Ydeal = 
> jDj 

j=1 

where Dj = deal for brand j and 8j = weight for brand 
j. 

The model uses individual-level weights for gj. How- 
ever, as indicated before, the elasticity analysis is being 
done at the average value of the market. We therefore 
use the brand's market share (sj) as the weight. 

If Y = Y* + Ydea, 
c = parameter associated with Ydeal, and 

c* = parameters associated with Y*, 

B3 can be written as 

(B4) p, = 1 - [1 + k exp(-csjDj)] exp[-k exp(-csiD,)] 

where k = exp(-c*'Y* - csMDM 

The purchase time elasticity therefore is given by 

(B5) ,=p DJ p, a csjDj 
~p(B5) D 1 +a-exp( Pt bDj 1 + a - exp(a) 

(B1) 
exp(b'Xi) 

exp(bX 
m=l 
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Purchase Quantity Elasticity 

The expected purchase quantity is given by 
L 

Q = kP(Q = k) 
k=l 

where k = 1, 2, ... are discrete, ordered categories of 

purchase quantity. For example, in our case k = 1 im- 

plies 13 oz, k = 2 implies 16 oz, and so on. For rep- 
resentational clarity, we denote k = 1 as R1, k = 2 as 
R2, and so on. The expected purchase quantity therefore 
can be written as 

(B6) 

L 

Q= RcPc 
c=l 

where Pc = P(Q = c). From equation 8, we know that 

exp(0c - 1'Z) exp(O0-i - P'Z) 
(B7) C 1 + exp(c, - P'Z) 1 + exp(Oc,_ - P'Z) 

As in the case of the purchase time model, here also the 
variables Z are at the product category level. Thus we 
can write 

3'Z = P*'Z* + ,sjD, 

where: 

Z* = all variables except deal of brand j with re- 

sponse parameters P*, 
Dj = deal of brand j with response parameter P, and 

sj = market share of brand j. 

Differentiating equation B7 with respect to Dj, we get 

Dj 8Q =Dj 
L P 

11PQ =--=- RC 

L 

-= J ERc R sj [P(Q < 
Rc-,) P(Q > Rc-,) Q c=i 

- P(Q Rc) P(Q > Rc)]. 
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