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A computer scientist meets a biologist ...

n= Aoo e experiments k=20 enp. foled
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Eliminating conflicts from experiments
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n = 1000 experiments
k = 20 experiments failed

Motivation

Running Time

Theoretical Nb of Instructions Real
2" 1.07 - 10°! 3.16 - 10% years
nk 10% 2.95 - 10* years
2k.p 1.05-10° 0.97 seconds
Notes:

— We assume that 2% instructions are carried out per second.
— The Big Bang happened roughly 13.5 - 10° years ago.
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Confine the combinatorial explosion to a parameter k.

For which problem—parameter combinations can we find
algorithms with running times of the form

Flk) -n%,

where the f is a computable function independent of the input
size n?
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PROBLEM
@ Input: an instance of the problem
@ Parameter: a parameter -

@ Question: a Yes—No question about the instance and the :
parameter

@ A parameter can be

o [solution size [
@ input size (trivial parameterization)
e related to the structure of the input (maximum degree,

treewidth, branchwidth, genus, ...)
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Main Complexity Classes
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P: class of problems that can be solved in time n°(!)
FPT: class of problems that can be solved in time f (k) - n°()
W[:]: parameterized intractability classes

Verten Cover Dominatin Seb 3 %, =y i
" 4 $ /

PCFPT CW[I]CW[2]--- C WI[P]
Independant Si

sel.
Known: If FPT = W[1], then the Exponential Time Hypothesis
fails, i.e. 3-SAT can be solved in time O(2¢") for every ¢ > 0.
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and example
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Vertex Cover
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VERTEX COVER (VC)
@ Input: A graph G = (V, E) on n vertices, an integer k.
@ Parameter: k

@ Question: Is there a set of vertices C C V of size at most k
such that every edge has at least one endpoint in C?

Vertex Cover: definition
and example
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General Argument by Graph Minors

Parameterized

Well-quasi-ordering: reflexive and transitive ordering which has Complexity
no infinite antichain (any set of pairwise mcomparable jects |s

finite) Hdc 6< S = /
Minor: A graph H is a minor of a graph G if H can be o] alned by
contracting dges of a subgraph of G.

By Robertson, Seymour:

@ finite graphs are well quasi ordered under taking minors
@ checking whether H is a minor of G can be done in time
f(H]) - |G1°W
— any graph problem whose Yes-instances (or No-instances)
are closed under taking minors is FPT.
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Graph Minor argument applied to VC
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Yes-instances of VC are closed under taking minors.

Let G be a graph and C be a vertex cover of size < k of G.

@ if H is obtained from G by removing an edge, then C is a v.c.
of size < kof H

@ if H is obtained from G by removing a vertex, ...
@ if H is obtained from G by contracting an edge, ...

Thus, VC € FPT.
But: this argument does not give us an FPT algorithm, as the
proofs are not constructive.

,k
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Algorithms for Vertex
Cover
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Brute Force Algorithms
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Algorithms for Vertex
Cover
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An FPT Algorithm
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Algorithm vei1(G, k);

Input : Agraph G = (V,E), aninteger k.2 o

Output: Yes if G has a vertex cover of size < k,
No otherwise.

1 if E= () then // all edges are covered
2 | returnYes

3 else if k =0 then // we used too many vertices
a | returnNo

")
5 else ﬁ’——"(
6 Select an edge uv € E;

L return vel1(G — u,k — 1) vvel(G — v, )

k—1

Algorithms for Vertex
Cover

~

@ Running time?
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Running Time of Algorithm vc1
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A faster FPT Algorithm
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Algorithm ve2(G, k);

1 if E=( then // all edges are covered
2 | returnYes

3 else if k = 0 then // we used too many vertices
a | returnNo

5 elseif A(G) <2then // G has maximum degree <2
| Solve the problem in polynomial time;

Algorithms for Vertex
Cover

Vv W

_

7 else
L Select a vertex v of maximum degree;

© o©

return ve2(G — v,k — 1) V ve2(G — N[v],k — d(v))

@ Running time?
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Exercise

Parameterized

Show that VC can be solved in polynomial time for graphs of Complexity
maxmium degree at most 2.

—

Pn — Size of vortex cover i
- . vortex cover s
c, > s of
U v v
T “ \‘:‘
C s & v.C contoining u

- ' =(C M)uq“] isa v.C. ¢£ s ¢\

Algorithms for Vertex
Cover
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Running Time of Algorithm vc2
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T € TA) +

T (k-
k le~ k-3
X = % Afx l

x3 = Yld’/l
3 —x*=A= o = solve using Muwkon's
me thod

st ene Posikiuc. el oot . xXAGESC
— u"‘l.)n\-r\:ﬂs 'E“\W\L s AHLSGR * Po't\? (U‘\)

Algc rithms for Vertex
‘‘‘‘‘

1.4656% - n0( (Current best: 1.2738% . n0(1)
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Comparison: classical
vs. parameterized
hardness reduction
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Parameterized Reduction
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Definition 1 (parameterized reduction)

A parameterized reduction is a transformation, taking as input an
instance (I, k) of a problem II;, and producing an instance (', k')
of a problem TI, in time £ (k) - |[1|°(") such that
@ (I,k) is a Yes-instance for II; <= (I, k') is a Yes-instance
for I,
@ k' < g(k) for a function g

™, =,
Lk\l'—-’) (T‘ k) o
t-"!l:msgor‘mahw\ done Hime !PCQ IT'
NES e TES
L' < SCQ

Comparison: classical
vs. parameterized
hardness reduction
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@ Induced Biclique: example and definition
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Definition by example
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wdyveed

BN Vague i
Hag gmf»lﬂ 2

Induced (2,3)-Biclique B C V.
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solve TS — use ﬁ{fa i

INDUCED BicLIQUE (IB)
@ Input: G = (V,E), k.
@ Parameter: k
@ Question: Does G have an induced (k, k)-Biclique?

INDEPENDENT SET (IS)

@ Input: G = (V,E), k.
@ Parameter: k
@ Question: Does G have k pairwise non-adjacent vertices?

Induced Biclique
example and definition

IS is a typical W[1]-complete problem.
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Induced Biclique is
W-hard

@ Induced Biclique is W[1]-hard
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Independent Set reduces to Induced Biclique
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o R.G. Downey, M. R. Fellows: Parameterized Complexity.
Springer-Verlag, 1999.

J. Flum and M. Grohe. Parameterized Complexity Theory.
Springer-Verlag, 2006.
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@ WIKI: http://fpt.wikidot.com

Resources

30/30


http://fpt.wikidot.com

	Introduction to Parameterized Complexity
	Motivation
	Examples of parameters
	Main Complexity Classes

	FPT Algorithms
	Vertex Cover: definition and example
	General Argument by Graph Minors
	Algorithms for Vertex Cover

	W-Hardness
	Comparison: classical vs. parameterized hardness reduction
	Induced Biclique: example and definition
	Induced Biclique is W[1]-hard

	Resources

