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From Procaryotes to Eucaryotes

Introduction

All living creatures are made of cells - small membrane-bounded compartments filled with a
concentrated aqueous solution of chemicals. The simplest forms of life are solitary cells that
propagate by dividing in two. Higher organisms, such as ourselves, are like cellular cities in
which groups of cells perform specialized functions and are linked by intricate systems of
communication. Cells occupy a halfway point in the scale of biological complexity. We study
them to learn, on the one hand, how they are made from molecules and, on the other, how they
cooperate to make an organism as complex as a human being.

All organisms, and all of the cells that constitute them, are believed to have descended from a
common ancestor cell through evolution by natural selection. This involves two essential
processes: (1) the occurrence of random variation in the genetic information passed from an
individual to its descendants and (2) selection in favor of genetic information that helps its
possessors to survive and propagate. Evolution is the central principle of biology, helping us to
make sense of the bewildering variety in the living world.

This chapter, like the book as a whole, is concerned with the progression from molecules to
multicellular organisms. It discusses the evolution of the cell, first as a living unit constructed
from smaller parts and then as a building block for larger structures. Through evolution, we
introduce the cell components and activities that are to be treated in detail, in broadly similar
sequence, in the chapters that follow. Beginning with the origins of the first cell on earth, we
consider how the properties of certain types of large molecules allow hereditary information to be
transmitted and expressed and permit evolution to occur. Enclosed in a membrane, these
molecules provide the essentials of a self-replicating cell. Following this, we describe the major
transition that occurred in the course of evolution, from small bacteriumlike cells to much larger
and more complex cells such as are found in present-day plants and animals. Lastly, we suggest
ways in which single free-living cells might have given rise to large multicellular organisms,
becoming specialized and cooperating in the formation of such intricate organs as the brain.

Clearly, there are dangers in introducing the cell through its evolution: the large gaps in our
knowledge can be filled only by speculations that are liable to be wrong in many details. We
cannot go back in time to witness the unique molecular events that took place billions of years
ago. But those ancient events have left many traces for us to analyze. Ancestral plants, animals,
and even bacteria are preserved as fossils. Even more important, every modern organism
provides evidence of the character of living organisms in the past. Present-day biological
molecules, in particular, are a rich source of information about the course of evolution, revealing
fundamental similarities between the most disparate of living organisms and allowing us to map
out the differences between them on an objective universal scale. These molecular similarities
and differences present us with a problem like that which confronts the literary scholar who
seeks to establish the original text of an ancient author by comparing a mass of variant
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From Procaryotes to Eucaryotes

manuscripts that have been corrupted through repeated copying and editing. The task is hard,
and the evidence is incomplete, but it is possible at least to make intelligent guesses about the
major stages in the evolution of living cells.

From Molecules to the First Celll

Simple Biological Molecules Can Form Under
Prebiotic Conditions1.2

The conditions that existed on the earth in its first billion years are still a matter of dispute. Was
the surface initially molten? Did the atmosphere contain ammonia, or methane? Everyone seems
to agree, however, that the earth was a violent place with volcanic eruptions, lightning, and
torrential rains. There was little if any free oxygen and no layer of ozone to absorb the ultraviolet
radiation from the sun. The radiation, by its photochemical action, may have helped to keep the
atmosphere rich in reactive molecules and far from chemical equilibrium.

Simple organic molecules (that is, molecules containing carbon) are likely to have been
produced under such conditions. The best evidence for this comes from laboratory experiments.
If mixtures of gases such as CO,, CH,, NH3, and H, are heated with water and energized by

electrical discharge or by ultraviolet radiation, they react to form small organic molecules -
usually a rather small selection, each made in large amounts (Figure 1-1). Among these
products are compounds, such as hydrogen cyanide (HCN) and formaldehyde (HCHO), that
readily undergo further reactions in agueous solution (Figure 1-2). Most important,
representatives of most of the major classes of small organic molecules found in cells are
generated, including amino acids, sugars, and the purines and pyrimidines required to make
nucleotides.

Although such experiments cannot reproduce the early conditions on the earth exactly, they
make it plain that the formation of organic molecules is surprisingly easy. And the developing
earth had immense advantages over any human experimenter; it was very large and could
produce a wide spectrum of conditions. But above all, it had much more time - tens to hundreds
of millions of years. In such circumstances it seems very likely that, at some time and place,
many of the simple organic molecules found in present-day cells accumulated in high
concentrations.

Complex Chemical Systems Can Develop in an Environment
That Is Far from Chemical Equilibrium

Simple organic molecules such as amino acids and nucleotides can associate to form polymers.

file://H|/albert/paginas/from_procaryotes_to_eucaryotes.htm (3 of 25) [29/05/2003 04:53:10 a.m.]



From Procaryotes to Eucaryotes

One amino acid can join with another by forming a peptide bond, and two nucleotides can join
together by a phosphodiester bond. The repetition of these reactions leads to linear polymers
known as polypeptides and polynucleotides, respectively. In present-day living cells, large
polypeptides - known as proteins - and polynucleotides - in the form of both ribonucleic acids
(RNA) and deoxyribonucleic acids (DNA)are commonly viewed as the most important
constituents. A restricted set of 20 amino acids constitute the universal building blocks of the
proteins, while RNA and DNA molecules are constructed from just four types of nucleotides
each. Although it is uncertain why these particular sets of monomers were selected for
biosynthesis in preference to others that are chemically similar, we shall see that the chemical
properties of the corresponding polymers suit them especially well for their specific roles in the
cell.

The earliest polymers may have formed in any of several ways - for example, by the heating of
dry organic compounds or by the catalytic activity of high concentrations of inorganic
polyphosphates or other crude mineral catalysts. Under laboratory conditions the products of
similar reactions are polymers of variable length and random sequence in which the particular
amino acid or nucleotide added at any point depends mainly on chance (Figure 1-3). Once a
polymer has formed, however, it can itself influence subsequent chemical reactions by acting as
a catalyst.

The origin of life requires that in an assortment of such molecules there must have been some
possessing, if only to a small extent, a crucial property: the ability to catalyze reactions that lead,
directly or indirectly, to production of more molecules of the catalyst itself. Production of catalysts
with this special self-promoting property would be favored, and the molecules most efficient in
aiding their own production would divert raw materials from the production of other substances.
In this way one can envisage the gradual development of an increasingly complex chemical
system of organic monomers and polymers that function together to generate more molecules of
the same types, fueled by a supply of simple raw materials in the environment. Such an
autocatalytic system would have some of the properties we think of as characteristic of living
matter: it would comprise a far from random selection of interacting molecules; it would tend to
reproduce itself; it would compete with other systems dependent on the same feedstocks; and if
deprived of its feedstocks or maintained at a wrong temperature that upsets the balance of
reaction rates, it would decay toward chemical equilibrium and "die."

But what molecules could have had such autocatalytic properties? In present-day living cells the
most versatile catalysts are polypeptides, composed of many different amino acids with
chemically diverse side chains and, consequently, able to adopt diverse three-dimensional forms
that bristle with reactive sites. But although polypeptides are versatile as catalysts, there is no
known way in which one such molecule can reproduce itself by directly specifying the formation
of another of precisely the same sequence.

Polynucleotides Are Capable of Directing Their Own
Synthesis3

Polynucleotides have properties that contrast with those of polypeptides. They have more limited
capabilities as catalysts, but they can directly guide the formation of exact copies of their own
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sequence. This capacity depends on complementary pairing of nucleotide subunits, which
enables one polynucleotide to act as a template for the formation of another. In the simplest case
a polymer composed of one nucleotide (for example, polycytidylic acid, or poly C) can line up the
subunits required to make another polynucleotide (in this example, polyguanylic acid, or poly G)
along its surface, thereby promoting their polymerization into poly G (Figure 1-4). Because C
subunits preferentially bind G subunits, and vice versa, the poly-G molecule in turn can promote
synthesis of more poly C.

Consider now a polynucleotide with a more complex sequence of subunits - specifically, a
molecule of RNA strung together from four types of nucleotides, containing the bases uracil (U),
adenine (A), cytosine (C), and guanine (G), arranged in some particular sequence. Because of
complementary pairing between the bases A and U and between the bases G and C, this
molecule, when added to a mixture of activated nucleotides under suitable conditions, will line
them up for polymerization in a sequence complementary to its own. The resulting new RNA
molecule will be rather like a mold of the original, with each A in the original corresponding to a U
in the copy and so on. The sequence of nucleotides in the original RNA strand contains
information that is, in essence, preserved in the newly formed complementary strands: a second
round of copying, with the complementary strand as a template, restores the original sequence
(Figure 1-5).

Such complementary templating mechanisms are elegantly simple, and they lie at the heart of
information transfer processes in biological systems. Genetic information contained in every cell
is encoded in the sequences of nucleotides in its polynucleotide molecules, and this information
is passed on (inherited) from generation to generation by means of complementary base-pairing
interactions.

Templating mechanisms, however, require additional catalysts to promote polymerization;
without these the process is slow and inefficient and other, competing reactions prevent the
formation of accurate replicas. Today, the catalytic functions that polymerize nucleotides are
provided by highly specialized catalytic proteinsthat is, by enzymes. In the "prebiotic soup”
primitive polypeptides might perhaps have provided some catalytic help. But molecules with the
appropriate catalytic specificity would have remained rare unless the RNA itself were able
somehow to reciprocate and favor their production. We shall come back to the reciprocal
relationship between RNA synthesis and protein synthesis, which is crucially important in all
living cells. But let us first consider what could be done with RNA itself, for RNA molecules can
have a variety of catalytic properties, besides serving as templates for their own replication. In
particular, an RNA molecule with an appropriate nucleotide sequence can act as catalyst for the
accurate replication of another RNA molecule - the template - whose sequence can be arbitrary.
The special versatility of RNA molecules is thought to have enabled them to play a central role in
the origin of life.

Self-replicating Molecules Undergo Natural Selection3, 4

RNA molecules are not just strings of symbols that carry information in an abstract way. They
also have chemical personalities that affect their behavior. In particular, the specific sequence of
nucleotides governs how the molecule folds up in solution. Just as the nucleotides in a
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polynucleotide can pair with free complementary nucleotides in their environment to form a new
polymer, so they can pair with complementary nucleotide residues within the polymer itself. A
sequence GGGG in one part of a polynucleotide chain can form a relatively strong association
with a CCCC sequence in another region of the same molecule. Such associations produce
complex three-dimensional patterns of folding, and the molecule as a whole takes on a specific
shape that depends entirely on the sequence of its nucleotides (Figure 1-6).

The three-dimensional folded structure of a polynucleotide affects its stability, its actions on other
molecules, and its ability to replicate, so that not all polynucleotide shapes will be equally
successful in a replicating mixture. Moreover, errors inevitably occur in any copying process, and
imperfect copies of the originals will be propagated. With repeated replication, therefore, new
variant sequences of nucleotides will be continually generated. Thus, in laboratory studies,
replicating systems of RNA molecules have been shown to undergo a form of natural selection in
which different favorable sequences eventually predominate, depending on the exact conditions.
Most important, RNA molecules can be selected for the ability to bind almost any other molecule
specifically. This too has been shown, in experiments in vitro that begin with a preparation of
short RNA molecules with random nucleotide sequences manufactured artificially. These are
passed down a column packed with beads to which some chosen substance is bonded. RNA
molecules that fail to bind to the chosen substance are washed through the column and
discarded; those few that bind are retained and used as templates to direct production of multiple
copies of their own sequences. This new RNA preparation, enriched in sequences that bind the
chosen substance, is then used as the starting material for a repetition of the procedure. After
several such cycles of selection and reproduction, the RNA is found to consist of multiple copies
of a relatively small number of sequences, each of which binds the test substance quite
specifically.

An RNA molecule therefore has two special characteristics: it carries information encoded in its
nucleotide sequence that it can pass on by the process of replication, and it has a specific folded
structure that enables it to interact selectively with other molecules and determines how it will
respond to the ambient conditions. These two features - one informational, the other functional -
are the two properties essential for evolution. The nucleotide sequence of an RNA molecule is
analogous to the genotype - the hereditary information - of an organism. The folded three-
dimensional structure is analogous to the phenotype - the expression of the genetic information
on which natural selection operates.

Specialized RNA Molecules Can Catalyze Biochemical
Reactions>

Natural selection depends on the environment, and for a replicating RNA molecule a critical
component of the environment is the set of other RNA molecules in the mixture. Besides acting
as templates for their own replication, these can catalyze the breakage and formation of covalent
bonds between nucleotides. For example, some specialized RNA molecules can catalyze a
change in other RNA molecules, cutting the nucleotide sequence at a particular point; and other
types of RNA molecules spontaneously cut out a portion of their own nucleotide sequence and
rejoin the cut ends (a process known as self-splicing). Each RNA-catalyzed reaction depends on
a specific arrangement of atoms that forms on the surface of the catalytic RNA molecule (the
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ribozyme), causing particular chemical groups on one or more of its nucleotides to become
highly reactive.

Certain catalytic activities would have had a cardinal importance in the primordial soup. Consider
in particular an RNA molecule that helps to catalyze the process of templated polymerization,
taking any given RNA molecule as template. (This ribozyme activity has been directly
demonstrated in vitro, albeit in a rudimentary form.) Such a molecule, by acting on copies of
itself, can replicate with heightened speed and efficiency (Figure 1-7A). At the same time, it can
promote the replication of any other type of RNA molecules in its neighborhood (Figure 1-7B).
Some of these may have catalytic actions that help or hinder the survival or replication of RNA in
other ways. If beneficial effects are reciprocated, the different types of RNA molecules,
specialized for different activities, may evolve into a cooperative system that replicates with
unusually great efficiency.

Information Flows from Polynucleotides to Polypeptides®

There are strong suggestions, therefore, that between 3.5 and 4 billion years ago, somewhere
on earth, self-replicating systems of RNA molecules, mixed with other organic molecules
including simple polypeptides, began the process of evolution. Systems with different sets of
polymers competed for the available precursor materials to construct copies of themselves, just
as organisms now compete; success depended on the accuracy and the speed with which the
copies were made and on the stability of those copies.

However, as we emphasized earlier, while the structure of polynucleotides is well suited for
information storage and replication, their catalytic abilities are limited by comparison with those
of polypeptides, and efficient replication of polynucleotides in modern cells is absolutely
dependent on proteins. At the origin of life any polynucleotide that helped guide the synthesis of
a useful polypeptide in its environment would have had a great advantage in the evolutionary
struggle for survival.

But how could the information encoded in a polynucleotide specify the sequence of a polymer of
a different type? Clearly, the polynucleotides must act as catalysts to join selected amino acids
together. In present-day organisms a collaborative system of RNA molecules plays a central part
in directing the synthesis of polypeptides - that is, protein synthesis - but the process is aided by
other proteins synthesized previously. The biochemical machinery for protein synthesis is
remarkably elaborate. One RNA molecule carries the genetic information for a particular
polypeptide in the form of a code, while other RNA molecules act as adaptors, each binding a
specific amino acid. These two types of RNA molecules form complementary base pairs with one
another to enable sequences of nucleotides in the coding RNA molecule to direct the
incorporation of specific amino acids held on the adaptor RNAs into a growing polypeptide chain.
Precursors to these two types of RNA molecules presumably directed the first protein synthesis
without the aid of proteins (Figure 1-7C).

Today, these events in the assembly of new proteins take place on the surface of ribosomes -
complex particles composed of several large RNA molecules of yet another class, together with
more than 50 different types of protein. In Chapter 5 we shall see that the ribosomal RNA in
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these particles plays a central catalytic role in the process of protein synthesis and forms more
than 60% of the ribosome's mass. At least in evolutionary terms, it appears to be the
fundamental component of the ribosome.

It seems likely, then, that RNA guided the primordial synthesis of proteins, perhaps in a clumsy
and primitive fashion. In this way RNA was able to create tools - in the form of proteins - for more
efficient biosynthesis, and some of these could have been put to use in the replication of RNA
and in the process of tool production itself.

The synthesis of specific proteins under the guidance of RNA required the evolution of a code by
which the polynucleotide sequence specifies the amino acid sequence that makes up the
protein. This code - the genetic code - is spelled out in a "dictionary" of three-letter words:
different triplets of nucleotides encode specific amino acids. The code seems to have been
selected arbitrarily (subject to some constraints, perhaps); yet it is virtually the same in all living
organisms. This strongly suggests that all present-day cells have descended from a single line of
primitive cells that evolved the mechanism of protein synthesis.

Membranes Defined the First Cell’

One of the crucial events leading to the formation of the first cell must have been the
development of an outer membrane. For example, the proteins synthesized under the control of
a certain species of RNA would not facilitate reproduction of that species of RNA unless they
remained in the neighborhood of the RNA; moreover, as long as these proteins were free to
diffuse among the population of replicating RNA molecules, they could benefit equally any
competing species of RNA that might be present. If a variant RNA arose that made a superior
type of enzyme, the new enzyme could not contribute selectively to the survival of the variant
RNA in its competition with its fellows. Selection of RNA molecules according to the quality of the
proteins they generated could not occur efficiently until some form of compartment evolved to
contain the proteins made by an RNA molecule and thereby make them available only to the
RNA that had generated them (Figure 1-8).

The need for containment is easily fulfilled by another class of molecules that has the simple
physicochemical property of being amphipathic, that is, consisting of one part that is hydrophobic
(water insoluble) and another part that is hydrophilic (water soluble). When such molecules are
placed in water, they aggregate, arranging their hydrophobic portions as much in contact with
one another as possible and their hydrophilic portions in contact with the water. Amphipathic
molecules of appropriate shape spontaneously aggregate to form bilayers, creating small closed
vesicles whose aqueous contents are isolated from the external medium (Figure 1-9). The
phenomenon can be demonstrated in a test tube by simply mixing phospholipids and water
together: under appropriate conditions, small vesicles will form. All present-day cells are
surrounded by a plasma membrane consisting of amphipathic molecules - mainly phospholipids -
in this configuration; in cell membranes, the lipid bilayer also contains amphipathic proteins. In
the electron microscope such membranes appear as sheets about 5 nm thick, with a distinctive
three-layered appearance due to the tail-to-tail packing of the phospholipid molecules.

Presumably, the first membrane-bounded cells were formed by spontaneous assembly of
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phospholipid molecules from the prebiotic soup, enclosing a self-replicating mixture of RNA and
other molecules. It is not clear at what point in the evolution of biological catalysts and protein
synthesis this first occurred. In any case, once RNA molecules were sealed within a closed
membrane, they could begin to evolve in earnest as carriers of genetic instructions: they could
be selected not merely on the basis of their own structure, but also according to their effect on
the other molecules in the same compartment. The nucleotide sequences of the RNA molecules
could now be expressed in the character of a unitary living cell.

All Present-Day Cells Use DNA as Their Hereditary
Material3: 6. 8

The picture we have presented is, of course, speculative: there are no fossil records that trace
the origins of the first cell. Nevertheless, there is persuasive evidence from present-day
organisms and from experiments that the broad features of this evolutionary story are correct.
The prebiotic synthesis of small molecules, the self-replication of catalytic RNA molecules, the
translation of RNA sequences into amino acid sequences, and the assembly of lipid molecules to
form membrane-bounded compartments - all presumably occurred to generate primitive cells 3.5
to 4 billion years ago.

It is useful to compare these early cells with the simplest and smallest present-day cells, the
mycoplasmas. Mycoplasmas are small bacteria of a degenerate type that normally lead a
parasitic existence in close association with animal or plant cells (Figure 1-10). Some have a
diameter of about 0.3 mm and contain only enough nucleic acid to direct the synthesis of about
400 different proteins. Some of these proteins are enzymes, some are structural; some lie in the
cell's interior, others are embedded in its membrane. Together they synthesize essential small
molecules that are not available in the environment, redistribute the energy needed to drive
biosynthetic reactions, and maintain appropriate conditions inside the cell.

The first cells on the earth were presumably less sophisticated than a mycoplasma and less
efficient in reproducing themselves. There was, however, a more fundamental difference
between these primitive cells and a mycoplasma, or indeed any other present-day cell: the
hereditary information in all cells alive today is stored in DNA rather than in the RNA that is
thought to have stored the hereditary information during the earliest stages of evolution. Both
types of polynucleotides are found in present-day cells, but they function in a collaborative
manner, each having evolved to perform specialized tasks. Small chemical differences fit the two
kinds of molecules for distinct functions. DNA acts as the permanent repository of genetic
information, and, unlike RNA, it is found in cells principally in a double-stranded form, composed
of a pair of complementary polynucleotide molecules. This double-stranded structure makes
DNA in cells more robust and stable than RNA,; it also makes DNA relatively easy to replicate (as
will be explained in Chapter 3) and permits a repair mechanism to operate that uses the intact
strand as a template for the correction or repair of the associated damaged strand. DNA guides
the synthesis of specific RNA molecules, again by the principle of complementary base-pairing,
though now this pairing is between slightly different types of nucleotides. The resulting single-
stranded RNA molecules then perform two primeval functions: they direct protein synthesis both
as coding RNA molecules (messenger RNAs) and as RNA catalysts (ribosomal and other
nonmessenger RNAS).
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The suggestion, in short, is that RNA preceded DNA in evolution, having both genetic and
catalytic properties; eventually, DNA took over the primary genetic function and proteins became
the major catalysts, while RNA remained primarily as the intermediary connecting the two
(Figure 1-11). With the advent of DNA cells were enabled to become more complex, for they
could then carry and transmit an amount of genetic information greater than that which could be
stably maintained in RNA molecules.

Summary

Living cells probably arose on earth about 3.5 billion years ago by spontaneous reactions
between molecules in an environment that was far from chemical equilibrium. From our
knowledge of present-day organisms and the molecules they contain, it seems likely that the
development of the directly autocatalytic mechanisms fundamental to living systems began with
the evolution of families of RNA molecules that could catalyze their own replication. With time,
one of these families of cooperating RNA catalysts developed the ability to direct synthesis of
polypeptides. Finally, as the accumulation of additional protein catalysts allowed more efficient
and complex cells to evolve, the DNA double helix replaced RNA as a more stable molecule for
storing the increased amounts of genetic information required by such cells.
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Figure 1-1. A typical experiment simulating conditions on the primitive earth. Water is heated in a
closed apparatus containing CH,, NH3, and H,, and an electric discharge is passed through the

vaporized mixture. Organic compounds accumulate in the U-tube trap.
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Figure 1-2. A few of the compounds that might form in the experiment described in Figure 1-1.
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Figure 1-3. Formation of polynucleotides and polypeptides. Nucleotides of four kinds (here
represented by the single letters A, U, G, and C) can undergo spontaneous polymerization with
the loss of water. The product is a mixture of polynucleotides that are random in length and
sequence. Similarly, amino acids of different types, symbolized here by three-letter abbreviated
names, can polymerize with one another to form polypeptides. Present-day proteins are built

from a standard set of 20 types of amino acids.
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Figure 1-4. Polynucleotides as templates. Preferential binding occurs between pairs of
nucleotides (G with C and U with A) by relatively weak chemical bonds (above). This pairing

enables one polynucleotide to act as a template for the synthesis of another (left).

step 1 step 2

AHGHGHUHCHCHA UHEHCHAHGHGHU|
ORIGINAL SEQUEMCE COMPLEMEMNTARY
FORMS SEQUEMNCE FORMS
COMPLEMENTARY ORIGINAL SEQUENCE
SEQUENCE

UHCHEHAHGHGHUY] AHGHGHUHCHCHA]

Figure 1-5. Replication of a polynucleotide sequence (here an RNA molecule). In step 1 the
original RNA molecule acts as a template to form an RNA molecule of complementary sequence.
In step 2 this complementary RNA molecule itself acts as a template, forming RNA molecules of
the original sequence. Since each templating molecule can produce many copies of the
complementary strand, these reactions can result in the "multiplication” of the original sequence.
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Figure 1-6. Conformation of an RNA molecule. Nucleotide pairing between different regions of
the same polynucleotide (RNA) chain causes the molecule to adopt a distinctive shape.
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Figure 1-7. Three successive steps in the evolution of a self-replicating system of RNA
molecules capable of directing protein synthesis.
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Figure 1-8. Evolutionary significance of cell-like compartments. In a mixed population of self-
replicating RNA molecules capable of influencing protein synthesis (as illustrated in Figure 1-7),
any improved form of RNA that is able to promote formation of a more useful protein must share
this protein with its neighboring competitors. However, if the RNA is enclosed within a
compartment, such as a lipid membrane, then any protein the RNA causes to be made is
retained for its own use; the RNA can therefore be selected on the basis of its guiding production
of a better protein.
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Figure 1-9. Formation of membranes by phospholipids. Because these molecules have
hydrophilic heads and lipophilic tails, they will align themselves at an oil-water interface with their
heads in the water and their tails in the oil. In water they will associate to form closed bilayer
vesicles in which the lipophilic tails are in contact with one another and the hydrophilic heads are
exposed to the water.
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Hum

Figure 1-10. Spiroplasma citrii, a mycoplasma that grows in plant cells. (Courtesy of Jeremy
Burgess.)

-
! RANA-based systams

EVOLUTION OF
ADAPTOR ANAs

o
I AMN& and protain-based sysiams

RMA ——m= protein

EVOLUTION OF NEW ENZYMES
THAT CREATE DMNA AND MAKE
ANA COPIES FROMIT

-
{ presant-day cells

DMNA —#= ANA —= protein

Figure 1-11. Suggested stages of evolution from simple self-replicating systems of RNA
molecules to present-day cells. Today, DNA is the repository of genetic information and RNA
acts largely as a go-between to direct protein synthesis.
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Protozoa Include the Most Complex Cells Known

In Eucaryotic Cells the Genetic Material Is Packaged in Complex Ways

Summary

Introduction

It is thought that all organisms living now on earth derive from a single primordial cell born more
than 3 billion years ago. This cell, out-reproducing its competitors, took the lead in the process of
cell division and evolution that eventually covered the earth with green, changed the composition
of its atmosphere, and made it the home of intelligent life. The family resemblances among all
organisms seem too strong to be explained in any other way. One important landmark along this
evolutionary road occurred about 1.5 billion years ago, when there was a transition from small
cells with relatively simple internal structures - the so-called procaryotic cells, which include the
various types of bacteria - to a flourishing of larger and radically more complex eucaryotic cells
such as are found in higher animals and plants.

Procaryotic Cells Are Structurally Simple but Biochemically
DiverselO

Bacteria are the simplest organisms found in most natural environments. They are spherical or
rod-shaped cells, commonly several micrometers in linear dimension (Figure 1-12). They often
possess a tough protective coat, called a cell wall, beneath which a plasma membrane encloses a
single cytoplasmic compartment containing DNA, RNA, proteins, and small molecules. In the
electron microscope this cell interior appears as a matrix of varying texture without any obvious
organized internal structure (see Figure 1-12B).

Bacteria are small and can replicate quickly, simply dividing in two by binary fission. When food is
plentiful, "survival of the fittest" generally means survival of those that can divide the fastest.
Under optimal conditions a single procaryotic cell can divide every 20 minutes and thereby give
rise to 5 billion cells (approximately equal to the present human population on earth) in less than
11 hours. The ability to divide quickly enables populations of bacteria to adapt rapidly to changes
in their environment. Under laboratory conditions, for example, a population of bacteria
maintained in a large vat will evolve within a few weeks by spontaneous mutation and natural
selection to utilize new types of sugar molecules as carbon sources.

In nature bacteria live in an enormous variety of ecological niches, and they show a corresponding

file:///H|/albert/paginas/from_molecules_to_the_first_cell.htm (2 of 24) [29/05/2003 04:53:16 a.m.]



From Moleculesto the First Cell

richness in their underlying biochemical composition. Two distantly related groups can be
recognized: the eubacteria, which are the commonly encountered forms that inhabit soil, water,
and larger living organisms; and the archaebacteria, which are found in such incommodious
environments as bogs, ocean depths, salt brines, and hot acid springs (Figure 1-13).

There are species of bacteria that can utilize virtually any type of organic molecule as food,
including sugars, amino acids, fats, hydrocarbons, polypeptides, and polysaccharides. Some are
even able to obtain their carbon atoms from CO, and their nitrogen atoms from N,. Despite their

relative simplicity, bacteria have existed for longer than any other organisms and still are the most
abundant type of cell on earth.

Metabolic Reactions EvolvelO, 11

A bacterium growing in a salt solution containing a single type of carbon source, such as glucose,
must carry out a large number of chemical reactions. Not only must it derive from the glucose the
chemical energy needed for many vital processes, it must also use the carbon atoms of glucose to
synthesize every type of organic molecule that the cell requires. These reactions are catalyzed by
hundreds of enzymes working in reaction "chains" so that the product of one reaction is the
substrate for the next; such enzymatic chains, called metabolic pathways, will be discussed in the
following chapter.

Originally, when life began on earth, there was probably little need for such elaborate metabolic
reactions. Cells with relatively simple chemistry could survive and grow on the molecules in their
surroundings. But as evolution proceeded, competition for these limited natural resources would
have become more intense. Organisms that had developed enzymes to manufacture useful
organic molecules more efficiently and in new ways would have had a strong selective advantage.
In this way the complement of enzymes possessed by cells is thought to have gradually
increased, generating the metabolic pathways of present organisms. Two plausible ways in which
a metabolic pathway could arise in evolution are illustrated in Figure 1-14.

If metabolic pathways evolved by the sequential addition of new enzymatic reactions to existing
ones, the most ancient reactions should, like the oldest rings in a tree trunk, be closest to the
center of the "metabolic tree," where the most fundamental of the basic molecular building blocks
are synthesized. This position in metabolism is firmly occupied by the chemical processes that
involve sugar phosphates, among which the most central of all is probably the sequence of
reactions known as glycolysis, by which glucose can be degraded in the absence of oxygen (that
is, anaerobically). The oldest metabolic pathways would have had to be anaerobic because there
was no free oxygen in the atmosphere of the primitive earth. Glycolysis occurs in virtually every
living cell and drives the formation of the compound adenosine triphosphate, or ATP, which is
used by all cells as a versatile source of chemical energy. Certain thioester compounds play a
fundamental role in the energy-transfer reactions of glycolysis and in a host of other basic
biochemical processes in which two organic molecules (a thiol and a carboxylic acid) are joined by
a high-energy bond involving sulfur (Figure 1-15). It has been argued that this simple but powerful
chemical device is a relic of prebiotic processes, reflecting the reactions that occurred in the
sulfurous, volcanic environment of the early earth, before even RNA had begun to evolve.
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Linked to the core reactions of glycolysis are hundreds of other chemical processes. Some of
these are responsible for the synthesis of small molecules, many of which in turn are utilized in
further reactions to make the large polymers specific to the organism. Other reactions are used to
degrade complex molecules, taken in as food, into simpler chemical units. One of the most
striking features of these metabolic reactions is that they take place similarly in all kinds of
organisms, suggesting an extremely ancient origin.

Evolutionary Relationships Can Be Deduced by Comparing
DNA Sequences 12

The enzymes that catalyze the fundamental metabolic reactions, while continuing to serve the
same essential functions, have undergone progressive modifications as organisms have evolved
into divergent forms. For this reason the amino acid sequence of the same type of enzyme in
different living species provides a valuable indication of the evolutionary relationship between
these species. The evidence obtained closely parallels that from other sources, such as the fossil
record. An even richer source of information is locked in the living cell in the sequences of
nucleotides in DNA, and modern methods of analysis allow these DNA sequences to be
determined in large numbers and compared between species. Comparisons of highly conserved
sequences, which have a central function and therefore change only slowly during evolution, can
reveal relationships between organisms that diverged long ago (Figure 1-16), while very rapidly
evolving sequences can be used to determine how more closely related species evolved. It is
expected that continued application of these methods will enable the course of evolution to be
followed with unprecedented accuracy.

Cyanobacteria Can Fix CO2 and N2 13

As competition for the raw materials for organic syntheses intensified, a strong selective
advantage would have been gained by any organisms able to utilize carbon and nitrogen atoms
(in the form of CO, and N,) directly from the atmosphere. But while they are abundantly available,

CO, and N, are also very stable. It therefore requires a large amount of energy as well as a

number of complicated chemical reactions to convert them to a usable form - that is, into organic
molecules such as simple sugars.

In the case of CO, the major mechanism that evolved to achieve this transformation was
photosynthesis, in which radiant energy captured from the sun drives the conversion of CO, into

organic compounds. The interaction of sunlight with a pigment molecule, chlorophyll, excites an
electron to a more highly energized state. As the electron drops back to a lower energy level, the
energy it gives up drives chemical reactions that are facilitated and directed by protein molecules.

One of the first sunlight-driven reactions was probably the generation of "reducing power." The
carbon and nitrogen atoms in atmospheric CO, and N, are in an oxidized and inert state. One

way to make them more reactive, so that they participate in biosynthetic reactions, is to reduce
them - that is, to give them a larger number of electrons. This is achieved in several steps. In the
first step electrons are removed from a poor electron donor and transferred to a strong electron
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donor by chlorophyll in a reaction that is driven by sunlight. The strong electron donor is then used
to reduce CO, or N,. Comparison of the mechanisms of photosynthesis in various present-day

bacteria suggests that one of the first sources of electrons was H,S, from which the primary waste

product would have been elemental sulfur. Later the more difficult but ultimately more rewarding
process of obtaining electrons from H,O was accomplished, and O, was released in large

amounts as a waste product.

Cyanobacteria (also known as blue-green algae) are today a major route by which both carbon
and nitrogen are converted into organic molecules and thus enter the biosphere. They include the
most self-sufficient organisms that now exist. Able to "fix" both CO, and N, into organic

molecules, they are, to a first approximation, able to live on water, air, and sunlight alone; the
mechanisms by which they do this have probably remained essentially constant for several billion
years. Together with other bacteria that have some of these capabilities, they created the
conditions in which more complex types of organisms could evolve: once one set of organisms
had succeeded in synthesizing the whole gamut of organic cell components from inorganic raw
materials, other organisms could subsist by feeding on the primary synthesizers and on their
products.

Bacteria Can Carry Out the Aerobic Oxidation of Food
Molecules13

Many people today are justly concerned about the environmental consequences of human
activities. But in the past other organisms have caused revolutionary changes in the earth's
environment (although very much more slowly). Nowhere is this more apparent than in the
composition of the earth's atmosphere, which through oxygen-releasing photosynthesis was
transformed from a mixture containing practically no molecular oxygen to one in which oxygen
constitutes 21% of the total (Figure 1-17).

Since oxygen is an extremely reactive chemical that can interact with most cytoplasmic
constituents, it must have been toxic to many early organisms, just as it is to many present-day
anaerobic bacteria. However, this reactivity also provides a source of chemical energy, and, not
surprisingly, this has been exploited by organisms during the course of evolution. By using
oxygen, organisms are able to oxidize more completely the molecules they ingest. For example, in
the absence of oxygen glucose can be broken down only to lactic acid or ethanol, the end
products of anaerobic glycolysis. But in the presence of oxygen glucose can be completely
degraded to CO, and H,O. In this way much more energy can be derived from each gram of

glucose. The energy released in respiration - the aerobic oxidation of food molecules - is used to
drive the synthesis of ATP in much the same way that photosynthetic organisms produce ATP

from the energy of sunlight. In both processes there is a series of electron-transfer reactions that
generates an H* gradient between the outside and inside of a membrane-bounded compartment;

the H* gradient then serves to drive the synthesis of the ATP. Today, respiration is used by the
great majority of organisms, including most procaryotes.

Eucaryotic Cells Contain Several Distinctive Organelles 14
As molecular oxygen accumulated in the atmosphere, what happened to the remaining anaerobic
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organisms with which life had begun? In a world that was rich in oxygen, which they could not
use, they were at a severe disadvantage. Some, no doubt, became extinct. Others either
developed a capacity for respiration or found niches in which oxygen was largely absent, where
they could continue an anaerobic way of life. Others became predators or parasites on aerobic
cells. And some, it seems, hit upon a strategy for survival more cunning and vastly richer in
implications for the future: they are believed to have formed an intimate association with an
aerobic type of cell, living with it in symbiosis. This is the most plausible explanation for the
metabolic organization of present-day cells of the eucaryotic type (Panel 1-1, pp. 18-19) with
which this book will be chiefly concerned.

Eucaryotic cells, by definition and in contrast to procaryotic cells, have a nucleus (caryon in
Greek), which contains most of the cell's DNA, enclosed by a double layer of membrane (Figure 1-
18). The DNA is thereby kept in a compartment separate from the rest of the contents of the cell,
the cytoplasm, where most of the cell's metabolic reactions occur. In the cytoplasm, moreover,
many distinctive organelles can be recognized. Prominent among these are two types of small
bodies, the chloroplasts and mitochondria (Figures 1-19 and 1-20). Each of these is enclosed in
its own double layer of membrane, which is chemically different from the membranes surrounding
the nucleus. Mitochondria are an almost universal feature of eucaryotic cells, whereas
chloroplasts are found only in those eucaryotic cells that are capable of photosynthesis - that is, in
plants but not in animals or fungi. Both organelles almost certainly have a symbiotic origin.

Eucaryotic Cells Depend on Mitochondria for Their
Oxidative Metabolism 1>

Mitochondria show many similarities to free-living procaryotic organisms: for example, they often
resemble bacteria in size and shape, they contain DNA, they make protein, and they reproduce by
dividing in two. By breaking up eucaryotic cells and separating their component parts, it is
possible to show that mitochondria are responsible for respiration and that this process occurs
nowhere else in the eucaryotic cell. Without mitochondria the cells of animals and fungi would be
anaerobic organisms, depending on the relatively inefficient and antique process of glycolysis for
their energy. Many present-day bacteria respire like mitochondria, and it seems probable that
eucaryotic cells are descendants of primitive anaerobic organisms that survived, in a world that
had become rich in oxygen, by engulfing aerobic bacteria - keeping them in symbiosis for the sake
of their capacity to consume atmospheric oxygen and produce energy. Certain present-day
microorganisms offer strong evidence of the feasibility of such an evolutionary sequence. There
are several hundred species of single-celled eucaryotes that resemble the hypothetical ancestral
eucaryote in that they live in oxygen-poor conditions (in the guts of animals, for example) and lack
mitochondria altogether. Comparative nucleotide sequence analyses have revealed that at least
two groups of these organisms, the diplomonads and the microsporidia, diverged very early from
the line leading to other eucaryotic cells (Figure 1-21). There is another eucaryote, the amoeba
Pelomyxa palustris, that, while lacking mitochondria, nevertheless carries out oxidative
metabolism by harboring aerobic bacteria in its cytoplasm in a permanent symbiotic relationship.
Diplomonads and microsporidia, on the one hand, and Pelomyxa, on the other, therefore
resemble two proposed stages in the evolution of eucaryotes such as ourselves.

Acquisition of mitochondria must have had many repercussions. The plasma membrane, for
example, is heavily committed to energy metabolism in procaryotic cells but not in eucaryotic
cells, where this crucial function has been relegated to the mitochondria. It seems likely that the
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separation of functions left the eucaryotic plasma membrane free to evolve important new
features. In particular, because eucaryotic cells need not maintain a large H* gradient across their
plasma membrane, as required for ATP production in procaryotes, it became possible to use
controlled changes in the ion permeability of the plasma membrane for cell-signaling purposes.
Thus, a variety of ion channels appeared in the eucaryotic plasma membrane. Today, these
channels mediate the elaborate electrical signaling processes in higher organisms - notably in the
nervous system -and they control much of the behavior of single-celled free-living eucaryotes
such as protozoa (see below).

Chloroplasts Are the Descendants of an Engulfed
Procaryotic Cell 16

Chloroplasts carry out photosynthesis in much the same way as procaryotic cyanobacteria,
absorbing sunlight in the chlorophyll attached to their membranes. Some bear a close structural
resemblance to the cyanobacteria, being similar in size and in the way that their chlorophyll-
bearing membranes are stacked in layers (see Figure 1-20). Moreover, chloroplasts reproduce by
dividing, and they contain DNA that is nearly indistinguishable in nucleotide sequence from
portions of a bacterial chromosome. All this strongly suggests that chloroplasts share a common
ancestry with cyanobacteria and evolved from procaryotes that made their home inside eucaryotic
cells. These procaryotes performed photosynthesis for their hosts, who sheltered and nourished
them. Symbiosis of photosynthetic cells with other cell types is, in fact, a common phenomenon,
and some present-day eucaryotic cells contain authentic cyanobacteria (Figure 1-22).

Figure 1-23 shows the evolutionary origins of the eucaryotes according to the symbiotic theory. It
must be stressed, however, that mitochondria and chloroplasts show important differences from,
as well as similarities to, present-day aerobic bacteria and cyanobacteria. Their quantity of DNA is
very small, for example, and most of the molecules from which they are constructed are
synthesized elsewhere in the eucaryotic cell and imported into the organelle. Although there is
good evidence that they originated as symbiotic bacteria, they have undergone large evolutionary
changes and have become greatly dependent on - and subject to control by - their host cells.

The major existing eucaryotes have in common both mitochondria and a whole constellation of
other features that distinguish them from procaryotes (Table 1-1). These function together to give
eucaryotic cells a wealth of different capabilities, and it is debatable which of them evolved first.
But the acquisition of mitochondria by an anaerobic eucaryotic cell must have been a crucial step
in the success of the eucaryotes, providing them with the means to tap an abundant source of
energy to drive all their complex activities.

Eucaryotic Cells Contain a Rich Array of Internal
Membranes

Eucaryotic cells are usually much larger in volume than procaryotic cells, commonly by a factor of
1000 or more, and they carry a proportionately larger quantity of most cellular materials; for
example, a human cell contains about 1000 times as much DNA as a typical bacterium. This large
size creates problems. Since all the raw materials for the biosynthetic reactions occurring in the
interior of a cell must ultimately enter and leave by passing through the plasma membrane
covering its surface, and since the membrane is also the site of many important reactions, an
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increase in cell volume requires an increase in cell surface. But it is a fact of geometry that simply
scaling up a structure increases the volume as the cube of the linear dimension while the surface
area increases only as the square. Therefore, if the large eucaryotic cell is to keep as high a ratio
of surface to volume as the procaryotic cell, it must supplement its surface area by means of
convolutions, infoldings, and other elaborations of its membrane.

This probably explains in part the complex profusion of internal membranes that is a basic feature
of all eucaryotic cells. Membranes surround the nucleus, the mitochondria, and (in plant cells) the
chloroplasts. They form a labyrinthine compartment called the endoplasmic reticulum (Figure 1-
24), where lipids and proteins of cell membranes, as well as materials destined for export from the
cell, are synthesized. They also form stacks of flattened sacs constituting the Golgi apparatus
(Figure 1-25), which is involved in the modification and transport of the molecules made in the
endoplasmic reticulum. Membranes surround lysosomes, which contain stores of enzymes
required for intracellular digestion and so prevent them from attacking the proteins and nucleic
acids elsewhere in the cell. In the same way membranes surround peroxisomes, where
dangerously reactive hydrogen peroxide is generated and degraded during the oxidation of
various molecules by O,. Membranes also form small vesicles and, in plants, a large liquid-filled

vacuole. All these membrane-bounded structures correspond to distinct internal compartments
within the cytoplasm. In a typical animal cell these compartments (or organelles) occupy nearly
half the total cell volume. The remaining compartment of the cytoplasm, which includes everything
other than the membrane-bounded organelles, is usually referred to as the cytosol.

All of the aforementioned membranous structures lie in the interior of the cell. How, then, can they
help to solve the problem we posed at the outset and provide the cell with a surface area that is
adequate to its large volume? The answer is that there is a continual exchange between the
internal membrane-bounded compartments and the outside of the cell, achieved by endocytosis
and exocytosis, processes unigue to eucaryotic cells. In endocytosis portions of the external
surface membrane invaginate and pinch off to form membrane-bounded cytoplasmic vesicles that
contain both substances present in the external medium and molecules previously adsorbed on
the cell surface. Very large particles or even entire foreign cells can be taken up by phagocytosis -
a special form of endocytosis. Exocytosis is the reverse process, whereby membrane-bounded
vesicles inside the cell fuse with the plasma membrane and release their contents into the
external medium. In this way membranes surrounding compartments deep inside the cell serve to
increase the effective surface area of the cell for exchanges of matter with the external world.

As we shall see in later chapters, the various membranes and membrane-bounded compartments
in eucaryotic cells have become highly specialized - some for secretion, some for absorption,
some for specific biosynthetic processes, and so on.

Eucaryotic Cells Have a Cytoskeleton

The larger a cell is, and the more elaborate and specialized its internal structures, the greater is its
need to keep these structures in their proper places and to control their movements. All eucaryotic
cells have an internal skeleton, the cytoskeleton, that gives the cell its shape, its capacity to move,
and its ability to arrange its organelles and transport them from one part of the cell to another. The
cytoskeleton is composed of a network of protein filaments, two of the most important of which are
actin filaments (Figure 1-26) and microtubules. These two must date from a very early epoch in
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evolution since they are found almostunchanged in all eucaryotes. Both are involved in the
generation of cellular movements. Actin filaments enable individual eucaryotic cells to crawl about,
for example, and they participate in the contraction of muscle in animals; microtubules are the
main structural and force-generating elements in cilia and flagella - the long projections on some
cell surfaces that beat like whips and serve as instruments of propulsion.

Actin filaments and microtubules are also essential for the internal movements that occur in the
cytoplasm of all eucaryotic cells. Thus microtubules in the form of a mitotic spindle are a vital part
of the usual machinery for partitioning DNA equally between the two daughter cells when a
eucaryotic cell divides. Without microtubules, therefore, the eucaryotic cell could not reproduce. In
this and other examples movement by free diffusion would be either too slow or too haphazard to
be useful. In fact, most of the organelles in a eucaryotic cell appear to be attached, directly or
indirectly, to the cytoskeleton and, when they move, to be propelled along cytoskeletal tracks.

Protozoa Include the Most Complex Cells Known 17

The complexity that can be achieved by a single eucaryotic cell is nowhere better illustrated than
in the free-living, single-celled eucaryotes known as protists (Figure 1-27). These are
evolutionarily diverse (see Figure 1-16) and exhibit a bewildering variety of different forms and
behaviors: they can be photosynthetic or carnivorous, motile or sedentary. Their anatomy is often
complex and includes such structures as sensory bristles, photoreceptors, flagella, leglike
appendages, mouth parts, stinging darts, and musclelike contractile bundles. Although they are
single cells, protists, especially the larger and more active types known as protozoa, can be as
intricate and versatile as many multicellular organisms. This is particularly well illustrated by the
group known as ciliates.

Didinium is a carnivorous ciliate. It has a globular body, about 150 mm in diameter, encircled by
two fringes of cilia; its front end is flattened except for a single protrusion rather like a snout
(Figure 1-28). Didinium swims around in the water at high speed by means of the synchronous
beating of its cilia. When it encounters a suitable prey, usually another type of protozoan, such as
a Paramecium, it releases numerous small paralyzing darts from its snout region. Then the
Didinium attaches to and devours the Paramecium, inverting like a hollow ball to engulf the other
cell, which is as large as itself. Most of this complex behavior - swimming, and paralyzing and
capturing its prey - is generated by the cytoskeletal structures lying just beneath the plasma
membrane. Included in this cell cortex, for example, are the parallel bundles of microtubules that
form the core of each cilium and enable it to beat.

Predatory behavior of this sort and the set of features on which it depends - large size, the
capacity for phagocytosis, and the ability to move in pursuit of prey - are peculiar to eucaryotes.
Indeed, it is probable that these features came very early in eucaryotic evolution, making possible
the subsequent capture of bacteria and their domestication as mitochondria and chloroplasts.

In Eucaryotic Cells the Genetic Material Is Packaged in
Complex Ways

Eucaryotic cells contain a very large quantity of DNA. In human cells, for example, there is about
1000 times more DNA than in typical bacteria. The length of DNA in eucaryotic cells is so great
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that the risk of entanglement and breakage becomes severe. Probably for this reason, proteins
unique to eucaryotes, the histones, have evolved to bind to the DNA and wrap it up into compact
and manageable chromosomes (Figure 1-29). Tight packaging of the DNA in chromosomes is an
essential part of the preparation for cell division in eucaryotes (Figure 1-30). All eucaryotes (with
minor exceptions) have histones bound to their DNA, and the importance of these proteins is
reflected in their remarkable conservation in evolution: several of the histones of a pea plant are
almost exactly the same, amino acid for amino acid, as those of a cow.

The membranes enclosing the nucleus in eucaryotic cells further protect the structure of the DNA
and its associated control machinery, sheltering them from entanglement with the moving
cytoskeleton and from many of the chemical changes that take place in the cytoplasm. They also
allow the segregation of two crucial steps in the expression of genetic information: (1) the copying
of DNA sequences into RNA sequences (DNA transcription) and (2) the use of these RNA
sequences, in turn, to direct the synthesis of specific proteins (RNA translation). In procaryotic
cells there is no compartmentalization of these processes - the translation of RNA sequences into
protein begins as soon as they are transcribed, even before their synthesis is completed. In
eucaryotes, however (except in mitochondria and chloroplasts, which in this respect as in others
are closer to bacteria), the two steps in the path from gene to protein are kept strictly separate:
transcription occurs in the nucleus, translation in the cytoplasm. The RNA has to leave the
nucleus before it can be used to guide protein synthesis. While in the nucleus it undergoes
elaborate changes in which some parts of the RNA molecule are discarded and other parts are
modified (RNA processing).

Because of these complexities, the genetic material of a eucaryotic cell offers many more
opportunities for control than are present in bacteria.

Summary

Present-day living cells are classified as procaryotic (bacteria and their close relatives) or
eucaryotic. Although they have a relatively simple structure, procaryotic cells are biochemically
versatile and diverse: for example, all of the major metabolic pathways can be found in bacteria,
including the three principal energy-yielding processes of glycolysis, respiration, and
photosynthesis. Eucaryotic cells are larger and more complex than procaryotic cells and contain
more DNA, together with components that allow this DNA to be handled in elaborate ways. The
DNA of the eucaryotic cell is enclosed in a membrane-bounded nucleus, while the cytoplasm
contains many other membrane-bounded organelles, including mitochondria, which carry out the
oxidation of food molecules, and, in plant cells, chloroplasts, which carry out photosynthesis.
Mitochondria and chloroplasts are almost certainly the descendants of earlier procaryotic cells that
established themselves as internal symbionts of a larger anaerobic cell. Eucaryotic cells are also
unique in containing a cytoskeleton of protein filaments that helps organize the cytoplasm and
provides the machinery for movement.
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Figure 1-12. Procaryote sizes and structures. (A) Some procaryotic cells drawn to scale. (B)
Electron micrograph of a longitudinal section through a bacterium (Escherichia coli); the cell's
DNA is concentrated in the palely stained region. (Courtesy of E. Kellenberger.)
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Figure 1-13. Family relationships between present-day bacteria. Arrows indicate probable paths of
evolution. The origin of eucaryotic cells is discussed later in the text.
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Figure 1-14. Two possible ways in which metabolic pathways might have evolved. (A) The cell on
the left is provided with a supply of related substances (A, B, C, and D) produced by prebiotic
synthesis. One of these, substance D, is metabolically useful. As the cell exhausts the available
supply of D, a selective advantage is obtained by the evolution of a new enzyme that is able to
produce D from the closely related substance C. Fundamentally important metabolic pathways
may have evolved by a series of similar steps. (B) On the right, a metabolically useful compound
A is available in abundance. An enzyme appears in the course of evolution that, by chance, has
the ability to convert substance A to substance B. Other changes then occur within the cell that
enable it to make use of the new substance. The appearance of further enzymes can build up a
long chain of reactions.
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Figure 1-15. The thioester bond

Permission to reproduce this figure in this web
version of Molecular Biology of the Cell 1s either
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Figure 1-16. Evolutionary relationships of organisms deduced from the nucleotide sequences of
their small-subunit ribosomal RNA genes. These genes contain highly conserved sequences,
which change so slowly that they can be used to measure phylogenetic relationships spanning the
entire range of living organisms. The data suggest that the plant, animal, and fungal lineages
diverged from a common ancestor relatively late in the history of eucaryotic cells. Halobacterium
and E. coli are procaryotes; the rest are eucaryotes. Giardia, microsporidians, trypanosomes,
Euglena, and ciliated protozoans are protists (single-cell eucaryotes). (Adapted from M.L. Sogin,
J.H. Gunderson, H.J. Elwood, R.A. Alonso, and D.A. Peattie, Science 243:75-77, 1989. © 1989
the AAAS.)
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Figure 1-17. Atmospheric oxygen and the course of evolution. The relationship between changes
in atmospheric oxygen levels and some of the major stages that are believed to have occurred

during the evolution of living organisms on earth. As indicated, geological evidence suggests that
there was more than a billion-year delay between the rise of cyanobacteria (thought to be the first
organisms to release oxygen) and the time that high oxygen levels began to accumulate in the

atmosphere. This delay is thought to have been due largely to the rich supply of dissolved ferrous
iron in the oceans, which reacted with the released oxygen to form enormous iron oxide deposits.
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Figure 1-18. The cell nucleus. The nucleus contains most of the DNA of the eucaryotic cell. It is
seen here in a thin section of a mammalian cell examined in the electron microscope. How and
why the nucleus originated is uncertain; some speculations on its origin are presented in

Figure 1-19. A chloroplast. The extensive system of internal membranes can be seen in this
electron micrograph of a chloroplast in a moss cell. The flattened sacs of membrane contain
chlorophyll and are arranged in stacks, or grana. This chloroplast also contains large
accumulations of starch. (Courtesy of Jeremy Burgess.)
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Figure 1-20. A mitochondrion. Mitochondria carry out the oxidative degradation of nutrient
molecules in almost all eucaryotic cells. As seen in this electron micrograph, they possess a
smooth outer membrane and a highly convoluted inner mem-brane. (Courtesy of Daniel S.
Friend.)

Permission to reproduce this figure in this web
version of Molecular Biology af the Cell 1s either
pending or has not been granted.

Figure 1-21. The diplomonad Giardia. (A) Drawing, as seen in the light microscope. (B) Electron
micrograph of a cross-section through the broad, flattened body of the cell. Giardia is thought to
be one of the most primitive types of eucaryotic cell. It is nucleated (in fact, it has, strangely, two
identical nuclei), it possesses a cytoskeleton with actin and tubulin, and it moves by means of
typical eucaryotic flagella containing microtubules; but it has no mitochondria or chloroplasts and
no normal endoplasmic reticulum or Golgi apparatus. Nucleotide sequencing studies indicate that
it is related almost as closely to bacteria as it is to other eucaryotes, from which it must have
diverged very early in evolution. Giardia lives as a parasite in the gut and can cause disease in
humans. (A, after G.D. Schmidt and L.S. Roberts, Foundations of Parasitology, 4th Ed. St Louis:
Times Mirror/Mosby, 1989; B, courtesy of Dennis Feely.)
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Figure 1-22. A close relative of present-day cyanobacteria that lives in a permanent symbiotic
relationship inside another cell. The two organisms are known jointly as Cyanophora paradoxa.
The "cyano-bacterium™ is in the process of dividing. (Courtesy of Jeremy D. Pickett-Heaps.)
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Figure 1-23. The postulated origin of present-day eucaryotes by symbiosis of aerobic with
anaerobic cells. The time of origin of the eucaryotic nucleus in relation to the time of branching of
the eucaryotic lineage from archaebacteria and eubacteria is not known.
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Figure 1-24. Endoplasmic reticulum. Electron micrograph of a thin section of a mammalian cell
showing both smooth and rough regions of the endoplasmic reticulum (ER). The smooth regions
are involved in lipid metabolism; the rough regions, studded with ribosomes, are sites of synthesis
of proteins that are destined to leave the cytosol and enter certain other compartments of the cell.
(Courtesy of George Palade.)

Golgi apparatus

Figure 1-25. The Golgi apparatus. Electron micrograph of a thin section of a mammalian cell

file://H|/albert/paginas/from_molecules_to_the_first_cell.htm (17 of 24) [29/05/2003 04:53:16 a.m.]



From Moleculesto the First Cell

showing the Golgi apparatus, which is composed of flattened sacs of membrane arranged in
multiple layers (see also

Figure 1-26. Actin. A network of actin filaments underlying the plasma membrane of an animal cell
is seen in this electron micrograph prepared by the deep-etch technique. (Courtesy of John
Heuser.)

Figure 1-27. An assortment of protists, illustrating some of the enormous variety to be found
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among this class of single-celled organisms. These drawings are done to different scales, but in
each case the bar denotes 10 mm. The organisms in (A), (B), (E), (F), and (I) are ciliates; (C) is an
euglenoid; (D) is an amoeba; (G) is a dinoflagellate; (H) is a heliozoan. (From M.A. Sleigh, The
Biology of Protozoa. London: Edward Arnold, 1973.)

Figure 1-28. One protozoan eating another. Ciliates are single-cell animals that show an amazing
diversity of form and behavior. The top micrograph shows Didinium, a ciliated protozoan with two
circumferential rings of motile cilia and a snoutlike protuberance at its leading end, with which it
captures its prey. In the bottom micrograph Didinium is shown engulfing another protozoan,
Paramecium. (Courtesy of D. Barlow.)
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Figure 1-29. How the positively charged proteins called histones mediate the folding of DNA in
chromosomes.

chromosome
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division
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Figure 1-30. Schematic drawing of eucaryotic cells in mitosis. An animal cell is shown on the left
and a plant cell on the right. The nuclear envelope has broken down, and the DNA, having
replicated, has condensed into two complete sets of chromosomes. One set is distributed to each
of the two newly forming cells by a mitotic spindle composed largely of microtubules.

Table 1-1. Comparison of Procaryotic and Eucaryotic Organisms
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Procaryotes

Eucaryotes

Organisms

Cell size

Metabolism

Organelles

DNA

RNA and protein

Cytoplasm

Cell division

bacteria and cyanobacteria

generally 1 to 10 m in linear
dimension

anaerobic or aerobic

few or none

circular DNA in cytoplasm

protists, fungi, plants, and animals

generally 5 to 100 *m in linear
dimension

aerobic

nucleus, mitochondria, chloroplasts,
endoplasmic reticulum, etc.

very long linear DNA molecules
containing many noncoding regions;
bounded by nuclear envelope

RNA and protein synthesized in same RNA synthesized and processed in

compartment

no cytoskeleton: cytoplasmic
streaming, endocytosis, and
exocytosis all absent

chromosomes pulled apart by
attachments to plasma membrane

Cellular organization mainly unicellular

nucleus; proteins synthesized in
cytoplasm

cytoskeleton composed of protein
filaments; cytoplasmic streaming;
endocytosis and exocytosis

chromosomes pulled apart by
cytoskeletal spindle apparatus

mainly multicellular, with
differentiation of many types

Panel 1-1: Eucaryotic cells: a survey of their principal organelles
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Introduction

Single-cell organisms, such as bacteria and protozoa, have been so successful in adapting to a
variety of different environments that they comprise more than half of the total biomass on earth.
Unlike animals, many of these unicellular organisms can synthesize all of the substances they
need from a few simple nutrients, and some of them divide more than once every hour. What,
then, was the selective advantage that led to the evolution of multicellular organisms?

A short answer is that by collaboration and by division of labor it becomes possible to exploit
resources that no single cell could utilize so well. This principle, applying at first to simple
associations of cells, has been taken to an extreme in the multicellular organisms we see today.
Multicellularity enables a plant, for example, to become physically large; to have roots in the
ground, where one set of cells can take up water and nutrients; and to have leaves in the air,
where another set of cells can efficiently capture radiant energy from the sun. Specialized cells in
the stem of the plant form channels for transporting water and nutrients between the roots and
the leaves. Yet another set of specialized cells forms a layer of epidermis to prevent water loss
and to provide a protected internal environment (see Panel 1-2, pp. 28-29). The plant as a whole
does not compete directly with unicellular organisms for its ecological niche; it has found a
radically different way to survive and propagate.

As different animals and plants appeared, they changed the environment in which further
evolution occurred. Survival in a jungle calls for different talents than survival in the open sea.
Innovations in movement, sensory detection, communication, social organization - all enabled
eucaryotic organisms to compete, propagate, and survive in ever more complex ways.

Single Cells Can Associate to Form Colonies

It seems likely that an early step in the evolution of multicellular organisms was the association of
unicellular organisms to form colonies. The simplest way of achieving this is for daughter cells to
remain together after each cell division. Even some procaryotic cells show such social behavior in
a primitive form. Myxobacteria, for example, live in the soil and feed on insoluble organic
molecules that they break down by secreting degradative enzymes. They stay together in loose
colonies in which the digestive enzymes secreted by individual cells are pooled, thus increasing
the efficiency of feeding (the "wolf-pack” effect). These cells indeed represent a peak of social
sophistication among procaryotes, for when food supplies are exhausted, the cells aggregate
tightly together and form a multicellular fruiting body (Figure 1-31), within which the bacteria
differentiate into spores that can survive even in extremely hostile conditions. When conditions
are more favorable, the spores in a fruiting body germinate to produce a new swarm of bacteria.

Green algae (not to be confused with the procaryotic "blue-green algae" or cyanobacteria) are
eucaryotes that exist as unicellular, colonial, or multicellular forms (Figure 1-32). Different species
of green algae can be arranged in order of complexity, illustrating the kind of progression that
probably occurred in the evolution of higher plants and animals. Unicellular green algae, such as
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Chlamydomonas, resemble flagellated protozoa except that they possess chloroplasts, which
enable them to carry out photosynthesis. In closely related genera, groups of flagellated cells live
in colonies held together by a matrix of extracellular molecules secreted by the cells themselves.
The simplest species (those of the genus Gonium) have the form of a concave disc made of 4, 8,
16, or 32 cells. Their flagella beat independently, but since they are all oriented in the same
direction, they are able to propel the colony through the water. Each cell is equivalent to every
other, and each can divide to give rise to an entirely new colony. Larger colonies are found in
other genera, the most spectacular being Volvox, some of whose species have as many as
50,000 or more cells linked together to form a hollow sphere. In Volvox the individual cells
forming a colony are connected by fine cytoplasmic bridges so that the beating of their flagella is
coordinated to propel the entire colony along like a rolling ball (see Figure 1-32). Within the
Volvox colony there is some division of labor among cells, with a small number of cells being
specialized for reproduction and serving as precursors of new colonies. The other cells are so
dependent on one another that they cannot live in isolation, and the organism dies if the colony is
disrupted.

The Cells of a Higher Organism Become Specialized and
Cooperate

In some ways Volvox is more like a multicellular organism than a simple colony. All of its flagella
beat in synchrony as it spins through the water, and the colony is structurally and functionally
polarized and can swim toward a distant source of light. The reproductive cells are usually
confined to one end of the colony, where they divide to form new miniature colonies, which are
initially sheltered inside the parent sphere. Thus, in a primitive way, Volvox displays the two
essential features of all multicellular organisms: its cells become specialized, and they cooperate.
By specialization and cooperation the cells combine to form a coordinated single organism with
more capabilities than any of its component parts.

Organized patterns of cell differentiation occur even in some procaryotes. For example, many
kinds of cyanobacteria remain together after cell division, forming filamentous chains that can be
as much as a meter in length. At regular intervals along the filament, individual cells take on a
distinctive character and become able to incorporate atmospheric nitrogen into organic
molecules. These few specialized cells perform nitrogen fixation for their neighbors and share the
products with them. But eucaryotic cells appear to be very much better at this sort of organized
division of labor; they, and not procaryotes, are the living units from which all the more complex
multicellular organisms are constructed.

Multicellular Organization Depends on Cohesion Between
Cells

To form a multicellular organism, the cells must be somehow bound together, and eucaryotes
have evolved a number of different ways to satisfy this need. In Volvox, as noted above, the cells
do not separate entirely at cell division but remain connected by cytoplasmic bridges. In higher
plants the cells not only remain connected by cytoplasmic bridges (called plasmodesmata), they
also are imprisoned in a rigid honeycomb of chambers walled with cellulose that the cells
themselves have secreted (cell walls).
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The cells of most animals do not have rigid walls, and cytoplasmic bridges are unusual. Instead,
the cells are bound together by a relatively loose meshwork of large extracellular organic
molecules (called the extracellular matrix) and by adhesions between their plasma membranes.
Very often, side-to-side attachments between the cells hold them together to form a multicellular
sheet, or epithelium.

Epithelial Sheets of Cells Enclose a Sheltered Internal
Environment

Of all the ways in which animal cells are woven together into multicellular tissues, the epithelial
arrangement is perhaps the most fundamentally important. The epithelial sheet has much the
same significance for the evolution of complex multicellular organisms that the cell membrane
has for the evolution of complex single cells.

The importance of epithelial sheets is well illustrated in the lowly group of animals known as
coelenterates. The group includes sea anemones, jellyfish, and corals, as well as the small
freshwater organism Hydra. Coelenterates are constructed from two layers of epithelium, the
outer layer being the ectoderm, the inner being the endoderm. The endodermal layer surrounds a
cavity, the coelenteron, in which food is digested (Figure 1-33). Among the endodermal cells are
some that secrete digestive enzymes into the coelenteron, while other cells absorb and further
digest the nutrient molecules that these enzymes release. By forming a tightly coherent epithelial
sheet that prevents all these molecules from being lost to the exterior, the endodermal cells
create for themselves an environment in the coelenteron that is suited to their own digestive
tasks. Meanwhile, the ectodermal cells, facing the exterior, remain specialized for encounters
with the outside world. In the ectoderm, for example, are cells that contain a poison capsule with
a coiled dart that can be unleashed to kill the small animals on which Hydra feeds. The majority
of other ectodermal and endodermal cells have musclelike properties, enabling Hydra to move,
as a predator must.

Within the double layer of ectoderm and endoderm is another compartment, separate both from
the coelenteron and from the outside world. Here nerve cells lie, occupying narrow enclosed
spaces between the epithelial cells, below the external surface where the specialized cell
junctions between the epithelial cells form an impermeable barrier. The animal can change its
shape and move by contractions of the musclelike cells in the epithelia, and it is the nerve cells
that convey electrical signals to control and coordinate these contractions (Figures 1-33, 1-34,
and 1-35). As we shall see later, the concentrations of simple inorganic ions in the medium
surrounding a nerve cell are crucial for its function. Most nerve cells - our own included - are
designed to operate when bathed in a solution with an ionic composition roughly similar to that of
seawater. This may well reflect the conditions under which the first nerve cells evolved. Most
coelenterates still live in the sea, but not all. Hydra, in particular, lives in fresh water. It has
evidently been able to colonize this new habitat only because its nerve cells are contained in a
space that is sealed and isolated from the exterior within sheets of epithelial cells that maintain
the internal environment necessary for nerve cell function.

Cell-Cell Communication Controls the Spatial Pattern of
Multicellular Organisms 1°
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The cells of Hydra are not only bound together mechanically and connected by junctions that seal
off the interior from the exterior environment, they also communicate with one another along the
length of the body. If one end of a Hydra is cut off, the remaining cells react to the absence of the
amputated part by adjusting their characters and rearranging themselves so as to regenerate a
complete animal. Evidently, signals pass from one part of the organism to the other, governing
the development of its body pattern - with tentacles and a mouth at one end and a foot at the
other. Moreover, these signals are independent of the nervous system. If a developing Hydra is
treated with a drug that prevents nerve cells from forming, the animal is unable to move about,
catch prey, or feed itself. Its digestive system still functions normally, however, so that it can be
kept alive by anyone with the patience to stuff its normal prey into its mouth. In such force-fed
animals the body pattern is maintained, and lost parts are regenerated just as well as in an
animal that has an intact nervous system.

The vastly more complex higher animals have evolved from simpler ancestors resembling
coelenterates, and these higher animals owe their complexity to more sophisticated exploitation
of the same basic principles of cell cooperation that underlie the construction of Hydra. Epithelial
sheets of cells line all external and internal surfaces in the body, creating sheltered compartments
and controlled internal environments in which specialized functions are performed by
differentiated cells. Specialized cells interact and communicate with one another, setting up
signals to govern the character of each cell according to its place in the structure as a whole. To
show how it is possible to generate multicellular organisms of such size, precision, and
complexity as a tree, a fly, or a mammal, however, it is necessary to consider more closely the
sequence of events in development.

Cell Memory Permits the Development of Complex Patterns

The cells of almost every multicellular organism are generated by repeated division from a single
precursor cell; they constitute a clone. As proliferation continues and the clone grows, some of
the cells, as we have seen, become differentiated from others, adopting a different structure, a
different chemistry, and a different function, usually in response to cues from their neighbors. It is
remarkable that eucaryotic cells and their progeny will usually persist in their differently
specialized states even after the influences that originally directed their differentiation have
disappeared - in other words, these cells have a memory. Consequently, their final character is
not determined simply by their final environment, but rather by the entire sequence of influences
to which the cells have been exposed in the course of development. Thus as the body grows and
matures, progressively finer details of the adult body pattern become specified, creating an
organism of gradually increasing complexity whose ultimate form is the expression of a long
developmental history.

Basic Developmental Programs Tend to Be Conserved in
Evolution 20

The final structure of an animal or plant reflects its evolutionary history, which, like development,
presents a chronicle of progress from the simple to the complex. What then is the connection
between the two perspectives, of evolution on the one hand and development on the other?
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During evolution many of the developmental devices that evolved in the simplest multicellular
organisms have been conserved as basic principles for the construction of their more complex
descendants. We have already mentioned, for example, the organization of cells into epithelia.
Some specialized cell types, such as nerve cells, are found throughout nearly the whole of the
animal kingdom, from Hydra to humans. Molecular studies, to be discussed later in this book,
reveal an astonishing number of developmental resemblances at a fundamental genetic level,
even between species as remotely related as mammals and insects. In terms of anatomy,
furthermore, early developmental stages of animals whose adult forms appear radically different
are often surprisingly similar; it takes an expert eye to distinguish, for example, a young chick
embryo from a young human embryo (Figure 1-36).

Such observations are not difficult to understand. Consider the process by which a new
anatomical feature - say, an elongated beak - appears in the course of evolution. A random
mutation occurs that changes the amino acid sequence of a protein or the timing of its synthesis
and hence its biological activity. This alteration may, by chance, affect the cells responsible for
the formation of the beak in such a way that they make one that is longer. But the mutation must
also be compatible with the development of the rest of the organism; only then will it be
propagated by natural selection. There would be little selective advantage in forming a longer
beak if, in the process, the tongue was lost or the ears failed to develop. A catastrophe of this
type is more likely if the mutation affects events occurring early in development than if it affects
those near the end. The early cells of an embryo are like cards at the bottom of a house of cards -
a great deal depends on them, and even small changes in their properties are likely to result in
disaster. Fundamental steps appear to have been "frozen" into developmental processes, just as
the genetic code or protein synthesis mechanisms have become frozen into the basic
biochemical organization of the cell. In contrast, cells produced near the end of development (or
produced early but forming accessory structures such as the placenta that are not incorporated in
the adult body) have more freedom to change. It is presumably for this reason that the embryos
of different species so often resemble each other in their early stages and, as they develop, seem
sometimes to replay the steps of evolution.

The Cells of the Vertebrate Body Exhibit More Than 200
Different Modes of Specialization

The wealth of diverse specializations to be found among the cells of a higher animal is far greater
than any procaryote can show. In a vertebrate more than 200 distinct cell types are plainly
distinguishable, and many of these types of cells certainly include, under a single name, a large
number of more subtly different varieties. Panel 1-3 (pp. 36-37) shows a small selection. In this
profusion of specialized behaviors one can see displayed, in a single organism, the astonishing
versatility of the eucaryotic cell. Much of our current knowledge of the general properties of
eucaryotic cells has depended on the study of such specialized types of cells, because they
demonstrate exceptionally well particular features on which all cells depend in some measure.
Each feature and each organelle of the prototype that we have outlined in Panel 1-1 (pp. 18-19)
is developed to an unusual degree or revealed with special clarity in one cell type or another. To
take one arbitrary example, consider the neuromuscular junction, where just three types of cells
are involved: a muscle cell, a nerve cell, and a Schwann cell. Each has a very different role
(Figure 1-37):
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1. The muscle cell has made contraction its specialty. Its cytoplasm is packed with organized
arrays of protein filaments, including vast numbers of actin flaments. There are also many
mitochondria interspersed among the protein filaments, supplying ATP as fuel for the contractile
apparatus.

2. The nerve cell stimulates the muscle to contract, conveying an excitatory signal to the muscle
from the brain or spinal cord. The nerve cell is therefore extraordinarily elongated: its main body,
containing the nucleus, may lie a meter or more from the junction with the muscle. The
cytoskeleton is consequently well developed so as to maintain the unusual shape of the cell and
to transport materials efficiently from one end of the cell to the other. The most crucial
specialization of the nerve cell, however, is its plasma membrane, which contains proteins that
act as ion pumps and ion channels, causing a movement of ions that is equivalent to a flow of
electricity. Whereas all cells contain such pumps and channels in their plasma membranes, the
nerve cell has exploited them in such a way that a pulse of electricity can propagate in a fraction
of a second from one end of the cell to the other, conveying a signal for action.

3. Lastly, Schwann cells are specialists in the mass production of plasma membrane, which they
wrap around the elongated portion of the nerve cell, laying down layer upon layer of membrane
like a roll of tape, to form a myelin sheath that serves as insulation.

Genes Can Be Switched On and Off

The various specialized cell types in a single higher plant or animal appear as different from one
another as any cells could be. This seems paradoxical, since all of the cells in a multicellular
organism are closely related, having recently descended from the same precursor cell - the
fertilized egg. Common lineage implies similar genes; how then do the differences arise? In a few
cases cell specialization involves the loss of genetic material. An extreme example is the
mammalian red blood cell, which loses its entire nucleus in the course of differentiation. But the
overwhelming majority of cells in most plant and animal species retain all of the genetic
information contained in the fertilized egg. Specialization depends on changes in gene
expression, not on the loss or acquisition of genes.

Even bacteria do not make all of their types of protein all of the time but are able to adjust the
level of synthesis according to external conditions. Proteins required specifically for the
metabolism of lactose, for example, are made by many bacteria only when this sugar is available
for use; and when conditions are unfavorable for cell proliferation, some bacteria arrest most of
their normal metabolic processes and form spores, which have tough, impermeable outer walls
and a cytoplasm of altered composition.

Eucaryotic cells have evolved far more sophisticated mechanisms for controlling gene
expression, and these affect entire systems of interacting gene products. Groups of genes are
activated or repressed in response to both external and internal signals. Membrane composition,
cytoskeleton, secretory products, even metabolism - all these and other features must change in
a coordinated manner when cells become differentiated. The radical differences of character
between cell types reflect stable changes in gene expression. The controls that bring about these
changes have evolved in eucaryotes to a degree unmatched in procaryotes, defining the complex
rules of cell behavior that can generate an organized multicellular organism from a single egg.
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Seqguence Comparisons Reveal Hundreds of Families of
Homologous Genes 12,21

To outward appearances, evolution has transformed the universe of living things to such a
degree that they are no longer recognizable as relatives. A human being, a fly, a daisy, a yeast, a
bacterium - they seem so different that it scarcely makes sense to compare them. Yet all are
descendants of one ancestor, and as we probe their inner workings more and more deeply, we
find more and more evidence of their common origins. We now know that the basic molecular
machinery of life has been conserved to an extent that would surely have astonished the
originators of the theory of evolution. As we have seen, all life forms have essentially the same
chemistry, based on amino acids, sugars, fatty acids, and nucleotides; all synthesize these
chemical constituents in an essentially similar way; all store their genetic information in DNA and
express it through RNA and protein. But the degree of evolutionary conservatism becomes even
more striking when we examine the detailed sequences of nucleotides in specific genes and of
amino acids in specific proteins. The chances are that the bacterial enzyme catalyzing any
particular common reaction, such as the splitting of a six-carbon sugar into two three-carbon
sugars in glycolysis, will have an amino acid sequence (and a three-dimensional structure)
unmistakably similar to the enzyme catalyzing the same reaction in human beings. The two
enzymes - and, equivalently, the genes that specify them - not only have a similar function, but
also almost certainly a common evolutionary origin. One can exploit these relationships to trace
ancient evolutionary pathways; and by comparing gene sequences and recognizing homologies,
one discovers hidden parallels and similarities between different organisms.

Family resemblances are also often found among genes coding for proteins that carry out related
functions within a single organism. These genes are also evolutionarily related, and their
existence reveals a basic strategy by which increasingly complex organisms have arisen: genes
and portions of genes become duplicated, and the new copies then diverge from the old by
mutation and recombination to serve new, additional purposes. In this way, starting from a
relatively small set of genes in primitive cells, the more complex life forms have been able to
evolve the more than 50,000 genes thought to be present in a higher animal or plant. From an
understanding of one gene or protein, we consequently gain insight into a whole family of others
homologous to it. Thus molecular biology both underscores the unity of the living world and gives
us tools to discover the general mechanisms that underlie its endless variety of inventions.

In the next chapter we begin our account of these mechanisms with a discussion of the most
basic components of the biological construction kit - the small molecules from which all larger
components of living cells are made.

Summary

The evolution of large multicellular organisms depended on the ability of eucaryotic cells to
express their hereditary information in many different ways and to function cooperatively in a
single collective. In animals one of the earliest developments was probably the formation of
epithelial cell sheets, which separate the internal space of the body from the exterior. In addition
to epithelial cells, primitive differentiated cell types would have included nerve cells, muscle cells,
and connective tissue cells, all of which can be found in very simple present-day animals. The
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evolution of higher animals and plants (Figure 1-38) depended on production of an increasing
number of specialized cell types and more sophisticated methods of coordination among them,
reflecting an increasingly elaborate system of controls over gene expression in the individual
component cells.

0.1 mm

Figure 1-31. Fruiting bodies formed by a myxobacterium (Chondromyces crocatus), seen by
scanning electron microscopy. Each fruiting body, packed with spores, is created by the
aggregation and differentiation of about a million myxobacteria. (From P.L. Grilione and J.
Pangborn, J. Bacteriol. 124:1558-1565, 1975.)

file://H|/albert/paginas/from_single.htm (9 of 19) [29/05/2003 04:53:20 a.m.]



fromsingle

the scale bar shown represents 50 um in each case

Figure 1-32. Four closely related genera of green algae, showing a progression from unicellular
to colonial and multicellular organization. (Courtesy of David Kirk.)
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Figure 1-33. The body plan of Hydra. (A) Hydra oligactis in its natural environment; in this species
of Hydra, the tentacles hang down to catch prey. The projections budding from the side of the
body are progeny that will eventually detach from their parent. (B) Diagram of the cellular
architecture of the body of a typical Hydra. The outer layer of cells (ectoderm) has protective,
predatory, and sensory functions, while cells of the inner layer (endoderm) function principally in
digestion. Both epithelial sheets also have a contractile or muscular function, enabling the animal
to move. The movements are coordinated by nerve cells that occupy a deep, protected position
within each epithelium, forming an interconnected network. (A, courtesy of Richard Manuel.)

Figure 1-34. Hydra feeding. Feeding is one of a range of fairly complex activities this animal can
perform. A single Hydra is photographed catching small water fleas in its tentacles; in the last
panel it is stuffing these prey into its coelenteron for digestion. (Courtesy of Amata Hornbruch.)
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Figure 1-35. Hydra traveling. A Hydra can swim, glide on its base, or, as shown here, travel by
somersaulting.

Permission to reproduce this figure in this web
version of Maolecular Biology of the Cell is either
pending or has not been granted.

Figure 1-36. Comparison of the embryonic development of a fish, an amphibian, a reptile, a bird,
and a selection of mammals. The early stages (above) are very similar; the later stages (below)
are more divergent. The earliest stages are drawn roughly to scale; the later stages are not.
(From E. Haeckel, Anthropogenie, oder Entwickel-ungsgeschichte des Menschen. Leipzig:
Engelmann, 1874. Courtesy of the Bodleian Library, Oxford.)
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Figure 1-37. A nerve cell, with its associated Schwann cells, contacting a muscle cell at a
neuromuscular junction. Schematic diagram.
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Figure 1-38. Evolutionary relationships among some of the organisms mentioned in this book.
The branches of the evolutionary tree show paths of descent but do not indicate by their length
the passage of time. (Note, similarly, that the vertical axis of the diagram shows major categories
of organisms and not time.)

Panell-2: The cell types and tissues from which higher plants are
constructed
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DERMAL TISSUE
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Panel 1-3: Some of the different types of cells present in the vertebrate
body
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2. Small Molecules, Energy, and Biosynthesis

Introduction

"I must tell you that | can prepare urea without requiring a kidney or an animal, either man or dog."
This sentence, written 165 years ago by the young German chemist Wdéhler, signaled an end to
the belief in a special vital force that exists in living organisms and gives rise to their distinctive
properties and products. But what was a revelation in Wdéhler's time is common knowledge today -
living creatures are made of chemicals, obedient simply to the laws of chemistry and physics. This
IS not to say that no mysteries remain in biology: there are many areas of ignorance, as will
become apparent in later chapters. But we should begin by emphasizing the enormous amount
that is known.

We now have detailed information about the essential molecules of the cell - not just a small
number of molecules, but thousands of them. In many cases we know their precise chemical
structures and exactly how they are made and broken down. We know in general terms how
chemical energy drives the biosynthetic reactions of the cell, how thermodynamic principles
operate in cells to create molecular order, and how the myriad chemical changes occurring
continuously within cells are controlled and coordinated.

In this and the next chapter we briefly survey the chemistry of the living cell. Here we deal with the
processes involving small molecules: those mechanisms by which the cell synthesizes its
fundamental chemical ingredients and by which it obtains its energy. Chapter 3 describes the
giant molecules of the cell, which are polymers of a subset of the small molecules; these polymers
are responsible both for the specificity of biological processes and for the transfer of biological
information.

The Chemical Components of a Cell
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Cell Chemistry Is Based on Carbon Compounds 1

A living cell is composed of a restricted set of elements, four of which (C, H, N, and O) make up
nearly 99% of its weight. This composition differs markedly from that of the earth's crust and is
evidence of a distinctive type of chemistry (Figure 2-1). What is this special chemistry, and how
did it evolve?

The most abundant substance of the living cell is water. It accounts for about 70% of a cell's
weight, and most intracellular reactions occur in an aqueous environment. Life on this planet
began in the ocean, and the conditions in that primeval environment put a permanent stamp on
the chemistry of living things. All organisms have been designed around the special properties of
water, such as its polar character, its ability to form hydrogen bonds, and its high surface tension.
Water will completely surround polar molecules, for example, while tending to push nonpolar
molecules together into larger assemblies. Some important properties of water are summarized in
Panel 2-1 (pp. 48-49).

If we disregard water, nearly all of the molecules in a cell are carbon compounds, which are the
subject matter of organic chemistry. Carbon is outstanding among all the elements on earth for its
ability to form large molecules; silicon is a poor second. The carbon atom, because of its small
size and four outer-shell electrons, can form four strong covalent bonds with other atoms. Most
important, it can join to other carbon atoms to form chains and rings and thereby generate large
and complex molecules with no obvious upper limit to their size. The other abundant atoms in the
cell (H, N, and O) are also small and able to make very strong covalent bonds (Panel 2-2, pp. 50-
51).

A typical covalent bond in a biological molecule has an energy of 15 to 170 Kcal/mole, depending
on the atoms involved. Since the average thermal energy at body temperature is only 0.6
kcal/mole, even an unusually energetic collision with another molecule will leave a covalent bond
intact. Specific catalysts, however, can rapidly break or rearrange covalent bonds. Biology is
made possible by the combination of the stability of covalent bonds under physiological conditions
and the ability of biological catalysts (called enzymes) to break and rearrange these bonds in a
controlled way in selected molecules.

In principle, the simple rules of covalent bonding between carbon and other elements permit an
infinitely large number of compounds. Although the number of different carbon compounds in a
cell is very large, it is only a tiny subset of what is theoretically possible. In some cases we can
point to good reasons why this compound or that performs a given biological function; more often
it seems that the actual "choice" was one among many reasonable alternatives and therefore
something of an accident (Figure 2-2). Once established in an ancient cell, certain chemical
themes and patterns of reaction were preserved, with variations, during billions of years of cellular
evolution. Apparently, the development of new classes of compounds was only rarely necessary
or useful.

Cells Use Four Basic Types of Small Molecules 2

Certain simple combinations of atoms - such as the methyl (-CHs3), hydroxyl (-OH), carboxyl (-
COOH), and amino (-NH,) groups - recur repeatedly in biological molecules. Each such group has
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distinct chemical and physical properties that influence the behavior of whatever molecule the
group occurs in. The main types of chemical groups and some of their salient properties are
summarized in Panel 2-2 (pp. 50-51).

The atomic weights of H, C, N, and O are 1, 12, 14, and 16, respectively. The small organic
molecules of the cell have molecular weights in the range 100 to 1000 and contain up to 30 or so
carbon atoms. They are usually found free in solution, where some of them form a pool of
intermediates from which large polymers, called macromolecules, are made. They are also
essential intermediates in the chemical reactions that transform energy derived from food into
usable forms (discussed below).

The small molecules amount to about one-tenth of the total organic matter in a cell, and (at a
rough estimate) only on the order of a thousand different kinds are present (Table 2-1). All
biological molecules are synthesized from and broken down to the same simple compounds. Both
synthesis and breakdown occur through sequences of chemical changes that are limited in scope
and follow definite rules. As a consequence, the compounds in a cell are chemically related and
can be classified into a small number of distinct families. Since the macromolecules in a cell,
which form the subject of Chapter 3, are assembled from these small molecules, they belong to
corresponding families.

Broadly speaking, cells contain just four major families of small organic molecules: the simple
sugars, the fatty acids, the amino acids, and the nucleotides. Each of these families contains
many different members with common chemical features. Although some cellular compounds do
not fit into these categories, the four families, and especially the macromolecules made from
them, account for a surprisingly large fraction of the mass of every cell (Table 2-1).

Sugars Are Food Molecules of the Cell 3

The simplest sugars - the monosaccharides - are compounds with the general formula (CH,0),,,
where n is an integer from 3 through 7. Glucose,for example, has the formula CgH,,0¢4 (Figure 2-

3). As shown in Figure 2-3, sugars can exist in either a ring or an open-chain form. In their open-
chain form sugars contain a number of hydroxyl groups and either one aldehyde (> C=0) or one

ketone (> C=0) group. The aldehyde or ketone group plays a special role. First, it can react with a
hydroxyl group in the same molecule to convert the molecule into a ring; in the ring form the
carbon of the original aldehyde or ketone group can be recognized as the only one that is bonded
to two oxygens. Second, once the ring is formed, this carbon can become further linked to one of
the carbons bearing a hydroxyl group on another sugar molecule, creating a disaccharide (Panel
2-3, pp. 52-53). The addition of more monosaccharides in the same way results in
oligosaccharides of increasing length (trisaccharides, tetrasaccharides, and so on) up to very
large polysaccharide molecules with thousands of monosaccharide units. Because each
monosaccharide has several free hydroxyl groups that can form a link to another monosaccharide
(or to some other compound), the number of possible polysaccharide structures is extremely
large. Even a simple disaccharide consisting of two glucose residues can exist in eleven different
varieties (Figure 2-4), while three different hexoses (CgH;,0¢) can join together to make several

thousand different trisaccharides. It is very difficult to determine the structure of any particular
polysaccharide because one needs to determine the sites of linkage between each sugar unit and
its neighbors. With present methods, for instance, it takes longer to determine the arrangement of
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half a dozen linked sugars (those in a glycoprotein, for example) than to determine the nucleotide
sequence of a DNA molecule containing many thousands of nucleotides (where each unit is
joined to the next in exactly the same way).

Glucose is the principal food compound of many cells. A series of oxidative reactions (see p. 62)
leads from this hexose to various smaller sugar derivatives and eventually to CO, and H,O. The

net result can be written

CEHLEUE + 60; = 6CO, + EHEU + ENergy

In the course of glucose breakdown, energy and "reducing power," both of which are essential in
biosynthetic reactions, are salvaged and stored, mainly in the form of ATP in the case of energy
and NADH for reducing power. We discuss the structures and functions of these two crucial
molecules later in the chapter.

Simple polysaccharides composed only of glucose residues - principally glycogen in animal cells
and starch in plant cells - are used to store energy for future use. But sugars have functions in
addition to the production and storage of energy. Important extracellular structural materials (such
as cellulose) are composed of simple polysaccharides, and smaller but more complex chains of
sugar molecules are often covalently linked to proteins in glycoproteins and to lipids in glycolipids.

Fatty Acids Are Components of Cell Membranes 4
A fatty acid molecule, such as palmitic acid (Panel 2-4, pp. 54-55).

Fatty acids are a valuable source of food since they can be broken down to produce more than
twice as much usable energy, weight for weight, as glucose. They are stored in the cytoplasm of
many cells in the form of droplets of triglyceride molecules, which consist of three fatty acid
chains, each joined to a glycerol molecule (Panel 2-4, pp. 54-55); these molecules are the animal
fats familiar from everyday experience. When required to provide energy, the fatty acid chains can
be released from triglycerides and broken down into two-carbon units. These two-carbon units,
present as the acetyl group in a water-soluble molecule called acetyl CoA, are then further
degraded in various energy-yielding reactions, which we describe below.

But the most important function of fatty acids is in the construction of cell membranes. These thin,
impermeable sheets that enclose all cells and surround their internal organelles are composed
largely of phospholipids, which are small molecules that resemble triglycerides in that they are
constructed mostly from fatty acids and glycerol. In phospholipids, however, the glycerol is joined
to two rather than three fatty acid chains. The remaining site on the glycerol is coupled to a
negatively charged phosphate group, which is in turn attached to another small hydrophilic
compound, such as ethanolamine, choline, or serine.
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Each phospholipid molecule, therefore, has a hydrophobic tail - composed of the two fatty acid
chains - and a hydrophilic polar head group, where the phosphate is located. A small amount of
phospholipid will spread over the surface of water to form a monolayer of phospholipid molecules;
in this thin film, the hydrophobic tail regions pack together very closely facing the air and the
hydrophilic head groups are in contact with the water (Panel 2-4, pp. 54-55). Two such films can
combine tail to tail in water to make a phospholipid sandwich, or lipid bilayer, an extremely
important assembly that is the structural basis of all cell membranes (discussed in Chapter 10).

Amino Acids Are the Subunits of Proteins S

The common amino acids are chemically varied, but they all contain a carboxylic acid group and
an amino group, both linked to a single carbon atom (called the alpha-carbon; Figure 2-6). They
serve as subunits in the synthesis of proteins, which are long linear polymers of amino acids
joined head to tail by a peptide bond between the carboxylic acid group of one amino acid and the
amino group of the next .

Nucleotides Are the Subunits of DNA and RNA 6

In nucleotides one of several different nitrogen-containing ring compounds (often referred to as
bases because they can combine with H* in acidic solutions) is linked to a five-carbon sugar
(either ribose or deoxyribose) that carries a phosphate group. There is a strong family
resemblance between the different nitrogen-containing rings found in nucleotides. Cytosine (C),
thymine (T), and uracil (U) are called pyrimidine compounds because they are all simple
derivatives of a six-membered pyrimidine ring; guanine (G) and adenine (A) are purine
compounds, with a second five-membered ring fused to the six-membered ring. Each nucleotide
is named by reference to the unique base that it contains (Panel 2-6, pp.58-59).

Nucleotides can act as carriers of chemical energy. The triphosphate ester of adenine, ATP
(Figure 2-9), above all others, participates in the transfer of energy in hundreds of individual
cellular reactions. Its terminal phosphate is added using energy from the oxidation of foodstuffs,
and this phosphate can be split off readily by hydrolysis to release energy that drives energetically
unfavorable biosynthetic reactions elsewhere in the cell. As we discuss later, other nucleotide
derivatives serve as carriers for the transfer of particular chemical groups, such as hydrogen
atoms or sugar residues, from one molecule to another. And a cyclic phosphate-containing
adenine derivative, cyclic AMP, serves as a universal signaling molecule within cells.

The special significance of nucleotides is in the storage of biological information. Nucleotides
serve as building blocks for the construction of nucleic acids, long polymers in which nucleotide
subunits are covalently linked by the formation of a phosphate ester between the 3'-hydroxyl
group on the sugar residue of one nucleotide and the 5'-phosphate group on the next nucleotide
(Figure 2-10). There are two main types of nucleic acids, differing in the type of sugar that forms
their polymeric backbone. Those based on the sugar ribose are known as ribonucleic acids, or
RNA, and contain the four bases A, U, G, and C. Those based on deoxyribose (in which the
hydroxyl at the 2' position of ribose is replaced by a hydrogen) are known as deoxyribonucleic
acids, or DNA, and contain the four bases A, T, G, and C. The sequence of bases in a DNA or
RNA polymer represents the genetic information of the living cell. The ability of the bases from
different nucleic acid molecules to recognize each other by noncovalent interactions (called base-
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pairing) - G with C, and A with either T (in DNA) or U (in RNA) - underlies all of heredity and
evolution, as explained in Chapter 3.

sSummary

Living organisms are autonomous, self-propagating chemical systems. They are made from a
distinctive and restricted set of small carbon-based molecules that are essentially the same for
every living species. The main categories are sugars, fatty acids, amino acids, and nucleotides.
Sugars are a primary source of chemical energy for cells and can be incorporated into
polysaccharides for energy storage. Fatty acids are also important for energy storage, but their
most significant function is in the formation of cell membranes. Polymers consisting of amino
acids constitute the remarkably diverse and versatile macromolecules known as proteins.
Nucleotides play a central part in energy transfer and also are the subunits from which the
informational macromolecules, RNA and DNA, are made.

I organisms

44
earth's crust

30

20
10
‘= — — — — —
H C 0 M

Ca Ma P 51 Others
and and
Mg K

percent relative abundance

Figure 2-1. The relative abundance of chemical elements found in the earth's crust (the nonliving
world) compared to that in the soft tissues of living organisms. The relative abundance is
expressed as a percentage of the total number of atoms present. Thus, for example, nearly 50%
of the atoms in living organisms are hydrogen atoms.
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Figure 2-2. Living organisms synthesize only a small number of the organic molecules that they in
principle could make. Of the six amino acids shown, only the top one (tryptophan) is made by
cells.
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Figure 2-3. The structure of the monosaccharide glucose, a common hexose sugar. (A) is the
open-chain form of this sugar, which is in equilibrium with the more stable cyclic or ring form in

(B). (C) and (D) are space-filling and ball-and-stick models, respectively, of this cyclic form (b-d-
glucose). The chair form (E) is an alternative representation of the cyclic form that is frequently
used because it more accurately reflects the structure. In (A), (B), and (E) the redO denotes the
oxygen atom of the aldehyde group. For an outline of sugar structures and chemistry, see Panel 2-
3 (pp. 52-53).
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Figure 2-4. Eleven disaccharides consisting of two D-glucose units. Although these differ only in
the type of linkage between the two glucose units, they are chemically distinct. Since the
oligosaccharides associated with proteins and lipids may have six or more different kinds of sugar
joined in both linear and branched arrangements through linkages such as those illustrated here,
the number of distinct types of oligosaccharides that can be used in cells is extremely large.
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CH,
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CH,
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Figure 2-5. Palmitic acid. The carboxylic acid group (red) is shown in its ionized form. A ball-and-
stick model (center) and a space-filling model (right) are also shown

HyN—C —CO0OH —= HyN—LC —CO0

pH 7 |
[ LH-
nonignized ignized
figrm form

Figure 2-6. The amino acid alanine. In the cell, where the pH is close to 7, the free amino acid
exists in its ionized form; but when it is incorporated into a polypeptide chain, the charges on the
amino and carboxyl groups disappear. A ball-and-stick model and a space-filling model are shown
to the right of the structural formulas. For alanine, the side chain is a -CH3 group.
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Figure 2-7. A small part of a protein molecule, showing four amino acids. Each amino acid is
linked to the next by a covalent peptide bond, one of which is shaded yellow. A protein is therefore
also sometimes referred to as a polypeptide. The amino acid side chains are shown in red, and
the atoms of one amino acid (glutamic acid) are outlined by the gray box.
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13

11

aspartic
acid
pK ~4.7

CH-

CH;

glutame
acid
pK =47

histiding

pK ~B.5

Iysine

pK ~10.2

arginine

pK ~ 12

Figure 2-8. The charge on amino acid side chains depends on the pH. Carboxylic acids readily
lose H* in aqueous solution to form a negatively charged ion, which is denoted by the suffix "ate,"
as in aspart ate or glutam ate. A comparable situation exists for amines, which in agueous
solution take up H* to form a positively charged ion (which does not have a special name). These
reactions are rapidly reversible, and the amounts of the two forms, charged and uncharged,
depend on the pH of the solution. At a high pH, carboxylic acids tend to be charged and amines
uncharged. At a low pH, the opposite is true - the carboxylic acids are uncharged and amines are
charged. The pH at which exactly half of the carboxylic acid or amine residues are charged is
known as the pK of that amino acid side chain.In the cell the pH is close to 7, and almost all

carboxylic acids and amines are in their fully charged form.
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triphosphate i ribose adermee I

adenosing

Figure 2-9. Chemical structure of adenosine triphosphate (ATP). A space-filling model (A), a ball-
and-stick model (B), and the structural formula (C) are shown. Note the negative charges on each
of the three phosphates
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Figure 2-10. A short length of deoxyribonucleic acid (DNA), showing four nucleotides. One of the
phosphodiester bonds that link adjacent nucleotides is shaded yellow, and one of the nucleotides
Is enclosed in a gray box.DNA and its close relative RNA are the nucleic acids of the cell

Table 2-1. The Approximate Chemical Composition of a Bacterial Cell
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Percent of Total Cell

Weight Types of Each Molecule

Water 70 1

Inorganic lons 1 20

Sugars and precursors 1 250

Amino acids and precursors 0.4 100
Nucleotides and precursors 0.4 100

Fatty acids and precursors 1 50

Other small molecules 0.2 ~300
Macromolecules (proteins, nucleic acids, and 26 ~3000

polysaccharides)

Panel 2-1: The chemical properties of water and their influence on the
behavior of biological molecules
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Biological Order and Energy 7

Introduction

Cells must obey the laws of physics and chemistry. The rules of mechanics and of the conversion
of one form of energy to another apply just as much to a cell as to a steam engine. There are,
however, puzzling features of a cell that, at first sight, seem to place it in a special category. It is
common experience that things left to themselves eventually become disordered: buildings
crumble, dead organisms become oxidized, and so on. This general tendency is expressed in the
second law of thermodynamics, which states that the degree of disorder in the universe (or in any
isolated system in the universe) can only increase.

The puzzle is that living organisms maintain, at every level, a very high degree of order; and as
they feed, develop, and grow, they appear to create this order out of raw materials that lack it.
Order is strikingly apparent in large structures such as a butterfly wing or an octopus eye, in
subcellular structures such as a mitochondrion or a cilium, and in the shape and arrangement of
molecules from which these structures are built. The constituent atoms have been captured,
ultimately, from a relatively disorganized state in the environment and locked together into a
precise structure. Even a nongrowing cell requires constant ordering processes for survival since
all of its organized structures are subject to spontaneous accidents and must be repaired
continually. How is this possible thermodynamically? The answer is that the cell draws in fuel
from its environment and releases heat as a waste product. The cell is therefore not an isolated
system in the thermodynamic sense.

Biological Order Is Made Possible by the Release of Heat
Energy from Cells 8

As already mentioned, the second law of thermodynamics states that the amount of order in the
universe (that is, in a cell plus its environment) must always decrease. Therefore, the continuous
increase in order inside a living cell must be accompanied by an even greater increase in
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disorder in the cell's environment. Heat is energy in its most disordered form - the random
commotion of molecules - and heat is released from the cell by the reactions that order the
molecules it contains. The increase in random motion, including bond distortions, of the
molecules in the rest of the universe creates a disorder that more than compensates for the
increased order in the cell, as required by the laws of thermodynamics for spontaneous
processes. In this way the release of heat by a cell to its surroundings allows it to become more
highly ordered internally at the same time that the universe as a whole becomes more disordered
(Figure 2-11).

It is important to note that the cell will achieve nothing by producing heat unless the heat-
generating reactions are directly linked with the processes that generate molecular order in the
cell. Such linked reactions are said to be coupled, as we explain later. It is the tight coupling of
heat production to an increase in order that distinguishes the metabolism of the cell from the
wasteful burning of fuel in a fire.

The creation of order inside the cell is at the expense of the degradation of fuel energy. For plants
this fuel energy is initially derived from the electromagnetic radiation of the sun; for animals it is
derived from the energy stored in the covalent bonds of the organic molecules that animals eat.
Since these organic nutrients are themselves produced by photosynthetic organisms such as
green plants, however, the sun is in fact the ultimate energy source for animals also.

Photosynthetic Organisms Use Sunlight to Synthesize
Organic Compounds 9

Solar energy enters the living world (the biosphere) by means of the photosynthesis carried out
by photosynthetic organisms - either plants or bacteria. In photosynthesis electromagnetic energy
is converted into chemical bond energy. At the same time, however, part of the energy of sunlight
is converted into heat energy, and the release of this heat to the environment increases the
disorder of the universe and thereby drives the photosynthetic process.

The reactions of photosynthesis are described in detail in Chapter 14. In broad terms, they occur
in two distinct stages. In the first (the light-activated reactions) the visible radiation impinging on a
pigment molecule drives the transfer of electrons from water to NADPH and at the same time
provides the energy needed for the synthesis of ATP. In the second (the dark reactions) the ATP
and NADPH are used to drive a series of "carbon-fixation" reactions in which CO, from the air is

used to form sugar molecules (Figure 2-12).

The net result of photosynthesis, so far as the green plant is concerned, can be summarized by
the equation

energy + CO; + H20 — sugar + O,
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This simple equation hides the complex nature of the reactions, which involve many linked
reaction steps. Furthermore, although the initial fixation of CO, results in sugars, subsequent

metabolic reactions soon convert these into the many other small and large molecules essential
to the plant cell.

Chemical Energy Passes from Plants to Animals

Animals and other nonphotosynthetic organisms cannot capture energy from sunlight directly and
so have to survive on "secondhand" energy obtained by eating plants or on "thirdhand" energy
obtained by eating other animals. The organic molecules made by plant cells provide both
building blocks and fuel to the organisms that feed on them. All types of plant molecules can
serve this purpose - sugars, proteins, polysaccharides, lipids, and many others.

The transactions between plants and animals are not all one-way. Plants, animals, and
microorganisms have existed together on this planet for so long that many of them have become
an essential part of the others' environment. The oxygen released by photosynthesis, for
example, is consumed in the combustion of organic molecules by nearly all organisms, and some
of the CO, molecules that are "fixed" today into larger organic molecules by photosynthesis in a

green leaf were yesterday released into the atmosphere by the respiration of an animal. Thus,
carbon utilization is a cyclic process that involves the biosphere as a whole and crosses
boundaries between individual organisms (Figure 2-13). Similarly, atoms of nitrogen, phosphorus,
and sulfur can, in principle, be traced from one biological molecule to another in a series of
similar cycles.

Cells Obtain Energy by the Oxidation of Biological
Molecules 10

The carbon and hydrogen atoms in the molecules taken up as food materials by a cell can serve
as fuel because they are not in their most stable form. The earth's atmosphere contains a great
deal of oxygen, and in the presence of oxygen the most energetically stable form of carbon is as
CO, and that of hydrogen is as H,O. A cell is therefore able to obtain energy from sugars or other

organic molecules by allowing their carbon and hydrogen atoms to combine with oxygen to
produce CO, and H,0O, respectively. The cell, however, does not oxidize organic molecules in

one step, as occurs in a fire. Through the use of specific enzyme catalysts, it takes the molecules
through a large number of reactions that only rarely involve the direct addition of oxygen. Before
we can consider these reactions and the driving force behind them, we need to discuss what is
meant by the process of oxidation.

Oxidation, in the sense used above, does not mean only the addition of oxygen atoms; rather, it
applies more generally to any reaction in which electrons are transferred from one atom to
another. Oxidation in this sense refers to the removal of electrons, and reduction - the converse
of oxidation - means the addition of electrons. Thus, Fe2* is oxidized if it loses an electron to
become Fe3*, and a chlorine atom is reduced if it gains an electron to become CI-. The same
terms are used when there is only a partial shift of electrons between atoms linked by a covalent
bond (Figure 2-14A). When a carbon atom becomes covalently bonded to an atom with a strong
affinity for electrons, such as oxygen, chlorine, or sulfur, for example, it gives up more than its
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equal share of electrons; it therefore acquires a partial positive charge and is said to be oxidized.
Conversely, a carbon atom in a C-H linkage has more than its share of electrons, and so it is said
to be reduced (Figure 2-14B).

Often, when a molecule picks up an electron (e), it picks up a proton (H*) at the same time
(protons being freely available in an aqueous solution). The net effect in this case is to add a
hydrogen atom to the molecule

A+e+Ht—=AH

Even though a proton plus an electron is involved (instead of just an electron), such
hydrogenation reactions are reductions, and the reverse, dehydrogenation reactions, are
oxidations.

The combustion of food materials in a cell converts the C and H atoms in organic molecules
(where they are both in a relatively electron-rich, or reduced, state) to CO, and H,O, where they

have given up electrons and are therefore highly oxidized. The shift of electrons from carbon and
hydrogen to oxygen allows these atoms to achieve a more stable state and hence is energetically
favorable.

The Breakdown of an Organic Molecule Takes Place in a Sequence of
Enzyme-catalyzed Reactions 11

Although the most energetically favorable form of carbon is as CO, and that of hydrogen is as
H,0O, a living organism does not disappear in a puff of smoke for the same reason that the book

in your hands does not burst into flame: the molecules of both exist in metastable energy troughs
and require activation energy (Figure 2-15) before they can pass to more stable configurations. In
the case of the book, the activation energy can be provided by a lighted match. For a living cell
the combustion is achieved molecule by molecule in a much more controlled way. The place of
the match is taken by an unusually energetic collision of one molecule with another. Moreover,
the only molecules that react are those that are bound to the surface of enzymes.

As explained in Chapter 3, enzymes are highly specific protein catalysts. Like all other types of
catalysts, they speed up reactions by reducing the activation energy for a particular chemical
change. Enzymes bind tightly to their substrate molecules and hold them in a way that greatly
reduces the activation energy of one particular reaction that rearranges covalent bonds. By
selectively lowering the activation energy of only one reaction path for the bound molecule,
enzymes determine which of several alternative bond-breaking and bond-forming reactions
occurs (Figure 2-16). After the product of one enzyme is released, it can bind to a second
enzyme that catalyzes an additional change. In this way each of the many different molecules in
a cell moves from enzyme to enzyme along a specific reaction pathway, and it is the sum of all of
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these pathways that determines the cell's chemistry. We discuss a few central pathways of
energy metabolism later.

The success of living organisms is attributable to their cells' ability to make enzymes of many
different types, each with precisely specified properties. Each enzyme has a unique shape and
binds a particular set of other molecules (called substrates) in such a way as to speed up a
particular chemical reaction enormously, often by a factor of as much as 1014. Like all other
catalysts, enzyme molecules themselves are not changed after participating in a reaction and
therefore can function over and over again.

Part of the Energy Released in Oxidation Reactions Is
Coupled to the Formation of ATP 12

Cells derive useful energy from the "burning" of glucose only because they burn it in a very
complex and controlled way. By means of enzyme-directed reaction paths, the synthetic, or
anabolic, chemical reactions that create biological order are closely coupled to the degradative,
or catabolic, reactions that provide the energy. The crucial difference between a coupled reaction
and an uncoupled reaction is illustrated by the mechanical analogy shown in Figure 2-17, where
an energetically favorable chemical reaction is represented by rocks falling from a cliff. The
kinetic energy of falling rocks would normally be entirely wasted in the form of heat generated
when they hit the ground (section A). But, by careful design, part of the kinetic energy could be
used to drive a paddle wheel that lifts a bucket of water (section B). Because the rocks can reach
the ground only by moving the paddle wheel, we say that the spontaneous reaction of rock falling
has been directly coupled to the nonspontaneous reaction of lifting the bucket of water. Note that
because part of the energy is now used to do work in section B, the rocks hit the ground with less
velocity than in section A, and therefore correspondingly less energy is wasted as heat.

In cells enzymes play the role of paddle wheels in our analogy and couple the spontaneous
burning of foodstuffs to reactions that generate ATP. Just as the energy stored in the elevated
bucket of water in Figure 2-17 can be dispensed in small doses to drive a wide variety of
hydraulic machines (section C), ATP serves as a convenient and versatile store, or currency, of
energy to drive many different chemical reactions that the cell needs (Figure 2-18).

The Hydrolysis of ATP Generates Order in Cells 13

How does ATP act as a carrier of chemical energy? Under the conditions existing in the
cytoplasm, the breakdown of ATP by hydrolysis to release inorganic phosphate (P;) requires

catalysis by an enzyme, but whenever it occurs, it releases a great deal of usable energy. A
chemical group that is linked by such a reactive bond is readily transferred to another molecule;
for this reason the terminal phosphate in ATP can be considered to exist in an activated state.
The bond broken in this hydrolysis reaction is sometimes described as a high-energy bond. There
is nothing special about the covalent bond itself, however; it is simply that in aqueous solution the
hydrolysis of ATP creates two molecules of much lower energy (ADP and P;).

Many of the chemical reactions in cells are energetically unfavorable. These reactions are driven
by the energy released by ATP hydrolysis through enzymes that directly couple the unfavorable
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reaction to the favorable reaction of ATP hydrolysis. Among these reactions are those involved in
the synthesis of biological molecules, in the active transport of molecules across cell membranes,
and in the generation of force and movement. These processes play a vital part in establishing
biological order. The macromolecules formed in biosynthetic reactions, for example, carry
information, catalyze specific reactions, and are assembled into highly ordered structures.
Membrane-bound pumps maintain the special internal composition of cells and permit many
signals to pass within and between cells. And the production of force and movement enables the
cytoplasmic contents of cells to become organized and the cells themselves to move about and
assemble into tissues.

Summary

Living cells are highly ordered and must create order within themselves in order to survive and
grow. This is thermodynamically possible only because of a continual input of energy, part of
which is released from the cells to their environment as heat. The energy comes ultimately from
the electromagnetic radiation of the sun, which drives the formation of organic molecules in
photosynthetic organisms such as green plants. Animals obtain their energy by eating these
organic molecules and oxidizing them in a series of enzyme-catalyzed reactions that are coupled
to the formation of ATP. ATP is a common currency of energy in all cells, and its energetically
favorable hydrolysis is coupled to other reactions to drive a variety of energetically unfavorable
processes that create the high degree of order essential for life.
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Figure 2-11. A simple thermo-dynamic analysis of a living cell. In the upper diagram, the
molecules of both the cell and the rest of the universe (its environment) are depicted in a
relatively disordered state. In the lower diagram, heat has been released from the cell by a
reaction that orders the molecules that the cell contains (green). Because the heat increases the
disorder in the environment around the cell, the second law of thermodynamics is satisfied as the

cell grows and divides
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Figure 2-12. Photosynthesis. The two stages of photosynthesis in a green plant.
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Figure 2-13. The carbon cycle. Individual carbon atoms are incorporated into organic molecules
of the living world by the photosynthetic activity of plants, bacteria, and marine algae. They pass
to animals, microorganisms, and organic material in soil and oceans in cyclic paths. CO, is

restored to the atmosphere when organic molecules are oxidized by cells or burned by humans
as fossil fuels.
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Figure 2-14. Oxidation and reduction. (A) When two atoms form a covalent bond, an atom ending
up with a greater share of electrons acquires a partial negative charge and is said to be reduced,
while the other atom acquires a partial positive charge and is said to be oxidized. (B) The carbon
atom of methane can be converted to that of carbon dioxide by the successive removal of its
hydrogen atoms. With each step, electrons are shifted away from the carbon, and the carbon
atom becomes progressively more oxidized. Each of these steps is energetically favorable inside
a cell.

activation
energy

total energy ——-

reaction pathway ——

Figure 2-15. The principle of activation energy. Compound X is in a metastable state because
energy is released when it is converted to compound Y. This transition will not take place,
however, unless X can acquire enough activation energy from its surroundings (by means of an
unusually energetic collision with other molecules) to undergo the reaction.
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Figure 2-16. Enzyme catalysis. (A) A "jiggling-box" model illustrates how enzymes direct
molecules along desired reaction pathways. In this model the green ballrepresents a potential
enzyme substrate (compound X) that is bouncing up and down in energy level due to the
constant bombardment of colliding water molecules. The four walls of the box represent the
activation energy barriers for four different chemical reactions that are energetically favorable. In
the left-hand box none of these reactions occurs because the energy available from even the
most energetic collisions is insufficient to surmount any of the energy barriers. In the right-hand
box enzyme catalysis lowers the activation energy for reaction number 1 only. It thereby allows
this reaction to proceed with available energies, causing compound Y to form from compound X.
Compound Y may then bind to a different enzyme that converts it to compound Z, and so on. (B)
The distribution of energy in a population of identical molecules. In order to undergo a chemical
reaction, the energy of the molecule (as translational, vibrational, and rotational motions) must
exceed the activation energy; for most biological reactions, this never happens without enzyme
catalysis.
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Figure 2-17. A mechanical model illustrating the principle of coupled chemical reactions. The
spontaneous reaction shown in (A) might serve as an analogy for the direct oxidation of glucose
to CO, and H,O, which produces heat only. In (B) the same reaction is coupled to a second
reaction; the second reaction might serve as an analogy for the synthesis of ATP. The more
versatile form of energy produced in (B) can be used to drive other cellular processes, as in (C).

ATP is the most versatile form of energy in cells.
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Figure 2-18. The ATP molecule serves as a convenient energy store in cells. As indicated, the
energetically unfavorable formation of ATP from ADP and inorganic phosphate is coupled to the

energetically favorable oxidation of foodstuffs (see Figure 2-17B).

The hydrolysis of this ATP

back to ADP and inorganic phosphate in turn provides the energy needed to drive many

important cellular reactions.
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Food Molecules Are Broken Down in Three Stages to Give
ATP

The proteins, lipids, and polysaccharides that make up the major part of the food we eat must be
broken down into smaller molecules before our cells can use them. The enzymatic breakdown,
or catabolism, of these molecules may be regarded as proceeding in three stages (Figure 2-19).
We shall give a short outline of these stages before discussing the last two of them in more
detail.

Stage 1, called digestion, occurs mainly in our intestine. Here, large polymeric molecules are
broken down into their monomeric subunits - proteins into amino acids, polysaccharides into
sugars, and fats into fatty acids and glycerol - through the action of secreted enzymes. Stage 2
occurs in the cytoplasm after the small molecules generated in stage 1 enter cells, where they
are further degraded. Most of the carbon and hydrogen atoms of sugars are converted into
pyruvate, which then enters mitochondria, where it is converted to the acetyl groups of the
chemically reactive compound acetyl coenzyme A (acetyl CoA) (Figure 2-20). Major amounts of
acetyl CoA are also produced by the oxidation of fatty acids. In stage 3 the acetyl group of acetyl
CoA is completely degraded to CO, and H,O in the mitochondrion. It is in this final stage that

most of the ATP is generated. Through a series of coupled chemical reactions, about half of the
energy theoretically derivable from the combustion of carbohydrates and fats to H,O and CO, is
channeled into driving the energetically unfavorable reaction P; + ADP — ATP. Because the rest

of the combustion energy is released by the cell as heat, this generation of ATP creates net
disorder in the universe, in conformity with the second law of thermodynamics.

Through the production of ATP, the energy originally derived from the combustion of
carbohydrates and fats is redistributed as a conveniently packaged form of chemical energy.
Roughly 10° molecules of ATP are in solution throughout the intracellular space in a typical cell,
where their energetically favorable hydrolysis back to ADP and phosphate in coupled reactions
provides the driving energy for a very large number of different coupled reactions that would
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otherwise not occur.

Glycolysis Can Produce ATP Even in the Absence of Oxygen

The most important process in stage 2 of catabolism is the degradation of carbohydrates in a
sequence of reactions known as glycolysis - the lysis (splitting) of glucose. Glycolysis can
produce ATP in the absence of oxygen, and it probably evolved early in the history of life, before
the activities of photosynthetic organisms introduced oxygen into the atmosphere. In the process
of glycolysis, a glucose molecule with six carbon atoms is converted into two molecules of
pyruvate, each with three carbon atoms. This conversion involves a sequence of nine enzymatic
steps that create phosphate-containing intermediates (Figure 2-21). The cell hydrolyzes two
molecules of ATP to drive the early steps but produces four molecules of ATP in the later steps,
so that there is a net gain of ATP by the end of glycolysis.

Logically, the sequence of reactions that constitute glycolysis can be divided into three parts: (1)
in steps 1 to 4, glucose is converted to two molecules of the three-carbon aldehyde
glyceraldehyde 3-phosphate - a conversion that requires an investment of energy in the form of
ATP hydrolysis to provide the two phosphates; (2) in steps 5 and 6, the aldehyde group of each
glyceraldehyde 3-phosphate molecule is oxidized to a carboxylic acid, and the energy from this
reaction is coupled to the synthesis of ATP from ADP and inorganic phosphate; and (3) in steps
7, 8, and 9, the same two phosphate molecules that were added to sugars in the first reaction
sequence are transferred back to ADP to form ATP, thereby repaying the original investment of
two ATP molecules hydrolyzed in the first reaction sequence (see Figure 2-21).

At the end of glycolysis, therefore, the ATP balance sheet shows a net profit of the two
molecules of ATP (per glucose molecule) that were produced in steps 5 and 6. As the only
reactions in the sequence in which a high-energy phosphate linkage is created from inorganic
phosphate, these two steps lie at the heart of glycolysis. They also provide an excellent
illustration of the way in which reactions in the cell can be coupled together by enzymes to
harvest the energy released by oxidations (Figure 2-22). The overall result is that an aldehyde
group on a sugar is oxidized to a carboxylic acid and an inorganic phosphate group is transferred
to a high-energy linkage on ATP; in addition, a molecule of NAD™ is reduced to NADH, a
molecule with a central role in energy metabolism, as we discuss next. This elegant set of
coupled reactions was probably among the earliest metabolic steps to appear in the evolving
cell.

For most animal cells glycolysis is only a prelude to stage 3 of catabolism, since the pyruvic acid
that is formed at the last step quickly enters the mitochondria to be completely oxidized to CO,
and H,O. In the case of anaerobic organisms (those that do not utilize molecular oxygen),
however, and for tissues, such as skeletal muscle, that can function under anaerobic conditions,
glycolysis can become a major source of the cell's ATP. Anaerobic energy-yielding reactions of
this type are called fermentations. Here, instead of being degraded in mitochondria, the pyruvate
molecules stay in the cytosol and, depending on the organism, can be converted into ethanol
plus CO, (as in yeast) or into lactate (as in muscle), which is then excreted from the cell. These
further reactions of pyruvate use up the reducing power produced in reaction 5 of glycolysis,
thereby regenerating the NAD* required for glycolysis to continue, as we discuss in Chapter 14.
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NADH Is a Central Intermediate in Oxidative Catabolism

The anaerobic generation of ATP from glucose through the reactions of glycolysis is relatively
inefficient. The end products of anaerobic glycolysis still contain a great deal of chemical energy
that can be released by further oxidation. The evolution of oxidative catabolism (cellular
respiration) became possible only after molecular oxygen had accumulated in the earth's
atmosphere as a result of photosynthesis by the cyanobacteria. Earlier, anaerobic processes
had dominated life on earth. The addition of an oxygen-requiring stage to the catabolic process
(stage 3 in Figure 2-19) provided cells with a much more powerful and efficient method for
extracting energy from food molecules. This third stage begins with a series of reactions called
the citric acid cycle (also called the tricarboxylic acid cycle, or the Krebs cycle) and ends with
oxidative phosphorylation, both of which occur in aerobic bacteria and the mitochondria of
eucaryotic cells.

A simplified version of the two central processes of oxidative catabolism is given in Figure 2-23.
First, in the citric acid cycle, the acetyl groups from acetyl CoA are oxidized to produce CO, and

NADH. Next, in the process of oxidative phosphorylation, the NADH generated reacts with
molecular oxygen (O,) to produce ATP and H,O in a complicated series of steps that relies on

electron transport in a membrane.

NADH, which serves as a central intermediate in the above process, was previously encountered
as a product of glycolysis (see Figure 2-22). It is an important carrier of reducing power in cells.
As illustrated in Figure 2-24, it is formed by the addition of a hydrogen nucleus and two electrons
(a hydride ion, H-) to nicotinamide adenine dinucleotide (NAD). Because this addition occurs in a
way that leaves the hydride ion held in a high-energy linkage, NADH acts as a convenient source
of readily transferable electrons in cells, in much the same way that ATP acts as a convenient
source of readily transferable phosphate groups.

Metabolism Is Dominated by the Citric Acid Cycle 15

The primary function of the citric acid cycle is to oxidize acetyl groups that enter the cycle in the
form of acetyl CoA molecules. The reactions form a cycle because the acetyl group is not
oxidized directly, but only after it has been covalently added to a larger molecule,
oxaloacetate,which is regenerated at the end of one turn of the cycle. As illustrated in Figure 2-
25, the cycle begins with the reaction between acetyl CoA and oxaloacetate to form the
tricarboxylic acid molecule called citric acid (or citrate). A series of enzymatically catalyzed
reactions then occurs in which two of the six carbons of citrate are oxidized to CO,, forming

another molecule of oxaloacetate to repeat the cycle. (Because the two carbons that are newly
added in each cycle enter a different part of the citrate molecule from the part oxidized to CO,, it

is only after several cycles that their turn comes to be oxidized.) The CO, produced in these
reactions then diffuses from the mitochondrion (or from the bacterium) and leaves the cell.

The energy made available when the C - H and C - C bonds in citrate are oxidized is captured in
several ways in the course of the citric acid cycle. At one step in the cycle (succinyl CoA to
succinate), a high-energy phosphate linkage is created by a mechanism resembling that
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described for glycolysis above. All of the remaining energy of oxidation that is captured is
channeled into the conversion of hydrogen - or hydride ion - carrier molecules to their reduced
forms; for each turn of the cycle, three molecules of NAD* are converted to NADH and one flavin
adenine nucleotide (FAD) is converted to FADH,. The energy that is stored in the readily
transferred electrons on these carrier molecules will subsequently be harnessed through the
reactions of oxidative phosphorylation (considered in more detail below), which are the only
reactions described here that require molecular oxygen from the atmosphere.

The additional oxygen atoms required to make CO, from the acetyl groups entering the citric
acid cycle are supplied not by molecular oxygen but by water. Three molecules of water are split
in each cycle, and their oxygen atoms are used to make CO,. Some of their hydrogen atoms

enter substrate molecules and, like the hydrogen atoms of the acetyl groups, are ultimately
removed to carrier molecules such as NADH.

In the eucaryotic cell the mitochondrion is the center toward which all catabolic processes lead,
whether they begin with sugars, fats, or proteins. For, in addition to pyruvate, fatty acids and
some amino acids also pass from the cytosol into mitochondria, where they are converted into
acetyl CoA or one of the other intermediates of the citric acid cycle. The mitochondrion also
functions as the starting point for some biosynthetic reactions by producing vital carbon-
containing intermediates, such as oxaloacetate and alpha-ketoglutarate. These substances are
transferred back from the mitochondrion to the cytosol, where they serve as precursors for the
synthesis of essential molecules, such as amino acids.

In Oxidative Phosphorylation the Transfer of Electrons to
Oxygen Drives ATP Formation 10, 16

Oxidative phosphorylation is the last step in catabolism and the point at which the major portion
of metabolic energy is released. In this process molecules of NADH and FADH, transfer the
electrons that they have gained from the oxidation of food molecules to molecular oxygen, O,,
forming H,O. The reaction, which is formally equivalent to the burning of hydrogen in air to form

water, releases a great deal of chemical energy. Part of this energy is used to make the major
portion of the cell's ATP; the rest is liberated as heat.

Although the overall chemistry of NADH and FADH, oxidation involves a transfer of hydrogen to
oxygen, each hydrogen atom is transferred as an electron plus a proton (the hydrogen nucleus,
H*). This is possible because a hydrogen atom can be readily dissociated into its constituent
electron and proton (H*). The electron can then be transferred separately to a molecule that
accepts only electrons, while the proton remains in aqueous solution. Conversely, if an electron
alone is donated to a molecule with a strong affinity for hydrogen, then a hydrogen atom will be
reconstituted automatically by the capture of a proton from solution. In the course of oxidative
phosphorylation, electrons from NADH and FADH, pass down a long chain of carrier molecules

that are known as the electron-transport chain. The presence or absence of intact hydrogen
atoms at each step of the electron-transfer process depends on the nature of the carrier.

In a eucaryotic cell this series of electron transfers along the electron-transport chain takes place
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on the inner membrane of the mitochondrion, in which all of the electron carrier molecules are
embedded. At each step of the transfer, the electrons fall to a lower energy state, until at the end
they are transferred to oxygen molecules. Each oxygen molecule (O,) picks up four electrons

from the electron-transport chain plus four protons from aqueous solution to form two molecules
of water. Oxygen molecules have a high affinity for electrons, and electrons bound to oxygen are
thus in a low energy state.

The electron-transport chain is important for the cell because the energy released as the
electrons fall to lower energy states is harnessed in a remarkable way. As described in Chapter
14, particular electron transfers cause protons to be pumped across the membrane from the
inner mitochondrial compartment to the outside (Figure 2-26). An electrochemical proton
gradient is thereby generated across the inner mitochondrial membrane. This gradient in turn
drives a flux of protons back through a special enzyme complex in the same membrane, causing
the enzyme (ATP synthase) to add a phosphate group to ADP and thereby generating ATP
inside the mitochondrion. The newly made ATP is then transferred from the mitochondrion to the
rest of the cell.

Amino Acids and Nucleotides Are Part of the Nitrogen
Cycle

In our discussion so far we have concentrated mainly on carbohydrate metabolism. We have not
yet considered the metabolism of nitrogen or sulfur. These two elements are constituents of
proteins and nucleic acids, which are the two most important classes of macromolecules in the
cell and make up approximately two-thirds of its dry weight. Atoms of nitrogen and sulfur pass
from compound to compound and between organisms and their environment in a series of
reversible cycles.

Although molecular nitrogen is abundant in the earth's atmosphere, nitrogen is chemically
unreactive as a gas. Only a few living species are able to incorporate it into organic molecules, a
process called nitrogen fixation. Nitrogen fixation occurs in certain microorganisms and by some
geophysical processes, such as lightning discharge. It is essential to the biosphere as a whole,
for without it life would not exist on this planet. Only a small fraction of the nitrogenous
compounds in today's organisms, however, represents fresh products of nitrogen fixation from
the atmosphere. Most organic nitrogen has been in circulation for some time, passing from one
living organism to another. Thus present-day nitrogen-fixing reactions can be said to perform a
"topping-up" function for the total nitrogen supply.

Vertebrates receive virtually all of their nitrogen in their dietary intake of proteins and nucleic
acids. In the body these macromolecules are broken down to component amino acids and
nucleotides, which are then repolymerized into new proteins and nucleic acids or utilized to make
other molecules. About half of the 20 amino acids found in proteins are essential amino acids
(Figure 2-27) for vertebrates, which means that they cannot be synthesized from other
ingredients of the diet. The others can be so synthesized, using a variety of raw materials,
including intermediates of the citric acid cycle. The essential amino acids are made by
nonvertebrate organisms, usually by long and energetically expensive pathways that have been
lost in the course of vertebrate evolution.
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The nucleotides needed to make RNA and DNA can be synthesized using specialized
biosynthetic pathways: there are no "essential nucleotides" that must be provided in the diet. All
of the nitrogens in the purine and pyrimidine bases (as well as some of the carbons) are derived
from the plentiful amino acids glutamine, aspartic acid, and glycine, whereas the ribose and
deoxyribose sugars are derived from glucose.

Amino acids that are not utilized in biosynthesis can be oxidized to generate metabolic energy.
Most of their carbon and hydrogen atoms eventually form CO, or H,O, whereas their nitrogen

atoms are shuttled through various forms and eventually appear as urea, which is excreted.
Each amino acid is processed differently, and a whole constellation of enzymatic reactions exists
for their catabolism.

Summary

Animal cells derive energy from food in three stages. In stage 1, called digestion, proteins,
polysaccharides, and fats are broken down by extracellular reactions to small molecules. In
stage 2, these small molecules are degraded within cells to produce acetyl CoA and a limited
amount of ATP and NADH. These are the only reactions that can yield energy in the absence of
oxygen. In stage 3, the acetyl CoA molecules are degraded in mitochondria to give CO, and
hydrogen atoms that are linked to carrier molecules such as NADH. Electrons from the hydrogen
atoms are passed through a complex chain of membrane-bound carriers, finally being passed to
molecular oxygen to form water. Driven by the energy released in these electron-transfer steps,
protons (H*) are transported out of the mitochondria. The resulting electrochemical proton
gradient across the inner mitochondrial membrane is harnessed to drive the synthesis of most of
the cell's ATP.
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Figure 2-19. Simplified diagram of the three stages of catabolism that lead from food to waste
products. This series of reactions produces ATP, which is then used to drive biosynthetic

reactions and other energy-requiring processes in the cell.
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Figure 2-20. Acetyl coenzyme A (acetyl CoA). This crucial metabolic intermediate is generated

when acetyl groups, produced in stage 2 of catabolism, are covalently linked to coenzyme A
(CoA).
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Figure 2-21. Glycolysis. Each reaction shown is catalyzed by a different enzyme. In the series of
reactions designated as step 4, a six-carbon sugar is cleaved to give two three-carbon sugars,
so that the number of molecules at every step after this is doubled. Steps 5 and 6 (in the yellow
box) are the reactions responsible for the net synthesis of ATP and NADH molecules (see Figure
2-22).
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Figure 2-22. Steps 5 and 6 of glycolysis. In these steps the oxidation of an aldehyde to a
carboxylic acid is coupled to the formation of ATP and NADH (see also Figure 2-21). Step 5,
shown here as a series of three steps, begins when the enzyme glyceraldehyde 3-phosphate
dehydrogenase (see Figure 3-42) forms a covalent bond to the carbon carrying the aldehyde
group on glyceraldehyde 3-phosphate. Next, hydrogen (as a hydride ion - a proton plus two
electrons) is removed from the enzyme-linked aldehyde group in glyceraldehyde 3-phosphate
and transferred to the important hydrogen carrier NAD* (see Figure 2-24). This oxidation step
creates a sugar carbonyl group attached to the enzyme in a high-energy linkage (shown as a red
bond). This linkage is then broken by a phosphate ion (P;) from solution, creating a high-energy

sugar-phosphate bond instead (red bond). In these last two reactions, the enzyme has coupled
the energetically favorable process of oxidizing an aldehyde to the energetically unfavorable
formation of a high-energy phosphate bond, allowing the second step to be driven by the first.
Finally, in step 6 of glycolysis, the newly created reactive phosphate group is transferred to ADP
to form ATP, leaving a free carboxylic acid group on the oxidized sugar.

CO; 0,
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Figure 2-23. A simplified outline of stage 3 of catabolism. The process is primarily designed to
produce large amounts of ATP from ADP and inorganic phosphate (P;). NADH is produced by

the citric acid cycle and is then used to drive the production of ATP during oxidative
phosphorylation. NADH thus serves as a central intermediate in the oxidation of acetyl groups to
CO, and H,0 (lesser amounts of FADH, play a similar part).
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Figure 2-24. NAD* and NADH. These two molecules are the most important carriers of readily
transferable electrons in catabolic reactions. Their structures are shown in (A). NAD is an
abbreviation for nicotinamide adenine dinucleotide, reflecting the fact that the bottom half of the
molecule, as drawn, is adenosine monophosphate (AMP). The part of the NAD* molecule known
as the nicotinamide ring (labeled in gray box) is able to accept two electrons together with a
proton (in sum, a hydride ion, H-), forming NADH. In this reduced form, the nicotinamide ring has
a reduced stability because it is no longer stabilized by resonance. As a result, the added
hydride ion is activated in the sense that it can be easily transferred to other molecules. (B) An
example of a reaction involving NAD* and NADH. In the biological oxidation of a substrate
molecule such as an alcohol, two hydrogen atoms are lost from the substrate. One of these is
added as a hydride ion to NAD*, producing NADH, while the other is released into solution as a

proton (H*).
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Figure 2-25. The citric acid cycle. In mitochondria and in aerobic bacteria the acetyl groups
produced from pyruvate are further oxidized. The carbon atoms of the acetyl groups are

converted to CO,, while the hydrogen atoms are transferred to the carrier molecules NAD* and

FAD. Additional oxygen and hydrogen atoms enter the cycle in the form of water at the steps
marked with an asterisk (*). The number of carbon atoms in each molecule is indicated by a
white box.For details, see Figure 14-14.
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Figure 2-26. The generation of an H* gradient across a membrane by electron-transport
reactions. A high-energy electron (derived, for example, from the oxidation of a metabolite) is
passed sequentially by carriers A, B, and C to a lower energy state. In this diagram carrier B is
arranged in the membrane in such a way that it takes up H* from one side and releases it to the
other as the electron passes. The resulting H* gradient represents a form of stored energy that is
harnessed by other membrane proteins in the mitochondrion to drive the formation of ATP, as
discussed in Chapter 14.
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Figure 2-27. The nine essential amino acids. These cannot be synthesized by
human cells and so must
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Biosynthesis and the Creation of Order 17

Thousands of different chemical reactions are occurring in a cell at any instant of time. The
reactions are all linked together in chains and networks in which the product of one reaction
becomes the substrate of the next. Most of the chemical reactions in cells can be roughly
classified as being concerned either with catabolism or with biosynthesis (anabolism). Having
discussed the catabolic reactions, we now turn to the reactions of biosynthesis. These begin with
the intermediate products of glycolysis and the citric acid cycle (and closely related compounds)
and generate the larger and more complex molecules of the cell.

The Free-Energy Change for a Reaction Determines Whether It Can Occur 18

Although enzymes speed up energetically favorable reactions, they cannot force energetically unfavorable reactions to
occur. In terms of a water analogy, enzymes by themselves cannot make water run uphill. Cells, however, must do just
that in order to grow and divide; they must build highly ordered and energy-rich molecules from small and simple ones.
We have seen that, in a general way, this is done through enzymes that directly couple energetically favorable reactions,
which consume energy (derived ultimately from the sun) and produce heat, to energetically unfavorable reactions, which
produce biological order. Let us examine in greater detail how such coupling is achieved.

First, we must consider more carefully the term "energetically favorable," which we have so far used loosely without giving
it a definition. As explained earlier, a chemical reaction can proceed spontaneously only if it results in a net increase in the
disorder of the universe. Disorder increases when useful energy (energy that could be harnessed to do work) is dissipated
as heat; and the criterion for an increase of disorder can be expressed conveniently in terms of a quantity called the free
energy, G. This is defined in such a way that changes in its value, denoted by A- G, measure the amount of disorder
created in the universe when a reaction takes place. Energetically favorable reactions, by definition, are those that release
a large quantity of free energy, or, in other words, have a large negative A- G and create much disorder. A familiar
example on a macroscopic scale would be the "reaction” by which a compressed spring relaxes to an expanded state,
releasing its stored elastic energy as heat to its surroundings. Energetically favorable reactions, with A- G < O, have a
strong tendency to occur spontaneously, although their rate will depend on other factors, such as the availability of specific
enzymes (discussed below). Conversely, energetically unfavorable reactions, with a positive A- G, such as those in which
two amino acids are joined together to form a peptide bond, by themselves create order in the universe and therefore do
not occur spontaneously. Reactions of this kind can take place only if they are coupled to a second reaction with a
negative A- G so large that the A- G of the entire process is negative.

The course of most reactions can be predicted quantitatively. A large body of thermodynamic data has been collected that
makes it possible to calculate the change in free energy for most of the important metabolic reactions of the cell. The
overall free-energy change for a pathway is then simply the sum of the free-energy changes in each of its component
steps. Consider, for example, two reactions

X—»Yand C—D

where the A Gvalues are +1 and -13 kcal/mole, respectively. (Recall that a mole is 6 x 1023 molecules of a substance.) If
these two reactions can be coupled together, the A- Gfor the coupled reaction will be -12 kcal/mole. Thus, the unfavorable
reaction X - Y, which will not occur spontaneously, can be driven by the favorable reaction C - D, provided that a
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mechanism exists by which the two reactions can be coupled together.
Biosynthetic Reactions Are Often Directly Coupled to ATP Hydrolysis

Consider a typical biosynthetic reaction in which two monomers, A and B, are to be joined in a dehydration (also called
condensation) reaction, in which water is released:

A-H+B-OH—=A-B+H;O

Almost invariably the reverse reaction (called hydrolysis), in which water breaks the covalently linked compound A-B, will
be the energetically favorable one. This is the case, for example, in the hydrolysis of proteins, nucleic acids, and
polysaccharides into their subunits.

The general strategy that allows the cell to make A-B from A-H and B-OH involves a sequence of steps through which the
energetically unfavorable synthesis of the desired compound is coupled to an even more energetically favorable reaction
(see Figure 2-17). ATP hydrolysis (Figure 2-28) has a large negative A- G, and it is the usual source of the free energy
used to drive the biosynthetic reactions in a cell. In the coupled pathway from A-H and B-OH to A-B, energy from ATP
hydrolysis is first used to convert B-OH to a higher-energy intermediate compound, which then reacts directly with A-H to
give A-B. The simplest mechanism involves the transfer of a phosphate from ATP to B-OH to make B-OPO5 (or BO

dclcircp ), in which case the reaction pathway contains only two steps:
1. B-OH + ATP - B-O- dclcircp + ADP
2. A-H + B-O- dclcircp - A-B + P;

Since the intermediate B-O dclcircp is formed only transiently, the overall reactions that occur are

A-H+B-OH—A-B and ATP —-ADP+ P,

The first reaction, which by itself is energetically unfavorable, is forced to occur by being directly coupled to the second
energetically favorable reaction (ATP hydrolysis). An example of a coupled biosynthetic reaction of this kind, the synthesis
of the amino acid glutamine, is shown in Figure 2-29.

The A- G for the hydrolysis of ATP to ADP and inorganic phosphate (P;) depends on the concentrations of all of the

reactants, and under the usual conditions in a cell it is between -11 and -13 kcal/mole. In principle, this hydrolysis reaction
can be used to drive an unfavorable reaction with a A- G of, perhaps, +10 kcal/mole, provided that a suitable reaction path
is available. For some biosynthetic reactions, however, even -13 kcal/mole may not be enough. In these cases the path of
ATP hydrolysis can be altered so that it initially produces AMP and pyrophosphate (PP;), which is itself then hydrolyzed in

a subsequent step (Figure 2-30). The whole process makes available a total free-energy change of about -26 kcal/mole.
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How is the energy of pyrophosphate hydrolysis coupled to a biosynthetic reaction? One way can be illustrated by
considering again the synthesis of compound A-B from A-H and B-OH. By an appropriate enzyme, B-OH can be
converted to the higher-energy intermediate B-O- dclcircp - dclcircp by its reaction with ATP. The complete reaction now
contains three steps:

1. B-OH + ATP - B-O- dclcircp - dclcircp + AMP
2. A-H + B-O- dclcircp - dclcircp — A-B + PP;
3. PP;+ H,O - 2P;

And the overall reactions are

A-H+ B-OH — A-B and ATP + H:O - AMP + 2P;

Since an enzyme always facilitates equally the forward and backward directions of the reaction it catalyzes, the compound
AB can be destroyed by recombining it with pyrophosphate (a reversal of step 2). But the energetically favorable reaction
of pyrophosphate hydrolysis (step 3) greatly stabilizes compound A-B by keeping the concentration of pyrophosphate very
low, essentially preventing the reversal of step 2. In this way the energy of pyrophosphate hydrolysis is used to drive this
reaction in the forward direction. An example of an important biosynthetic reaction of this kind, polynucleotide synthesis, is
illustrated in Figure 2-31.

Coenzymes Are Involved in the Transfer of Specific
Chemical Groups

Because the terminal phosphate linkage in ATP is easily cleaved, with release of free energy, ATP acts as an efficient
donor of a phosphate group in a large number of phosphorylation reactions. A wide variety of other chemically labile
linkages also function in this way, and molecules bearing them often bind tightly to the surface of enzymes so that they
can be used efficiently as donors of their reactive group in enzymatically catalyzed reactions. Such molecules are called
coenzymes because they are essential for the activity of the enzyme; the same coenzyme can participate in many
different biosynthetic reactions in which its group is needed.

Some examples of coenzymes are listed in Table 2-2. Among them is acetyl coenzyme A (acetyl CoA), which we
encountered earlier. It carries an acetyl group linked to CoA through a reactive thioester bond (see Figure 2-20). This
acetyl group is readily transferred to another molecule, such as a growing fatty acid. Other important coenzymes are
NADH, which carries a hydride ion (see Figure 2-24), and biotin, which transfers a carboxyl group in many biosynthetic
reactions (Figure 2-32).

Many coenzymes cannot be synthesized by animals and must be obtained from plants or microorganisms in the diet.
Vitamins - essential nutritional factors that animals need in trace amounts - are often the precursors of required
coenzymes.

The Structure of Coenzymes Suggests That They May Have
Originated in an RNA World
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As discussed in Chapter 1, the recent discovery that RNA molecules can fold up to form highly specific catalytic surfaces
has led to the view that RNAs (or their close relatives) were probably the main catalysts for early life forms and that
proteins were a later evolutionary addition. To allow efficient catalysis of the many types of reactions needed in cells, it
seems likely that these RNAs would have required a large variety of coenzymes to compensate for their own chemical
monotony (being made from only four different nucleotide subunits). Some present-day RNAs contain highly specific
binding sites for nucleotides, which utilize non-Watson-Crick, hydrogen-bonded base-base contacts (see Figure 3-21). It is
conceivable that coenzymes bound to early RNAs by means of the same type of nucleotide "handle” that is present on the
back side of many present-day coenzymes, such as ATP, acetyl CoA, and NADH. According to this view, these molecules
evolved with a covalently attached nucleotide because of the nucleotide's earlier usefulness for coenzyme binding in an
RNA world.

Biosynthesis Requires Reducing Power

We have seen that oxidation and reduction reactions occur continuously in cells. The chemical energy in food molecules is
released by catabolic oxidation reactions, while, in order to make biological molecules, the cell needs (among other things)
to carry out a series of reduction reactions that require an input of chemical energy. By using the principle of coupled
reactions described previously, cells directly channel chemical energy derived from catabolism into the synthesis of NADH
(see Figure 2-22, for example). The high-energy bond between hydrogen and the nicotinamide ring in NADH then
provides the energy for otherwise unfavorable enzyme reactions that transfer two electrons plus a proton (as a hydride
ion) to another molecule. NADH, and the closely related NADPH to which it can be readily converted, are therefore said to
carry "reducing power"; both are used as coenzymes in many types of reduction reactions.

To see how this hydrogen transfer works in practice, consider just one biosynthetic step: the last reaction in a pathway for
the synthesis of the lipid molecule cholesterol. In this reaction two hydrogen atoms are added to the polycyclic steroid ring
in order to reduce a carbon-carbon double bond. As in most biosynthetic reactions, the constituents of the two hydrogen
atoms required in this reaction are supplied as a hydride ion from NADPH and a proton (H*) from the solution (H- + H* =
2H) (Figure 2-33). As in NADH, the hydride ion to be transferred from NADPH is part of a nicotinamide ring and is easily
lost because the ring can achieve a more stable aromatic state without it (see Figure 2-24). Therefore, NADH and NADPH
both hold a hydride ion in a high-energy linkage from which it can be transferred to another molecule when a suitable
enzyme is available to catalyze the transfer.

The difference between NADH and NADPH is trivial in chemical terms, but it is crucial for their distinctive functions. The
extra phosphate group on NADPH is far from the active region (Figure 2-34) and is of no importance to the hydride ion
transfer reaction; but it determines the enzymes to which NADPH can bind as a coenzyme. As a general rule, NADH
operates with enzymes catalyzing catabolic reactions, whereas NADPH operates with enzymes that catalyze biosynetic
reactions. By having the two coenzymes act in different pathways, the cell can keep NADPH:NADP* ratios high to provide
the reducing power necessary for biosynthetic pathways, while at the same time it can keep NADH:NAD*? ratios low to
provide the NAD* required to accept electrons during catabolism.

Biological Polymers Are Synthesized by Repetition of
Elementary Dehydration Reactions

The principal macromolecules synthesized by cells are polynucleotides (DNA and RNA), polysaccharides, and proteins.
They are enormously diverse in structure and include the most complex molecules known. Despite this, they are
synthesized from relatively few kinds of small molecules (referred to as either monomers or subunits) by a restricted
repertoire of chemical reactions.

An oversimplified outline of the mechanism of addition of monomers to proteins, polynucleotides, and polysaccharides is
shown in Figure 2-35. Although the synthetic reactions for each polymer involve a different kind of covalent bond and
different enzymes and cofactors, there are strong underlying similarities. As indicated by the red shading, the addition of
subunits in each case occurs by a dehydration reaction, involving the removal of a molecule of water from the two
reactants.
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As in the general case discussed on page 76, the formation of these polymers requires the input of chemical energy,
which is achieved by the standard strategy of coupling the biosynthetic reaction to the energetically favorable hydrolysis of
a nucleoside triphosphate. For all three types of macromolecules, at least one nucleoside triphosphate is cleaved to
produce pyrophosphate, which is subsequently hydrolyzed so that the driving force for the reaction is large. The
mechanism used for polynucleotide synthesis was illustrated earlier in Figure 2-31.

The activated intermediates in the polymerization reactions can be oriented in one of two ways, giving rise to either the
head polymerization or the tail polymerization of monomers. In head polymerization the reactive bond is carried on the end
of the growing polymer and must therefore be regenerated each time a monomer is added. In this case each monomer
brings with it the reactive bond that will be used to react with the next monomer in the series (Figure 2-36). In tail
polymerization the reactive bond carried by each monomer is used instead for its own addition. Both types of
polymerization are used for the synthesis of biological macromolecules. The synthesis of polynucleotides and some
simple polysaccharides occurs by tail polymerization, for example, whereas the synthesis of proteins occurs by head
polymerization.

Summary

The hydrolysis of ATP is commonly coupled to energetically unfavorable reactions, such as the biosynthesis of
macromolecules, by the transfer of phosphate groups to form reactive phosphorylated intermediates. Because the
energetically unfavorable reaction now becomes energetically favorable, ATP hydrolysis is said to drive the reaction.
Polymeric molecules such as proteins, nucleic acids, and polysaccharides are assembled from small activated precursor
molecules by repetitive dehydration reactions that are driven in this way. Other reactive molecules, called coenzymes,
transfer other chemical groups in the course of biosynthesis: NADPH transfers hydrogen as a proton plus two electrons (a
hydride ion), for example, whereas acetyl CoA transfers acetyl groups

U—II"—[_:'—I'I'—{_]—II"—:_]—I:_:H.
9] L) )

@} — 0

[ape| —FI=—-:':|—fI*—n--r.| Iy

O L
Figure 2-28. ATP hydrolysis. The hydrolysis of the terminal phosphate of ATP yields between 11 and 13 kcal/mole of
usable energy, depending on the intracellular conditions. The large negative A G of this reaction arises from a number of
factors. Release of the terminal phosphate group removes an unfavorable repulsion between adjacent negative charges.
In addition, the inorganic phosphate ion (P;) released is stabilized by resonance and by favorable hydrogen bond
formation with water.
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Figure 2-29. An example of a biosynthetic reaction of the dehydration type driven by ATP hydrolysis. Glutamic acid is first
converted to a high-energy phosphorylated intermediate (corresponding to the compound BOR described in the text),
which then reacts with ammonia to form glutamine. In this example both steps occur on the surface of the same enzyme,
glutamine synthase. Note that, for clarity, these molecules are shown in their uncharged forms.
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Figure 2-30. An alternative route for the hydrolysis of ATP, in which pyrophosphate is first formed and then hydrolyzed.
This route releases about twice as much free energy as the reaction shown in Figure 2-28. The hydrogen atoms derived
from water are shown attached to the phosphate groups following hydro-lysis. At the pH of the cytoplasm, however, most

of these dissociate to form free hydrogen ions, H*.

file://H|/albert/paginas/biosynthesis_and_the_creation.htm (8 of 13) [29/05/2003 04:53:32 a.m.]



Biosynthesis and the Creation

nucleoside triphosphate

high-energy ntermediate

base :_ \\ o
k—- 1O

monophosphate

®G polynuclectide chain
I containing two nucleotides)
M @D-
nucleoside fen

Figure 2-31. Synthesis of a polynucleotide, RNA or DNA, is a multistep process driven by ATP hydrolysis. In the first step
a nucleoside monophosphate is activated by the sequential transfer of the terminal phosphate groups from two ATP
molecules. The high-energy intermediate formed - a nucleoside triphosphate - exists free in solution until it reacts with the
growing end of an RNA or DNA chain with release of pyrophosphate. Hydrolysis of the latter to inorganic phosphate is
highly favorable and helps drive the overall reaction in the direction of polynucleotide synthesis.
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Figure 2-32. Transfer of a carboxyl group by the coenzyme biotin. Biotin (shown in green) acts as a carrier molecule for
the carboxyl group (shown in red). In the sequence of reactions shown, biotin is covalently bound to the enzyme pyruvate
carboxylase. An activated carboxyl group derived from a bicarbonate ion (HCO3") is coupled to biotin in a reaction that

requires an input of energy from the hydrolysis of an ATP molecule. Subsequently, this carboxyl group is transferred to the
methyl group of pyruvate to form oxaloacetate.
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Figure 2-33. The final stage in one of the biosynthetic routes leading to cholesterol. The reduction of the C=C bond is
achieved by the transfer of a hydride ion from the carrier molecule NADPH plus a proton (H*) from the solution.
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Figure 2-34. The structure of NADPH. It differs from NADH (see Figure 2-24) only in the presence of an extra phosphate
group that allows it to be recognized selectively by the enzymes involved in biosynthesis.
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Figure 2-35. Synthesis of macromolecules. Outline of the polymerization reactions by which three kinds of biological
polymer are synthesized, illustrating that synthesis in every case involves the loss of water (dehydration). Not shown is the
consumption of high-energy nucleoside triphosphates that is required to activate each monomer prior to its addition. In
contrast, the reverse reactionthe breakdown of all three types of polymeroccurs by the simple addition of water
(hydrolysis).
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Figure 2-36. Activated intermediates in polymerization reactions. Head growth of polymers is compared to tail growth.

Table 2-2. Some Coenzymes Involved in Group-Transfer Reactions
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Coenzyme* Group Transferred

ATP phosphate

NADH, NADPH hydrogen and electron (hydride ion)
Coenzyme A acetyl

Biotin carboxyl

S-Adenosylmethionine methyl

—r

*. Coenzymes are small molecules that are associated with some enzymes and are essential for
their activity. Each one listed is a carrier molecule for a small chemical group, and it participates

in various reactions in which that group is transferred to another molecule. Some coenzymes are
covalently linked to their enzyme; others are less tightly bound.
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The Coordination of Catabolism and Biosynthesis 19

Metabolism Is Organized and Regulated

Some idea of how intricate a cell is when viewed as a chemical machine can be obtained from
Figure 2-37, which is a chart showing only some of the enzymatic pathways in a cell. All of these
reactions occur in a cell that is less than 0.1 mm in diameter, and each requires an enzyme that is
itself the product of a whole series of information-transfer and protein-synthesis reactions. For a
typical small molecule - the amino acid serine, for example - there are half a dozen or more
enzymes that can modify it chemically in different ways: it can be linked to AMP (adenylated) in
preparation for protein synthesis, or degraded to glycine, or converted to pyruvate in preparation
for oxidation; it can be acetylated by acetyl CoA or transferred to a fatty acid to make
phosphatidyl serine. All of these different pathways compete for the same serine molecule, and
similar competitions for thousands of other small molecules go on at the same time. One might
think that the whole system would need to be so finely balanced that any minor upset, such as a
temporary change in dietary intake, would be disastrous.

In fact, the cell is amazingly stable. Whenever it is perturbed, the cell reacts so as to restore its
initial state. It can adapt and continue to function during starvation or disease. Mutations of many
kinds can eliminate particular reaction pathways, and yet - provided that certain minimum
requirements are met - the cell survives. It does so because an elaborate network of control
mechanisms regulates and coordinates the rates of its reactions. Some of the higher levels of
control will be considered in later chapters. Here we are concerned only with the simplest
mechanisms that regulate the flow of small molecules through the various metabolic pathways.

Metabolic Pathways Are Regulated by Changes in Enzyme
Activity 20

The concentrations of the various small molecules in a cell are buffered against major changes by
a process known as feedback regulation, which fine-tunes the flux of metabolites through a
particular pathway by temporarily increasing or decreasing the activity of crucial enzymes. The
first enzyme of a series of reactions, for example, is usually inhibited by a negative feedback
effect of the final product of that pathway: if large quantities of the final product accumulate,
further entry of precursors into the reaction pathway is automatically inhibited (Figure 2-38).
Where pathways branch or intersect, as they often do, there are usually multiple points of control
by different final products. The complexity of such feedback control processes is illustrated in
Figure 2-39, which shows the pattern of enzyme regulation observed in a set of related amino
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acid pathways.

Feedback regulation can work almost instantaneously and is reversible; in addition, a given end
product may activate enzymes leading along other pathways, as well as inhibit enzymes that
cause its own synthesis. The molecular basis for this type of control in cells is well understood,
but since an explanation requires some knowledge of protein structure, it will be deferred until
Chapter 5.

Catabolic Reactions Can Be Reversed by an Input of Energy
21

By regulating a few enzymes at key points in a metabolic network, a cell can effect large-scale
changes in its general metabolism. A special pattern of feedback regulation enables a cell to
switch, for example, from glucose degradation to glucose biosynthesis (denoted
gluconeogenesis). The need for gluconeogenesis is especially acute in periods of violent
exercise, when the glucose needed for muscle contraction is generated from lactic acid by liver
cells, and also in periods of starvation, when glucose must be formed from the glycerol portion of
fats and from amino acids for survival.

The normal breakdown of glucose to pyruvate during glycolysis is catalyzed by a number of
enzymes acting in series. The reactions catalyzed by most of these enzymes are readily
reversible, but three reaction steps (humbers 1, 3, and 9 in the sequence of Figure 2-21) are
effectively irreversible. In fact, it is the large negative free-energy change that occurs in these
reactions that normally drives the sequence in the direction of glucose breakdown. For the
reactions to proceed in the opposite direction and make glucose from pyruvate, each of these
three reactions must be bypassed. This is achieved by substituting three enzyme-catalyzed
bypass reactions that are driven in the uphill direction by an input of chemical energy (Figure 2-
40). Thus, whereas two ATP molecules are generated as each molecule of glucose is degraded
to two molecules of pyruvate, the reverse reaction during gluconeogenesis requires the hydrolysis
of four ATP and two GTP molecules. This is equivalent, in total, to the hydrolysis of six molecules
of ATP for every molecule of glucose synthesized.

The bypass reactions in Figure 2-40 must be controlled so that glucose is broken down rapidly
when energy is needed but synthesized when the cell is nutritionally replete. If both forward and
reverse reactions were allowed to proceed at the same time without restraint, they would shuttle
large quantities of metabolites backward and forward in futile cycles that would consume large
amounts of ATP and generate heat for no purpose.

The elegance of the control mechanisms involved can be illustrated by a single example. Step 3
of glycolysis is one of the reactions that must be bypassed during glucose formation (see Figure 2-
40). Normally, this step involves the addition of a second phosphate group to fructose 6-
phosphate from ATP and is catalyzed by the enzyme phosphofructokinase. This enzyme is
activated by AMP, ADP, and inorganic phosphate, whereas it is inhibited by ATP, citrate, and fatty
acids. Therefore, the enzyme is activated by the accumulation of the products of ATP hydrolysis
when energy supplies are low, and it is inactivated when energy (in the form of ATP) or food
supplies such as fatty acids or citrate (derived from amino acids) are abundant. Fructose
bisphosphatase is the enzyme that catalyzes the reverse bypass reaction (the hydrolysis of
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fructose 1,6-bisphosphate to fructose 6-phosphate, leading to the formation of glucose); this
enzyme is regulated in the opposite way by the same feedback control molecules so that it is
stimulated when the phosphofructokinase is inhibited.

Enzymes Can Be Switched On and Off by Covalent Modification 22

The types of feedback control just described permit the rates of reaction sequences to be
regulated continuously and automatically in response to second-by-second fluctuations in
metabolism. Cells have different devices for regulating enzymes when longer-lasting changes in
activity, occurring over minutes or hours, are required. These involve reversible covalent
modification of enzymes. This modification is usually, but not always, accomplished by the
addition of a phosphate group to a specific serine, threonine, or tyrosine residue in the enzyme.
The phosphate comes from ATP, and its transfer is catalyzed by a family of enzymes known as
protein kinases.

In Chapter 5 we describe how phosphorylation can alter the shape of an enzyme in such a way
as to increase or inhibit its activity. The subsequent removal of the phosphate group, which
reverses the effect of the phosphorylation, is achieved by a second type of enzyme, called a
protein phosphatase. Covalent modification of enzymes adds another dimension to metabolic
control because it allows specific reaction pathways to be regulated by extracellular signals (such
as hormones and growth factors) that are unrelated to the metabolic intermediates themselves.

Reactions Are Compartmentalized Both Within Cells and
Within Organisms 23

Not all of a cell's metabolic reactions occur within the same subcellular compartment. Because
different enzymes are found in different parts of the cell, the flow of chemical components is
channeled physically as well as chemically.

The simplest form of such spatial segregation occurs when two enzymes that catalyze sequential
reactions form an enzyme complex and the product of the first enzyme does not have to diffuse
through the cytosol to encounter the second enzyme. The second reaction begins as soon as the
first is over. Some large enzyme aggregates carry out whole series of reactions without losing
contact with the substrate. The conversion of pyruvate to acetyl CoA, for example, proceeds in
three chemical steps, all of which take place on the same large enzyme complex (Figure 2-41). In
fatty acid synthesis an even longer sequence of reactions is catalyzed by a single enzyme
assembly. Not surprisingly, some of the largest enzyme complexes are concerned with the
synthesis of macromolecules such as proteins and DNA.

The next level of spatial segregation in cells involves the confinement of functionally related
enzymes within the same membrane or within the aqueous compartment of an organelle that is
bounded by a membrane. The oxidative metabolism of glucose is a good example. After
glycolysis, pyruvate is actively taken up from the cytosol into the inner compartment of the
mitochondrion, which contains all of the enzymes and metabolites involved in the citric acid cycle
(Figure 2-42). Moreover, the inner mitochondrial membrane itself contains all of the enzymes that
catalyze the subsequent reactions of oxidative phosphorylation, including those involved in the
transfer of electrons from NADH to O, and in the synthesis of ATP. The entire mitochondrion can
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therefore be regarded as a small ATP-producing factory. In the same way other cellular
organelles, such as the nucleus, the Golgi apparatus, and the lysosomes, can be viewed as
specialized compartments where functionally related enzymes are confined to perform a specific
task. In a sense, the living cell is like a city, with many specialized services concentrated in
different areas that are extensively interconnected by various paths of communication.

Spatial organization in a multicellular organism extends beyond the individual cell. The different
tissues of the body have different sets of enzymes and make distinct contributions to the
chemistry of the organism as a whole. In addition to differences in specialized products such as
hormones or antibodies, there are significant differences in the "common" metabolic pathways
among various types of cells in the same organism. Although virtually all cells contain the
enzymes of glycolysis, the citric acid cycle, lipid synthesis and breakdown, and amino acid
metabolism, the levels of these processes in different tissues are differently regulated. Nerve
cells, which are probably the most fastidious cells in the body, maintain almost no reserves of
glycogen or fatty acids and rely almost entirely on a supply of glucose from the bloodstream. Liver
cells supply glucose to actively contracting muscle cells and recycle the lactic acid produced by
muscle cells back into glucose (Figure 2-43). All types of cells have their distinctive metabolic
traits and cooperate extensively in the normal state as well as in response to stress and
starvation.

Summary

The many thousands of different chemical reactions carried out simultaneously by a cell are
closely coordinated. A variety of control mechanisms regulate the activities of key enzymes in
response to the changing conditions in the cell. One very common form of regulation is a rapidly
reversible feedback inhibition exerted on the first enzyme of a pathway by the final product of that
pathway. A longer-lasting form of regulation involves the chemical modification of one enzyme by
another, usually by phosphorylation. Combinations of regulatory mechanisms can produce major
and long-lasting changes in the metabolism of the cell. Not all cellular reactions occur within the
same intracellular compartment, and spatial segregation by internal membranes permits
organelles to specialize in their biochemical tasks.
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Figure 2-37. Some of the chemical reactions occurring in a cell. (A) About 500 common metabolic
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reactions are shown diagrammatically, with each chemical species represented by a filled circle.
The centrally placed reactions of the glycolytic pathway and the citric acid cycle are shown in red.
A typical mammalian cell synthesizes more than 10,000 different proteins, a major proportion of
which are enzymes. In the arbitrarily selected segment of this metabolic maze (shaded yellow),
cholesterol is synthesized from acetyl CoA. To the right and below the maze, this segment is
shown in detail in an enlargement (B).

Molecular Biology of the Cell, 3rd edn. =Part I. Introduction to the Cell =FChapter 2. Small
Molecules, Energy, and Biosynthesis ™ The Coordination of Catabolism and Biosynthesis 19

—— | A B c| —-

Figure 2-38. Feedback inhibition of a single biosynthetic pathway. Each letter represents a
different small molecule, and each black arrowdenotes a reaction catalyzed by a different
enzyme. The end product Z inhibits the first enzyme that is unique to its synthesis and thereby
controls its own level in the cell. This is an example of negative feedback
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and isoleucine in bacteria. In this diagram, each enzyme-catalyzed reaction is represented by a
black arrow,whereas the red arrowsindicate positions at which products "feed back" to inhibit
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Figure 2-40. Comparison of the reactions that produce glucose during gluconeogenesis with
those that degrade glucose during glycolysis. The degradative (glycolytic) reactions are
energetically favorable (the free-energy change is less than zero), whereas the synthetic
reactions require an input of energy. To synthesize glucose, different "bypass enzymes" are
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needed that bypass reactions 1, 3, and 9 of glycolysis. The overall flux of reactants between
glucose and pyruvate is determined by feedback control mechanisms that regulate the enzymes
that participate in these three steps.

+ 24 molecules of
pyruvate decarboxylase

8 trimers of + 12 molecules of
lippamide reductase- dihydrolipoyl
transacetylase dehydrogenase

Figure 2-41. The structure of pyruvate dehydrogenase. This enzyme complex catalyzes the
conversion of pyruvate to acetyl CoA. It is an example of a large multienzyme complex in which
reaction intermediates are passed directly from one enzyme to another.
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Figure 2-42. Segregation of the various steps in the breakdown of glucose in the eucaryotic cell.
Glycolysis occurs in the cytosol, whereas the reactions of the citric acid cycle and oxidative
phosphorylation take place only in mitochondria.

—| glucose

Figure 2-43. Schematic view of the metabolic cooperation between liver and muscle cells. The
principal fuel of actively contracting muscle cells is glucose, much of which is supplied by liver
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cells. Lactic acid, the end product of anaerobic glucose breakdown by glycolysis in muscle, is
converted back to glucose in the liver by the process of gluconeogenesis.
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3. Macromolecules: Structure, Shape, and Information

INntroduction

In moving from the small molecules of the cell to the giant macromolecules, we encounter a
transition of more than size alone. Even though proteins, nucleic acids, and polysaccharides are
made from a limited repertoire of amino acids, nucleotides, and sugars, respectively, they can
have unique and truly astounding properties that bear little resemblance to those of their simple
chemical precursors. Biological macromolecules are composed of many thousands sometimes
millions of atoms linked together in precisely defined spatial arrangements. Each of these
macromolecules carries specific information. Incorporated in its structure is a series of biological
messages that can be "read" in its interactions with other molecules, enabling it to perform a
precise function.

In this chapter we examine the structures of macromolecules, emphasizing proteins and nucleic
acids, and explain how they have adapted in the course of evolution to perform specific functions.
We consider the principles by which these molecules catalyze chemical transformations, build
complex multimolecular structures, generate movement, andmost fundamental of allstore and
transmit hereditary information

Molecular Recognition Processes 1

Macromolecules typically have molecular weights between about 10,000 and 1 million and are
intermediate in size between the organic molecules of the cell discussed in Chapter 2 and the
large macromolecular assemblies and organelles that will be discussed in subsequent chapters (
Figure 3-1). One small molecule, water, constitutes 70% of the total mass of a cell; nearly all of
the remaining cell mass is due to macromolecules ( Table 3-1).

As described in Chapter 2, a macromolecule is assembled from low-molecular-weight subunits
that are repeatedly added to one end to form a long, chainlike polymer. Usually only one family of
subunits is used to construct each chain: amino acids are linked to other amino acids to form
proteins, nucleotides are linked to other nucleotides to form nucleic acids, and sugars are linked
to other sugars to form polysaccharides. Because the precise sequence of subunits is crucial to
the function of a macromolecule, its biosynthesis requires mechanisms to ensure that the correct
subunit goes into the polymer at each position in the chain.

The Specific Interactions of a Macromolecule Depend on
Weak, Noncovalent Bonds 2

A macromolecular chain is held together by covalent bonds, which are strong enough to preserve
the sequence of subunits for long periods of time. Although the sequence of subunits determines
the information content of a macromolecule, utilizing that information depends largely on much
weaker, noncovalent bonds. These weak bonds form between different parts of the same
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macromolecule and between different macromolecules. They therefore play a major part in
determining both the three-dimensional structure of macromolecular chains and how these
structures interact with one another.

The noncovalent bonds encountered in biological molecules are usually classified into three
types: ionic bonds, hydrogen bonds, and van der Waals attractions. Another important weak force
is created by the three-dimensional structure of water, which forces exposed hydrophobic groups
together in order to minimize their disruptive effect on the hydrogen-bonded network of water
molecules (see Panel 2-1, pp. 48-49). This expulsion from the aqueous solution generates what is
sometimes thought of as a fourth kind of weak, noncovalent bond. These four types of weak
attractive forces are the subject of Panel 3-1, pages 92-93.

In an aqueous environment each noncovalent bond is 30 to 300 times weaker than the typical
covalent bonds that hold biological molecules together ( Table 3-2) and only slightly stronger than
the average energy of thermal collisions at 37°C ( Figure 3-2). A single noncovalent bond - unlike
a single covalent bond - is therefore too weak to withstand the thermal motions that tend to pull
molecules apart. Large numbers of noncovalent bonds are needed to hold two molecular surfaces
together, and these can form between two surfaces only when large numbers of atoms on the
surfaces are precisely matched to each other ( Figure 3-3). The exacting requirements for
matching account for the specificity of biological recognition, such as occurs between an enzyme
and its substrate.

As explained at the top of Panel 3-1, atoms behave almost as if they were hard spheres with a
definite radius (their van der Waals radius). The requirement that no two atoms overlap limits the
possible bond angles in a polypeptide chain ( Figure 3-4). These and other steric interactions
severely constrain the number of three-dimensional arrangements of atoms (or conformations)
that are possible. Nevertheless, a long flexible chain such as a protein can still fold in an
enormous number of ways. Each conformation will have a different set of weak intrachain
interactions, and it is the total strength of these interactions that determines which conformations
will form.

Most proteins in a cell fold stably in only one way: during the course of evolution the sequence of
amino acid subunits in each protein has been selected so that one conformation is able to form
many more favorable intrachain interactions than any other.

A Helix Is a Common Structural Motif in Biological
Structures Made from Repeated Subunits 3

Biological structures are often formed by linking subunits that are very similar to each other - such
as amino acids or nucleotides - into a long, repetitive chain. If all the subunits are identical,
neighboring subunits in the chain will often fit together in only one way, adjusting their relative
positions so as to minimize the free energy of the contact between them. In this case, each
subunit will be positioned in exactly the same way in relation to its neighboring subunits, so that
subunit 3 will fit onto subunit 2 in the same way that subunit 2 fits onto subunit 1, and so on.
Because it is very rare for subunits to join up in a straight line, this arrangement will generally
result in a helix - a regular structure that resembles a spiral staircase, as illustrated in Figure 3-5.
Depending on the twist of the staircase, a helix is said to be either right-handed or left-handed (
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Figure 3-6). Handedness is not affected by turning the helix upside down, but it is reversed if the
helix is reflected in a mirror.

Helices occur commonly in biological structures, whether the subunits are small molecules that
are covalently linked together (as in DNA) or large protein molecules that are linked by
noncovalent forces (as in actin filaments). This is not surprising. A helix is an unexceptional
structure, generated simply by placing many similar subunits next to each other, each in the same
strictly repeated relationship to the one before.

Diffusion Is the First Step to Molecular Recognition 4

Before two molecules can bind to each other, they must come into close contact. This is achieved
by the thermal motions that cause molecules to wander, or diffuse, from their starting positions.
As the molecules in a liquid rapidly collide and bounce off one another, an individual molecule
moves first one way and then another, its path constituting a "random walk" ( Figure 3-7). The
average distance that each type of molecule travels from its starting point is proportional to the
square root of the time involved: that is, if it takes a particular molecule 1 second on average to
go 1 um, it will go 2 um in 4 seconds, 10 um in 100 seconds, and so on. Diffusion is therefore an
efficient way for molecules to move limited distances but an inefficient way for molecules to move
long distances.

Experiments performed by injecting fluorescent dyes and other labeled molecules into cells show
that the diffusion of small molecules through the cytoplasm is nearly as rapid as it is in water. A
molecule the size of ATP, for example, requires only about 0.2 second to diffuse an average
distance of 10 pum - the diameter of a small animal cell. Large macromolecules, however, move
much more slowly. Not only is their diffusion rate intrinsically slower, but their movement is
retarded by frequent collisions with many other macromolecules that are held in place by
molecular associations in the cytoplasm ( Figure 3-8).

Thermal Motions Bring Molecules Together and Then Pull
Them Apart 4

Encounters between two macromolecules or between a macromolecule and a small molecule
occur randomly through simple diffusion. An encounter may lead immediately to the formation of
a complex between the two molecules, in which case the rate of complex formation is said to be
diffusion-limited. Alternatively, the rate of complex formation may be slower, requiring some
adjustment of the structure of one or both molecules before the interacting surfaces can fit
together, so that most often the two colliding molecules will bounce off each other without
sticking. In either case once the two interacting surfaces have come sufficiently close together,
they will form multiple weak bonds with each other that persist until random thermal motions
cause the molecules to dissociate again (see Figure 3-3).

In general, the stronger the binding of the molecules in the complex, the slower their rate of
dissociation. At one extreme the total energy of the bonds formed is negligible compared with that
of thermal motion, and the two molecules dissociate as rapidly as they came together. At the
other extreme the total bond energy is so high that dissociation rarely occurs. Strong interactions
occur in cells whenever a biological function requires that two macromolecules remain tightly
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associated for a long time - for example, when a gene regulatory protein binds to DNA to turn off
a gene. Weaker interactions occur when the function demands a rapid change in the structure of
a complex - for example, when two interacting proteins change partners during the movements of
a protein machine.

The Equilibrium Constant Is a Measure of the Strength of
an Interaction Between Two Molecules °

The precise strength of the bonding between two molecules is a useful index of the specificity of
their interaction. To illustrate how the binding strength is measured, let us consider a reaction in
which molecule A binds to molecule B. The reaction will proceed until it reaches an equilibrium
point, at which the rates of formation and dissociation are equal ( Figure 3-9). The concentrations
of A, B, and the complex AB at this point can be used to determine an equilibrium constant ( K)
for the reaction, as explained in Figure 3-9. This constant is sometimes termed the affinity
constant and is commonly employed as a measure of the strength of binding between two
molecules: the stronger the binding, the larger is the value of the affinity constant.

The equilibrium constant of a reaction in which two molecules bind to each other is related directly
to the standard free-energy change for the binding (A G°) by the equation described in Table 3-3.
The table also lists the A G° values corresponding to a range of K values. Affinity constants for
simple binding interactions in biological systems often range between 10 3 and 10 12 liters/mole;
this corresponds to binding energies in the range 4-17 kcal/mole, which could arise from 4 to 17
average hydrogen bonds.

Atoms and Molecules Move Very Rapidly

The chemical reactions in a cell occur at amazingly fast rates. A typical enzyme molecule, for
example, will catalyze on the order of 1000 reactions per second, and rates of more than 10 6
reactions per second are achieved by some enzymes. Since each reaction requires a separate
encounter between an enzyme and a substrate molecule, such rates are possible only because
the molecules are moving so rapidly. Molecular motions can be classified broadly into three kinds:
(1) the movement of a molecule from one place to another (translational motion), (2) the rapid
back-and-forth movement of covalently linked atoms with respect to one another (vibrations), and
(3) rotations. All of these motions are important in bringing the surfaces of interacting molecules
together.

The rates of molecular motions can be measured by a variety of spectroscopic techniques. These
indicate that a large globular protein is constantly tumbling, rotating about its axis about a million
times per second. The rates of diffusional encounters due to translational movements are
proportional to the concentration of the diffusing molecule. If ATP is present at its typical
intracellular concentration of about 1 mM, for instance, each site on a protein molecule will be
bombarded by about 10 6 random collisions with ATP molecules per second; for an ATP
concentration tenfold lower, the number of collisions would drop to 10 ° per second and so on.

Once two molecules have collided and are in the correct relative orientation, a chemical reaction
can occur between them extremely rapidly. When one appreciates how quickly molecules move
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and react, the observed rates of enzymatic catalysis do not seem so amazing.

Molecular Recognition Processes Can Never Be Perfect 7

All molecules possess energy - the kinetic energy of their translational movements, vibrations,
and rotations and the potential energy stored in their electron distributions. Through molecular
collisions this energy is randomly distributed to all of the atoms present, so that most atoms will
have energy levels close to the average, with only a small proportion possessing very high
energy. Although the favored conformations or states for a molecule will be those of lowest free
energy (see p. 75), states of higher energy occur through unusually violent collisions. Given the
temperature, it is possible to calculate the probability that an atom or a molecule will be in a
particular energy state (see Table 3-3). The probability of a high-energy state becomes smaller
relative to a low-energy state as the difference in free energy between the two increases. It
reaches zero, however, only when this energy difference becomes infinite.

Because of the random factor in molecular interactions, minor "side reactions" are bound to occur
occasionally. As a consequence, a cell continually makes errors. Even reactions that are very
energetically unfavorable will take place occasionally. Two atoms joined to each other by a
covalent bond, for example, will eventually be subjected to an especially energetic collision and
fall apart. Similarly, the specificity of an enzyme for its substrate cannot be absolute because the
recognition of one molecule as distinct from another can never be perfect. Mistakes could be
avoided completely only if the cell could evolve mechanisms with infinite energy differences
between alternatives. Since this is not possible, cells are forced to tolerate a certain level of
failure and have instead evolved a variety of repair reactions to correct those errors that are the
most damaging.

On the other hand, errors are essential to life as we know it. If it were not for occasional mistakes
in the maintenance of DNA sequences, evolution could not occur.

Summary

The sequence of subunits in a macromolecule contains information that determines the three-
dimensional contours of its surface. These contours in turn govern the recognition between one
molecule and another, or between different parts of the same molecule, by means of weak,
noncovalent bonds. The attractive forces are of four types: ionic bonds, van der Waals attractions,
hydrogen bonds, and an interaction between nonpolar groups caused by their hydrophobic
expulsion from water. Two molecules will recognize each other by a process in which they meet
by random diffusion, stick together for a while, and then dissociate. The strength of this interaction
is generally expressed in terms of an equilibrium constant. Since the only way to make
recognition infallible is to make the energy of binding infinitely large, living cells constantly make
errors; those that are intolerable are corrected by specific repair processes
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Figure 3-1. The size of protein molecules compared to some other cell components. The
ribosome is an important macromolecular assembly composed of about 60 protein and RNA

molecules.
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Figure 3-2. Comparative energies of some important molecular events in cells. Note that energy
is displayed on a logarithmic scale
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Figure 3-3. Noncovalent bonds. How weak bonds mediate recognition between macromolecules.
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Figure 3-4. Steric limitations on the bond angles in a polypeptide chain. (A) Each amino acid
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contributes three bonds (colored red) to its polypeptide chain. The peptide bond is planar ( gray
shading) and does not permit rotation. By contrast, rotation can occur about the C ,-C bond,

whose angle of rotation is called psi (y), and about the N-C , bond, whose angle of rotation is

called phi (¢). The R group denotes an amino acid side chain. (B) The conformation of the main-
chain atoms in a protein is determined by one pair of phi and psi angles for each amino acid;
because of steric collisions within each amino acid, most pairs of phi and psi angles do not occur.
In this so-called Ramachandran plot, each dot represents an observed pair of angles in a protein.
(B, from J. Richardson, Adv. Prot. Chem. 34:174-175, 1981.)

Figure 3-5. A helix will form when a series of subunits bind to each other in a regular way. In the
foreground the interaction between two subunits is shown; behind it are the helices that result.
These helices have two (A), three (B), and six (C and D) subunits per turn. At the top, the
arrangement of subunits has been photographed from directly above the helix. Note that the helix
in (D) has a wider path than that in (C).
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)

left-handed right-handed
helix helix

Figure 3-6. Comparison of a left-handed and a right-handed helix. As a reference, it is useful to
remember that standard screws, which insert when turned clockwise, are right-handed. Note that
a helix preserves the same handedness when it is turned upside down.

Figure 3-7. A random walk. Molecules in solution move in a random fashion due to the continual
buffeting they receive in collisions with other molecules. This movement allows small molecules to

diffuse from one part of the cell to another in a surprisingly short time: such molecules will
generally diffuse across a typical animal cell in less than a second.
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Figure 3-8. Macromolecules in the cell cytoplasm. The drawing is approximately to scale and
emphasizes the crowding in the cytoplasm. Only the macromolecules are shown: RNAs are
shown in blue, ribosomes in green, and proteins in red. Macromolecules diffuse relatively slowly
in the cytoplasm because they interact with many other macromolecules; small molecules, by
contrast, diffuse nearly as rapidly as they do in water. (Adapted from D.S. Goodsell, Trends in
Biochem. Sci.16:203-206, 1991.)
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Figure 3-9. The principle of equilibrium. The equilibrium between molecules A and B and the
complex AB is maintained by a balance between the two opposing reactions shown in (1) and (2).
As shown in (3), the ratio of the rate constants for the association and the dissociation reactions is
equal to the equilibrium constant (K) for the reaction. Molecules A and B must collide in order to
react, and the rate in reaction (2) is therefore proportional to the product of their individual
concentrations. As a result, the product [A] x [B] appears in the final expression for K, where [ ]
indicates concentration.As traditionally defined, the concentrations of products appear in the
numerator and the concentrations of reactants appear in the denominator of the equation for an
equilibrium constant. Thus the equilibrium constant in (3) is that for the association reaction A + B
— AB. For simple binding interactions this constant is called the affinity constant or association
constant (in units of liters per mole); the larger the value of the association constant (K ), the
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stronger is the binding between A and B. The reciprocal of K ,is the dissociation constant (in units
of moles per liter); the smaller the value of the dissociation constant ( K 4), the stronger is the
binding between A and B.

Table 3-1. Approximate Chemical Compositions of a Typical Bacterium and a Typical Mammalian
Cell

Table 3-2. Covalent and Noncovalent Chemical Bonds

Table 3-3. The Relationship Between Free-Energy Differences and Equilibrium Constants
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Nucleic Acids 8

It has been obvious for as long as humans have sown crops or raised animals that each seed or
fertilized egg must contain a hidden plan, or design, for the development of the organism. In
modern times the science of genetics grew up around the premise of invisible information-
containing elements, called genes, that are distributed to each daughter cell when a cell divides.
Therefore, before dividing, a cell has to make a copy of its genes in order to give a complete set
to each daughter cell. The genes in the sperm and egg cells carry the hereditary information from
one generation to the next.

The inheritance of biological characteristics must involve patterns of atoms that follow the laws of
physics and chemistry: in other words, genes must be formed from molecules. At first the nature
of these molecules was hard to imagine. What kind of molecule could be stored in a cell and
direct the activities of a developing organism and also be capable of accurate and almost
unlimited replication?

By the end of the nineteenth century biologists had recognized that the carriers of inherited
information were the chromosomes that become visible in the nucleus as a cell begins to divide.
But the evidence that the deoxyribonucleic acid (DNA) in these chromosomes is the substance of
which genes are made came only much later, from studies on bacteria. In 1944 it was shown that
adding purified DNA from one strain of bacteria to a second, slightly different bacterial strain
conferred heritable properties characteristic of the first strain upon the second. Because it had
been commonly believed that only proteins have enough conformational complexity to carry
genetic information, this discovery came as a surprise, and it was not generally accepted until the
early 1950s. Today the idea that DNA carries genetic information in its long chain of nucleotides
is so fundamental to biological thought that it is sometimes difficult to realize the enormous
intellectual gap that it filled.

DNA Molecules Consist of Two Long Chains Held Together
by Complementary Base Pairs 10

The difficulty that geneticists had in accepting DNA as the substance of genes is understandable,
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considering the simplicity of its chemistry. A DNA chain is a long, unbranched polymer composed
of only four types of subunits. These are the deoxyribonucleotides containing the bases adenine
(A), cytosine (C), guanine (G), and thymine (T). The nucleotides are linked together by covalent
phospho-diester bonds that join the 5' carbon of one deoxyribose group to the 3' carbon of the
next (see Panel 2-6, pp. 58-59). The four kinds of bases are attached to this repetitive sugar-
phosphate chain almost like four kinds of beads strung on a necklace.

How can a long chain of nucleotides encode the instructions for an organism or even a cell? And
how can these messages be copied from one generation of cells to the next? The answers lie in
the structure of the DNA molecule.

Early in the 1950s x-ray diffraction analyses of specimens of DNA pulled into fibers suggested
that the DNA molecule is a helical polymer composed of two strands. The helical structure of DNA
was not surprising since, as we have seen, a helix will often form if each of the neighboring
subunits in a polymer is regularly oriented. But the finding that DNA is two-stranded was of crucial
significance. It provided the clue that led, in 1953, to the construction of a model that fitted the
observed x-ray diffraction pattern and thereby solved the puzzle of DNA structure and function.

An essential feature of the model was that all of the bases of the DNA molecule are on the inside
of the double helix, with the sugar phosphates on the outside. This demands that the bases on
one strand be extremely close to those on the other, and the fit proposed required specific base-
pairing between a large purine base (A or G, each of which has a double ring) on one chain and a
smaller pyrimidine base (T or C, each of which has a single ring) on the other chain ( Figure 3-
10).

Both evidence from earlier biochemical experiments and conclusions derived from model building
suggested that complementary base pairs (also called Watson-Crick base pairs) form between A
and T and between G and C. Biochemical analyses of DNA preparations from different species
had shown that, although the nucleotide composition of DNA varies a great deal (for example,
from 13% A residues to 36% A residues in the DNA of different types of bacteria), there is a
general rule that quantitatively [G] = [C] and [A] = [T]. Model building revealed that the numbers of
effective hydrogen bonds that could be formed between G and C or between A and T were
greater than for any other combinations (see Panel 3-2, pp. 100-101). The double-helical model
for DNA thus neatly explained the quantitative biochemistry.

The Structure of DNA Provides an Explanation for Heredity
11

A gene carries biological information in a form that must be precisely copied and transmitted from
each cell to all of its progeny. The implications of the discovery of the DNA double helix were
profound because the structure immediately suggested how information transfer could be
accomplished. Since each strand contains a nucleotide sequence that is exactly complementary
to the nucleotide sequence of its partner strand, both strands actually carry the same genetic
information. If we designate the two strands A and A', strand A can serve as a mold or template
for making a new strand A, while strand A' can serve in the same way to make a new strand A.
Thus genetic information can be copied by a process in which strand A separates from strand A'
and each separated strand then serves as a template for the production of a new complementary
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partner strand.

As a direct consequence of the base-pairing mechanism, it becomes evident that DNA carries
information by means of the linear sequence of its nucleotides. Each nucleotide - A, C, T, or G -
can be considered a letter in a four-letter alphabet that is used to write out biological messages in
a linear "ticker-tape" form. Organisms differ because their respective DNA molecules carry
different nucleotide sequences and therefore different biological messages.

Since the number of possible sequences in a DNA chain n nucleotides long is 4 N, the biological
variety that could in principle be generated using even a modest length of DNA is enormous. A
typical animal cell contains a meter of DNA (3 x 10 9 nucleotides). Written in a linear abet of four
letters, an unusually small human gene would occupy a quarter of a page of text ( Figure 3-11),
while the genetic information carried in a human cell would fill a book of more than 500,000
pages.

Although the principle underlying gene replication is both elegant and simple, the actual
machinery by which this copying is carried out in the cell is complicated and involves a complex of
proteins that form a "replication machine." The fundamental reaction is that shown in Figure 3-12,
in which the enzyme DNA polymerase catalyzes the addition of a deoxyribonucleotide to the 3'
end of a DNA chain. Each nucleotide added to the chain is a deoxyribonucleoside
triphosphate;the release of pyrophosphate from this activated nucleotide and its subsequent
hydrolysis provide the energy for the DNA replication reaction and make it effectively irreversible.

Replication of the DNA helix begins with the local separation of its two complementary DNA
strands. Each strand then acts as a template for the formation of a new DNA molecule by the
sequential addition of deoxyribonucleoside triphosphates. The nucleotide to be added at each
step is selected by a process that requires it to form a complementary base pair with the next
nucleotide in the parental template strand, thereby generating a new DNA strand that is
complementary in sequence to the template strand (see Figure 3-12). Eventually, the genetic
information is duplicated in its entirety, so that two complete DNA double helices are formed,
each identical in nucleotide sequence to the parental DNA helix that served as the template.
Since each daughter DNA molecule ends up with one of the original strands plus one newly
synthesized strand, the mechanism of DNA replication is said to be semiconservative ( Figure 3-
13).

Errors in DNA Replication Cause Mutations 12

One of the most impressive features of DNA replication is its accuracy. Several proofreading
mechanisms are used to eliminate incorrectly positioned nucleotides; as a result, the sequence of
nucleotides in a DNA molecule is copied with fewer than one mistake in 10 @ nucleotides added.
Very rarely, however, the replication machinery skips or adds a few nucleotides, or putsa T
where it should have put a C, or an A instead of a G. Any change of this kind in the DNA
sequence constitutes a genetic mistake, called a mutation, which will be copied in all future cell
generations since "wrong" DNA sequences are copied as faithfully as "correct" ones. The
consequence of such an error can be great, for even a single nucleotide change can have
important effects on the cell, depending on where the mutation has occurred.
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Geneticists demonstrated conclusively in the early 1940s that genes specify the structure of
individual proteins. Thus a mutation in a gene, caused by an alteration in its DNA sequence, may
lead to the inactivation of a crucial protein and result in cell death, in which case the mutation will
be lost. On the other hand, a mutation may be silent and not affect the function of the protein.
Very rarely, a mutation will create a gene with an improved or novel useful function. In this case
organisms carrying the mutation will have an advantage, and the mutated gene may eventually
replace the original gene in the population through natural selection.

The Nucleotide Sequence of a Gene Determines the Amino
Acid Sequence of a Protein 13

DNA is relatively inert chemically. The information it contains is expressed indirectly via other
molecules: DNA directs the synthesis of specific RNA and protein molecules, which in turn
determine the cell's chemical and physical properties.

At about the time that biophysicists were analyzing the three-dimensional structure of DNA by x-
ray diffraction, biochemists were intensively studying the chemical structure of proteins. It was
already known that proteins are chains of amino acids joined together by sequential peptide
linkages; but it was only in the early 1950s, when the small protein insulin was sequenced (
Figure 3-14), that it was discovered that each type of protein consists of a unique sequence of
amino acids. Just as solving the structure of DNA was seminal in understanding the molecular
basis of genetics and heredity, so sequencing insulin provided a key to understanding the
structure and function of proteins. If insulin had a definite, genetically determined sequence, then
presumably so did every other protein. It seemed reasonable to suppose, moreover, that the
properties of a protein would depend on the precise order in which its constituent amino acids are
arranged.

Both DNA and protein are composed of a linear sequence of subunits; eventually, the analysis of
the proteins made by mutant genes demonstrated that the two sequences are co-linear - that is,
the nucleotides in DNA are arranged in an order corresponding to the order of the amino acids in
the protein they specify. It became evident that the DNA sequence contains a coded specification
of the protein sequence. The central question in molecular biology then became how a cell
translates a nucleotide sequence in DNA into an amino acid sequence in a protein.

Portions of DNA Sequence Are Copied into RNA Molecules
That Guide Protein Synthesis 14

The synthesis of proteins involves copying specific regions of DNA (the genes) into
polynucleotides of a chemically and functionally different type known as ribonucleic acid, or RNA.
RNA, like DNA, is composed of a linear sequence of nucleotides, but it has two small chemical
differences: (1) the sugar-phosphate backbone of RNA contains ribose instead of a deoxyribose
sugar and (2) the base thymine (T) is replaced by uracil (U), a very closely related base that
likewise pairs with A (see Panel 3-2, pp. 100-101).

RNA retains all of the information of the DNA sequence from which it was copied, as well as the
base-pairing properties of DNA. Molecules of RNA are synthesized by a process known as DNA
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transcription, which is similar to DNA replication in that one of the two strands of DNA acts as a
template on which the base-pairing abilities of incoming nucleotides are tested. When a good
match is achieved with the DNA template, a ribonucleotide is incorporated as a covalently bonded
unit. In this way the growing RNA chain is elongated one nucleotide at a time.

DNA transcription differs from DNA replication in a number of ways. The RNA product, for
example, does not remain as a strand annealed to DNA. Just behind the region where the
ribonucleotides are being added, the original DNA helix re-forms and releases the RNA chain.
Thus RNA molecules are single-stranded. Moreover, RNA molecules are relatively short
compared to DNA molecules since they are copied from a limited region of the DNA - enough to
make one or a few proteins ( Figure 3-15). RNA transcripts that direct the synthesis of protein
molecules are called messenger RNA (mRNA) molecules, while other RNA transcripts serve as
transfer RNAs (tRNAs) or form the RNA components of ribosomes (rRNA) or smaller
ribonucleoprotein particles.

The amount of RNA made from a particular region of DNA is controlled by gene regulatory
proteins that bind to specific sites on DNA close to the coding sequences of a gene. In any cell at
any given time, some genes are used to make RNA in very large quantities while other genes are
not transcribed at all. For an active gene thousands of RNA transcripts can be made from the
same DNA segment in each cell generation. Because each mRNA molecule can be translated
into many thousands of copies of a polypeptide chain, the information contained in a small region
of DNA can direct the synthesis of millions of copies of a specific protein. The protein fibroin, for
example, is the major component of silk. In each silk gland cell a single fibroin gene makes 10 4
copies of MRNA, each of which directs the synthesis of 10 > molecules of fibroin - producing a
total of 10 9 molecules of fibroin in just 4 days.

Eucaryotic RNA Molecules Are Spliced to Remove Intron
Sequences 15

In bacterial cells most proteins are encoded by a single uninterrupted stretch of DNA sequence
that is copied without alteration to produce an mRNA molecule. In 1977 molecular biologists were
astonished by the discovery that most eucaryotic genes have their coding sequences (called
exons) interrupted by noncoding sequences (called introns). To produce a protein, the entire
length of the gene, including both its introns and its exons, is first transcribed into a very large
RNA molecule - the primary transcript. Before this RNA molecule leaves the nucleus, a complex
of RNA-processing enzymes removes all of the intron sequences, thereby producing a much
shorter RNA molecule. After this RNA-processing step, called RNA splicing, has been completed,
the RNA molecule moves to the cytoplasm as an mRNA molecule that directs the synthesis of a
particular protein (see Figure 3-15).

This seemingly wasteful mode of information transfer in eucaryotes is presumed to have evolved
because it makes protein synthesis much more versatile. The primary RNA transcripts of some
genes, for example, can be spliced in various ways to produce different mRNAs, depending on
the cell type or stage of development. This allows different proteins to be produced from the same
gene. Moreover, because the presence of numerous introns facilitates genetic recombination
events between exons, this type of gene arrangement is likely to have been profoundly important
in the early evolutionary history of genes, speeding up the process whereby organisms evolve
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new proteins from parts of preexisting ones instead of evolving totally new amino acid sequences.

Seqguences of Nucleotides in mMRNA Are ""Read" in Sets of
Three and Translated into Amino Acids 16

The rules by which the nucleotide sequence of a gene is translated into the amino acid sequence
of a protein, the so-called genetic code, were deciphered in the early 1960s. The sequence of
nucleotides in the mRNA molecule that acts as an intermediate was found to be read in serial
order in groups of three. Each triplet of nucleotides, called a codon, specifies one amino acid.
Since RNA is a linear polymer of four different nucleotides, there are 4 3 = 64 possible codon
triplets (remember that it is the sequence of nucleotides in the triplet that is important). However,
only 20 different amino acids are commonly found in proteins, so that most amino acids are
specified by several codons; that is, the genetic code is degenerate. The code (shown in Figure 3-
16) has been highly conserved during evolution: with a few minor exceptions, it is the same in
organisms as diverse as bacteria, plants, and humans.

In principle, each RNA sequence can be translated in any one of three different reading frames
depending on where the decoding process begins ( Figure 3-17). In almost every case only one
of these reading frames will produce a functional protein. Since there are no punctuation signals
except at the beginning and end of the RNA message, the reading frame is set at the initiation of
the translation process and is maintained thereatfter.

tRNA Molecules Match Amino Acids to Groups of
Nucleotides 17

The codons in an mMRNA molecule do not directly recognize the amino acids they specify in the
way that an enzyme recognizes a substrate. The translation of mMRNA into protein depends on
"adaptor" molecules that recognize both an amino acid and a group of three nucleotides. These
adaptors consist of a set of small RNA molecules known as transfer RNAs (tRNAs), each about
80 nucleotides in length.

A tRNA molecule has a folded three-dimensional conformation that is held together in part by
noncovalent base-pairing interactions like those that hold together the two strands of the DNA
helix. In the single-stranded tRNA molecule, however, the complementary base pairs form
between nucleotide residues in the same chain, which causes the tRNA molecule to fold up in a
unique way that is important for its function as an adaptor. Four short segments of the molecule
contain a double-helical structure, producing a molecule that looks like a "cloverleaf" in two
dimensions. This cloverleaf is in turn further compacted into a highly folded, L-shaped
conformation that is held together by more complex hydrogen-bonding interactions ( Figure 3-18).
Two sets of unpaired nucleotide residues at either end of the "L" are especially important for the
function of the tRNA molecule in protein synthesis: one forms the anticodon that base-pairs to a
complementary triplet in an mRNA molecule (the codon), while the CCA sequence at the 3' end of
the molecule is attached covalently to a specific amino acid (see Figure 3-18A).

The RNA Message Is Read from One End to the Other by a
Ribosome 18
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The codon recognition process by which genetic information is transferred from mRNA via tRNA
to protein depends on the same type of base-pair interactions that mediate the transfer of genetic
information from DNA to DNA and from DNA to RNA ( Figure 3-19). But the mechanics of
ordering the tRNA molecules on the mRNA are complicated and require a ribosome, a complex of
more than 50 different proteins associated with several structural RNA molecules (rRNAs). Each
ribosome is a large protein-synthesizing machine on which tRNA molecules position themselves
SO as to read the genetic message encoded in an mRNA molecule. The ribosome first finds a
specific start site on the mRNA that sets the reading frame and determines the amino-terminal
end of the protein. Then, as the ribosome moves along the mRNA molecule, it translates the
nucleotide sequence into an amino acid sequence one codon at a time, using tRNA molecules to
add amino acids to the growing end of the polypeptide chain ( Figure 3-20). When a ribosome
reaches the end of the message, both it and the freshly made carboxyl end of the protein are
released from the 3' end of the mRNA molecule into the cytoplasm.

Ribosomes operate with remarkable efficiency: in one second a single bacterial ribosome adds
about 20 amino acids to a growing polypeptide chain. Ribosome structure and the mechanism of
protein synthesis are discussed in Chapter 6.

Some RNA Molecules Function as Catalysts 19

RNA molecules have commonly been viewed as strings of nucleotides with a relatively
uninteresting chemistry. In 1981 this view was shattered by the discovery of a catalytic RNA
molecule with the type of sophisticated chemical reactivity that biochemists had previously
associated only with proteins. The ribosomal RNA molecules of the ciliated protozoan
Tetrahymena are initially synthesized as a large precursor from which one of the rRNAs is
produced by an RNA-splicing reaction. The surprise came with the discovery that this splicing can
occur in vitro in the absence of protein. It was subsequently shown that the intron sequence itself
has an enzymelike catalytic activity that carries out the two-step reaction illustrated in Figure 3-21.
The 400-nucleotide-long intron sequence was then synthesized in a test tube and shown to fold
up to form a complex surface that can function like an enzyme in reactions with other RNA
molecules. For example, it can bind two specific substrates tightly - a guanine nucleotide and an
RNA chain - and catalyze their covalent attachment so as to sever the RNA chain at a specific
site ( Figure 3-22).

In this model reaction, which mimics the first step in Figure 3-21, the same intron sequence acts
repeatedly to cut many RNA chains. Although RNA splicing is most commonly achieved by
means that are not autocatalytic (discussed in Chapter 8), self-splicing RNAs with intron
sequences related to that in Tetrahymena have been discovered in other types of cells, including
fungi and bacteria. This suggests that these RNA sequences may have arisen before the
eucaryotic and procaryotic lineages diverged about 1.5 billion years ago.

Several other families of catalytic RNAs have recently been discovered. Most tRNAs, for
example, are initially synthesized as a larger precursor RNA, and an RNA molecule has been
shown to play the major catalytic role in an RNA-protein complex that recognizes these
precursors and cleaves them at specific sites. A catalytic RNA sequence also plays an important
part in the life cycle of many plant viroids. Most remarkably, ribosomes are now suspected to
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function largely by RNA-based catalysis, with the ribosomal proteins playing a supporting role to
the ribosomal RNAs (rRNAs), which make up more than half the mass of the ribosome. The large
rRNA by itself, for example, has peptidyl transferase activity and will catalyze the formation of
new peptide bonds ( Figure 3-23).

How is it possible for an RNA molecule to act like an enzyme? The example of tRNA indicates
that RNA molecules can fold up in highly specific ways. A proposed three-dimensional structure
for the core of the self-splicing Tetrahymena intron sequence is shown in Figure 3-24. Interactions
between different parts of this RNA molecule (analogous to the unusual hydrogen bonds in tRNA
molecules - see Figure 3-18) are responsible for folding it to create a complex three-dimensional
surface with catalytic activity. An unusual juxtaposition of atoms presumably strains covalent
bonds and thereby makes selected atoms in the folded RNA chain unusually reactive.

As explained in Chapter 1, the discovery of catalytic RNA molecules has profoundly changed our
views of how the first living cells arose.

Summary

Genetic information is carried in the linear sequence of nucleotides in DNA. Each molecule of
DNA is a double helix formed from two complementary strands of nucleotides held together by
hydrogen bonds between G-C and A-T base pairs. Duplication of the genetic information occurs
by the polymerization of a new complementary strand onto each of the old strands of the double
helix during DNA replication.

The expression of the genetic information stored in DNA involves the translation of a linear
sequence of nucleotides into a co-linear sequence of amino acids in proteins. A limited segment
of DNA is first copied into a complementary strand of RNA. This primary RNA transcript is spliced
to remove intron sequences, producing an mRNA molecule. Finally, the mRNA is translated into
protein in a complex set of reactions that occur on a ribosome. The amino acids used for protein
synthesis are first attached to a family of tRNA molecules, each of which recognizes, by
complementary base-pairing interactions, particular sets of three nucleotides in the mRNA (
codons ). The sequence of nucleotides in the mRNA is then read from one end to the other in
sets of three, according to a universal genetic code.

Other RNA molecules in cells function as enzymelike catalysts. These RNA molecules fold up to
create a surface containing nucleotides that have become unusually reactive. One of these
catalysts is the large rRNA of the ribosome, which catalyzes the formation of peptide bonds
during protein synthesis
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Figure 3-10. The DNA double helix. (A) A short section of the helix viewed from its side. Four
complementary base pairs are shown. The bases are shown in green,while the deoxyribose
sugars are blue.(B) The helix viewed from an end. Note that the two DNA strands run in opposite
directions and that each base pair is held together by either two or three hydrogen bonds (see
also Panel 3-2, pp. 100-101).

CCCTGTGGARGCCACACCCTAGGGT TGEOCA
ATCTACTOOCAGGAGCAGGGAGGECAGGAG
COAGGGCTOHGCATAMAGTCAGEGCAGAG
COATCTATTGCTTACATTTGC TTCTGACAC
AACTGTGTTCACTAGCAACTCARACAGACA
COATGGTECACCTGAC TOCTGAGGAGARMGT
CTGCOGTTACTGOCCTGTGGGGCARGGTGA
ACGTGGATGAAGT TG TGGTGAGGICCTGG
GCAGGTTGGTATCAAGGT TACAAGACAGGT
TTAAGGAGACCAATAGAARCTGGGCATGTG
GAGRCAGAGAAGACTCTTGGGTTTCTGATA
GECACTGACTCTCTCTGOCTATTGSGTCTAT
TTTCCCACCCTTAGGCTRCTGGTGGTCTAC
CCTTGGACOCAGAGGTTCTTTGAGTCCTTT
GOGGATCTGTCCACTCCTGATGCTGT TATG
GGCAMCCCTAAGGTGAAGGC TCATGGCANG
ARAGTGCTOGETGCCTTTAGTGATGGOCTG
GCTCACCTGGACAMCCTCANGGGCACCTTT
GOCACACTGAGTGAGCTGCACTGTGACAAG
CTECACGTGGATCCTGAGRAC TTCAGGETG
AGTCTATGGGACCCTTGATGTTTTCTTTOD
CCTTCTITTCTATGGTTAAGT TCATGTCAT
AGGAMGGGGAGARGTAACAGGGTACKGTTT
AGAATGGGAARCAGACGAATGATTGCATCA
GTGTGGMGTCTCAGGATCGTTTTAGTTTC
TTTTATITGCTGTTCATAACAATTGTTTTC

TTTTIGTTTAATTCTTGCTTTCTTTTTTTTT
CPTOTCOC T AAT TP T TACTATTATAMTTAR
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TITTIGTTTAATTCTTGCTTTCTITTTTITTT
CTTCTCCGCAATTTTTACTATTATACTTAR
TOGCCTTAACAT TGTGTATAACAARAGGNAR
TATCTCTGAGATACATTAAGTAACTTANA
ARMRAACTTTACACAGTCTGOCTAGTACATT
ACTATTTGGAATATATGTGTGCTTATTTGE
ATATTCATAATCTCCCTACTTTATTTTCTT
TTATTTTTAATTGATACATAATCATTATAC
ATATTTATGGGTTAMGTGTAATGTTTTAM
TATGTGTACACATATTGACCARMATCAGEET
AATTTTCCATTTGTAATTTTARANMANMATGCT
TTCTTCTTTTAATATACTTTTTTGTTTATC
TTATTTCTRATACTTTCOCTAATCTCTTTC
TTTCAGGGCAATAATGATACAATGTATCAT
GOCTCTTTGCACCATTCTAAAGAATAACAG
TGATAATTTCTGGGTTAAGGCAATAGCAAT
ATTTCTGCATATAAATATTTCTGCATATAR
ATTGTAACTGATGTAAGAGGTTTCATATTG
CTAATAGCAGCTACARTCCAGCTACCATTC
TGCTTTTATTTTATGGTTGOGATARGGCTG
GATTATTCTGAGTCCAAGCTAGGCCCTTTT
GCTARTCATGTTCATACCTCTTATCTTCOCT
COCACAGCTCCTEGHCARCGTECTGETCTG
TGTGCTGGCCCATCACTTTGGCAAAGAATT
CARCOCCACCAGTGCAGHCTGCCTATC AGAR
AGTGGTGGCTGGTGTGGCTAATGCCCTGGE
CCARCAAGTATCACTRAGCTOGCTTTCTTGE
TGTCCAATTTCTATTAAAGGTTCCTTTGTT
COCTARGTCCAMCTACTAMCTGGGGGATA
TTATGAMGGGCCT TGAGCATCTGGATTCTG
CCTAATAMAAACATTTATTTTCATTGCAM
TGATGTATTTAAATTATTTCTGAATATTTT
ACTAMAAGGGAATGTGGOAGGTCAGTGCA
TTTARARCATAAMGAARTGATGAGCTGTTC
AMACCTTGGGAMATACACTATATCT TARA
CTCCATGAAAGAANGGTGAGGC TGCAMCCAG
CTAATGCACATTGGCAMNCAGCCOCTGATGC
CTATGCCTTATTCATCCCTCAGAAAAGGAT
TCTTGTAGRGGCTTGATTTGCAGGT TAAAG
TTTTGCTATGCTGTATTTTACATTACTTAT
TGTTTTAGCTGTCCTCATGAATGTCTTTTC

Figure 3-11. The DNA sequence of the human B-globin gene. The gene encodes one of the two
subunits of the hemoglobin molecule, which carries oxygen in the blood. Only one of the two DNA
strands is shown (the "coding strand"), since the other strand has a precisely complementary
sequence. The sequence should be read from left to right in successive lines down the page, as if
it were normal English text.
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Figure 3-12. DNA synthesis. The addition of a deoxyribonucleotide to the 3' end of a
polynucleotide chain is the fundamental reaction by which DNA is synthesized. As shown, base-
pairing between this incoming deoxyribonucleotide and an existing strand of DNA (the template
strand) guides the formation of a new strand of DNA with a complementary nucleotide sequence.
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Figure 3-13. The semiconservative replication of DNA. In each round of replication each of the
two strands of DNA is used as a template for the formation of a complementary DNA strand. The
original strands therefore remain intact through many cell generations.
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Figure 3-14. The amino acid sequence of bovine insulin. Insulin is a very small protein that
consists of two polypeptide chains, one 21 and the other 30 amino acid residues long. Each chain
has a unique, genetically determined sequence of amino acids. The one-letter symbols used to
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specify amino acids are those listed in Panel 2-5, pages 56-57; the SS bonds shown in red are
disulfide bonds between cysteine residues. The protein is made initially as a single long
polypeptide chain (encoded by a single gene) that is subsequently cleaved to give the two chains.

EUCARYOTES PROCARYOTES

cyloplasm

DMA
TRAMSCRIPTION |
R, ee—
TRAMSLATION
prnlem

Figure 3-15. The transfer of information from DNA to protein. The transfer proceeds by means of
an RNA intermediate called messenger RNA (mRNA). In procaryotic cells the process is simpler
than in eucaryotic cells. In eucaryotes the coding regions of the DNA (in the exons,shown in
color) are separated by noncoding regions (the introns). As indicated, these introns must be
removed by an enzymatically catalyzed RNA-splicing reaction to form the mRNA
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15t position 2nd position 3rd position
(5" end) U C E G (3" end)
Phe Ser Tyr Cys u
Phe Ser Tyr Cys L
Leu Ser STOP STOP &
Leu Sar STOP Trp G
Ley Pro His Arg ]
Lau Pro His Arg C
Lew Pro Gin Arg &,
Leu Pro Gin Arg 3
e Thr Agn Sar 1]
lle Thr Aan Sar .
[ Thr Lys Arg A,
het Thr Ly= Arg G
Val Ala ASp Gly ]
Yal Ala Asp Gly C
Wal Ala Glu Gly £
Val Ala Gilu Gly G

Figure 3-16. The genetic code. Sets of three nucleotides ( codons) in an mMRNA molecule are
translated into amino acids in the course of protein synthesis according to the rules shown. The
codons GUG and GAG, for example, are translated into valine and glutamic acid, respectively.
Note that those codons with U or C as the second nucleotide tend to specify the more
hydrophobic amino acids (compare with Panel 2-5, pp. 56-57).

5° 3
: CucC AGE|GLFLI-ACC-ALI
Leu Ler Wal Thr

5 E UCAl-GﬂG (UUA CCA -LII

Ler Ala Lew Pro

CU  CAG, CGU UAC, CAU
3 d____l
Gin Arg Tyr His

Figure 3-17. The three possible reading frames in protein synthesis. In the process of translating
a nucleotide sequence ( blue) into an amino acid sequence ( green), the sequence of nucleotides
in an MRNA molecule is read from the 5' to the 3' end in sequential sets of three nucleotides. In
principle, therefore, the same RNA sequence can specify three completely different amino acid
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Figure 3-18. Phenylalanine tRNA of yeast. (A) The molecule is drawn with a cloverleaf shape to
show the complementary base-pairing ( short gray bars) that occurs in the helical regions of the
molecule. (B) The actual shape of the molecule, based on x-ray diffraction analysis, is shown
schematically. Complementary base pairs are indicated as long gray bars. In addition, the
nucleotides involved in unusual base-pair interactions that hold different parts of the molecule
together are colored red and are connected by a red line in both (A) and (B). The pairs are
numbered in (B). (C) One of the unusual base-pair interactions. Here one base forms hydrogen-
bond interactions with two others; several such "base triples" help fold up this tRNA molecule.
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Figure 3-19. Information flow in protein synthesis. (A) The nucleo-tides in an mMRNA molecule are
joined together to form a complementary copy of a segment of one strand of DNA. (B) They are
then matched three at a time to complementary sets of three nucleotides in the anticodon regions
of tRNA molecules. At the other end of each type of tRNA molecule, a specific amino acid is held
in a high-energy linkage, and when matching occurs, this amino acid is added to the end of the
growing polypeptide chain. Thus translation of the mRNA nucleotide sequence into an amino acid
sequence depends on complementary base-pairing between codons in the mRNA and
corresponding tRNA anticodons. The molecular basis of information transfer in translation is
therefore very similar to that in DNA replication and transcription. Note that the mRNA is both
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synthesized and translated starting from its 5' end.
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Figure 3-20. Synthesis of a protein by ribosomes attached to an mRNA molecule. Ribosomes
become attached to a start signal near the 5' end of the mRNA molecule and then move toward
the 3' end, synthesizing protein as they go. A single mRNA will usually have a number of
ribosomes traveling along it at the same time, each making a separate but identical polypeptide
chain; the entire structure is known as a polyribosome.
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Figure 3-21. A self-splicing RNA molecule. The diagram shows the self-splicing reaction in which
an intron sequence catalyzes its own excision from a Tetrahymena ribosomal RNA molecule. As

shown, the reaction is initiated when a G nucleotide is added to the intron sequence, cleaving the
RNA chain in the process; the newly created 3' end of the RNA chain then attacks the other side

of the intron to complete the reaction.
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Figure 3-22. An enzymelike reaction catalyzed by the purified Tetrahymena intron sequence. In
this reaction, which corresponds to the first step in Figure 3-21, both a specific substrate RNA
molecule and a G nucleotide become tightly bound to the surface of the catalytic RNA molecule.
The nucleotide is then covalently attached to the substrate RNA molecule, cleaving it at a specific
site. The release of the resulting two RNA chains frees the intron sequence for further cycles of
reaction.
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Figure 3-23. A peptidyl transferase reaction catalyzed by a deproteinized ribosomal RNA
molecule. The puromycin molecule mimics a tRNA charged with the amino acid tyrosine, and it
acts as a powerful inhibitor of protein synthesis in cells by adding to the growing end of a
polypeptide chain on a ribosome. In this model reaction the growing polypeptide chain end is
mimicked by a hexanucleotide ( red,representing a tRNA) that is covalently linked to N-formyl
methionine (representing the polypeptide). A highly purified large rRNA molecule catalyzes the
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addition of the puromycin to the N-formyl methionine, forming a new peptide bond and releasing
the hexanucleotide.

intron

Figure 3-24. A three-dimensional view of the catalytic core of the type of intron RNA sequence
illustrated in

Panel 3-2: DNA and RNA structures
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Protein Structure 20

Introduction

To a large extent, cells are made of protein, which constitutes more than half of their dry weight
(see Table 3-1). Proteins determine the shape and structure of the cell and also serve as the
main instruments of molecular recognition and catalysis. Although DNA stores the information
required to make a cell, it has little direct influence on cellular processes. The gene for
hemoglobin, for example, cannot carry oxygen; that is a property of the protein specified by the
gene.

DNA and RNA are chains of nucleotides that are chemically very similar to one another. In
contrast, proteins are made from an assortment of 20 very different amino acids, each with a
distinct chemical personality (see Panel 2-5, pp. 56-57). This variety allows for enormous
versatility in the chemical properties of different proteins, and it presumably explains why
evolution eventually selected proteins rather than RNA molecules to catalyze most cellular
reactions.
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The Shape of a Protein Molecule Is Determined by Its
Amino Acid Sequence 21

Many of the bonds in a long polypeptide chain allow free rotation of the atoms they join, giving the
protein backbone great flexibility. In principle, then, any protein molecule could adopt an almost
unlimited number of shapes ( conformations). Most polypeptide chains, however, fold into only
one particular conformation determined by their amino acid sequence. This is because the
backbones and side chains of the amino acids associate with one another and with water to form
various weak noncovalent bonds (see Panel 3-1, pp. 92-93). Provided that the appropriate side
chains are present at crucial positions in the chain, large forces are developed that make one
particular conformation especially stable.

Most proteins can fold spontaneously into their correct shape. By treatment with certain solvents,
a protein can be unfolded, or denatured, to give a flexible polypeptide chain that has lost its native
conformation. When the denaturing solvent is removed, the protein will usually refold
spontaneously into its original conformation, indicating that all the information necessary to
specify the shape of a protein is contained in the amino acid sequence itself.

One of the most important factors governing the folding of a protein is the distribution of its polar
and nonpolar side chains. The many hydrophobic side chains in a protein tend to be pushed
together in the interior of the molecule, which enables them to avoid contact with the agueous
environment (just as oil droplets coalesce after being mechanically dispersed in water). By
contrast, the polar side chains tend to arrange themselves near the outside of the protein
molecule, where they can interact with water and with other polar molecules ( Figure 3-25). Since
the peptide bonds are themselves polar, they tend to interact both with one another and with polar
side chains to form hydrogen bonds ( Figure 3-26); nearly all polar residues buried within the
protein are paired in this way ( Figure 3-27). Hydrogen bonds thus play a major part in holding
together different regions of polypeptide chain in a folded protein molecule. They are also
crucially important for many of the binding interactions that occur on protein surfaces.

Secreted or cell-surface proteins often form additional covalent intrachain bonds. Most notably,
the formation of disulfide bonds (also called S-S bonds) between the two -SH groups of
neighboring cysteine residues in a folded polypeptide chain ( Figure 3-28) often serves to stabilize
the three-dimensional structure of extracellular proteins. These bonds are not required for the
specific folding of proteins, since folding occurs normally in the presence of reducing agents that
prevent S-S bond formation. In fact, S-S bonds are rarely, if ever, formed in protein molecules in
the cytosol because the high cytosolic concentration of -SH reducing agents breaks such bonds.

The net result of all the individual amino acid interactions is that most protein molecules fold up
spontaneously into precisely defined conformations. Those that are compact and globular have
an inner core composed of clustered hydrophobic side chains - packed into a tight, nearly
crystalline arrangement - while a very complex and irregular exterior surface is formed by the
more polar side chains. The positioning and chemistry of the different atoms on this intricate
surface make each protein unique and enable it to bind specifically to other macromolecular
surfaces and to certain small molecules (discussed below). > From both a chemical and a
structural standpoint, proteins are the most sophisticated molecules known.
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Common Folding Patterns Recur in Different Protein Chains
22

Although all the information required for the folding of a protein chain is contained in its amino
acid sequence, we have not yet learned how to "read" this information so as to predict the
detailed three-dimensional structure of a protein whose sequence is known. Consequently, the
folded conformation can be determined only by an elaborate x-ray diffraction analysis performed
on crystals of the protein or, if the protein is very small, by nuclear magnetic resonance
techniques (see Chapter 4). So far, more than 100 types of protein folds have been discovered by
this technique. Each protein has a specific conformation so intricate and irregular that it would
require a chapter to describe it in full three-dimensional detail.

When the three-dimensional structures of different protein molecules are compared, it becomes
clear that, although the overall conformation of each protein is unique, several structural patterns
recur repeatedly in parts of these macromolecules. Two patterns are particularly common
because they result from regular hydrogen-bonding interactions between the peptide bonds
themselves rather than between the side chains of particular amino acids. Both patterns were
correctly predicted in 1951 from model-building studies based on the different x-ray diffraction
patterns of silk and hair. The two regular patterns discovered are now known as the b sheet,
which occurs in the protein fibroin, found in silk, and the a helix, which occurs in the protein a-
keratin, found in skin and its appendages, such as hair, nails, and feathers.

The core of most (but not all) globular proteins contains extensive regions of (3 sheet. In the
example illustrated in Figure 3-29, which shows part of an antibody molecule, an antiparallel b
sheet is formed when an extended polypeptide chain folds back and forth upon itself, with each
section of the chain running in the direction opposite to that of its immediate neighbors. This gives
a very rigid structure held together by hydrogen bonds that connect the peptide bonds in
neighboring chains. The antiparallel 3 sheet and the closely related parallel b sheet (which is
formed by regions of polypeptide chain that run in the same direction) frequently serve as the
framework around which globular proteins are constructed.

An a helix is generated when a single polypeptide chain turns regularly about itself to make a rigid
cylinder in which each peptide bond is regularly hydrogen-bonded to other peptide bonds nearby
in the chain. Many globular proteins contain short regions of such a helices ( Figure 3-30), and
those portions of a transmembrane protein that cross the lipid bilayer are usually a helices
because of the constraints imposed by the hydrophobic lipid environment (discussed in Chapter
10).

In aqueous environments an isolated a helix is usually not stable on its own. Two identical a
helices that have a repeating arrangement of nonpolar side chains, however, will twist around
each other gradually to form a particularly stable structure known as a coiled-colil (see p. 125).
Long rodlike coiled-coils are found in many fibrous proteins, such as the intracellular a-keratin
fibers that reinforce skin and its appendages.

Space-filling representations of an a helix and a (3 sheet from actual proteins are shown with and
without their side chains in Figure 3-31.
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Proteins Are Amazingly Versatile Molecules 23

Because of the variety of their amino acid side chains, proteins are remarkably versatile with
respect to the types of structures they can form. Contrast, for example, two abundant proteins
secreted by cells in connective tissue - collagen and elastin - both present in the extracellular
matrix. In collagen molecules three separate polypeptide chains, each rich in the amino acid
proline and containing the amino acid glycine at every third residue, are wound around one
another to generate a regular triple helix. These collagen molecules are packed together into
fibrils in which adjacent molecules are tied together by covalent cross-links between neighboring
lysine residues, giving the fibril enormous tensile strength ( Figure 3-32).

Elastin is at the opposite extreme. Its relatively loose and unstructured polypeptide chains are
cross-linked covalently to generate a rubberlike elastic meshwork that enables tissues such as
arteries and lungs to deform and stretch without damage. As illustrated in Figure 3-32, the
elasticity is due to the ability of individual protein molecules to uncoil reversibly whenever a
stretching force is applied.

It is remarkable that the same basic chemical structure - a chain of amino acids - can form so
many different structures: a rubberlike elastic meshwork (elastin), an inextensible cable with the
tensile strength of steel (collagen), or any of the wide variety of catalytic surfaces on the globular
proteins that function as enzymes. Figure 3-33 illustrates and compares the range of shapes that
could, in theory, be adopted by a polypeptide chain 300 amino acids long. As we have already
emphasized, the conformation actually adopted depends on the amino acid sequence.

Proteins Have Different Levels of Structural Organization 24

In describing the structure of a protein, it is helpful to distinguish various levels of organization.
The amino acid sequence is called the primary structure of the protein. Regular hydrogen-bond
interactions within contiguous stretches of polypeptide chain give rise to a helices and 3 sheets,
which constitute the protein's secondary structure. Certain combinations of a helices and (3 sheets
pack together to form compactly folded globular units, each of which is called a protein domain.
Domains are usually constructed from a section of polypeptide chain that contains between 50
and 350 amino acids, and they seem to be the modular units from which proteins are constructed
(see below). While small proteins may contain only a single domain, larger proteins contain a
number of domains, which are often connected by relatively open lengths of polypeptide chain.
Finally, individual polypeptides often serve as subunits for the formation of larger molecules,
sometimes called protein assemblies or protein complexes, in which the subunits are bound to
one another by a large number of weak, noncovalent interactions; in extracellular proteins these
interactions are often stabilized by disulfide bonds.

The three-dimensional structure of a protein can be illustrated in various ways. Consider the
unusually small protein basic pancreatic trypsin inhibitor (BPTI), which contains 58 amino acid
residues folded into one domain. BPTI can be shown as a stereo pair displaying all of its
nonhydrogen atoms ( Figure 3-34A) or as an accurate space-filling model, where most of the
details are obscured ( Figure 3-34B). Alternatively, it can be shown more schematically, with all of
the side chains and actual atoms omitted so that it is easier to follow the course of the main
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polypeptide chain ( Figures 3-34C, D, and E). An average-size protein contains about six times
more amino acid residues than BPTI, and many proteins are more than 20 times its size.
Schematic drawings are essential for displaying the structure of these larger proteins, and we use
them throughout this text.

Figure 3-35 shows how the structure of a large protein can be resolved into several levels of
organization, each level constructed from the one below it in a hierarchical fashion. These levels
of increased organizational complexity may correspond to the steps by which a newly synthesized
protein folds into its final native structure inside the cell.

Domains Are Formed from a Polypeptide Chain That Winds

Back and Forth, Making Sharp Turns at the Protein Surface
24

A protein domain can be viewed as the basic structural unit of a protein structure. The core of
each domain is largely composed of a set of interconnected 3 sheets or a helices or both. These
regular secondary structures are favored because they permit an extensive hydrogen bonding
between the backbone atoms, which is essential for stabilizing the interior of the domain, where
water is not available to form hydrogen bonds with the polar carbonyl oxygen or amide hydrogen
of the peptide bond.

Because there are only a limited number of ways of combining a helices and 3 sheets to make a
globular structure, certain combinations of these elements, called motifs, occur repeatedly in the
core of many unrelated proteins. One example is the hairpin beta motiffound in BPTI (colored
green in Figure 3-34D), which consists of two antiparallel 3 strands joined by a sharp turn formed
by a loop of polypeptide chain. Another example is the beta-alpha-beta motif,in which two
adjacent parallel B strands are connected by a length of a helix ( Figure 3-36). Several other
common motifs are discussed in Chapter 9, where we consider the various DNA-binding motifs
found in several families of gene regulatory proteins.

Various combinations of motifs form the protein domain itself, in which the polypeptide chain
tends to wind its way back and forth across the entire structure, either as a 3 sheet or an a helix,
reversing direction suddenly by making a tight turn when it reaches the surface of the domain. As
a result, a typical domain is a compact structure whose surface is covered by protruding loops of
polypeptide chain ( Figure 3-37). The loop regions, which vary in length and have an irregular
shape, often form the binding sites for other molecules. Because the loop regions are exposed to
water, they are rich in hydrophilic amino acids, and on this basis their positions can frequently be
predicted from a careful examination of the amino acid sequence of a protein.

Relatively Few of the Many Possible Polypeptide Chains
Would Be Useful

Since each of the 20 amino acids is chemically distinct and each can, in principle, occur at any
position in a protein chain, there are 20 x 20 x 20 x 20 = 160,000 different possible polypeptide
chains 4 amino acids long, or 20 " different possible polypeptide chains n amino acids long. For a
typical protein length of about 300 amino acids, more than 10 390 different proteins can be made.
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We know, however, that only a very small fraction of these possible proteins would adopt a stable
three-dimensional conformation. The vast majority would have many different conformations of
roughly equal energy, each with different chemical properties. Proteins with such variable
properties would not be useful and would therefore be eliminated by natural selection in the
course of evolution. Present-day proteins have an amazingly sophisticated structure and
chemistry because of their unique folding properties. Not only is the amino acid sequence such
that a single conformation is extremely stable, but this conformation has the precise chemical
properties that enable the protein to perform a specific catalytic or structural function in the cell.
Proteins are so precisely built that the change of even a few atoms in one amino acid can
sometimes disrupt the structure and cause a catastrophic change in function.

New Proteins Usually Evolve by Alterations of Old Ones 2°

Cells have genetic mechanisms that allow genes to be duplicated, modified, and recombined in
the course of evolution. Consequently, once a protein with useful surface properties has evolved,
its basic structure can be incorporated in many other proteins. Proteins of different but related
function in present-day organisms often have similar amino acid sequences. Such families of
proteins are believed to have evolved from a single ancestral gene that duplicated in the course
of evolution to give rise to other genes in which mutations gradually accumulated to produce
related proteins with new functions.

Consider the serine proteases, a family of protein-cleaving (proteolytic) enzymes that includes the
digestive enzymes chymotrypsin, trypsin, and elastase and some of the proteases in the blood-
clotting and complement enzymatic cascades. When two of these enzymes are compared, about
40% of the positions in their amino acid sequences are found to be occupied by the same amino
acid ( Figure 3-38). The similarity of their three-dimensional conformations as determined by x-ray
crystallography is even more striking: most of the detailed twists and turns in their polypeptide
chains, which are several hundred amino acids long, are identical ( Figure 3-39).

The story that we have told for the serine proteases could be repeated for hundreds of other
protein families. In many cases the amino acid sequences have diverged much further than for
the serine proteases, so that one cannot be sure of a family relationship between two proteins
without determining their three-dimensional structures. The yeast a2 protein and the
Drosophilaengrailed protein, for example, are both gene regulatory proteins in the homeodomain
family. Because they are identical in only 17 of their 60 amino acid residues, their relationship
became certain only when their three-dimensional structures were compared ( Figure 3-40).

The various members of a large protein family will often have distinct functions. Some of the
amino acid changes that make these proteins different were no doubt selected in the course of
evolution because they resulted in changes in biological activity, giving the individual family
members the different functional properties that they have today. Other amino acid changes are
likely to be "neutral,” having neither a beneficial nor a damaging effect on the basic structure and
function of the protein. Since mutation is a random process, there must also have been many
deleterious changes that altered the three-dimensional structure of these proteins sufficiently to
inactivate them. Such inactive proteins would have been lost whenever the individual organisms
making them were at enough of a disadvantage to be eliminated by natural selection. It is not
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surprising, then, that cells contain whole sets of structurally related polypeptide chains that have a
common ancestry but different functions.

New Proteins Can Evolve by Recombining Preexisting
Polypeptide Domains 26

Once a number of stable protein surfaces have been made in a cell, new surfaces with different
binding properties can be generated by joining two or more proteins together by noncovalent
interactions between them, producing a protein complex. This combining of proteins to make
larger, functional protein assemblies is common. Many protein complexes have molecular weights
of a million or more, even though an average polypeptide chain has a molecular weight of 40,000
(about 300 to 400 amino acids), and relatively few polypeptide chains are more than three times
this size.

An alternative way of making a new protein from existing chains is to join the corresponding DNA
sequences to make a gene that encodes a single large polypeptide chain. Proteins in which
different parts of the polypeptide chain fold independently into separate globular domains are
believed to have evolved in this way, perhaps after existing for a prolonged period as a protein
complex formed from separate polypeptides. Many proteins have such "multidomain” structures,
and, as might be expected from the evolutionary considerations discussed above, the binding
sites for substrate molecules frequently lie where the separate domains are juxtaposed ( Figure 3-
41). Thus, for the multidomain protein whose three-dimensional structure is shown in Figure 3-42,
a protein surface on one domain that binds NAD * was apparently combined with a surface on a
second domain that binds a sugar, as part of the process of evolving an active site that uses the
NAD * to catalyze sugar oxidation.

Another way of reutilizing an amino acid sequence is especially widespread among long fibrous
proteins such as collagen (see Figure 3-32). In these cases a structure is formed from multiple
internal repeats of an ancestral amino acid sequence. Putting together amino acid sequences by
joining preexisting coding DNA sequences is clearly a much more efficient strategy for a cell than
the alternative of deriving new protein sequences from scratch by random DNA mutation.

Structural Homologies Can Help Assign Functions to Newly
Discovered Proteins 27

The development of techniques for rapidly sequencing DNA molecules has made it possible to
determine the amino acid sequences of many thousands of proteins from the nucleotide
sequences of their genes. A rapidly enlarging protein data base is therefore available that
biologists routinely scan by computer to search for possible sequence homologies between a
newly sequenced protein and previously studied ones. Although sequences have so far been
determined for only a few percent of the proteins in eucaryotic organisms, it is common to find
that a newly sequenced protein is homologous to some other, known protein over part of its
length, indicating that most proteins may have descended from relatively few ancestral types. As
expected, the sequences of many large proteins often show signs of having evolved by the joining
of preexisting domains in new combinations - a process called domain shuffling ( Figure 3-43).
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These protein comparisons are important because related structures often imply related
functions. Many years of experimentation can be saved by discovering an amino acid sequence
homology with a protein of known function. Such sequence homologies, for example, first
indicated that certain cell-cycle regulatory genes in yeast cells and certain genes that cause
mammalian cells to become cancerous are protein kinases. In the same way many of the proteins
that control pattern formation in the fruit fly Drosophila were recognized to be gene regulatory
proteins, while another protein involved in pattern formation was identified as a serine protease.

The discovery of domain homologies can also be useful in another way. It is much more difficult
to determine the three-dimensional structure of a protein than to determine its amino acid
sequence. But the conformation of a newly sequenced protein domain can be guessed if it is
homologous to a domain of a protein whose conformation has already been determined by x-ray
diffraction analysis. By assuming that the twists and turns of the polypeptide chain will be
conserved in the two proteins despite the presence of discrepancies in amino acid sequence, one
can often sketch the structure of the new protein with reasonable accuracy (see Figure 3-40).

Many new protein sequences are being added to the data base each year, each one increasing
the chance of finding useful homologies. Protein-sequence comparisons have therefore become
a very important tool in cell biology.

Protein Subunits Can Assemble into Large Structures 28

The same principles that enable several protein domains to associate to form binding sites for
small molecules operate to generate much larger structures in the cell. Supramolecular structures
such as enzyme complexes, ribosomes, protein filaments, viruses, and membranes are not made
as single, giant, covalently linked molecules; instead they are formed by the noncovalent
assembly of many preformed molecules, which are called subunits of the final structure.

There are several advantages to the use of smaller subunits to build larger structures: (1) building
a large structure from one or a few repeating smaller subunits reduces the amount of genetic
information required; (2) both assembly and disassembly can be readily controlled, since the
subunits associate through multiple bonds of relatively low energy; and (3) errors in the synthesis
of the structure can be more easily avoided, since correction mechanisms can operate during the
course of assembly to exclude malformed subunits.

A Single Type of Protein Subunit Can Interact with Itself to
Form Geometrically Regular Assemblies 29

If a protein has a binding site that is complementary to a region of its own surface, it will assemble
spontaneously to form a larger structure. In the simplest case, a binding site recognizes itself and
forms a symmetrical dimer. Many enzymes and other proteins form dimers of this kind, which
frequently act as subunits in the formation of larger assemblies ( Figures 3-44 and 3-45).

If the binding site of a protein is complementary to a region of its surface that does not include the
binding site itself, a chain of subunits will be formed. For certain special orientations of the two
binding sites, the chain will soon run into itself and terminate, forming a closed ring of subunits (
Figure 3-46). More commonly, an extended polymer of subunits will result, and provided that each
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subunit is bound to its neighbor in an identical way, the subunits in the polymer will be arranged in
a helix that can be extended indefinitely (see Figure 3-5). An actin filament, for example, is a
helical structure formed from a single globular protein subunit called actin;actin filaments are
major components in the cytosol of most eucaryotic cells ( Figure 3-47). As we discuss below,
globular proteins may also associate with like neighbors to form extended sheets or tubes (see
Figure 3-49).

Coiled-Coil Proteins Help Build Many Elongated Structures
in Cells 30

Where mechanical strength is of major importance, supramolecular assemblies are usually made
from fibrous rather than globular subunits. Such assemblies can be stabilized by extensive
regions of protein-protein contact when the subunits are wound around one another as a
multistranded helix. A particularly stable structural unit that is used repeatedly for this purpose is
known as the coiled-coil. It forms by the pairing of two a-helical subunits that have a repeating
arrangement of nonpolar side chains. The two a-helical subunits are usually identical and run in
parallel (that is, in the same direction from amino to carboxyl terminal). They coil gradually around
each other to produce a stiff filament with a diameter of about 2 nm ( Figure 3-48). Whereas short
coiled-coils serve as dimerization domains in several families of gene regulatory proteins, more
commonly a coiled-coil will extend for more than 100 nm and serve as a building block for a large
fibrous structure, such as the thick filaments in a muscle cell.

Proteins Can Assemble into Sheets, Tubes, or Spheres 31

Some protein subunits assemble into flat sheets in which the subunits are arranged in hexagonal
arrays. Specialized membrane proteins are sometimes arranged in this way in lipid bilayers. With
a slight change in the geometry of the individual subunits, a hexagonal sheet can be converted
into a tube ( Figure 3-49) or, with more changes, into a hollow sphere. Protein tubes and spheres
that bind specific RNA and DNA molecules form the coats of viruses.

The formation of closed structures, such as rings, tubes, or spheres, provides additional stability
because it increases the number of bonds that can form between the protein subunits. Moreover,
because such a structure is formed by mutually dependent, cooperative interactions between
subunits, it can be driven to assemble or disassemble by a relatively small change that affects the
subunits individually. These principles are dramatically illustrated in the protein capsid of many
simple viruses, which takes the form of a hollow sphere. These coats are often made of hundreds
of identical protein subunits that enclose and protect the viral nucleic acid ( Figure 3-50). The
protein in such a capsid must have a particularly adaptable structure, since it must make several
different kinds of contacts and also change its arrangement to let the nucleic acid out to initiate
viral replication once the virus has entered a cell.

Many Structures in Cells Are Capable of Self-assembly 32

The information for forming many of the complex assemblies of macromolecules in cells must be
contained in the subunits themselves, since under appropriate conditions the isolated subunits
can spontaneously assemble in a test tube into the final structure. The first large macromolecular
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aggregate shown to be capable of self-assembly from its component parts was tobacco mosaic
virus (TMV). This virus is a long rod in which a cylinder of protein is arranged around a helical
RNA core ( Figure 3-51). If the dissociated RNA and protein subunits are mixed together in
solution, they recombine to form fully active virus particles. The assembly process is
unexpectedly complex and includes the formation of double rings of protein, which serve as
intermediates that add to the growing virus coat.

Another complex macromolecular aggregate that can reassemble from its component parts is the
bacterial ribosome. These ribosomes are composed of about 55 different protein molecules and 3
different rRNA molecules. If the individual components are incubated under appropriate
conditions in a test tube, they spontaneously re-form the original structure. Most important, such
reconstituted ribosomes are able to carry out protein synthesis. As might be expected, the
reassembly of ribosomes follows a specific pathway: certain proteins first bind to the RNA, and
this complex is then recognized by other proteins, and so on until the structure is complete.

It is still not clear how some of the more elaborate self-assembly processes are regulated. Many
structures in the cell, for example, appear to have a precisely defined length that is many times
greater than that of their component macromolecules. How such length determination is achieved
is in most cases a mystery. Three possible mechanisms are illustrated in Figure 3-52. In the
simplest case a long core protein or other macromolecule provides a scaffold that determines the
extent of the final assembly. This is the mechanism that determines the length of the TMV
particle, where the RNA chain provides the core. Similarly, a core protein is thought to determine
the length of the thin filaments in muscle, as well as the long tails of some bacterial viruses (
Figure 3-53).

Not All Biological Structures Form by Self-assembly 33

Some cellular structures held together by noncovalent bonds are not capable of self-assembly. A
mitochondrion, a cilium, or a myofibril, for example, cannot form spontaneously from a solution of
their component macromolecules because part of the information for their assembly is provided
by special enzymes and other cellular proteins that perform the function of jigs or templates but
do not appear in the final assembled structure. Even small structures may lack some of the
ingredients necessary for their own assembly. In the formation of some bacterial viruses, for
example, the head structure, which is composed of a single protein subunit, is assembled on a
temporary scaffold composed of a second protein. The second protein is absent from the final
virus particle, and so the head structure cannot spontaneously reassemble once it is taken apart.
Other examples are known in which proteolytic cleavage is an essential and irreversible step in
the assembly process. This is the case for the coats of some bacterial viruses and even for some
simple protein assemblies, including the structural protein collagen and the hormone insulin (
Figure 3-54). From these relatively simple examples, it seems very likely that the assembly of a
structure as complex as a mitochondrion or a cilium will involve both temporal and spatial
ordering imparted by other cellular components, as well as irreversible processing steps
catalyzed by degradative enzymes.

Summary

The three-dimensional conformation of a protein molecule is determined by its amino acid
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sequence. The folded structure is stabilized by noncovalent interactions between different parts of
the polypeptide chain. The amino acids with hydrophobic side chains tend to cluster in the interior
of the molecule, and local hydrogen-bond interactions between neighboring peptide bonds give
rise to a helices and 3 sheets. Globular regions known as domains are the modular units from
which many proteins are constructed; small proteins typically contain only a single domain, while
large proteins contain several domains linked together by short lengths of polypeptide chain. As
proteins evolved, domains were modified and combined with other domains to construct new
proteins.

Proteins are brought together into larger structures by the same noncovalent forces that
determine protein folding. Proteins with binding sites for their own surface can assemble into
dimers, closed rings, spherical shells, or helical polymers. Although mixtures of proteins and
nucleic acids can assemble spontaneously into complex structures in the test tube, many
assembly processes involve irreversible steps. Consequently, not all structures in the cell are
capable of spontaneous reassembly after they are dissociated into their component parts.
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Figure 3-25. How a protein folds into a globular conformation. The polar amino acid side chains
tend to gather on the outside of the protein, where they can interact with water. The nonpolar
amino acid side chains are buried on the inside to form a hydrophobic core that is "hidden" from
water.
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between the amino acids in a protein. The peptide bonds are shaded in gray.

o_r‘“ o
_,« \/

w"” |
:/‘/ N !h}

otk

Figure 3-27. Details of intra-molecular hydrogen bonds in a protein. In this region of the enzyme
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lysozyme, hydrogen bonds form between two side chains ( blue), between a side chain and an
atom in a peptide bond ( yellow), or between atoms in two peptide bonds ( red). For reference,
see Figure 3-26. (After C.K. Mathews and K.E. van Holde, Biochemistry. Redwood City, CA:
Benjamin/Cummings, 1990.)
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Figure 3-28. Disulfide-bond formation. The drawing illustrates the formation of a covalent disulfide
bond between the side chains of neighboring cysteine residues in a protein
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Figure 3-29. A 3 sheet is a common structure formed by parts of the polypeptide chain in globular
proteins. At the top, a domain of 115 amino acids from an immunoglobulin molecule is shown; it
consists of a sandwich-like structure of two 3 sheets, one of which is drawn in color. At the
bottom, a perfect antiparallel 3 sheet is shown in detail, with the amino acid side chains denoted
R. Note that every peptide bond is hydrogen-bonded to a neighboring peptide bond. The actual
sheet structures in globular proteins are usually less regular than the 3 sheet shown here, and

most sheets are slightly twisted (see Figure 3-31).
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Figure 3-30. An a helix is another common structure formed by parts of the polypeptide chain in
proteins. (A) The oxygen-carrying molecule myoglobin (153 amino acids long) is shown, with one
region of a helix outlined in color. (B) A perfect a helix is shown in outline. (C) As in the 3 sheet,
every peptide bond in an a helix is hydrogen-bonded to a neighboring peptide bond. Note that for
clarity in (B) both the side chains [which protrude radially along the outside of the helix and are
denoted by R in (C)] and the hydrogen atom are omitted on the a-carbon atom of each amino

acid (see also Figure 3-31).

Molecular Biology of the Cell, 3rd edn. =Part I. Introduction to the Cell =FChapter 3.
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(A)

(B)

Figure 3-31. Space-filling models of an a helix and a 3 sheet with ( right) and without ( left) their
amino acid side chains. (A) An a helix (part of the structure of myoglobin). (B) A region of 3 sheet
(part of the structure of an immunoglobulin domain). In the photographs on the left, each side
chain is represented by a single darkly shaded atom (the R groups in Figures 3-29 and 3-30),
while the entire side chain is shown on the right. (Courtesy of Richard J. Feldmann.)

Structure, Shape, and Information =*Protein Structure 20
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Figure 3-32. Contrast between collagen and elastin. (A) Collagen is a triple helix formed by three
extended protein chains that wrap around each other. Many rodlike collagen molecules are cross-
linked together in the extracellular space to form inextensible collagen fibrils ( top) that have the
tensile strength of steel. (B) Elastin polypeptide chains are cross-linked together to form elastic
fibers. Each elastin molecule uncoils into a more extended conformation when the fiber is
stretched. The striking contrast between the physical properties of elastin and collagen is due
entirely to their very different amino acid sequences
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Figure 3-33. Some possible sizes and shapes of a protein molecule 300 amino acid residues
long. The structure formed is determined by the amino acid sequence. (Adapted from D.E.
Metzler, Biochemistry. New York: Academic Press, 1977.)
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Figure 3-34. Basic pancreatic trypsin inhibitor (BPTI). The three-dimensional conformation of this
small protein is shown in five commonly used representations. (A) A stereo pair illustrating the
positions of all nonhydrogen atoms. The main chain is shown with heavy lines and the side chains
with thin lines. (B) Space-filling model showing the van der Waals radii of all atoms (see Panel 3-
1). (C) Backbone wire model composed of lines that connect each a carbon along the polypeptide
backbone. (D) "Ribbon model," which represents all regions of regular hydrogen-bonded
interactions as either helices (a helices) or sets of arrows (b sheets) pointing toward the carboxyl-
terminal end of the chain. (E) "Sausage model," which shows the course of the polypeptide chain
but omits all detail. In the bottom three panels the hairpin b motif is colored green; this motif is
also found in many other proteins (see text). Note that the core of all globular proteins is densely
packed with atoms. Thus the impression of an open structure produced by models (C), (D), and
(E) is misleading. (B and C, courtesy of Richard J. Feldmann; A and D, courtesy of Jane
Richardson.)
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Figure 3-35. Three levels of organization of a protein. The three-dimensional structure of a protein
can be described in terms of different levels of folding, each of which is constructed from the
preceding one in hierarchical fashion. These levels are illustrated here using the catabolite
activator protein (CAP), a bacterial gene regulatory protein with two domains. When the large
domain binds cyclic AMP, it causes a conformational change in the protein that enables the small
domain to bind to a specific DNA sequence. The amino acid sequence is termed the primary
structure and the first folding level the secondary structure. As indicated under the brackets at the
bottom of this figure, the combination of the second and third folding levels shown here is
commonly termed the tertiary structure, and the fourth level (the assembly of subunits) the
guaternary structure of a protein. (Modified from a drawing by Jane Richardson.)

Figure 3-36. Example of a common protein motif. In the beta-alpha-beta motif two adjacent
parallel strands that form a 3 sheet structure are connected by an a helix. Like the hairpin 3 motif
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highlighted in Figure 3-34, this motif is found in many different proteins

(A) () ()

Figure 3-37. Ribbon models of the three-dimensional structure of several differently organized
protein domains. (A) Cytochrome b g5, a single-domain protein composed almost entirely of a

helices. (B) The NAD-binding domain of lactic dehydrogenase, composed of a mixture of a
helices and (3 sheets. (C) The variable domain of an immunoglobin light chain, composed of a
sandwich of two 3 sheets. In these examples the a helices are shown in green,while strands
organized as [3 sheets are denoted by red arrows. Note that the polypeptide chain generally
traverses back and forth across the entire domain, making sharp turns only at the protein surface.
The protruding loop regions ( yellow) often form the binding sites for other molecules. (Drawings
courtesy of Jane Richardson

Permission to reproduce this figure in this web
version of Molecular Biology of the Cell 1s either
pending or has not been granted.

Figure 3-38. (A) Comparison of the amino acid sequences of two members of the serine protease
family of enzymes. The carboxyl-terminal portions of the two proteins are shown (amino acids 149
to 245). Identical amino acids are connected by colored bars, and the serine residue in the active
site at position 195 is highlighted. In the yellow boxed sections of the polypeptide chains, each
amino acid occupies a closely equivalent position in the three-dimensional structures of the two
enzymes (see Figure 3-39). (B) The standard one-letter and three-letter codes for amino acids.
(Modified from J. Greer, Proc. Natl. Acad. Sci. USA 77:3393-3397, 1980.)v
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Figure 3-39. Comparison of the conformations of the two serine proteases shown in Figure 3-38.
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Figure 3-40. Comparison of DNA-binding homeodomains from two organisms separated by more
than a billion years of evolution. (A) Schematic of structure. (B) Trace of the a-carbon positions.
The three-dimensional structures shown were determined by x-ray crystallography for the yeast
a2 protein ( green) and the Drosophila engrailed protein ( red). (C) Comparison of amino acid
sequences for the region of the proteins shown in (A) and (B). Orange dotsdemark the position of

a three amino acid insert in the a2 protein. (Adapted from C. Wolberger, et al., Cell67:517-528,
1991))
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Figure 3-41. The evolution of new ligand-binding sites. The general principle by which the
juxtaposition of separate protein surfaces in the course of evolution has given rise to proteins that
contain new binding sites for other molecules ( ligandssee p. 129). As indicated here, the ligand-
binding sites often lie at the interface between two protein domains and are formed from loop
regions on the protein surface (see also Figure 3-42).
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Figure 3-42. The structure of the glycolytic enzyme glyceraldehyde 3-phosphate dehydrogenase.
The protein is composed of two domains, each shown in a different color, with regions of a helix
represented by cylinders and regions of b sheet represented by arrows. The details of the
reaction catalyzed by the enzyme are shown in Figure 2-22. Note that the three bound substrates
lie at an interface between the two domains. (Courtesy of Alan J. Wonacott.)
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Figure 3-43. Domain shuffling. An extensive shuffling of blocks of protein sequence (protein
modules) has occurred during the evolution of proteins. Those portions of a protein denoted by
the same shape and color are evolutionarily related but not identical. (A) The bacterial catabolite
gene activator protein (CAP) contains one domain ( blue triangle) that binds a specific DNA
sequence and a second domain ( red rectangle) that binds cyclic AMP (see Figure 3-35). The
DNA-binding domain here is related to the DNA-binding domains of many other gene regulatory
proteins, including the lac repressor and cro repressor proteins. In addition, two copies of the
cyclic-AMP-binding domain are found in eucaryotic protein kinases regulated by the binding of
cyclic nucleotides. (B) Serine proteases like chymotrypsin are formed from two domains ( brown).
In some related proteases that are highly regulated and more specialized, the two protease
domains are connected to one or more domains homologous to domains found in epidermal
growth factor ( green hexagon), to a calcium-binding protein ( yellow triangle), or to a "kringle"
domain ( blue square) that contains three internal disufide bridges.
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Figure 3-44. The formation of a dimer from a single type of protein subunit. A protein with a
binding site that recognizes itself will often form symmetrical dimers. These may then pair with
other subunits to form tetramers and larger assemblies (not shown).
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Figure 3-45. Ribbon model of a dimer formed from two identical protein subunits (monomers).
The protein shown is the bacterial catabolite gene activator protein (CAP) illustrated previously in
Figure 3-35. (Courtesy of Jane Richardson.)

frea assembled structures

Figure 3-46. Rings or helices can form if a single type of protein subunit interacts with itself
repeatedly. The formation of a helix was illustrated in Figure 3-5; a ring forms instead of a helix if
the subunits run into one another, stopping further growth of the chain.
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Figure 3-47. An actin filament. There are about two globular protein subunits per turn in this
important filament, which is discussed in detail in Chapter 16.
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Hexagonally packed globular protein subunits can form either a flat sheet or a tube.
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Figure 3-48. The structure of a coiled-coil. In (A) a single a helix is shown, with successive amino
acid side chains labeled in a sevenfold sequence "abcdefg" (from bottom to top). Amino acids "a"
and "d" in such a sequence lie close together on the cylinder surface, forming a "stripe" (shaded
in red) that winds slowly around the a helix. Proteins that form coiled-coils typically have
hydrophobic amino acids at positions "a" and "d." Consequently, as shown in (B), the two a
helices can wrap around each other with the hydrophobic side chains of one a helix interacting
with the hydrophobic side chains of the other, while the more hydrophilic amino acid side chains
are left exposed to the aqueous environment. (C) The atomic structure of a coiled-coil determined
by x-ray crystallography. The red side chains are hydrophobic. (C, from T. Alber, Curr. Opin.
Genet. Devel.2:205-210, 1992. © Current Science.)
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Figure 3-50. The structure of a spherical virus. In many viruses, identical protein subunits pack
together to create a spherical shell (a capsid) that encloses the viral genome, composed of either
RNA or DNA (see Figure 6-72). For geometric reasons, no more than 60 identical subunits can
pack together in a precisely symmetrical way. If slight irregularities are allowed, however, more
subunits can be used to produce a larger capsid. The tomato bushy stunt virus (TBSV) shown
here, for example, is a spherical virus about 33 nm in diameter that is formed from 180 identical
copies of a 386 amino acid capsid protein plus an RNA genome of 4500 nucleotides. To form
such a large capsid, the protein must be able to fit into three somewhat different environments,
each of which is differently colored in the particle shown here. The postulated pathway of
assembly is shown; the precise three-dimensional structure has been determined by x-ray

diffraction. (Courtesy of Steve Harrison.)
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Figure 3-51. The structure of tobacco mosaic virus (TMV). (A) Electron micrograph of a tobacco
mosaic virus (TMV), which consists of a single long RNA molecule enclosed in a cylindrical
protein coat composed of a tight helical array of identical protein subunits. (B) A model showing
part of the structure of TMV. A single-stranded RNA molecule of 6000 nucleotides is packaged in
a helical coat constructed from 2130 copies of a coat protein 158 amino acids long. Fully infective
virus particles can self-assemble in a test tube from purified RNA and protein molecules. (A,
courtesy of Robley Williams; B, courtesy of Richard J. Feldmann.)

Molecular Biology of the Cell, 3rd edn. =*Part I. Introduction to the Cell =*Chapter 3.
Macromolecules: Structure, Shape, and Information *=Protein Structure 20
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Figure 3-52. Three ways in which a large protein assembly can be made to a fixed length. (A)
Coassembly along an elongated core protein or other macromolecule that acts as a measuring
device. (B) Termination of assembly because of strain that accumulates in the polymeric structure
as additional subunits are added, so that beyond a certain length the energy required to fit
another subunit onto the chain becomes excessively large. (C) A vernier type of assembly, in
which two sets of rodlike molecules differing in length form a staggered complex that grows until
their ends exactly match
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Figure 3-53. Electron micrograph of bacteriophage lambda. The tip of the virus tail attaches to a
specific protein on the surface of a bacterial cell, following which the tightly packaged DNA in the
head is injected through the tail into the cell. The tail has a precise length, which is determined by
the mechanism shown in Figure 3-52A
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Figure 3-54. The polypeptide hormone insulin cannot spontaneously re-form if its disulfide bonds
are disrupted. It is synthesized as a larger protein ( proinsulin) that is cleaved by a proteolytic
enzyme after the protein chain has folded into a specific shape. Excision of part of the proinsulin
polypeptide chain causes an irretrievable loss of the information needed for the protein to fold
spontaneously into its normal conformation
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Proteins as Catalysts 34

The chemical properties of a protein molecule depend almost entirely on its exposed surface
residues, which are able to form weak, noncovalent bonds with other molecules. When a protein
molecule binds to another molecule, the second molecule is commonly referred to as a ligand.
Because an effective interaction between a protein molecule and a ligand requires that many
weak bonds be formed simultaneously between them, the only ligands that can bind tightly to a
protein are those that fit precisely onto its surface.

The region of a protein that associates with a ligand, known as its binding site, usually consists of
a cavity formed by a specific arrangement of amino acids on the protein surface. These amino
acids often belong to widely separated regions of the polypeptide chain ( Figure 3-55), and they
represent only a minor fraction of the total amino acids present. The rest of the protein molecule
Is presumably necessary to maintain the polypeptide chain in the correct position and to provide
additional binding sites for regulatory purposes; the interior of the protein is often important only
insofar as it gives the surface of the molecule the appropriate shape and rigidity.

A Protein's Conformation Determines Its Chemistry 20

Neighboring surface residues on a protein often interact in a way that alters the chemical
reactivity of selected amino acid side chains. These interactions are of several types.

First, neighboring parts of the polypeptide chain may interact in a way that restricts the access of
water molecules to other parts of the protein surface. Because water molecules tend to form
hydrogen bonds, they compete with ligands for selected side chains on the protein surface (
Figure 3-56). The tightness of hydrogen bonds (and ionic interactions) between proteins and their
ligands is therefore greatly increased if water molecules are excluded. At first sight it is hard to
imagine a mechanism that would exclude a molecule as small as water from a protein surface
without affecting the access of the ligand itself. Because of their strong tendency for hydrogen
bonding, however, water molecules exist in a large hydrogen-bonded network (see Panel 2-1, pp.
48-49), and it is often energetically unfavorable for individual molecules to break away from this
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network to reach into a crevice on the protein surface.

Second, the clustering of neighboring polar amino acid side chains can alter their reactivity. If a
number of negatively charged side chains are forced together against their mutual repulsion by
the way the protein folds, for example, the affinity of the site for a positively charged ion is greatly
increased. Selected amino acid side chains can also interact with one another through hydrogen
bonds, which can activate normally unreactive side groups (such as the CH,OH on the serine

shown in Figure 3-57) so that they are able to enter into reactions that make or break selected
covalent bonds.

The surface of each protein molecule therefore has a unique chemical reactivity that depends not
only on which amino acid side chains are exposed, but also on their exact orientation relative to
one another. For this reason even two slightly different conformations of the same protein
molecule may differ greatly in their chemistry.

Where side-chain reactivities are insufficient, proteins often enlist the help of selected
nonpolypeptide molecules that the proteins bind to their surface. These ligands serve as
coenzymes in enzyme-catalyzed reactions, and they may be so tightly bound to the protein that
they are effectively part of the protein itself. Examples are the iron-containing hemes in
hemoglobin and cytochromes, thiamine pyrophosphate in enzymes involved in aldehyde-group
transfers, and biotin in enzymes involved in carboxyl-group transfers. Most coenzymes are very
complex organic molecules that have been selected for the unique chemical reactivity they
acquire when bound to a protein surface. Besides its reactive center such a coenzyme has other
residues designed to bind it to its host protein ( Figure 3-58). A space-filling model of an enzyme
bound to a coenzyme is shown in Figure 3-59A.

Substrate Binding Is the First Step in Enzyme Catalysis 3°

One of the most important functions of proteins is to act as enzymes that catalyze specific
chemical reactions. The ligand in this case is called a substrate molecule, and the binding of the
substrate to the enzyme is an essential prelude to the chemical reaction (see Figure 3-59B). If we
denote the enzyme by E, the substrate by S, and the product by P, the basic reaction path is E +
S =ES =EP =E + P. From this simple outline of an enzyme-catalyzed reaction, we see that
there is a limit to the amount of substrate that a single enzyme molecule can process in a given
time. If the concentration of substrate is increased, the rate at which product is formed also
increases, up to a maximum value ( Figure 3-60). At that point the enzyme molecule is saturated
with substrate and the rate of reaction (denoted V,,5,) depends only on how rapidly the substrate

molecule can be processed. This rate divided by the enzyme concentration is called the turnover
number. The turnover number is often about 1000 substrate molecules processed per second per
enzyme molecule, but it can be much greater in extreme cases.

The other kinetic parameter frequently used to characterize an enzyme is its K, which is the

substrate concentration that allows the reaction to proceed at one-half its maximum rate (see
Figure 3-60). A low Ky, value means that the enzyme reaches its maximum catalytic rate at a low

concentration of substrate and generally indicates that the enzyme binds its substrate very tightly.
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Enzymes Speed Reactions by Selectively Stabilizing
Transition States 36

Extremely high rates of chemical reaction are achieved by enzymes - far higher than for any
synthetic catalysts. This efficiency is attributable to several factors. The enzyme serves, first, to
increase the local concentration of substrate molecules at the catalytic site and to hold all of the
appropriate atoms in the correct orientation for the reaction that is to follow. More important,
however, some of the binding energy contributes directly to the catalysis. Substrate molecules
pass through a series of intermediate forms of altered geometry and electron distribution before
they form the ultimate products of the reaction, and the free energies of these intermediate forms -
especially of those in the most unstable transition states - are the major determinants of the rate
of reaction. Enzymes have a much greater affinity for these transition states of the substrate than
they have for the stable forms. Because this binding interaction lowers the energies of crucial
transition states, the enzyme greatly accelerates one particular reaction ( Figure 3-61).

A dramatic demonstration of how stabilizing a transition state can greatly increase reaction rates
is provided by the intentional production of antibodies that act like enzymes. Consider, for
example, the hydrolysis of an amide bond, which is similar to the peptide bond that joins adjacent
amino acids in a protein. In an aqueous solution an amide bond hydrolyzes very slowly by the
mechanism illustrated in Figure 3-62A. In the central intermediate, or transition state, the carbonyl
carbon is bonded to four atoms that are arranged at the corners of a tetrahedron. By generating
monoclonal antibodies that bind tightly to a stable analogue of this very unstable tetrahedral
intermediate,as illustrated in Figure 3-62B, an antibody that functions like an enzyme can be
obtained. This catalytic antibody binds to and stabilizes the tetrahedral intermediate and thereby
increases the spontaneous rate of amide-bond hydrolysis more than 10,000-fold.

Enzymes Can Promote the Making and Breaking of Covalent
Bonds Through Simultaneous Acid and Base Catalysis 37

Enzymes are better catalysts than catalytic antibodies. In addition to binding tightly to the
transition state, the active site of an enzyme contains precisely positioned atoms that speed up
the reaction by altering the distribution of electrons in those atoms involved in the making and
breaking of covalent bonds. Peptide bonds, for example, can be hydrolyzed in the absence of an
enzyme by exposing a polypeptide to either a strong acid or a strong base, as explained in Figure
3-63B and C. Enzymes are unique, however, in being able to use acid and base catalysis
simultaneously, since the acidic and basic residues required are prevented from combining with
each other (as they would do in solution) by being tied to the rigid framework of the protein itself (
Figure 3-63D).

The fit between an enzyme and its substrate needs to be precise. A small change introduced by
genetic engineering in the active site of an enzyme can have a profound effect. Replacing a
glutamic acid with an aspartic acid in one enzyme, for example, shifts the position of the catalytic
carboxylate ion by only 1 A (about the radius of a hydrogen atom), and yet this is enough to
reduce the activity of the enzyme a thousandfold.

Enzymes Can Further Increase Reaction Rates by Forming

file:/IH|/albert/paginas/proteins_as_catalysts.htm (4 of 13) [29/05/2003 04:53:54 a.m.]



Proteins as Catalysts

Covalent Intermediates with Their Substrates 38

In addition to the above roles, many enzymes further speed the reaction they catalyze by
interacting covalently with one of their substrates, thereby temporarily attaching the substrate to
an amino acid or to a coenzyme molecule. Generally, one substrate enters the binding site,
becomes covalently bound, and then reacts with a second molecule on the enzyme surface that
breaks the covalent attachment just made. At the end of each reaction cycle, the free enzyme is
regenerated.

Consider, for example, the mechanism of action of the serine proteases. The reaction they
catalyze, the hydrolysis of a peptide bond, is greatly accelerated by the enzymes' affinity for the
tetrahedral intermediate of the reaction. But a serine protease does more than a typical catalytic
antibody: instead of waiting for an oxygen from a water molecule to attack the carbonyl carbon, it
makes the reaction go much more quickly by first using a precisely positioned amino acid side
chain for this purpose (the activated serine in Figure 3-57). This step breaks the peptide bond, but
it leaves the enzyme covalently linked to the carboxyl group. Then, in a rapid second step, this
covalent intermediate is destroyed by the enzyme-catalyzed addition of water, completing the
reaction and regenerating the free enzyme ( Figure 3-64). Even though this two-step reaction is
less direct than a one-step reaction (in which water is added to the peptide bond), it is faster
because each step has a relatively low activation energy.

Enzymes Accelerate Chemical Reactions but Cannot Make
Them Energetically More Favorable

No matter how sophisticated an enzyme is, it cannot make the chemical reaction it catalyzes
either more or less energetically favorable. It cannot alter the free-energy difference between the
initial substrates and the final products of the reaction. Like the simple binding interactions
already discussed, any given chemical reaction has an equilibrium point, at which the backward
and forward reaction fluxes are equal, so that no net change occurs (see Figure 3-9). If an
enzyme speeds up the rate of the forward reaction, A + B - AB, by a factor of 10 8, it must speed
up the rate of the backward reaction, AB — A + B, by a factor of 10 8 as well. The ratio of the
forward to the backward rates of reaction depends only on the concentrations of A, B, and AB.
The equilibrium point remains precisely the same whether or not the reaction is catalyzed by an
enzyme.

Enzymes Determine Reaction Paths by Coupling Selected
Reactions to ATP Hydrolysis 39

The living cell is a chemical system that is far from equilibrium. The product of each enzyme
usually serves as a substrate for another enzyme in the metabolic pathway and is rapidly
consumed. More important, by means of a reaction pathway that is determined by enzymes,
many reactions are driven in one direction by being coupled to the energetically favorable
hydrolysis of ATP to ADP and inorganic phosphate, as previously described in Chapter 2. To
make this strategy effective, the ATP pool is itself maintained at a level far from its equilibrium
point, with a high ratio of ATP to its hydrolysis products (discussed in Chapter 14). This ATP pool
thereby serves as a "storage battery" that keeps energy and atoms continually passing through
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the cell directed along pathways determined by the enzymes present. For a living system,
approaching chemical equilibrium means decay and death.

Multienzyme Complexes Help to Increase the Rate of Cell
Metabolism 40

The efficiency of enzymes in accelerating chemical reactions is crucial to the maintenance of life.
Cells, in effect, must race against the unavoidable processes of decay, which run downhill toward
chemical equilibrium. If the rates of desirable reactions were not greater than the rates of
competing side reactions, a cell would soon die. Some idea of the rate at which cellular
metabolism proceeds can be obtained by measuring the rate of ATP utilization. A typical
mammalian cell turns over (that is, completely degrades and replaces) its entire ATP pool once
every 1 or 2 minutes. For each cell this turnover represents the utilization of roughly 10 7
molecules of ATP per second (or, for the human body, about a gram of ATP every minute).

The rates of cellular reactions are rapid because of the effectiveness of enzyme catalysis. Many
important enzymes have become so efficient that there is no possibility of further useful
improvement: the factor limiting the reaction rate is no longer the intrinsic speed of action of the
enzyme, rather it is the frequency with which the enzyme collides with its substrate. Such a
reaction is said to be diffusion-limited.

If a reaction is diffusion-limited, its rate will depend on the concentration of both the enzyme and
its substrate. For a sequence of reactions to occur very rapidly, each metabolic intermediate and
enzyme involved must therefore be present in high concentration. Given the enormous number of
different reactions carried out by a cell, there are limits to the concentrations of substrates that
can be achieved. In fact, most metabolites are present in micromolar (10 -6 M) concentrations,
and most enzyme concentrations are much lower. How is it possible, therefore, to maintain very
fast metabolic rates?

The answer lies in the spatial organization of cell components. Reaction rates can be increased
without raising substrate concentrations by bringing the various enzymes involved in a reaction
sequence together to form a large protein assembly known as a multienzyme complex. In this
way the product of enzyme A is passed directly to enzyme B and so on to the final product, and
diffusion rates need not be limiting even when the concentration of substrate in the cell as a
whole is very low. Such enzyme complexes are very common (the structure of one, pyruvate
dehydrogenase, was shown in Figure 2-41), and they are involved in nearly all aspects of
metabolism, including the central genetic processes of DNA, RNA, and protein synthesis. In fact,
it may be that few enzymes in eucaryotic cells diffuse freely in solution; instead, most may have
evolved binding sites that concentrate them with other proteins of related function in particular
regions of the cell, thereby increasing the rate and efficiency of the reactions that they catalyze.

Cells have another way of increasing the rate of metabolic reactions. It depends on the extensive
intracellular membrane systems of eucaryotic cells. These membranes can segregate certain
substrates and the enzymes that act on them into the same membrane-bounded compartment,
such as the endoplasmic reticulum or the cell nucleus. If, for example, the compartment occupies
a total of 10% of the volume of the cell, the concentration of reactants in the compartment can be
10 times greater than in a similar cell with no compartmentalization ( Figure 3-65). Reactions that
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would otherwise be limited by the speed of diffusion can thereby be speeded up by the same

factor.

Further details of protein structure and function will be presented in Chapter 5, where we discuss

how cells construct tiny machines out of proteins.

Summary

The biological function of a protein depends on the detailed chemical properties of its surface.
Binding sites for ligands are formed as surface cavities in which precisely positioned amino acid
this way, normally unreactive amino acid
up reaction rates by binding the high-
energy transition states in a reaction especially tightly; they also carry out acid catalysis and base
catalysis simultaneously. The rates of enzyme reactions are often so fast that they are limited
only by diffusion; rates can be further increased if enzymes that act sequentially on a substrate
are joined into a single multienzyme complex or if the enzymes and their substrates are confined

side chains are brought together by protein folding. In
side chains can be activated. Enzymes greatly speed

to the same compartment of the cell
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Figure 3-55. The ligand-binding site of the catabolite gene activator protein (CAP). Hydrogen
bonding between CAP and its ligand, cyclic AMP ( green), was determined by x-ray
, the two identical subunits of the dimer
cooperate to form this binding site (see also Figure 3-45). (Courtesy of Tom Steitz.)

crystallographic analysis of the complex. As indicated
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Figure 3-56. Competition for hydrogen bonding. The ability of water molecules to make favorable
hydrogen bonds with groups on the protein surface greatly reduces the tendency of these groups
to pair with each other.
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Figure 3-57. An unusually reactive amino acid at the active site of an enzyme. The example
shown is the "catalytic triad" found in chymotrypsin, elastase, and other serine proteases (see
Figure 3-39). The aspartic acid side chain induces the histidine to remove the proton from serine
195; this activates the serine to form a covalent bond with the enzyme substrate, hydrolyzing a
peptide bond as illustrated later in Figure 3-64.
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Figure 3-58. Coenzymes. Coenzymes, such as thiamine pyrophosphate (TPP), shown here in
gray, are small molecules that bind to an enzyme's surface and enable it to catalyze specific
reactions. The reactivity of TPP depends on its "acidic" carbon atom, which readily exchanges its
hydrogen atom for a carbon atom of a substrate molecule. Other regions of the TPP molecule act
as "handles" by which the enzyme holds the coenzyme in the correct position. Coenzymes
presumably evolved first in an "RNA world,"” where they were bound to RNA molecules to help

with catalysis (discussed in Chapter 1).
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Figure 3-59. Computer-generated space-filling models of two enzymes. In (A) cytochrome c is
shown with its bound heme coenzyme. In (B) egg-white lysozyme is shown with a bound
oligosaccharide substrate. In both cases the bound ligand is red. (Courtesy of Richard J.

Feldmann.)
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Figure 3-60. Enzyme kinetics. The rate of an enzyme reaction ( V) increases as the substrate
concentration increases until a maximum value ( V|5 IS reached. At this point all substrate-

binding sites on the enzyme molecules are fully occupied, and the rate of reaction is limited by the
rate of the catalytic process on the enzyme surface. For most enzymes the concentration of
substrate at which the reaction rate is half-maximal ( Ky,) is a measure of how tightly the substrate

is bound, with a large value of Ky, corresponding to weak binding.
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Figure 3-61. Enzymes accelerate chemical reactions by decreasing the activation energy. Often
both the uncatalyzed reaction (A) and the enzyme-catalyzed reaction (B) go through several
transition states. It is the transition state with the highest energy (S T and ES T) that determines
the activation energy and limits the rate of the reaction. (S = substrate; P = product of the
reaction.)
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Figure 3-62. Catalytic antibodies. The stabilization of a transition state by an antibody creates an
enzyme. (A) The reaction path for hydrolysis of an amide bond goes through a tetrahedral
intermediate,which is the high-energy transition state for the reaction. (B) The molecule shown on
the left was covalently linked to a protein and used as an antigen to generate an antibody that
binds tightly to the region of the molecule shown in yellow. Because this antibody also bound
tightly to the transition state in (A), it was found to function as an enzyme that efficiently catalyzed
the hydrolysis of the amide bond in the molecule shown on the right

] )

H.‘Jaﬁ” HN#
H i

o 0 o vERYy O

stow | rast |l rast | FAST |
c C c L'

S NH /" \H RN 7 \H
=} G — Lkl L— — L= — N [, ——
H & | H @ H H @’ H H ‘o H
R e ey o
H H H H H H H H

0 0 2 g
# N
o [
| |
{A) no catalysis B} acid catalysis (C] base catalysis i}  both acid and
base catalyses

Figure 3-63. Acid catalysis and base catalysis. (A) The start of the uncatalyzed reaction shown in
Figure 3-62A is diagrammed, with blueshading as a schematic indicator of electron distribution in
the water and carbonyl bonds. (B) An acid likes to donate a proton (H *) to other atoms. By
pairing with the carbonyl oxygen, an acid causes electrons to move away from the carbonyl
carbon, making this atom much more attractive to the electronegative oxygen of an attacking
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water molecule. (C) A base likes to take up H *; by pairing with a hydrogen of the attacking water
molecule, a base causes electrons to move toward the water oxygen, making it a better attacking
group for the carbonyl carbon. (D) By having appropriately positioned atoms on its surface, an
enzyme can carry out both acid catalysis and base catalysis at the same time
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Figure 3-64. Some enzymes form covalent bonds with their substrates. In the example shown
here, a carbonyl group in a polypeptide chain (shown in green) forms a covalent bond with a
specially activated serine residue (see Figure 3-57) of a serine protease (shown in gray), which
cleaves the polypeptide chain. When the unbound portion of the polypeptide chain has diffused
away, a second step occurs in which a water molecule hydrolyzes the newly formed covalent
bond, thereby releasing the portion of the polypeptide bound to the enzyme surface and freeing
the serine for another cycle of reaction. Note that two unstable tetrahedral intermediates (shaded
in yellow) serve as transition states in this reaction and both are stabilized by the enzyme.

Figure 3-65. Compartmentalization. A large increase in the concentration of interacting molecules
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can be achieved by confining them to the same membrane-bounded compartment in a eucaryotic
cell.
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4. How Cells Are Studied

Introduction

Looking at the Structure of Cells in the Microscope

The Light Microscope Can Resolve Details 0.2 um Apart

Tissues Are Usually Fixed and Sectioned for Microscopy

Different Components of the Cell Can Be Selectively Stained

Specific Molecules Can Be Located in Cells by Fluorescence Microscopy

Living Cells Are Seen Clearly in a Phase-Contrast or a Differential-Interference-Contrast
Microscope
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Introduction

Cells are small and complex. It is hard to see their structure, hard to discover their molecular
composition, and harder still to find out how their various components function. What we can learn
about cells depends on the tools at our disposal, and major advances in cell biology have
frequently sprung from the introduction of new techniques. To understand contemporary cell
biology, therefore, it is necessary to know something of its methods.

In this chapter we briefly review some of the principal methods used to study cells. We start with
techniques for examining the cell as a whole and then proceed to techniques for analyzing its
constituent macromolecules. Microscopy will be our starting point, for cell biology began with the
light microscope, and this is still an essential tool in the field, along with more recent imaging
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devices based on beams of electrons and other forms of radiation. From passive observation we
move to active intervention: we consider how cells of different types can be separated from tissues
and grown outside the body and how cells can be disrupted and their organelles and constituent
macromolecules isolated in pure form. Finally, we describe how we can detect, follow, and quantify
individual types of molecules and ions within the cell. A revolution in our understanding of cellular
function has come from recombinant DNA technology, but because it is a complex subject in itself
and depends on an understanding of basic genetic mechanisms, this powerful array of methods will
be considered in detail in Chapter 7.

Although methods are of basic importance, it is what we discover with them that makes them
interesting. The present chapter, therefore, is meant to be used for reference and to be read in
conjunction with the later chapters of the book, rather than as an introduction to them.

Looking at the Structure of Cells in the Microscope 1

Introduction

A typical animal cell is 10 to 20 um in diameter, which is about five times smaller than the smallest
particle visible to the naked eye. It was not until good light microscopes became available in the
early part of the nineteenth century that all plant and animal tissues were discovered to be
aggregates of individual cells. This discovery, proposed as the cell doctrine by Schleiden and
Schwann in 1838, marks the formal birth of cell biology.

Animal cells are not only tiny, they are also colorless and translucent. Consequently, the discovery
of their main internal features depended on the development, in the latter part of the nineteenth
century, of a variety of stains that provided sufficient contrast to make those features visible.
Likewise, introduction of the far more powerful electron microscope in the early 1940s required the
development of new techniques for preserving and staining cells before the full complexities of their
internal fine structure could begin to emerge. To this day, microscopy depends as much on
techniques for preparing the specimen as on the performance of the microscope itself. In the
discussions that follow, we therefore consider both instruments and specimen preparation,
beginning with the light microscope.

Figure 4-1 shows the fineness of detail that can be resolved with modern light microscopes, in
comparison with electron microscopes. Some of the landmarks in the development of light
microscopy are outlined in Table 4-1.

The Light Microscope Can Resolve Details 0.2 um Apart 2

In general, a beam of a given type of radiation cannot be used to probe structural details much
smaller than its own wavelength. This is a fundamental limitation of microscopes. The limit to the
resolution of a light microscope, therefore, is set by the wavelength of visible light, which ranges
from about 0.4 pum (for violet) to 0.7 um (for deep red). In practical terms, bacteria and
mitochondria, which are about 500 nm (0.5 um) wide, are generally the smallest objects whose
shape can be clearly discerned in the light microscope; details smaller than this are obscured by
effects resulting from the wave nature of light. To understand why this occurs, we must follow what
happens to a beam of light waves as it passes through the lenses of a microscope.
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Because of its wave nature, light does not follow exactly the idealized straight ray paths predicted
by geometrical optics. Instead, light waves travel through an optical system by a variety of slightly
different routes, so that they interfere with one another and cause optical diffraction effects. If two
trains of waves reaching the same point by different paths are precisely in phase, with crest
matching crest and trough matching trough, they will reinforce each other so as to increase
brightness. On the other hand, if the trains of waves are out of phase, they will interfere with each
other in such a way as to cancel each other partially or entirely (Figure 4-2). The interaction of light
with an object will change the phase relationships of the light waves in a way that produces
complex interference effects. At high magnification, for example, the shadow of a straight edge that
is evenly illuminated with light of uniform wavelength appears as a set of parallel lines, whereas
that of a circular spot appears as a set of concentric rings (Figure 4-3). For the same reason, a
single point seen through a microscope appears as a blurred disc, and two point objects close
together give overlapping images and may merge into one. No amount of refinement of the lenses
can overcome this limitation imposed by the wavelike nature of light.

The limiting separation at which two objects can still be seen as distinct - the so-called limit of
resolution - depends on both the wavelength of the light and the numerical aperture of the lens
system used (Figure 4-4). Under the best conditions, with violet light (wavelength, A = 0.4 um) and
a numerical aperture of 1.4, a limit of resolution of just under 0.2 um can theoretically be obtained
in the light microscope. This resolution was achieved by microscope makers at the end of the
nineteenth century and is only rarely matched in contemporary, factory-produced microscopes.
Although it is possible to enlargean image as much as one wants - for example, by projecting it
onto a screen - it is never possible to resolve two objects in the light microscope that are separated
by less than about 0.2 um: such objects will appear as one.

We shall see later how interference and diffraction can be exploited to study unstained cells in the
living state. First we discuss how permanent preparations of cells are made for viewing in the light
microscope and how chemical stains are used to enhance the visibility of the cell structures in such
preparations.

Tissues Are Usually Fixed and Sectioned for Microscopy

To make a permanent preparation that can be stained and viewed at leisure in the microscope, one
first must treat cells with a fixative so as to immobilize, kill, and preserve them. In chemical terms,
fixation makes cells permeable to staining reagents and cross-links their macromolecules so that
they are stabilized and locked in position. Some of the earliest fixation procedures involved
immersion in acids or in organic solvents, such as alcohol. Current procedures usually include
treatment with reactive aldehydes, particularly formaldehyde and glutaraldehyde, which form
covalent bonds with the free amino groups of proteins and thereby cross-link adjacent proteins.

Most tissue samples are too thick for their individual cells to be examined directly at high resolution.
After fixation, therefore, the tissues are usually cut into very thin slices (sections) with a microtome,
a machine with a sharp metal blade that operates like a meat slicer (Figure 4-5). The sections
(typically 1 to 10 um thick) are then laid flat on the surface of a glass microscope slide.

Tissues are generally soft and fragile, even after fixation, and need to be embedded in a supporting
medium before sectioning. The usual embedding media are waxes or resins. In liquid form these
media will both permeate and surround the fixed tissue; they then can be hardened (by cooling or
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by polymerization) to a solid block, which is readily sectioned by the microtome.

There is a serious danger that any treatment used for fixation and embedding may alter the
structure of the cell or its constituent molecules in undesirable ways. Rapid freezing provides an
alternative method of preparation that to some extent avoids this problem by eliminating the need
for fixation and embedding. The frozen tissue can be cut directly with a cryostat - a special
microtome that is maintained in a cold chamber. Although frozen sections produced in this way
avoid some artifacts, they suffer from others: the native structures of individual molecules such as
proteins are well preserved, but the fine structure of the cell is often disrupted by ice crystals.

Once sections have been cut, by whatever method, the next step is usually to stain them.

Different Components of the Cell Can Be Selectively Stained
3

There is little in the contents of most cells (which are 70% water by weight) to impede the passage
of light rays. Thus most cells in their natural state, even if fixed and sectioned, are almost invisible
in an ordinary light microscope. One way to make them visible is to stain them with dyes.

In the early nineteenth century the demand for dyes to stain textiles led to a fertile period for
organic chemistry. Some of the dyes were found to stain biological tissues and, unexpectedly, often
showed a preference for particular parts of the cell - the nucleus or mitochondria, for example -
making these internal structures clearly visible. Today a rich variety of organic dyes is available,
with such colorful names as Malachite green, Sudan black, and Coomassie blue, each of which has
some specific affinity for particular subcellular components. The dye hematoxylin, for example, has
an affinity for negatively charged molecules and therefore reveals the distribution of DNA, RNA,
and acidic proteins in a cell (Figure 4-6). The chemical basis for the specificity of many dyes,
however, is not known.

The relative lack of specificity of these dyes at the molecular level has stimulated the design of
more rational and selective staining procedures and, in particular, of methods that reveal specific
proteins or other macromolecules in cells. It is a problem, however, to achieve adequate sensitivity
for this purpose. Since relatively few copies of most macromolecules are present in any given cell,
one or two molecules of stain bound to each macromolecule will often be invisible. One way to
solve this problem is to increase the number of stain molecules associated with a single
macromolecule. Thus some enzymes can be located in cells through their catalytic activity: when
supplied with appropriate substrate molecules, each enzyme molecule generates many molecules
of a localized, visible reaction product. An alternative and much more generally applicable
approach to the problem of sensitivity depends on using dyes that are fluorescent, as we explain
next.

Specific Molecules Can Be Located in Cells by Fluorescence
Microscopy 4

Fluorescent molecules absorb light at one wavelength and emit it at another, longer wavelength. If
such a compound is illuminated at its absorbing wavelength and then viewed through a filter that
allows only light of the emitted wavelength to pass, it is seen to glow against a dark background.
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Because the background is dark, even a minute amount of the glowing fluorescent dye can be
detected. The same number of molecules of an ordinary stain viewed conventionally would be
practically invisible because they would give only the faintest tinge of color to the light transmitted
through this stained part of the specimen.

The fluorescent dyes used for staining cells are detected with the help of a fluorescence
microscope. This microscope is similar to an ordinary light microscope except that the illuminating
light, from a very powerful source, is passed through two sets of filters - one to filter the light before
it reaches the specimen and one to filter the light obtained from the specimen. The first filter is
selected so that it passes only the wavelengths that excite the particular fluorescent dye, while the
second filter blocks out this light and passes only those wavelengths emitted when the dye
fluoresces (Figure 4-7).

Fluorescence microscopy is most often used to detect specific proteins or other molecules in cells
and tissues. A very powerful and widely used technique is to couple fluorescent dyes to antibody
molecules, which then serve as highly specific and versatile staining reagents that bind selectively
to the particular macromolecules that they recognize in cells or in the extracellular matrix. Two
fluorescent dyes that are commonly used for this purpose are fluorescein, which emits an intense
green fluorescence when excited with blue light, and rhodamine, which emits a deep red
fluorescence when excited with green-yellow light (Figure 4-8). By coupling one antibody to
fluorescein and another to rhodamine, the distributions of different molecules can be compared in
the same cell; the two molecules are visualized separately in the microscope by switching back and
forth between two sets of filters, each specific for one dye. As shown in Figure4-9, three fluorescent
dyes can be used in the same way to distinguish three types of molecules in the same cell.

Important new methods, to be discussed later, enable fluorescence microscopy to be used to
monitor changes in the concentration and location of specific molecules inside livingcells (see p.
183).

Living Cells Are Seen Clearly in a Phase-Contrast or a
Differential-Interference-Contrast Microscope 2,

The possibility that some components of the cell may be lost or distorted during specimen
preparation has always worried microscopists. The only certain way to avoid the problem is to
examine cells while they are alive, without fixing or freezing. For this purpose light microscopes
with special optical systems are especially useful.

When light passes through a living cell, the phase of the light wave is changed according to the
cell's refractive index: light passing through a relatively thick or dense part of the cell, such as the
nucleus, is retarded; its phase, consequently, is shifted relative to light that has passed through an
adjacent thinner region of the cytoplasm. Both the phase-contrast microscope and the differential-
interference-contrast microscope exploit the interference effects produced when these two sets of
waves recombine, thereby creating an image of the cell's structure (Figure 4-10). Both types of light
microscopy are widely used to visualize living cells.

A simpler way to see some of the features of a living cell is to observe the light that is scattered by
its various components. In the dark-field microscope the illuminating rays of light are directed from
the side so that only scattered light enters the microscope lenses. Consequently, the cell appears
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as an illuminated object against a black background. Images of the same cell obtained by four
kinds of light microscopy are shown in Figure 4-11.

One of the great advantages of phase-contrast, differential-interference-contrast, and dark-field
microscopy is that each makes it possible to watch the movements involved in such processes as
mitosis and cell migration. Since many cellular motions are too slow to be seen in real time, it is
often helpful to take time-lapse motion pictures (microcinematography) or video recordings. Here,
successive frames separated by a short time delay are recorded, so that when the resulting film or
videotape is projected or played at normal speed, events appear greatly speeded up.

Images Can Be Enhanced and Analyzed by Electronic
Techniques 6

In recent years electronic imaging systems and the associated technology of image processing
have had a major impact on light microscopy. They have enabled certain practical limitations of
microscopes (due to imperfections in the optical system) to be largely overcome. They have also
circumvented two fundamental limitations of the human eye: the eye cannot see well in extremely
dim light, and it cannot perceive small differences in light intensity against a bright background. The
first limitation can be overcome by attaching highly light-sensitive video cameras (of the kind used
in night surveillance) to a microscope. It is then possible to observe cells for long periods at very
low light levels, thereby avoiding the damaging effects of prolonged bright light (and heat). Such
image-intensification systems are especially important for viewing fluorescent molecules in living
cells.

Because images produced by video cameras are in electronic form, they can be readily digitized,
fed to a computer, and processed in various ways to extract latent information. Such image
processing makes it possible to compensate for various optical faults in microscopes in order to
attain the theoretical limit of resolution. Moreover, by using video systems linked to image
processors, contrast can be greatly enhanced so that the eye's limitations in detecting small
differences in light intensity are overcome. Although this processing also enhances the effects of
random background irregularities in the optical system, this "noise" can be removed by
electronically subtracting an image of a blank area of the field. Small transparent objects then
become visible that were previously impossible to distinguish from the background.

The high contrast attainable by computer-assisted, differential-interference-contrast microscopy
makes it possible to see even very small objects such as single microtubules (Figure 4-12), which
have a diameter of 0.025 um, less than one-tenth the wavelength of light. Individual microtubules
can also be seen in a fluorescence microscope if they are fluorescently labeled (see Figure4-62). In
both cases, however, the unavoidable diffraction effects badly blur the image so that the
microtubules appear at least 0.2 um wide, making it impossible to distinguish a single microtubule
from a bundle of several microtubules.

Imaging of Complex Three-dimensional Objects Is Possible
with the Confocal Scanning Microscope /

For ordinary light microscopy, as we have seen, a tissue has to be sliced into thin sections in order
to be examined; the thinner the section, the crisper the image. In the process of sectioning,
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information about the third dimension is lost. How then can one get a picture of the three-
dimensional architecture of a cell or tissue, and how can one view the microscopic structure of a
specimen that, for one reason or another, cannot first be sliced into sections? If a thick specimen is
viewed with a conventional light microscope, the image obtained by focusing at any one level is
degraded by blurred, out-of-focus information from the parts of the specimen that lie above and
below the plane of focus. Although this problem can be overcome by complex computer-based
image processing applied to a series of images in different focal planes, the method is slow and
costly in computing power. The confocal scanning microscope provides another, more direct way of
achieving the same end result: electronic-imaging methods make it possible to focus on a chosen
plane in a thick specimen while rejecting the light that comes from out-of-focus regions above and
below that plane. Thus one sees a crisp, thin optical section. From a series of such optical sections
taken at different depths and stored in a computer, it is easy to reconstruct a three-dimensional
image. The confocal scanning microscope does for the microscopist what the CAT scanner does
(by different means) for the radiologist investigating a human body: both machines give detailed
sectional views of the interior of an intact structure.

The optical details of the confocal scanning microscope are complex, but the basic idea is simple,
as illustrated in Figure 4-13. The microscope is generally used with fluorescence optics (see Figure
4-7), but instead of illuminating the whole specimen at once, in the usual way, the optical system at
any instant focuses a spotlight onto a single point at a specific depth in the specimen. A very bright
source of pinpoint illumination is required; this is usually supplied by a laser whose light has been
passed through a pinhole. The fluorescence emitted from the illuminated material is collected and
brought to an image at the entry port of a suitable light detector. A pinhole aperture is placed at the
detector, at the site that is confocalwith the illuminating pinhole - that is, precisely where the rays
emitted from the illuminated point in the specimen come to a focus. Thus the light from this point in
the specimen converges on this aperture and enters the detector. By contrast, the light from
regions out of the plane of focus of the spotlight is also out of focus at the pinhole aperture and is
therefore largely excluded from the detector (Figure 4-14). To build up a two-dimensional image,
data from each point in the plane of focus are collected sequentially by scanning across the field in
a raster pattern (as on a television screen) and are displayed on a video screen. Although not
shown in Figure 4-13, the scanning is done by deflecting the beam with an oscillating mirror placed
between the dichroic mirror and the objective lens in such a way that the illuminating spotlight and
the confocal pinhole at the detector remain strictly in register.

The confocal scanning microscope has been used to resolve the structure of numerous complex
three-dimensional objects (Figure 4-15), including the networks of cytoskeletal fibers in the
cytoplasm and the arrangements of chromosomes and genes in the nucleus.

The Electron Microscope Resolves the Fine Structure of the
Cell 8

The relationship between the limit of resolution and the wavelength of the illuminating radiation (see
Figure 4-4) holds true for any form of radiation, whether it is a beam of light or a beam of electrons.
With electrons, however, the limit of resolution can be made very small. The wavelength of an
electron decreases as its velocity increases. In an electron microscope with an accelerating voltage
of 100,000 V, the wavelength of an electron is 0.004 nm. In theory the resolution of such a
microscope should be about 0.002 nm, which is 10,000 times greater than that of the light
microscope. Because the aberrations of an electron lens are considerably harder to correct than
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those of a glass lens, however, the practical resolving power of most modern electron microscopes
is, at best, 0.1 nm (1 A) (Figure 4-16). Furthermore, problems of specimen preparation, contrast,
and radiation damage effectively limit the normal resolution for biological objects to 2 nm (20 A).
This is nonetheless about 100 times better than the resolution of the light microscope. Some of the
landmarks in the development of electron microscopy are outlined in Table 4-2.

In overall design the transmission electron microscope (TEM) is similar to a light microscope,
although it is much larger and upside down (Figure 4-17). The source of illumination is a filament or
cathode that emits electrons at the top of a cylindrical column about 2 meters high. Since electrons
are scattered by collisions with air molecules, air must first be pumped out of the column to create a
vacuum. The electrons are then accelerated from the filament by a nearby anode and allowed to
pass through a tiny hole to form an electron beam that travels down the column. Magnetic coils
placed at intervals along the column focus the electron beam, just as glass lenses focus the light in
a light microscope. The specimen is put into the vacuum, through an airlock, into the path of the
electron beam. As in the case of light microscopy, the specimen is usually stained, in this case with
electron-densematerial, as we see in the next section. Some of the electrons passing through the
specimen are scattered by structures stained with the electron-dense material; the remainder are
focused to form an image - in a manner analogous to the way an image is formed in a light
microscope - either on a photographic plate or on a phosphorescent screen. Because the scattered
electrons are lost from the beam, the dense regions of the specimen show up in the image as
areas of reduced electron flux, which look dark.

Biological Specimens Require Special Preparation for the
Electron Microscope °

In the early days of its application to biological materials, the electron microscope revealed many
previously unimagined structures in cells. But before these discoveries could be made, electron
microscopists had to develop new procedures for embedding, cutting, and staining tissues.

Since the specimen is exposed to a very high vacuum in the electron microscope, there is no
possibility of viewing it in the living, wet state. Tissues are usually preserved by fixation - first with
glutaraldehyde, which covalently cross-links protein molecules to their neighbors, and then with
osmium tetroxide, which binds to and stabilizes lipid bilayers as well as proteins (Figure 4-18).
Since electrons have very limited penetrating power, the fixed tissues normally have to be cut into
extremely thin sections (50 to 100 nm thick - about 1/200 of the thickness of a single cell) before
they are viewed. This is achieved by dehydrating the specimen and permeating it with a monomeric
resin that polymerizes to form a solid block of plastic; the block is then cut with a fine glass or
diamond knife on a special microtome. These thin sections, free of water and other volatile
solvents, are placed on a small circular metal grid for viewing in the microscope (Figure 4-19).

Contrast in the electron microscope depends on the atomic number of the atoms in the specimen:
the higher the atomic number, the more electrons are scattered and the greater is the contrast.
Biological molecules are composed of atoms of very low atomic number (mainly carbon, oxygen,
nitrogen, and hydrogen). To make them visible, they are usually impregnated (before or after
sectioning) with the salts of heavy metals such as uranium and lead. Different cellular constituents
are revealed with various degrees of contrast according to their degree of impregnation, or
"staining," with these salts. Lipids, for example, tend to stain darkly following osmium fixation,
revealing the location of cell membranes (Figure 4-20).
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In some cases specific macromolecules can be located in thin sections by techniques adapted from
light microscopy. Certain enzymes in cells can be detected by incubating the specimen with a
substrate whose reaction leads to the local deposition of an electron-dense precipitate (Figure 4-
21). Alternatively, as discussed on page 186, antibodies can be coupled to an indicator enzyme
(usually peroxidase) or to an electron-dense marker (usually tiny spheres of metallic gold, which
are referred to as colloidal gold particles) and then used to locate the macromolecules that the
antibodies recognize (see Figure 4-63).

Three-dimensional Images of Surfaces Can Be Obtained by
Scanning Electron Microscopy 10

Thin sections are effectively two-dimensional slices of tissue and fail to convey the three-
dimensional arrangement of cellular components. Although the third dimension can be
reconstructed from serial sections (Figure4-22), this is a lengthy and tedious process.

Fortunately, there are more direct means to obtain a three-dimensional image. One is to examine a
specimen in a scanning electron microscope (SEM), which is usually a smaller, simpler, and
cheaper device than a transmission electron microscope. Whereas the transmission electron
microscope uses the electrons that have passed through the specimen to form an image, the
scanning electron microscope uses electrons that are scattered or emitted from the specimen's
surface. The specimen to be examined is fixed, dried, and coated with a thin layer of heavy metal.
The specimen is then scanned with a very narrow beam of electrons. The quantity of electrons
scattered or emitted as this primary beam bombards each successive point of the metallic surface
iIs measured and used to control the intensity of a second beam, which moves in synchrony with
the primary beam and forms an image on a television screen. In this way a highly enlarged image
of the surface as a whole is built up.

The SEM technique provides great depth of focus; moreover, since the amount of electron
scattering depends on the angle of the surface relative to the beam, the image has highlights and
shadows that give it a three-dimensional appearance (Figure 4-23). Only surface features can be
examined, however, and in most forms of SEM the resolution attainable is not very high (about 10
nm, with an effective magnification of up to 20,000 times). As a result, the technique is usually used
to study whole cells and tissues rather than subcellular organelles (see also Figure 4-32).

Metal Shadowing Allows Surface Features to Be Examined at
High Resolution by Transmission Electron Microscopy 11

The transmission electron microscope can also be used to study the surface of a specimen - and at
a generally higher resolution than in a scanning electron microscope - such that individual
macromolecules can be seen. As for scanning electron microscopy, a thin film of a heavy metal
such as platinum is evaporated onto the dried specimen. The metal is sprayed from an oblique
angle in order to deposit a coating that is thicker in some places than others - a process known as
shadowing because a shadow effect is created that gives the image a three-dimensional
appearance.

Some specimens coated in this way are thin enough or small enough for the electron beam to
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penetrate them directly; this is the case for individual molecules, viruses, and cell walls (Figure 4-
24). For thicker specimens the organic material of the cell must be dissolved away after shadowing
so that only the thin metal replica of the surface of the specimen is left. The replica is reinforced
with a film of carbon so that it can be placed on a grid and examined in the transmission electron
microscope in the ordinary way (Figure 4-25).

Freeze-Fracture and Freeze-Etch Electron Microscopy
Provide Unique Views of the Cell Interior 12

Two methods that use metal replicas have been particularly useful in cell biology. One of these,
freeze-fracture electron microscopy, provides a way of visualizing the interior of cell membranes.
Cells are frozen at the temperature of liquid nitrogen (-196°C) in the presence of a cryoprotectant
(antifreeze) to prevent distortion from ice crystal formation, and then the frozen block is cracked
with a knife blade. The fracture plane often passes through the hydrophobic middle of lipid bilayers,
thereby exposing the interior of cell membranes. The resulting fracture faces are shadowed with
platinum, the organic material is dissolved away, and the replicas are floated off and viewed in the
electron microscope (as in Figure 4-25). Such replicas are studded with small bumps, called
intramembrane particles,which represent large transmembrane proteins. The technique provides a
convenient and dramatic way to visualize the distribution of such proteins in the plane of a
membrane (Figure 4-26).

Another important and related replica method is freeze-etch electron microscopy, which can be
used to examine either the exterior or interior of cells. In this technique the cells are frozen
extremely rapidly - using a special device to slam the sample against a copper block cooled with
liquid helium, for example - and the frozen block is cracked with a knife blade as just described. But
now the ice level is lowered around the cells (and to a lesser extent within the cells) by the
sublimation of ice in a vacuum as the temperature is raised (a process called freeze-drying) (Figure
4-27). The parts of the cell exposed by this etchingprocess are then shadowed as before to make a
platinum replica. This technique exposes structures in the interior of the cell and can reveal their
three-dimensional organization with exceptional clarity (Figure4-28).

Because a metal-shadowed replica rather than the sample itself is viewed under vacuum in the
microscope, both freeze-fracture and freeze-etch microscopy can be used to study frozen unfixed
cells, thereby avoiding the risk of artifacts caused by fixation.

Negative Staining and Cryoelectron Microscopy Allow
Macromolecules to Be Viewed at High Resolution 13

Although isolated macromolecules, such as DNA or large proteins, can be visualized readily in the
electron microscope if they are shadowed with a heavy metal to provide contrast (see Figure 4-24),
finer detail can be seen by using negative staining. Here, the molecules, supported on a thin film of
carbon (which is nearly transparent to electrons), are washed with a concentrated solution of a
heavy-metal salt such as uranyl acetate. After the sample has dried, a very thin film of metal salt
covers the carbon film everywhere except where it has been excluded by the presence of an
adsorbed macromolecule. Because the macromolecule allows electrons to pass much more readily
than does the surrounding heavy-metal stain, a reversed or negative image of the molecule is
created. Negative staining is especially useful for viewing large macromolecular aggregates such
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as viruses or ribosomes and for seeing the subunit structure of protein filaments (Figure 4-29).

Shadowing and negative staining are capable of providing high-contrast surface views of small
macromolecular assemblies, but both are limited in resolution by the size of the smallest metal
particles in the shadow or stain employed. Recent methods provide an alternative that has allowed
even the interior features of three-dimensional structures such as viruses to be visualized directly at
high resolution. In this technique, called cryoelectron microscopy, a very thin (~100 nm) layer of
rapidly frozen hydrated sample is prepared on a microscope grid. A special sample holder is
required to keep this hydrated specimen at -160°C in the vacuum of the microscope, where it can
be viewed directly without fixation, staining, or drying. Surprisingly for unstained material, these
specimens can be imaged with a considerable degree of contrast (Figure 4-30).

Regardless of the method used, a single protein molecule gives only a weak and ill-defined image
in the electron microscope. Efforts to get better information by prolonging the time of inspection or
by increasing the intensity of the illuminating beam are self-defeating because they damage and
disrupt the object under examination. Therefore, to discover the details of molecular structure, it is
necessary to combine the information obtained from many molecules in such a way as to average
out the random errors in the individual images. This is possible for viruses or protein filaments, in
which the individual subunits are present in regular repeating arrays; it is also possible for any
substance that can be made to form a crystalline array in two dimensions in which large numbers of
molecules are held in identical orientation and in regularly spaced positions. Given an electron
micrograph of either type of array, one can use image-processing techniques to compute the
average image of an individual molecule, revealing details obscured by the random "noise" in the
original picture.

Image reconstructions of this type have allowed the interior structure of an enveloped virus to be
obtained to a resolution of 3.5 nm and have revealed the shape of an individual protein molecule to
the remarkable resolution of 0.35 nm (see Figure 10-31). But even in its most sophisticated forms,
electron microscopy falls short of providing a full description of molecular structure because the
atoms in a molecule are separated by distances of only 0.1 or 0.2 nm. Resolving molecular
structure in atomic detail takes us beyond microscopy to techniques such as x-ray diffraction, which
are described in a later section.

Summary

Many light-microscope techniques are available for observing cells. Cells that have been fixed and
stained can be studied in a conventional light microscope, while antibodies coupled to fluorescent
dyes can be used to locate specific molecules in cells in a fluorescence microscope. The confocal
scanning microscope provides thin optical sections and can be used to reconstruct a three-
dimensional image. Living cells can be seen with phase-contrast, differential-interference-contrast,
or dark-field optics. All forms of light microscopy are facilitated by electronic image-processing
techniques, which enhance sensitivity and refine the image.

Determining the detailed structure of the membranes and organelles in cells requires the higher
resolution attainable in a conventional transmission electron microscope. Three-dimensional views
of the surfaces of cells and tissues can be obtained by scanning electron microscopy, while the
interior of membranes and cells can be visualized by freeze-fracture and freeze-etch electron
microscopy, respectively. The shapes of isolated macromolecules that have been shadowed with a
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heavy metal or outlined by negative staining can also be readily visualized by electron microscopy.
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Figure 4-1. Resolving power. Sizes of cells and their components drawn on a logarithmic scale,
indicating the range of objects that can be readily resolved by the naked eye and in the light and
electron microscopes. The following units of length are commonly employed in microscopy: pm
(micrometer) = 10-6 m nm (nanometer) = 109 m A (Angstrém unit) = 10-10 m
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Figure 4-2. Interference between light waves. When two light waves combine in phase, the
amplitude of the resultant wave is larger and the brightness is increased. Two light waves that are
out of phase partially cancel each other and produce a wave whose amplitude, and therefore

brightness, is decreased.

Figure 4-3. Edge effects. The interference effects observed at high magnification when light passes
the edges of a solid object placed between the light source and the observer.
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collecting ability. For dry lenses this cannot be tage is obtained at the expensae of very short
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Figure 4-5. Making tissue sections. How an embedded tissue is sectioned with a microtome in
preparation for examination in the light microscope.
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Figure 4-6. A stained tissue section. A section of thick human skin, stained with a combination of
dyes, hematoxylin and eosin, that is commonly used in histology.

Eyepigce —

3 A second baroer hilter: cuts out
— unwanted fluorescent signals,
passing the specific green
flugrescein emission between
620 and 560 nm

LIGHT
SOURCE

2 beam-splitting mirrar: reflects
light below 510 nm but
transmits light above 510 nm

1

1 first barner filter: lets through
only blue light with a wavelength

betwesn 450 and 490 nm _\"_n —— objective lens

— object
[ ]

Figure 4-7. The optical system of a modern fluorescence microscope. A filter set consists of two
barrier filters (1 and 3) and a dichroic (beam-splitting) mirror (2). In this example the filter set for
detection of the fluorescent molecule fluorescein is shown. High-numerical-aperture objective
lenses are especially important in this type of microscopy since, for a given magnification, the
brightness of the fluorescent image is proportional to the fourth power of the numerical aperture

(see also Figure 4-4).
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tetramethylrhodamine (red)

Figure 4-8. Fluorescent dyes. The structures of fluorescein and tetramethylrhodamine, two dyes
that are commonly used for fluorescence microscopy. Fluorescein emits green light when activated
by light of the appropriate wavelength, whereas the rhodamine dye emits red light. The portion of
each molecule shown in orange denotes the position of a chemically reactive group; at this position
a covalent bond is commonly formed between the dye and a protein (or other molecule).
Commercially available versions of these dyes with different types of reactive groups allow the dye
to be coupled either to an -SH group or to an -NH, group on a protein

DMA

fublin

Figure 4-9. Fluorescence microscopy. Micrographs of a portion of the surface of an early
Drosophila embryo in which the microtubules have been labeled with an antibody coupled to
fluorescein (left panel) and the actin filaments have been labeled with an antibody coupled to
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rhodamine (middle panel). In addition, the chromosomes have been labeled with a third dye that
fluoresces only when it binds to DNA (right panel). At this stage, all the nuclei of the embryo share
a common cytoplasm, and they are in the metaphase stage of mitosis. The three micrographs were
taken of the same region of a fixed embryo using three different filter sets in the fluorescence
microscope (see also Figure4-7). (Courtesy of Tim Karr.)
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Figure 4-10. Two ways to obtain contrast in light microscopy. The stained portions of the cell in (A)
reduce the amplitude of light waves of particular wavelengths passing through them. A colored
image of the cell is thereby obtained that is visible in the ordinary way. Light passing through the
unstained, living cell (B) undergoes very little change in amplitude, and the structural details cannot
be seen even if the image is highly magnified. The phase of the light, however, is altered by its
passage through the cell, and small phase differences can be made visible by exploiting
interference effects using a phase-contrast or a differential-interference-contrast microscope.

50 um

Figure 4-11. Four types of light microscopy. (A) The image of a fibroblast in culture obtained by the
simple transmission of light through the cell, a technique known as bright-field microscopy. The
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other images were obtained by techniques discussed in the text: (B) phase-contrast microscopy,
(C) Nomarski differential-interference-contrast microscopy, and (D) dark-field microscopy. All four
types of image can be obtained with most modern microscopes simply by interchanging optical
components.

Figure 4-12. Extending the limits of detection. Light-microscope images of unstained microtubules
that have been visualized by differential-interference-contrast microscopy followed by electronic
image processing. (A) The original unprocessed image. (B) The final result of an electronic process
that greatly enhances contrast and reduces "noise." Microtubules are only 0.025 pm in diameter
and therefore in this image should appear only 0.1 mm wide. Instead, they appear much wider
because of diffraction effects. (Courtesy of Bruce Schnapp.)
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Figure 4-62. Immunofluorescence. (A) An electron micrograph of the periphery of a cultured
epithelial cell showing the distribution of microtubules and other filaments. (B) The same area
stained with fluorescent antibodies to tubulin, the protein subunit of microtubules, using the
technique of indirect immunocytochemistry (see Figure 4-64). Arrows indicate individual
microtubules that are readily recognizable in the two figures. (From M. Osborn, R. Webster, and K.

Weber, J. Cell Biol. 77:R27-R34, 1978, by copyright permission of the Rockefeller University
Press.)
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Figure 4-13. The confocal scanning fluorescence microscope. This simplified diagram shows that
the basic arrangement of optical components is similar to that of the standard fluorescence
microscope shown in Figure 4-7 except that a laser is used to illuminate a small pinhole whose
image is focused at a single point in the specimen (A). Emitted fluorescence from this focal point in
the specimen is focused at a second (confocal) pinhole (B). Emitted light from elsewhere in the
specimen is not focused here and therefore does not contribute to the final image (C). By scanning
the beam of light across the specimen, a very sharp two-dimensional image of the exact plane of
focus is built up that is not significantly degraded by light from other regions of the specimen

Figure 4-14. Comparison of conventional and confocal fluorescence microscopy. These two
micrographs are of the same intact gastrula-stage Drosophila embryo that has been stained with a
fluorescent probe for actin filaments. The conventional, unprocessed image (A) is blurred by the
presence of fluorescent structures above and below the plane of focus. In the confocal image (B),
this out-of-focus information is removed, which results in a crisp optical section of the cell in the
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embryo. (Courtesy of Richard Warn and Peter Shaw.)

Permission to reproduce this figure in this web
version of Molecular Biology of the Cell 15 either
pending or has not been granted.

Figure 4-15. Three-dimensional reconstruction from confocal scanning microscope images. Pollen
grains, in this case from a passion flower, have a complex sculptured cell wall that contains
fluorescent compounds. Images obtained at different depths through the grain, using a confocal
scanning microscope, can be recombined to give a three-dimensional view of the whole grain,
shown on the right. Three selected individual optical sections from the full set of 30, each of which
shows little contribution from its neighbors, are shown on the left. (Courtesy of John White.)

L
S8 en

Figure 4-16. Limit of resolution of the electron microscope. Electron micrograph of a thin layer of
gold showing the individual files of atoms in the crystal as bright spots. The distance between
adjacent files of gold atoms is about 0.2 nm (2 A). (Courtesy of Graham Hills.)
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Figure 4-17. Principal features of a light microscope, a transmission electron microscope, and a
scanning electron microscope. These drawings emphasize the similarities of overall design.
Whereas the lenses in the light microscope are made of glass, those in the electron microscope are
magnetic coils. The two types of electron microscopes require that the specimen be placed in a
vacuum,
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Figure 4-18. Two common chemical fixatives used for electron microscopy. The two reactive
aldehyde groups of glutaraldehyde enable it to cross-link various types of molecules, forming
covalent bonds between them. Osmium tetroxide is reduced by many organic compounds with
which it forms cross-linked complexes. It is especially useful for fixing cell membranes, since it
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reacts with the C=C double bonds present in many fatty acids.

copper grid covered with carbon
and/ar plastic film

specimen in ribhon
of thin sections
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Figure 4-19. Diagram of the copper grid used to support the thin sections of a specimen in the
transmission electron microscope.
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Figure 4-20. Electron micrograph of a root-tip cell stained with osmium and other heavy metal ions.
The cell wall, nucleus, vacuoles, mitochondria, endoplasmic reticulum, Golgi apparatus, and
ribosomes are easily seen. (Courtesy of Brian Gunning.)
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Figure 4-21. Electron micrograph of a cell showing the location of a particular enzyme (nucleotide
diphosphatase) in the Golgi apparatus. A thin section of the cell was incubated with a substrate that
formed an electron-dense precipitate upon reaction with the enzyme. (Courtesy of Daniel S.

Friend.)
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Figure 4-63. Immunogold electron microscopy. Electron micrographs of an insulin-secreting cell in
which the insulin molecules have been labeled with anti-insulin antibodies bound to tiny colloidal
gold spheres (each seen as a black dot). Most of the insulin is stored in the dense cores of
secretory vesicles; in addition, some cores are being degraded in lysosomes. (From L. Orci,
Diabetologia 28:528-546, 1985.)

Figure 4-22. Three-dimensional reconstruction from serial sections. Single thin sections sometimes
give misleading impressions. In this example most sections through a cell containing a branched
mitochondrion will appear to contain two or three separate mitochondria. Sections 4 and 7,
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moreover, might be interpreted as showing a mito-chondrion in the process of dividing. The true
three-dimensional shape, however, can be reconstructed from serial sections.

Molecular Biology of the Cell, 3rd edn. =Part . Introduction to the Cell =#*Chapter 4. How Cells
Are Studied =*Looking at the Structure of Cells in the Microscope 1
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Figure 4-23. Scanning electron microscopy. Scanning electron micrograph of the stereocilia
projecting from a hair cell in the inner ear of a bullfrog (A). For comparison, the same structure is
shown by differential-interference-contrast light microscopy (B) and by thin-section electron
microscopy (C). (Courtesy of Richard Jacobs and James Hudspeth.)
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Figure 4-32. Cells in culture. Scanning electron micrograph of rat fibroblasts growing on the plastic
surface of a tissue-culture dish. (Courtesy of Guenter Albrecht-Buehler.)

W

100 nm

Figure 4-24. Electron micrographs of individual myosin protein molecules that have been shadowed
with platinum. Myosin is a major component of the contractile apparatus of muscle. As shown here,
it is composed of two globular head regions linked to a common rodlike tail. (Courtesy of Arthur
Elliot.)
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Figure 4-25. Preparation of a metal-shadowed replica of the surface of a specimen. Note that the
thickness of the metal reflects the surface contours of the original specimen.
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Figure 4-27. Freeze-etch electron microscopy. The specimen is rapidly frozen, and the block of ice
is fractured with a knife (A). The ice level is then lowered by sublimation in a vacuum, exposing
structures in the cell that were near the fracture plane (B). Following these steps, a replica of the
still frozen surface is prepared (as described in Figure 4-25), and this is examined in a transmission
electron microscope.

Figure 4-28. Regular array of protein filaments in an insect muscle. To obtain this image, the
muscle cells were rapidly frozen to liquid helium temperature, fractured through the cytoplasm, and
subjected to deep etching. A metal-shadowed replica was then prepared and examined at high
magnification. (Courtesy of Roger Cooke and John Heuser.)
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Figure 4-29. Electron micrograph of negatively stained actin flaments. Each filament is about 8 nm
in diameter and is seen, on close inspection, to be composed of a helical chain of globular actin
molecules. (Courtesy of Roger Craig.)

Permission to reproduce this figure in this web
version of Molecular Biology of the Cell is either
pending or has not been granted.

Figure 4-30. Electron microscopy of a virus. (A) Unstained Semliki forest virus in a thin layer of
vitrified water viewed by cryoelectron microscopy at -160°C. As in light microscopy, phase contrast
can be used to get an image of the unstained specimen. A large number of these images can then
be combined by image-processing methods to produce a three-dimensional image of the virus at
high resolution (B). (Courtesy of Stephen Fuller.)

Molecular Biology of the Cell, 3rd edn. =*Part . Introduction to the Cell =Chapter 4. How Cells
Are Studied =*Looking at the Structure of Cells in the Microscope 1

Table 4-1. Some Important Discoveries in the History of Light Microscopy

1611 Kepler suggested a way of making a compound microscope.

1655 Hooke used a compound microscope to describe small pores in sections of cork that he
called "cells".

1674 Leeuwenhoek reported his discovery of protozoa. He saw bacteria for the first time nine
years later.

file://H|/albert/paginas/looking_at_the_structure.htm (32 of 45) [29/05/2003 04:54:04 a.m.]



Looking at the Structure

1833 Brown published his microscopic observations of orchids, clearly describing the cell
nucleus.

1838 Schleiden and Schwann proposed the cell theory, stating that the nucleated cell is the unit
of structure and function in plants and animals.

1857 Kolliker described mitochondria in muscle cells.

1876 Abbéanalyzed the effects of diffraction on image formation in the microscope and showed
how to optimize microscope design.

1879 Flemming described with great clarity chromosome behavior during mitosis in animal cells.

1881 Retzius described many animal tissues with a detail that has not been surpassed by any
other light microscopist. In the next two decades he, Cajal, and other histologists developed
staining methods and laid the foundations of microscopic anatomy.

1882 Koch used aniline dyes to stain microorganisms and identified the bacteria that cause
tuberculosis and cholera. In the following two decades other bacteriologists, such as Klebs
and Pasteur, identified the causative agents of many other diseases by examining stained
preparations under the microscope.

1886 Zeiss made a series of lenses, to the design of Abbé, that enabled microscopists to resolve
structures at the theoretical limits of visible light.

1898 Golgi first saw and described the Golgi apparatus by staining cells with silver nitrate.

1924 Lacassagne and collaborators developed the first autoradiographic method to localize
radioactive polonium in biological specimens.

1930 Lebedeff designed and built the first interference microscope. In 1932 Zernicke invented
the phase-contrast microscope. These two developments allowed unstained living cells to
be seen in detail for the first time.

1941 Coons used antibodies coupled to fluorescent dyes to detect cellular antigens.

1952 Nomarskidevised and patented the system of differential interference contrast for the light
microscope that still bears his name.

1981 Allen and Inoué perfected video-enhanced-contrast light microscopy.

1988 Commercial confocal scanning microscopes came into widespread use.
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Table 4-2. Major Events in the Development of the Electron Microscope and Its Applications to Cell
Biology

1897 J.J. Thomson announced the existence of negatively charged patrticles, later termed
electrons.

1924 de Broglie proposed that a moving electron has wavelike properties.

1926 Busch proved that it was possible to focus a beam of electrons with a cylindrical magnetic
lens, laying the foundations of electron optics.

1931 Ruska and colleagues built the first transmission electron microscope.

1935Knoll demonstrated the feasibility of the scanning electron microscope; three years later a
prototype instrument was built by Von Ardenne.

1939 Siemens produced the first commercial transmission electron microscope.
1944 Williams and Wyckoff introduced the metal shadowing technique.

1945 Porter, Claude, and Fullam used the electron microscope to examine cells in tissue culture
after fixing and staining them with OsO,.

1948 Pease and Baker reliably prepared thin sections (0.1 to 0.2 « m thick) of biological material.

1952 Palade, Porter, and Sjostrand developed methods of fixation and thin sectioning that
enabled many intracellular structures to be seen for the first time. In one of the first
applications of these techniques, H.E. Huxley showed that skeletal muscle contains

overlapping arrays or protein filaments, supporting the "sliding filament" hypothesis of muscle
contraction.

1953 Porter and Blum developed the first widely accepted ultramicrotome, incorporating many
features introduced by Claude and Sjéstrand previously.

1956 Glauert and associates showed that the epoxy resin Araldite was a highly effective
embedding agent for electron microscopy. Luft introduced another embedding resin, Epon,
five years later.

1957 Robertson described the trilaminar structure of the cell membrane, seen for the first time in
the electron microscope.
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1957 Freeze-fracture techniques, initially developed by Steere, were perfected by Moor and
Muhlethaler. Later (1966), Branton demonstrated that freeze-fracture allows the interior of
the membrane to be visualized.

1959 Singer used antibodies coupled to ferritin to detect cellular molecules in the electron
microscope.

1959Brenner and Horne developed the negative staining technique, invented four years
previously by Hall, into a generally useful technique for visualizing viruses, bacteria, and
protein filaments.

1963 Sabatini, Bensch, and Barrnett introduced glutaraldehyde (usually followed by OsO,) as a
fixative for electron microscopy.

1965 Cambridge Instruments produced the first commercial scanning electron microscope.

1968de Rosier and Klug described techniques for the reconstruction of three-dimensional
structures from electron micrographs.

1975Henderson and Unwin determined the first structure of a membrane protein by computer-
based reconstruction from electron micrographs of unstained samples.

1979 Heuser, Reese, and colleagues developed a high-resolution, deep-etching technique using
very rapidly frozen specimens.
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Isolating Cells and Growing Them in Culture 14

Introduction

Although the structure of organelles and large molecules in a cell can be seen with microscopes, a
molecular understanding of a cell requires detailed biochemical analysis. Unfortunately, most
biochemical procedures require large numbers of cells and begin by disrupting them. If the sample
is a piece of tissue, fragments of all of its cells will be mixed together, creating confusion if the cells
are of several types, which is almost always the case. In order to preserve as much information as
possible about each individual type of cell, cell biologists have developed ways of dissociating cells
from tissues and separating the various types. The resulting, relatively homogenous population of
cells then can be analyzed - either directly or after their number has been greatly increased by
allowing them to proliferate in culture.

Cells Can Be Isolated from a Tissue and Separated into
Different Types 15

The first step in isolating cells of a uniform type from a tissue that contains a mixture of cell types is
to disrupt the extracellular matrix and intercellular junctions that hold the cells together. The best
yields of viable dissociated cells are usually obtained from fetal or neonatal tissues, typically by
treating them with proteolytic enzymes (such as trypsin and collagenase) and with agents (such as
ethylenediaminetetraacetic acid, or EDTA) that bind, or chelate, the Ca2* on which cell-cell
adhesion depends. The tissue can then be dissociated into single viable cells by gentle agitation.

Several approaches are used to separate the different cell types from a mixed cell suspension. One
involves exploiting differences in physical properties. Large cells can be separated from small cells
and dense cells from light cells by centrifugation, for example. These techniques will be described
in connection with the separation of organelles and macromolecules, for which they were originally
developed. Another approach is based on the tendency of some cell types to adhere strongly to
glass or plastic, which allows them to be separated from cells that adhere less strongly.

An important refinement of this last technique depends on the specific binding properties of
antibodies. Antibodies that bind specifically to the surface of only one cell type in a tissue can be
coupled to various matrices - such as collagen, polysaccharide beads, or plastic-to form an affinity
surface to which only cells recognized by the antibodies will adhere. The bound cells are then
recovered by gentle shaking, by treatment with trypsin to digest the proteins that mediate the
adhesion, or, in the case of a digestible matrix (such as collagen), by degrading the matrix itself with
enzymes (such as collagenase).

The most sophisticated cell-separation technique involves labeling specific cells with antibodies
coupled to a fluorescent dye and then separating the labeled cells from the unlabeled ones in an
electronic fluorescence-activated cell sorter. Here, individual cells traveling in single file in a fine
stream are passed through a laser beam and the fluorescence of each cell is measured. Slightly
farther downstream, tiny droplets, most containing either one cell or no cells, are formed by a
vibrating nozzle. The droplets containing a single cell are automatically given a positive or a
negative charge at the moment of formation, depending on whether the cell they contain is
fluorescent; they are then deflected by a strong electric field into an appropriate container.
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Occasional clumps of cells, detected by their increased light scattering, are left uncharged and are
discarded into a waste container. Such machines can select 1 cell in 1000 and sort about 5000 cells
each second (Figure 4-31).

When a uniform population of cells has been obtained by any of these methods, it can be used
directly for biochemical analysis. Alternatively, it provides a suitable starting material for cell culture,
allowing the complex behavior of cells to be studied under the strictly defined conditions of a culture
dish.

Cells Can Be Grown in a Culture Dish 16

Given appropriate conditions, most kinds of plant and animal cells will live, multiply, and even
express differentiated properties in a tissue-culture dish. The cells can be watched under the
microscope or analyzed biochemically, and the effects of adding or removing specific molecules,
such as hormones or growth factors, can be explored. In addition, in a mixed culture the
interactions between one cell type and another can be studied. Experiments on cultured cells are
sometimes said to be carried out in vitro (literally, "in glass") to contrast them with experiments on
intact organisms, which are said to be carried out in vivo(literally, “in the living organism"). The
terms can be confusing because they are often used in a different sense by biochemists, for whom
in vitrorefers to biochemical reactions occurring outside living cells, while in vivo refers to any
reaction taking place inside a living cell.

Tissue culture began in 1907 with an experiment designed to settle a controversy in neurobiology.
The hypothesis under examination was known as the neuronal doctrine, which states that each
nerve fiber is the outgrowth of a single nerve cell and not the product of the fusion of many cells. To
test this contention, small pieces of spinal cord were placed on clotted tissue fluid in a warm, moist
chamber and observed at regular intervals under the microscope. After a day or so, individual nerve
cells could be seen extending long, thin processes into the clot. Thus the neuronal doctrine was
validated, and the foundations for the cell-culture revolution were laid.

The original experiments in 1907 involved the culture of small tissue fragments, or explants. Today,
cultures are more commonly made from suspensions of cells dissociated from tissues as described
above. Unlike bacteria, most tissue cells are not adapted to living in suspension and require a solid
surface on which to grow and divide, which is now usually the surface of a plastic tissue-culture dish
(Figure 4-32). Cells vary in their requirements, however, and some will not grow or differentiate
unless the culture dish is coated with specific extracellular matrix components, such as collagen or
laminin.

Cultures prepared directly from the tissues of an organism, either with or without an initial cell-
fractionation step, are called primary cultures. In most cases cells in primary cultures can be
removed from the culture dish and used to form a large number of secondary cultures; they may be
repeatedly subcultured in this way for weeks or months. Such cells often display many of the
differentiated properties appropriate to their origin: fibroblasts continue to secrete collagen; cells
derived from embryonic skeletal muscle fuse to form giant muscle fibers that spontaneously
contract in the culture dish; nerve cells extend axons that are electrically excitable and make
synapses with other nerve cells; and epithelial cells form extensive sheets with many of the
properties of an intact epithelium. Since these phenomena occur in culture, they are accessible to
study in ways that are not possible in intact tissues.
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Serum-free, Chemically Defined Media Permit lIdentification
of Specific Growth Factors 17

Until the early 1970s tissue culture was something of a blend of science and witchcraft. Although
tissue fluid clots were replaced by dishes of liquid media containing specified quantities of small
molecules such as salts, glucose, amino acids, and vitamins, most media also included a poorly
defined mixture of macromolecules in the form of horse serum or fetal calf serum or a crude extract
made from chick embryos. Such media are still used today for most routine cell culture (Table 4-3),
but they make it difficult for the investigator to know which specific macromolecules a particular type
of cell needs to have in the medium in order to thrive and function normally.

This difficulty led to the development of various serum-free, chemically defined media. In addition to
the usual small molecules, such defined media contain one or more specific proteins that most cells
require in order to survive and proliferate in culture. These include growth factors, which stimulate
cell proliferation, and transferrin,which carries iron into cells. Many of the extracellular protein
signaling molecules essential for the survival, development, and proliferation of specific cell types
have been discovered by studies in cell culture, and the search for new ones has been made very
much easier by the availability of serum-free, chemically defined media.

Eucaryotic Cell Lines Are a Widely Used Source of
Homogeneous Cells 18

Most vertebrate cells die after a finite number of divisions in culture. Human skin cells, for example,
typically last for several months in culture, dividing only 50 to 100 times before they die out. It has
been suggested that this limited life-span is related to the limited life-span of the animal from which
the cells are derived. Occasionally, however, some cells in a culture will undergo a genetic change
that makes them effectively immortal. Such cells will proliferate indefinitely and can be propagated
as a cell line (Table 4-4).

Cells lines can also be prepared from cancer cells, but they differ from those prepared from normal
cells in several ways. Cancer cell lines often grow without attaching to a surface, for example, and
they proliferate to a very much higher density in a culture dish. Similar properties can be
experimentally induced in normal cells by transformingthem with a tumor-inducing virus or chemical.
The resulting transformed cell lines, in reciprocal fashion, can often cause tumors if injected into a
susceptible animal. Both transformed and untransformed cell lines are extremely useful in cell
research as sources of very large numbers of cells of a uniform type, especially since they can be
stored in liquid nitrogen at -196°C for an indefinite period and are still viable when thawed. It is
important to recognize, however, that the cells in both types of cell lines nearly always differ in
important ways from their normal progenitors in the tissues from which they were derived.

Although all the cells in a cell line are very similar, they are often not identical. The genetic
uniformity of a cell line can be improved by cell cloning, in which a single cell is isolated and allowed
to proliferate to form a large colony. A clone is any such collection of cells that are all descendants
of a single ancestor cell. One of the most important uses of cell cloning has been the isolation of
mutant cell lines with defects in specific genes. Studying cells that are defective in a specific protein
often reveals a good deal about the function of that protein in normal cells.
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Cells Can Be Fused Together to Form Hybrid Cells 19

It is possible to fuse one cell with another to form a combined cell with two separate nuclei, called a
heterocaryon. Typically, a suspension of cells is treated with certain inactivated viruses or with
polyethylene glycol, either of which alters the plasma membranes of cells in a way that induces
them to fuse with each other. Heterocaryons provide a way of mixing the components of two
separate cells in order to study their interactions. The inert nucleus of a chicken red blood cell, for
example, is reactivated to make RNA and eventually to replicate its DNA when it is exposed to the
cytoplasm of a growing tissue-culture cell by fusion. The first direct evidence that membrane
proteins are able to move in the plane of the plasma membrane came from an experiment in which
mouse cells and human cells were fused: although the mouse and human cell-surface proteins
were initially confined to their own halves of the heterocaryon plasma membrane, they quickly
diffused and mixed over the entire surface of the cell.

Eventually, a heterocaryon will proceed to mitosis and produce a hybrid cell in which the two
separate nuclear envelopes have been disassembled, allowing all the chromosomes to be brought
together in a single large nucleus (Figure4-33). Although such hybrid cells can be cloned to produce
hybrid cell lines, the cells tend to be unstable and lose chromosomes. For unknown reasons,
mouse-human hybrid cells predominantly lose human chromosomes. These chromosomes are lost
at random, giving rise to a variety of mouse-human hybrid cell lines, each of which contains only
one or a few human chromosomes. This phenomenon has been put to good use in mapping the
locations of genes in the human genome: only hybrid cells containing human chromosome 11, for
example, synthesize human insulin, indicating that the gene encoding insulin is located on
chromosome 11. The same hybrid cells are also used as a source of human DNA for preparing
chromosome-specific human DNA libraries. Later in this chapter we shall learn how hybrid cells
have been useful in the production of monoclonal antibodies.

Some important steps in the development of cell culture are outlined in Table 4-5.

Summary

Tissues, usually from very young organisms, can be dissociated into their component cells, from
which individual cell types can be purified and used for biochemical analysis or for the
establishment of cell cultures. Many animal and plant cells survive and proliferate in a culture dish if
they are provided with a suitable medium containing nutrients and specific protein growth factors.
Although most animal cells die after a finite number of divisions, rare immortal variant cells arise
spontaneously in culture and can be maintained indefinitely as cell lines. Clones derived from a
single ancestor cell make it possible to isolate uniform populations of mutant cells with defects in a
single protein. Two types of cell can be fused to produce heterocaryons with two nuclei, which can
be used to study interactions between the components of the original two cells. Heterocaryons
eventually form hybrid cells with one fused nucleus; such cells provide a convenient method for
assigning genes to specific chromosomes.
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Figure 4-31. A fluorescence-activated cell sorter. When a cell passes through the laser beam, it is
monitored for fluorescence. Droplets containing single cells are given a negative or positive charge,
depending on whether the cell is fluorescent or not. The droplets are then deflected by an electric
field into collection tubes according to their charge. Note that the cell concentration must be
adjusted so that most droplets contain no cells and flow to a waste container together with any cell
clumps. The same apparatus can also be used to separate fluorescently labeled chromosomes
from one another, providing valuable starting material for the isolation and mapping of genes.
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Figure 4-33. The production of hybrid cells. Human cells and mouse cells are fused to produce
heterocaryons (each with two or more nuclei), which eventually form hybrid cells (each with one
fused nucleus). These particular hybrid cells are useful for mapping human genes on specific
human chromosomes because most of the human chromosomes are quickly lost in a random
manner, leaving clones that retain only one or a few. The hybrid cells produced by fusing other

types of cells often retain most of their chromosomes. Table 4-3. Composition of a Typical Medium
Suitable for the Cultivation of Mammalian Cells

Proteins (required in serum-free, chemically

Amino Acids Vitamins Salts Miscellaneous defined media)
Arginine Biotin NaCl Glucose Insulin

Cystine Choline KCI Penicillin Transferrin

Glutamine Folate NaH,PO, Streptomycin Specific growth factors
Histidine Nicotinamide NaHCO3 Phenol red

Isoleucine Pantothenate CaCl, = Whole serum
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Leucine Pyridoxal
Lysine Thiamine
Methionine  Riboflavin
Phenylalanine
Threonine

Tryptophan

Tyrosine

Valine

MgCIZ

Glucose is used at a concentration of 5 to 10 mM. The amino acids are all in the L form and, with
one or two exceptions, are used at concentrations of 0.1 or 0.2 mM; vitamins are used at a 100-
fold lower concentration, that is, about 1 pM. Serum, which is usually from horse or calf, is added
to make up 10% of the total volume. Penicillin and streptomycin are antibiotics added to suppress
the growth of bacteria. Phenol red is a pH indicator dye whose color is monitored to assure a pH
of about 7.4.Cultures are usually grown in a plastic or glass container with a suitably prepared
surface that allows the attachment of cells. The containers are kept in an incubator at 37°C in an

—

atmosphere of 5% CO,, 95% air.

Table 4-4. Some Commonly Used Cell Lines

Cell Line* Cell Type and Origin
3T 3 fibroblast (mouse)
BHK 21 fibroblast (Syrian hamster)
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MDCK epithelial cell (dog)

HelLa epithelial cell (human)

PtK 1 epithelial cell (rat kangaroo)
L6 myoblast (rat)

PC 12 chromaffin cell (rat)

SP 2 plasma cell (mouse)

—

*. Many of these cell lines were derived from tumors. All of them are capable of indefinite
replication in culture and express at least some of the differentiated properties of their cell of origin.
BHK 21 cells, HelLa cells, and SP 2 cells are capable of growth in suspension; the other cell lines
require a solid culture substratum in order to multiply

Table 4-5. Some Landmarks in the Development of Tissue and Cell Culture

1885 Roux showed that embryonic chick cells could be maintained alive in a saline solution outside
the animal body.

1907 Harrison cultivated amphibian spinal cord in a lymph clot, thereby demonstrating that axons
are produced as extensions of single nerve cells.

1910 Rous induced a tumor by using a filtered extract of chicken tumor cells, later shown to
contain an RNA virus (Rous sarcoma virus).

1913 Carrel showed that cells could grow for long periods in culture provided they were fed
regularly under aseptic conditions.

1948 Earle and colleagues isolated single cells of the L cell line and showed that they formed
clones of cells in tissue culture.

1952 Gey and colleagues established a continuous line of cells derived from human cervical
carcinoma, which later became the well-known HelLa cell line.
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1954 Levi-Montalcini and associates showed that nerve growth factor (NGF) stimulated the
growth of axons in tissue culture.

1955 Eagle made the first systematic investigation of the essential nutritional requirements of cells
in culture and found that animal cells could propagate in a defined mixture of small molecules
supplemented with a small proportion of serum proteins.

1956 Puck and associates selected mutants with altered growth requirements from cultures of
HelLa cells.

1958 Temin and Rubin developed a quantitative assay for the infection of chick cells in culture by
purified Rous sarcoma virus. In the following decade the characteristics of this and other
types of viral transformation were established by Stoker, Dulbecco, Green, and other
virologists.

1961 Hayflick and Moorhead showed that human fibroblasts die after a finite number of divisions
in culture.

1964 Littlefield introduced HAT medium for the selective growth of somatic cell hybrids. Together
with the technique of cell fusion, this made somatic-cell genetics accessible. Kato and
Takeuchi obtained a complete carrot plant from a single carrot root cell in tissue culture.

1965 Ham introduced a defined, serum-free medium able to support the clonal growth of certain
mammalian cells. Harris and Watkins produced the first heterocaryons of mammalian cells
by the virus-induced fusion of human and mouse cells.

1968 Augusti-Tocco and Sato adapted a mouse nerve cell tumor (neuroblastoma) to tissue
culture and isolated clones that were electrically excitable and that extended nerve
processes. A number of other differentiated cell lines were isolated at about this time,
including skeletal muscle and liver cell lines.

1975K0ohler and Milstein produced the first monoclonal antibody-secreting hybridoma cell lines.

1976 Sato and associates published the first of a series of papers showing that different cell lines
require different mixtures of hormones and growth factors to grow in serum-free medium.

1977 Wigler and Axel and their associates developed an efficient method for introducing single-
copy mammalian genes into cultured cells, adapting an earlier method developed by Graham
and van der Eb.
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Fractionation of Cells and Analysis of Their Molecules 20

Introduction

Although biochemical analysis requires disruption of the anatomy of the cell, gentle separation
techniques have been devised that preserve the functions of the various cell components. Just as
a tissue can be separated into its living constituent cell types, so the cell can be separated into its
functioning organelles and macromolecules. In this section we consider the methods that allow
organelles and proteins to be purified and analyzed biochemically. The powerful recombinant
DNA techniques used to analyze genes and proteins are discussed in Chapter 7.

Organelles and Macromolecules Can Be Separated by Ultracentrifugation 21

Cells can be disrupted in various ways: they can be subjected to osmotic shock or ultrasonic
vibration, or forced through a small orifice, or ground up. These procedures break many of the
membranes of the cell (including the plasma membrane and membranes of the endoplasmic
reticulum) into fragments that immediately reseal to form small closed vesicles. If carefully
applied, however, the disruption procedures leave organelles such as nuclei, mitochondria, the
Golgi apparatus, lysosomes, and peroxisomes largely intact. The suspension of cells is thereby
reduced to a thick soup (called a homogenateor extract) containing a variety of membrane-
bounded particles, each with a distinctive size, charge, and density. Provided that the
homogenization medium has been carefully chosen (by trial and error for each organelle), the
various particles - including the vesicles derived from the endoplasmic reticulum, called
microsomes - retain most of their original biochemical properties.

The various components of the homogenate must then be separated. This became possible only
after the commercial development in the early 1940s of an instrument known as the preparative
ultracentrifuge, in which preparations of broken cells are rotated at high speeds (Figure 4-34).
This treatment separates cell components on the basis of size and density: in general, the largest
units experience the largest centrifugal force and move the most rapidly. At relatively low speed,
large components such as nuclei and unbroken cells sediment to form a pellet at the bottom of the
centrifuge tube; at slightly higher speed, a pellet of mitochondria is deposited; and at even higher
speeds and with longer periods of centrifugation, first the small closed vesicles and then the
ribosomes can be collected (Figure 4-35). All of these fractions are impure, but many of the
contaminants can be removed by resuspending the pellet and repeating the centrifugation
procedure several times.

Centrifugation is the first step in most fractionations, but it separates only components that differ
greatly in size. A finer degree of separation can be achieved by layering the homogenate as a
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narrow band on top of a dilute salt solution that fills a centrifuge tube. When centrifuged, the
various components in the mixture move as a series of distinct bands through the salt solution,
each at a different rate, in a process called velocity sedimentation (Figure 4-36). For the
procedure to work effectively, the bands must be protected from convective mixing, which would
normally occur whenever a denser solution (for example, one containing organelles) finds itself on
top of a lighter one (the salt solution). This is achieved by filling the centrifuge tube with a shallow
gradient of sucrose prepared by a special mixing device; the resulting density gradient, with the
dense end at the bottom of the tube, keeps each region of the salt solution denser than any
solution above it and thereby prevents convective mixing from distorting the separation.

When sedimented through such dilute sucrose gradients, different cell components separate into
distinct bands that can be collected individually. The rate at which each component sediments
depends primarily on its size and shape and is normally described in terms of its sedimentation
coefficient, or s value. Present-day ultracentrifuges rotate at speeds of up to 80,000 rpm and
produce forces as high as 500,000 times gravity. With these enormous forces, even small
macromolecules, such as tRNA molecules and simple enzymes, can be driven to sediment at an
appreciable rate and so can be separated from one another on the basis of their size.
Measurements of sedimentation coefficients are routinely used to help determine the size and
subunit composition of the organized assemblies of macromolecules found in cells.

The ultracentrifuge is also used to separate cellular components on the basis of their buoyant
density, independently of their size and shape. In this case the sample is usually sedimented
through a steep density gradient that contains a very high concentration of sucrose or cesium
chloride. Each cellular component begins to move down the gradient as in Figure 4-36, but it
eventually reaches a position where the density of the solution is equal to its own density. At this
point the component floats and can move no farther. A series of distinct bands is thereby
produced in the centrifuge tube, with the bands closest to the bottom of the tube containing the
components of highest buoyant density. This method, called equilibrium sedimentation, is so
sensitive that it is capable of separating macromolecules that have incorporated heavy isotopes,
such as13C orl5N, from the same macromolecules that have not. In fact, the cesium-chloride
method was developed in 1957 to separate the labeled from the unlabeled DNA produced after
exposure of a growing population of bacteria to nucleotide precursors containing!®N; this classic
experiment provided direct evidence for the semiconservative replication of DNA.

The Molecular Details of Complex Cellular Processes Can Be
Deciphered in Cell-free Systems 22

Studies of organelles and other large subcellular components isolated in the ultracentrifuge have
played an important part in determining the functions of different components of the cell.
Experiments on mitochondria and chloroplasts purified by centrifugation, for example,
demonstrated the central function of these organelles in energy interconversions. Similarly,
resealed vesicles formed from fragments of rough and smooth endoplasmic reticulum
(microsomes) have been separated from each other and analyzed as functional models of these
compartments of the intact cell. An extension of this approach makes it possible to study other
biological processes free from all of the complex side reactions that occur in a cell and without
being constrained by the need to keep the cell as a whole alive. Fractionated cell homogenates
that maintain a biological function (called cell-free systems) are widely used in this way.
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An early triumph was the elucidation of the mechanisms of protein synthesis. The starting point
was a crude cell homogenate that could translate RNA molecules into protein. Fractionation of this
homogenate, step by step, produced in turn the ribosomes, tRNA, and various enzymes that
together constitute the protein-synthetic machinery. Once individual pure components were
available, they could be added separately or withheld and their exact role in the process defined.
The same in vitro translation systemwas later used to decipher the genetic code by using
synthetic polyribonucleotides of known sequence as the "messenger RNA" (mMRNA) to be
translated. Today, in vitro translation systems are used to determine how newly made proteins are
sorted into various intracellular compartments, as well as to identify the proteins encoded by
purified preparations of mMRNA - an important step in gene-cloning procedures. Some landmarks
in the development of methods for the preparation of fractionated cell homogenates are outlined in
Table 4-6.

Much of what we know about the molecular biology of the cell has been discovered by studying
cell-free systems. As a few of many examples, they have been used to analyze the molecular
details of DNA replication and transcription, RNA splicing, muscle contraction, and particle
transport along microtubules. Cell-free systems have even been used to study such complex and
highly organized processes as the cell-division cycle, the separation of chromosomes on the
mitotic spindle, and the vesicular-transport steps involved in the movement of proteins from the
endoplasmic reticulum through the Golgi apparatus to the plasma membrane. Cell-free extracts of
this kind then provide the starting material for the complete separation of all of the individual
macromolecular components of the extract, especially all of its proteins. We now consider how
this is achieved.

Proteins Can Be Separated by Chromatography 23

One of the most generally useful methods for protein fractionation is chromatography, a technique
originally developed to separate small molecules such as sugars and amino acids. A common
type of chromatography, still widely used to separate small molecules, is partition
chromatography. Typically, a drop of the sample is applied as a spot to a sheet of absorbent
material, which may be paper (paper chromatography) or a sheet of plastic or glass covered with
a thin layer of inert absorbent material, such as cellulose or silica gel (thin-layer chromatography).
A mixture of solvents, such as water and an alcohol, is allowed to permeate the sheet from one
edge; as the liquid moves across the sheet, the molecules in the sample become separated
according to their relative solubilities in the two solvents. To achieve this, the solvents are
selected so that one of them is held more strongly than the other by the absorbent material and
forms a stationary solvent layer adsorbed on its surface. In each region of the sheet molecules
equilibrate between the stationary and moving solvents: those that are most soluble in the strongly
adsorbed solvent are relatively retarded because they spend more time in the stationary layer,
while those that are most soluble in the other solvent move more quickly. After a number of hours
the sheet is dried and stained to determine the location of the various molecules (Figure 4-37).

Proteins are most often fractionated by column chromatography, in which a mixture of proteins in
solution is passed through a column containing a porous solid matrix. The different proteins are
retarded to different extents by their interaction with the matrix, and they can be collected
separately as they flow out of the bottom of the column (Figure 4-38). According to the choice of
matrix, proteins can be separated according to their charge (ion-exchange chromatography), their
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hydrophobicity (hydrophobic chromatography), their size (gel-filtration chromatography), or their
ability to bind to particular chemical groups (affinity chromatography).

Many types of matrices are commercially available for these purposes (Figure 4-39). lon-
exchange columns are packed with small beads that carry either a positive or negative charge, so
that proteins are fractionated according to the arrangement of charges on their surface.
Hydrophobic columns are packed with beads from which hydrophobic side chains protrude, so
that proteins with exposed hydrophobic regions are retarded. Gel-filtration columns, which
separate proteins according to their size, are packed with tiny porous beads: molecules that are
small enough to enter the pores linger inside successive beads as they pass down the column,
while larger molecules remain in the solution flowing between the beads and therefore move more
rapidly, emerging from the column first. Besides providing a means of separating molecules, gel-
filtration chromatography is a convenient way to determine their size.

These types of column chromatography do not produce very highly purified fractions if one starts
with a complex mixture of proteins: a single passage through the column generally increases the
proportion of a given protein in the mixture by no more than twentyfold. Since most individual
proteins represent less than 1/1000 of the total cellular protein, it is usually necessary to use
several different types of column in succession to attain sufficient purity (Figure4-40). A more
efficient procedure, known as affinity chromatography, takes advantage of the biologically
important binding interactions that occur on protein surfaces. If an enzyme substrate is covalently
coupled to an inert matrix such as a polysaccharide bead, for example, the enzyme that operates
on that substrate will often be specifically retained by the matrix and can then be eluted (washed
out) in nearly pure form. Likewise, short DNA oligonucleotides of a specifically designed sequence
can be immobilized in this way and used to purify DNA-binding proteins that normally recognize
this sequence of nucleotides in chromosomes (see Figure 9-23). Alternatively, specific antibodies
can be coupled to a matrix in order to purify protein molecules recognized by the antibodies.
Because of the great specificity of all such affinity columns, 1000- to 10,000-fold purifications can
sometimes be achieved in a single pass.

The resolution of conventional column chromatography is limited by inhomogeneities in the
matrices (such as cellulose), which cause an uneven flow of solvent through the column. Newer
chromatography resins (usually silica-based) have been developed in the form of tiny spheres (3
to 10 um in diameter) that can be packed with a special apparatus to form a uniform column bed.
A high degree of resolution is attainable on such high-performance liquid chromatography (HPLC)
columns. Because they contain such tightly packed particles, HPLC columns have negligible flow
rates unless high pressures are applied. For this reason these columns are typically packed in
steel cylinders and require an elaborate system of pumps and valves to force the solvent through
them at sufficient pressure to produce the desired rapid flow rates of about one column volume
per minute. In conventional column chromatography, flow rates must be kept slow (often about
one column volume per hour) to give the solutes being fractionated time to equilibrate with the
interior of the large matrix particles. In HPLC the solutes equilibrate very rapidly with the interior of
the tiny spheres, so solutes with different affinities for the matrix are efficiently separated from one
another even at fast flow rates. This allows most fractionations to be carried out in minutes,
whereas hours are required to obtain a poorer separation by conventional chromatography. HPLC
has therefore become the method of choice for separating many proteins and small molecules.

The Size and Subunit Composition of a Protein Can Be
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Determined by SDS Polyacrylamide-Gel Electrophoresis 24

Proteins usually have a net positive or negative charge that reflects the mixture of charged amino
acids they contain. If an electric field is applied to a solution containing a protein molecule, the
protein will migrate at a rate that depends on its net charge and on its size and shape. This
technique, known as electrophoresis, was originally used to separate mixtures of proteins either in
free aqueous solution or in solutions held in a solid porous matrix such as starch.

In the mid-1960s a modified version of this method - which is known as SDS polyacrylamide-gel
electrophoresis (SDS-PAGE) - was developed that has revolutionized the way proteins are
routinely analyzed. It uses a highly cross-linked gel of polyacrylamide as the inert matrix through
which the proteins migrate. The gel is usually prepared immediately before use by polymerization
from monomers; the pore size of the gel can be adjusted so that it is small enough to retard the
migration of the protein molecules of interest. The proteins themselves are not in a simple
agueous solution but in one that includes a powerful negatively charged detergent, sodium
dodecyl sulfate, or SDS (Figure 4-41). Because this detergent binds to hydrophobic regions of the
protein molecules, causing them to unfold into extended polypeptide chains, the individual protein
molecules are released from their associations with other proteins or lipid molecules and rendered
freely soluble in the detergent solution. In addition, a reducing agent such as
mercaptoethanol(Figure 4-41) is usually added to break any S - S linkages in the proteins so that
all of the constituent polypeptides in multisubunit molecules can be analyzed separately.

What happens when a mixture of SDS-solubilized proteins is electrophoresed through a slab of
polyacrylamide gel? Each protein molecule binds large numbers of the negatively charged
detergent molecules, which overwhelm the protein's intrinsic charge and cause it to migrate
toward the positive electrode when a voltage is applied. Proteins of the same size tend to behave
identically because (1) their native structure is completely unfolded by the SDS, so that their
shapes are the same, and (2) they bind the same amount of SDS and therefore have the same
amount of negative charge. Larger proteins, with more charge, will be subjected to larger electrical
forces and also to a larger drag. In free solution the two effects would cancel out, but in the
meshes of the polyacrylamide gel, which acts as a molecular sieve, large proteins are retarded
much more severely than small ones. As a result, a complex mixture of proteins is fractionated
into a series of discrete protein bands arranged in order of molecular weight (Figure 4-42). The
major proteins are readily detected by staining the gel with a dye such as Coomassie blue, and
even minor proteins are seen in gels treated with a silver stain (where as little as 10 ng of protein
can be detected in a band).

SDS polyacrylamide-gel electrophoresis is a more powerful procedure than any previous method
of protein analysis principally because it can be used to separate all types of proteins, including
those that are insoluble in water. Membrane proteins, protein components of the cytoskeleton,
and proteins that are part of large macromolecular aggregates can all be resolved. Since the
method separates polypeptides according to size, it also provides information about the molecular
weight and the subunit composition of any protein complex. A photograph of a gel that has been
used to analyze each of the successive stages in the purification of a protein is shown in Figure 4-
43.

More Than 1000 Proteins Can Be Resolved on a Single Gel
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by Two-dimensional Polyacrylamide-Gel Electrophoresis 2°

Since closely spaced protein bands or peaks tend to overlap, one-dimensional separation
methods, such as SDS polyacrylamide-gel electrophoresis or chromatography, can resolve only a
relatively small number of proteins (generally fewer than 50). In contrast, two-dimensional gel
electrophoresis, which combines two different separation procedures, can be used to resolve
more than 1000 proteins in the form of a two-dimensional protein map.

In the first step the proteins are separated on the basis of their intrinsic charge. The sample is
dissolved in a small volume of a solution containing a nonionic (uncharged) detergent, together
with mercaptoethanol and the denaturing reagent urea. This solution solubilizes, denatures, and
dissociates all the polypeptide chains but leaves their intrinsic charge unchanged. The polypeptide
chains are then separated by a procedure called isoelectric focusing, which depends on the fact
that the net charge on a protein molecule varies with the pH of the surrounding solution. For any
protein there is a characteristic pH, called its isoelectric point, at which the protein has no net
charge and therefore will not migrate in an electric field. In isoelectric focusing, proteins are
electrophoresed in a narrow tube of polyacrylamide gel in which a gradient of pH is established by
a mixture of special buffers. Each protein moves to a position in the gradient that corresponds to
its isoelectric point and stays there (Figure4-44). This is the first dimension of two-dimensional gel
electrophoresis.

In the second step the narrow gel containing the separated proteins is again subjected to
electrophoresis but in a direction at right angles to that used in the first step. This time SDS is
added, and the proteins are separated according to their size, as in one-dimensional SDS-PAGE:
the original narrow gel is soaked in SDS and then placed on one edge of an SDS polyacrylamide-
gel slab, through which each polypeptide chain migrates to form a discrete spot. This is the
second dimension of two-dimensional polyacrylamide-gel electrophoresis. The only proteins left
unresolved will be those that have both an identical size and an identical isoelectric point, a
relatively rare situation. Even trace amounts of each polypeptide chain can be detected on the gel
by various staining procedures - or by autoradiography if the protein sample was initially labeled
with a radioisotope. Up to 2000 individual polypeptide chains - almost the number of different
proteins in a bacterium - have been resolved on a single two-dimensional gel (Figure 4-45). The
resolving power is so great that two proteins that differ in only a single charged amino acid can be
readily distinguished.

A specific protein can be identified after its fractionation on either one-dimensional or two-
dimensional gels by exposing all the proteins present to a specific antibody that has been coupled
to a radioactive isotope, to an easily detectable enzyme, or to a fluorescent dye. For convenience,
this is normally done after all the separated proteins present in the gel have been transferred (by
“blotting") onto a sheet of nitrocellulose paper, as will be described later for nucleic acids (see
Figure 7-13). This protein-detection method is called Western blotting(Figure 4-46).

Some landmarks in the development of chromatography and electrophoresis are outlined in Table
4-7.

Selective Cleavage of a Protein Generates a Distinctive Set
of Peptide Fragments 26
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Although the molecular weight and isoelectric point are distinctive features of a protein,
unambiguous identification ultimately depends on determining the amino acid sequence. The first
stage of this process, which involves cleaving the protein into smaller fragments, can itself provide
information that helps to characterize the molecule. Proteolytic enzymes and chemical reagents
are available that will cleave proteins between specific amino acid residues (Table 4-8). The
enzyme trypsin,for instance, cuts on the carboxyl side of lysine or arginine residues, whereas the
chemical cyanogen bromide cuts peptide bonds next to methionine residues. Since these
enzymes and chemicals cleave at relatively few sites in a protein, they tend to produce relatively
large and relatively few peptides. If such a mixture of peptides is separated by chromatographic or
electrophoretic procedures, the resulting pattern, or peptide map, is diagnostic of the protein from
which the peptides were generated and is sometimes referred to as the protein's “fingerprint”
(Figure 4-47)

Protein fingerprinting was developed in 1956 as a way of comparing normal hemoglobin with the
mutant form of the protein found in patients suffering from sickle-cell anemia. A single peptide
difference was found and eventually traced to a single amino acid change, providing the first
demonstration that a mutation can change a single amino acid in a protein.

Short Amino Acid Sequences Can Be Analyzed by
Automated Machines 27

Once a protein has been cleaved into smaller peptides, the next logical step in the analysis is to
determine the amino acid sequence of each isolated peptide fragment. This is accomplished by a
repeated series of chemical reactions originally devised in 1967. First the peptide is exposed to a
chemical that forms a covalent bond only with the free amino group at the amino terminus of the
peptide. This chemical is then further activated by exposure to a weak acid so that it specifically
cleaves the peptide bond that attaches the amino-terminal amino acid to the peptide chain; the
released amino acid is then identified by chromatographic methods. The remaining peptide, which
is shorter by one amino acid, is then submitted to the same sequence of reactions, and so on,
until every amino acid in the peptide has been determined.

The reiterative nature of these reactions lends itself to automation, and machines called amino
acid sequenators are commercially available for automatic determination of the amino acid
seqguence of peptide fragments. The final step is to arrange the sequences of the various peptide
fragments in the order in which they occur in the intact polypeptide chain. This was traditionally
achieved by comparing the sequences of different sets of overlapping peptide fragments obtained
by cleaving the same protein with different proteolytic enzymes.

Improvements in protein-sequencing technology have greatly increased its speed and sensitivity,
allowing analysis of minute samples; the sequence of several dozen amino acids at the amino-
terminal end of a peptide can be obtained overnight from a few micrograms of protein - the
amount available from a single band on an SDS polyacrylamide gel. This has been important for
characterizing many minor cell proteins, such as the receptors for steroid and polypeptide
hormones. Knowing the sequence of as few as 20 amino acids of a protein is frequently enough to
allow a DNA probe to be designed so that the gene encoding the protein can be cloned (Figure 7-
27). Once the gene has been isolated, the rest of the protein's amino acid sequence can be
deduced from the DNA sequence by reference to the genetic code. This is a major advantage
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because, even with automation, the direct determination of the entire amino acid sequence of a
protein is a major undertaking. A protein of 100 residues can often be sequenced in a month of
hard work. But the difficulty increases steeply with the length of the polypeptide chain, and the
chemical peculiarities of individual peptide fragments prevent the process from being routine.
Since DNA sequencing can be done so quickly and simply (see Chapter 7), the sequences of
most proteins are now determined largely from the nucleotide sequences of their genes.

The Diffraction of X-rays by Protein Crystals Can Reveal a
Protein's Exact Structure 28

From the amino acid sequence of a protein, one can often predict secondary structural elements
in the protein, such as membrane-spanning alpha helices, as well as the protein's resemblance to
other known proteins. It is presently not possible, however, to deduce reliably the three-
dimensional folded structure of a protein from its amino acid sequence, and without knowing its
detailed folded structure, it is not possible to understand the molecular basis of a protein's
function. The main technique that has been used to discover the three-dimensional structure of
molecules, including proteins, at atomic resolution is x-ray crystallography.

X-rays, like light, are a form of electromagnetic radiation, but they have a much smaller
wavelength, typically around 0.1 nm (the diameter of a hydrogen atom). If a narrow parallel beam
of x-rays is directed at a sample of a pure protein, most of the x-rays will pass straight through it.
A small fraction, however, will be scattered by the atoms in the sample. If the sample is a well-
ordered crystal, the scattered waves will reinforce one another at certain points (see Figure 4-2)
and will appear as diffraction spots when the x-rays are recorded by a suitable detector (Figure 4-
48).

The position and intensity of each spot in the x-ray diffraction pattern contain information about
the positions of the atoms in the crystal that gave rise to it. Deducing the three-dimensional
structure of a large molecule from the diffraction pattern of its crystal is a complex task and was
not achieved for a protein molecule until 1960. In recent years x-ray diffraction analysis has
become increasingly automated, and now the slowest step is likely to be the production of suitable
protein crystals. This requires large amounts of very pure protein and often involves years of trial-
and-error searching for the proper crystallization conditions. There are still many proteins,
especially membrane proteins, that have so far resisted all attempts to crystallize them.

The immediate product of a diffraction-pattern analysis is a complex three-dimensional electron-
density map. It is then a complicated matter to interpret this map, and to do so requires the amino
acid sequence of the protein. Largely by trial and error, the sequence and the electron-density
map are correlated by computer to give the best possible fit. The reliability of the final atomic
model will depend on the resolution of the original crystallographic data: 0.5 nm resolution might
produce a low-resolution map of the polypeptide backbone, whereas a resolution of 0.15 nm
allows all of the non-hydrogen atoms in the molecule to be reliably positioned. A complete atomic
model is often too complex to appreciate directly, but simplified versions that show the essential
structural features of the structure can be readily derived from it (see Figure3-34). The structures
of several hundred proteins have been determined by x-ray crystallography - enough to begin to
see families of common structures emerging. These structures have often been more conserved
in evolution than the amino acid sequences that form them.
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Molecular Structure Can Also Be Determined Using Nuclear
Magnetic Resonance (NMR) Spectroscopy 2°

Nuclear magnetic resonance (NMR) spectroscopy has been used in the past to analyze the
structure of small molecules and now is increasingly used to study the structure of small proteins
or protein domains. Unlike x-ray crystallography, NMR does not depend on having a crystalline
sample; it simply requires a small volume of concentrated protein solution that is placed in a
strong magnetic field.

Certain atomic nuclei, and in particular those of hydrogen, have a magnetic moment or spin:that
is, they have an intrinsic magnetization, like a bar magnet.

The spin aligns along the strong magnetic field, but it can be changed to a misaligned excited
state in response to applied radiofrequency (RF) pulses of electromagnetic radiation. When the
excited hydrogen nuclei relax to their aligned state, they emit RF radiation, which can be
measured and displayed as a spectrum. The nature of the emitted radiation depends on the
environment of each hydrogen nucleus, and if one nucleus is excited, it will influence the
absorption and emission of radiation by other nuclei that lie close to it. It is consequently possible,
by an ingenious elaboration of the basic NMR technique known as two-dimensional NMR,to
distinguish the signals from hydrogen nuclei in different amino acid residues and to identify and
measure the small shifts in these signals that occur when these hydrogen nuclei lie close enough
together to interact: the size of such a shift reveals the distance between the interacting pair of
hydrogen atoms. In this way NMR can give information about the distances between the parts of
the protein molecule. By combining this information with a knowledge of the amino acid sequence,
it is possible in principle to compute the three-dimensional structure of the protein (Figure 4-49).

For technical reasons only the structure of small proteins of about 15,000-20,000 daltons or less
can currently be determined by NMR spectroscopy, and it is very unlikely that the method will ever
be able to tackle molecules larger than about 30,000-40,000 daltons. Many functional domains of
proteins are much smaller than this, however, and can often be obtained on their own as stable
structures amenable to analysis by NMR. This is especially useful when the protein has resisted
attempts at crystallization. The structures of the DNA-binding domains of various gene regulatory
proteins, for example, were first determined in this way. NMR is also used widely to investigate
molecules other than proteins and is valuable, for example, as a method to discover the structures
of the complex carbohydrate side chains of glycoproteins.

Some landmarks in the development of x-ray crystallography and NMR are outlined in Table 4-9.

Summary

Populations of cells can be analyzed biochemically by disrupting them and fractionating their
contents by ultracentrifugation. Further fractionations allow functional cell-free systems to be
developed; such systems are required to determine the molecular details of complex cellular
processes. Protein synthesis, DNA replication, RNA splicing, the cell cycle, mitosis, and various
types of intracellular transport are all currently being studied in this way. The molecular weight and
subunit composition of even very small amounts of a protein can be determined by SDS
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polyacrylamide-gel electrophoresis. In two-dimensional gel electrophoresis proteins are resolved
as separate spots by isoelectric focusing in one dimension, followed by SDS polyacrylamide-gel
electrophoresis in a second dimension. These electrophoretic separations can be applied even to
proteins that are normally insoluble in water.

The major proteins in soluble cell extracts can be purified by column chromatography; depending
on the type of column matrix, biologically active proteins can be separated according to their
molecular weight, hydrophobicity, charge characteristics, or affinity for other molecules. In a
typical purification the sample is passed through several different columns in turn - the enriched
fractions obtained from one column being applied to the next. Once a protein has been purified to
homogeneity, its biological activities can be examined in detail. In addition, a small part of the
protein's amino acid sequence can be determined, which then allows the DNA sequence that
encodes the entire protein to be cloned; the remaining amino acid sequence is then deduced from
the nucleotide sequence of the cloned DNA. While the amino acid sequence is required to
determine the three-dimensional structure of a protein, it is not sufficient on its own. To determine
this structure at atomic resolution, large proteins have to be crystallized and studied by x-ray
diffraction. The structure of small proteins in solution can be determined using a nuclear magnetic
resonance analysis.

armored chamber sedimenting material

|

refrigeration vacuum

motor

Figure 4-34. The preparative ultracentrifuge. The sample is contained in tubes that are inserted
into a ring of cylindrical holes in a metal rotor. Rapid rotation of the rotor generates enormous
centrifugal forces, which cause particles in the sample to sediment. The vacuum reduces friction,
preventing heating of the rotor and allowing the refrigeration system to maintain the sample at
4°C.
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Figure 4-35. Cell fractionation by centrifugation. Repeated centrifugation at progressively higher
speeds will fractionate homogenates of cells into their components. In general, the smaller the
subcellular component, the greater is the centrifugal force required to sediment it. Typical values
for the various centrifugation steps referred to in the figure arelow speed: 1,000 times gravity for
10 minutesmedium speed: 20,000 times gravity for 20 minuteshigh speed: 80,000 times gravity for
1 hourvery high speed: 150,000 times gravity for 3 hours
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Figure 4-36. Comparison of methods of velocity sedimentation and equilibrium sedimentation. In
velocity sedimentation (A) subcellular components sediment at different speeds according to their
size when layered over a dilute sucrose-containing solution. In order to stabilize the sedimenting
bands against convective mixing caused by small differences in temperature or solute
concentration, the tube contains a continuous shallow gradient of sucrose that increases in
concentration toward the bottom of the tube (typically from 5% to 20% sucrose). Following
centrifugation, the different components can be collected individually, most simply by puncturing
the plastic centrifuge tube and collecting drops from the bottom, as illustrated here. In equilibrium
sedimentation (B) subcellular components may move up or down when centrifuged in a gradient
until they reach a position where their density matches their surroundings. Although a sucrose
gradient is shown here, denser gradients, which are especially useful for protein and nucleic acid
separation, can be formed from cesium chloride. The final bands, at equilibrium, can be collected
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Figure 4-37. The separation of small molecules by paper chromatography. After the sample has
been applied to one end of the paper (the "origin") and dried, a solution containing a mixture of
two or more solvents is allowed to flow slowly through the paper by capillary action. Different
components in the sample move at different rates in the paper according to their relative solubility
in the solvent that is preferentially adsorbed onto the fibers of the paper. The development of this
technique revolutionized biochemical analyses in the 1940s.
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Figure 4-38. The separation of molecules by column chromatography. The sample is applied to
the top of a cylindrical glass or plastic column filled with a permeable solid matrix, such as
cellulose, immersed in solvent. Then a large amount of solvent is pumped slowly through the
column and is collected in separate tubes as it emerges from the bottom. Various components of
the sample travel at different rates through the column and are thereby fractionated into different

tubes.
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Figure 4-39. Three types of matrices used for chromatography. In ion-exchange chromatography
(A) the insoluble matrix carries ionic charges that retard molecules of opposite charge. Matrices
commonly used for separating proteins are diethylaminoethylcellulose (DEAE-cellulose), which is
positively charged, and carboxymethylcellulose (CM-cellulose) and phosphocellulose, which are
negatively charged. The strength of the association between the dissolved molecules and the ion-
exchange matrix depends on both the ionic strength and the pH of the solution that is passing
down the column, which may therefore be varied in a systematic fashion (as in Figure 4-40) to
achieve an effective separation. In gel-filtration chromatography (B) the matrix is inert but porous.
Molecules that are small enough to penetrate into the matrix are thereby delayed and travel more
slowly through the column. Beads of cross-linked polysaccharide (dextran or agarose) are
available commercially in a wide range of pore sizes, making them suitable for the fractionation of
molecules of various molecular weights, from less than 500 to more than 5 x 106. Affinity
chromatography (C) utilizes an insoluble matrix that is covalently linked to a specific ligand, such
as an antibody molecule or an enzyme substrate, that will bind a specific protein. Enzyme
molecules that bind to immobilized substrates on such columns can be eluted with a concentrated
solution of the free form of the substrate molecule, while molecules that bind to immobilized
antibodies can be eluted by dissociating the antibody-antigen complex with concentrated salt
solutions or solutions of high or low pH. High degrees of purification are often achieved in a single
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Figure 4-40. Protein purification by chromatography. Typical results obtained when three different
chromatographic steps are used in succession to purify a protein. In this example a homogenate
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of cells was first fractionated by allowing it to percolate through an ion-exchange resin packed into
a column (A). The column was washed, and the bound proteins were then eluted by passing a
solution containing a gradually increasing concentration of salt onto the top of the column.
Proteins with the lowest affinity for the ion-exchange resin passed directly through the column and
were collected in the earliest fractions eluted from the bottom of the column. The remaining
proteins were eluted in sequence according to their affinity for the resinthose proteins binding
most tightly to the resin requiring the highest concentration of salt to remove them. The protein of
interest eluted in a narrow peak and was detected by its enzymatic activity. The fractions with
activity were pooled and then applied to a second, gel-filtration column (B). The elution position of
the still-impure protein was again determined by its enzymatic activity and the active fractions

pooled and purified to homogeneity on an affinity column (C) that contained an immobilized
CHa
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Figure 4-41. The detergent sodium dodecyl sulfate (SDS) and the reducing agent beta-
mercaptoethanol. These two chemicals are used to solubilize proteins for SDS polyacrylamide-gel
electrophoresis. The SDS is shown here in its ionized form.
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Figure 4-42. SDS polyacrylamide-gel electrophoresis (SDS-PAGE). (A) Apparatus. (B) Individual
polypeptide chains form a complex with negatively charged molecules of sodium dodecyl sulfate
(SDS) and therefore migrate as a negatively charged SDS-protein complex through a porous gel
of polyacrylamide. Since the speed of migration under these conditions is greater the smaller the
polypeptide, this technique can be used to determine the approximate molecular weight of a
polypeptide chain as well as the subunit composition of a complex protein. If the protein contains
a large amount of carbohydrate, however, it will move anomalously on the gel and its apparent
molecular weight estimated by SDS-PAGE will be misleading.
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Figure 4-43. Analysis of protein samples by SDS polyacrylamide-gel electrophoresis. The
photograph shows a gel that has been used to detect the proteins present at successive stages in
the purification of an enzyme. The leftmost lane (lane 1) contains the complex mixture of proteins
in the starting cell extract, and each succeeding lane analyzes the proteins obtained after a
chromatographic fractionation of the protein sample analyzed in the previous lane (see Figure 4-
40). The same total amount of protein (10 »g) was loaded onto the gel at the top of each lane.
Individual proteins normally appear as sharp, dye-stained bands; a band broadens, however,
when it contains too much protein. (Courtesy of Tim Formosa.)
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Figure 4-44. Separation of protein molecules by isoelectric focusing. At low pH (high H*
concentration) the carboxylic acid groups of proteins tend to be uncharged ( -COOH) and their
nitrogen-containing basic groups fully charged (for example, -NH3*), giving most proteins a net

positive charge. At high pH the carboxylic acid groups are negatively charged (-COQO-) and the
basic groups tend to be uncharged (for example, -NH,), giving most proteins a net negative

charge. At its isoelectric pHa protein has no net charge since the positive and negative charges
balance. Thus, when a tube containing a fixed pH gradient is subjected to a strong electric field in
the appropriate direction, each protein species present will migrate until it forms a sharp band at
its isoelectric pH, as shown

basic -+——— stable pH gradient —— = acidic

100 =
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Figure 4-45. Two-dimensional polyacrylamide-gel electrophoresis. All the proteins in an E. coli
bacterial cell are separated in this gel, in which each spot corresponds to a different polypeptide
chain. The proteins were first separated according to their isoelectric points by isoelectric focusing
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from left to right. They were then further fractionated according to their molecular weights by
electrophoresis from top to bottom in the presence of SDS. Note that different proteins are present
in very different amounts. The bacteria were fed with a mixture of radioisotope-labeled amino
acids so that all of their proteins were radioactive and could be readily detected by auto-
radiography (see p. 180). (Courtesy of Patrick O'Farrell.)

(B)

Figure 4-46. Western blotting or immunoblotting. The total proteins from dividing tobacco cells in
culture are first separated by two-dimensional polyacrylamide-gel electrophoresis as shown in
Figure 4-45 and their positions revealed by a sensitive protein stain (A). The separated proteins
on an identical gel were then transferred to a sheet of nitrocellulose and incubated with an
antibody that recognizes those proteins that, during mitosis, are phosphorylated on threonine
residues. The positions of the dozen or so proteins that are recognized by this antibody are
revealed by an enzyme-linked second antibody (B). (From J.A. Traas, A.F. Bevan, J.H. Doonan,
J. Cordewener, and P.J. Shaw. Plant Journal2:723-732, 1992, by permission of Blackwell
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Figure 4-47. Production of a peptide map, or fingerprint, of a protein. Here, the protein was
digested with trypsin to generate a mixture of polypeptide fragments, which was then fractionated

in two dimensions by electrophoresis and partition chromatography. The pattern of spots obtained
is diagnostic of the protein analyzed.
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Figure 4-48. X-ray crystallography. (A) Protein crystal of ribulose bisphosphate carboxylase, an
enzyme that plays a central role in CO, fixation during photosynthesis. (B) X-ray diffraction pattern

obtained from the crystal. (C) Simplified model of the protein structure derived from the x-ray
diffraction data. The complete atomic model is hard to interpret, but this version shows its
structural features clearly (alpha helices, green; beta strands, red). (A, courtesy of C. Branden; B,
courtesy of J. Hajdu and |. Andersson; C, adapted from original provided by B. Furugren.)
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Figure 4-49. NMR spectroscopy. (A) An example of the data from an NMR machine. This is a two-
dimensional NMR spectrum derived from the carboxyl-terminal domain of the enzyme cellulase.
The spots represent interactions between hydrogen atoms that are near neighbors in the protein
and hence their distance apart. Complex computing methods, in conjunction with the known
amino acid sequence, enable possible compatible structures to be derived. In (B) 10 structures,
which all satisfy the distance constraints equally well, are shown superimposed on one another,
giving a good indication of the probable three-dimensional structure. (Courtesy of P. Kraulis.)

Table 4-6. Some Major Events in the Development of the Ultracentrifuge and the Preparation of
Cell-free Extracts

1897 Buchner showed that cell-free extracts of yeast can ferment sugars to form carbon dioxide
and ethanol, laying the foundations of enzymology.

1926 Svedberg developed the first analytical ultracentrifuge and used it to estimate the molecular
weight of hemoglobin as 68,000.

1935 Pickels and Beams introduced several new features of centrifuge design that led to its use
as a preparative instrument.
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1938 Behrens employed differential centrifugation to separate nuclei and cytoplasm from liver
cells, a technique further developed for the fractionation of cell organelles by Claude,
Brachet, Hogeboom, and others in the 1940s and early 1950s.

1939 Hill showed that isolated chloroplasts, when illuminated, could perform the reactions of
photosynthesis.

1949 Szent-Gyorgyi showed that isolated myofibrils from skeletal muscle cells contract upon the
addition of ATP. In 1955 a similar cell-free system was developed for ciliary beating by
Hofmann-Berling.

1951 Brakke used density-gradient centrifugation in sucrose solutions to purify a plant virus.
1954 de Duve isolated lysosomes and, later, peroxisomes by centrifugation.

1954 Zamecnik and colleagues developed the first cell-free system to carry out protein synthesis.
This was followed by a decade of intense research activity, during which the genetic code
was elucidated.

1957 Meselson, Stahl, and Vinograd developed equilibrium density-gradient centrifugation in
cesium chloride solutions for separating nucleic acids.

1975 Dobberstein and Blobel demonstrated protein translocation across membranes in a cell-
free system.

1976 Neher and Sakmann developed patch-clamp recording to measure the activity of single ion
channels.

1983 Lohka and Masui made concentrated extracts from frog eggs that perform the entire cell
cycle in vitro.

1984 Rothman and colleagues reconstituted Golgi vesicle trafficking in vitro using a cell-free
system.

Table 4-7. Landmarks in the Development of Chromatography and Electrophoresis and Their
Application to Protein Molecules

file:///H|/albert/paginas/fractionation_of_cells.htm (25 of 29) [29/05/2003 04:54:12 a.m.]



Fractionation of Cells

1833 Faraday described the fundamental laws concerning the passage of electricity through ionic
solutions.

1850 Runge separated inorganic chemicals by their differential adsorption to paper, a forerunner
of later chromatographic separations.

1906 Tswett invented column chromatography, passing petroleum extracts of plant leaves
through columns of powdered chalk.

1933 Tiselius introduced electrophoresis for separating proteins in solution.

1942 Martin and Synge developed partition chromatography, leading to paper chromatography
two years later.

1946 Stein and Moore determined for the first time the amino acid composition of a protein,
initially using column chromatography on starch and later developing chromatography on
lon-exchange resins.

1955 Smithies used gels made of starch to separate serum proteins by electrophoresis. Sanger
completed the analysis of the amino acid sequence of bovine insulin, the first protein to be
sequenced.

1956 Ingram produced the first protein fingerprints, showing that the difference between sickle-
cell hemoglobin and normal hemoglobin is due to a change in a single amino acid.

1959 Raymond introduced polyacrylamide gels, which are superior to starch gels for separating
proteins by electrophoresis; improved buffer systems allowing high-resolution separations
were developed in the next few years by Ornstein and Davis.

1966 Maizel introduced the use of sodium dodecyl sulfate (SDS) for improving polyacrylamide-gel
electrophoresis of proteins.

1975 O'Farrell devised a two-dimensional gel system for analyzing protein mixtures in which SDS
polyacrylamide-gel electrophoresis is combined with separation according to isoelectric
point.

Table 4-8. Some Reagents Commonly Used to Cleave Peptide Bonds in Proteins
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Amino Acid 1 Amino Acid 2
Enzyme
Trypsin Lys or Arg any
Chymorypsin Phe, Trp, or Tyr any
V8 protease Glu any
Chemical
Cyanogen bromide Met any
2-Nitro-5-thiocyanobenzoate any Cys

—

The specificity for the amino acids on either side of the cleaved bond is indicated. The carboxyl
group of amino acid 1 is released by the cleavage; this amino acid is to the left of the peptide
bond as normally written (see panel 2-5, pp. 56-57).

Table 4-9. Landmarks in the Development of X-ray Crystallography and NMR and Their
Application to Biological Molecules

1864 Hoppe-Seyler crystallized, and named, the protein
hemoglobin.
1895 Rontgen observed that a new form of penetrating

radiation, which he named x-rays, was produced when
cathode rays (electrons) hit a metal target.
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1912

W.L. Bragg proposed a simple
relationship between an x-ray
diffraction pattern and the arrangement
of atoms in a crystal that produced the
pattern.

1926

1931

1934

1935

1941

1951

1953

1954

1960

Von Laue obtained the first x-ray diffraction patterns by
passing x-rays through a crystal of zinc sulfide.

Summer obtained crystals of the enzyme urease from
extracts of jack beans and demonstrated that proteins
possess catalytic activity.

Pauling published his first essays on "The Nature of the
Chemical Bond," detailing the rules of covalent bonding.

Bernal and Crowfoot presented the first detailed x-ray
diffraction patterns of a protein obtained from crystals of
the enzyme pepsin.

Patterson developed an analytical method for
determining interatomic spacings from x-ray data.

Astbury obtained the first x-ray diffraction pattern of
DNA.

Pauling and Corey proposed the structure of a helical
conformation of a chain of L-amino acids - the a helix -
and the structure of the (3 sheet, both of which were later
found in many proteins.

Watson and Crick proposed the double-helix model of
DNA, based on x-ray diffraction patterns obtained by
Franklin and Wilkins.

Perutz and colleagues developed heavy-atom methods
to solve the phase problem in protein crystallography.

Kendrew described the first detailed structure of a
protein (sperm whale myoglobin) to a resolution of 0.2
nm, and Perutz proposed a lower-resolution structure of
the larger protein hemoglobin.
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1966

1971

1976

1977-1978

1985

Phillips described the structure of lysozyme, the first
enzyme to be analyzed in detail.

Jeener proposed the use of two-dimensional NMR, and
Wuthrich and colleagues first used the method to solve
a protein structure in the early 1980s.

Kim and Rich and Klug and colleagues described the
detailed three-dimensional structure of tRNA determined
by x-ray diffraction.

Holmes and Klug determined the structure of tobacco
mosaic virus (TMV), and Harrison and Rossman
determined the structure of two small spherical viruses.

Michel and colleagues determined the first structure of a
transmembrane protein (a bacterial photosynthetic
reaction center) by x-ray crystallography. Henderson
and colleagues obtained the structure of
bacteriorhodopsin, a transmembrane protein, by electron-
microscopy methods between 1975 and 1990.
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Tracing and Assaying Molecules Inside Cells

Introduction

The classical methods of microscopy give good views of cell architecture, but they provide little
information about cell chemistry. In cell biology it is often important to determine the quantities of
specific molecules and to know where they are in the cell and how their level or location changes
in response to extracellular signals. The molecules of interest range from small inorganic ions,
such as Ca2* or H*, to large macromolecules, such as specific proteins, RNAs, or DNA
sequences.

Sensitive methods have been developed for assaying each of these types of molecules, as well
as for following the dynamic behavior of many of them in living cells. In this section we describe
how specific probes can be introduced into living cells in order to monitor the chemical conditions
in the cytosol. In addition, two other detection methods that are widely used in cell biology are
discussed: those involving radioisotopesand those utilizing antibodies.Both of these methods are
capable of detecting a specific molecule in a complex mixture with great sensitivity: under optimal
conditions, they can detect fewer than 1000 copies of a molecule in a sample.

Radioactive Atoms Can Be Detected with Great Sensitivity
30

Most naturally occurring elements are a mixture of slightly different isotopes.These differ from one
another in the mass of their atomic nuclei, but because they have the same number of electrons,
they have the same chemical properties. In radioactive isotopes, or radioisotopes, the nucleus is
unstable and undergoes random disintegration to produce a different atom. In the course of these
disintegrations, either energetic subatomic particles, such as electrons, or radiations, such as g-
rays, are given off. By using chemical synthesis to incorporate one or more radioactive atoms into
a small molecule of interest, such as a sugar or an amino acid, the fate of that molecule can be
traced during any biological reaction.

Although naturally occurring radioisotopes are rare (because of their instability), they can be
produced in large amounts in nuclear reactors, where stable atoms are bombarded with high-
energy particles. As a result, radioisotopes of many biologically important elements are readily
available (Table 4-10). The radiation they emit is detected in various ways. Electrons ([3 particles)
can be detected in a Geiger counter by the ionization they produce in a gas, or they can be
measured in a scintillation counter by the small flashes of light they induce in a scintillation fluid.
These methods make it possible to measure accurately the quantity of a particular radioisotope
present in a biological specimen. It is also possible to determine the location of a radioisotope in a
specimen by autoradiography,as we describe below. All of these methods of detection are
extremely sensitive: in favorable circumstances, nearly every disintegration - and therefore every
radioactive atom that decays - can be detected.

Radioisotopes Are Used to Trace Molecules in Cells and
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Organisms 31

One of the earliest uses of radioactivity in biology was to trace the chemical pathway of carbon
during photosynthesis. Unicellular green algae were maintained in an atmosphere containing
radioactively labeled CO, (14CO,), and at various times after they had been exposed to sunlight,

their soluble contents were separated by paper chromatography. Small molecules containing 14C
atoms derived from CO, were detected by a sheet of photographic film placed over the dried

paper chromatogram. In this way most of the principal components in the photosynthetic pathway
from CO, to sugar were identified.

Radioactive molecules can be used to follow the course of almost any process in cells. In a
typical experiment the cells are supplied with a precursor molecule in radioactive form. The
radioactive molecules mix with the preexisting unlabeled ones; both are treated identically by the
cell as they differ only in the weight of their atomic nuclei. Changes in the location or chemical
form of the radioactive molecules can be followed as a function of time. The resolution of such
experiments is often sharpened by using a pulse-chase labeling protocol, in which the radioactive
material (the pulse) is added for only a very brief period and then washed away and replaced by
nonradioactive molecules (the chase). Samples are taken at regular intervals, and the chemical
form or location of the radioactivity is identified for each sample (Figure 4-50). Pulse-chase
experiments, combined with autoradiography (see below), have been important, for example, in
elucidating the pathway taken by secreted proteins from the ER to the cell exterior (Figure 4-51).

Radioisotopic labeling is a uniquely valuable way of distinguishing between molecules that are
chemically identical but have different histories - for example, those that differ in their time of
synthesis. In this way, for example, it was shown that almost all of the molecules in a living cell
are continually being degraded and replaced, even when the cell is not growing and is apparently
in a steady state. This "turnover,"” which sometimes takes place very slowly, would be almost
impossible to detect without radioisotopes.

Today, nearly all common small molecules are available in radioactive form from commercial
sources, and virtually any biological molecule, no matter how complicated, can be radioactively
labeled. Compounds can be made with radioactive atoms incorporated at particular positions in
their structure, enabling the separate fates of different parts of the same molecule to be followed
during biological reactions (Figure 4-52).

One of the important uses of radioactivity in cell biology is to localize a radioactive compound in
sections of whole cells or tissues by autoradiography. In this procedure living cells are briefly
exposed to a pulse of a specific radioactive compound and then incubated for a variable period -
to allow them time to incorporate the compound - before being fixed and processed for light or
electron microscopy. Each preparation is then overlaid with a thin film of photographic emulsion
and left in the dark for a number of days, during which the radioisotope decays. The emulsion is
then developed, and the position of the radioactivity in each cell is indicated by the position of the
developed silver grains (see Figure 4-51). If cells are exposed to 3H-thymidine,a radioactive
precursor of DNA, for example, it can be shown that DNA is made in the nucleus and remains
there. By contrast, if cells are exposed to 3H-uridine,a radioactive precursor of RNA, it is found
that RNA is initially made in the nucleus and then moves rapidly into the cytoplasm. Radiolabeled
molecules can also be detected by autoradiography after they are separated from other

file:///H|/albert/paginas/tracing_assaying.htm (3 of 19) [29/05/2003 04:54:15 a.m.]



tracing assaying

molecules by gel electrophoresis: the positions of both proteins (see Figure 4-45) and nucleic
acids (see Figure 7-5) are commonly detected on gels in this way. In addition, when radioactive
nucleic acid molecules are used as probes to find complementary nucleic acid mole-cules,
autoradiography serves to detect both the positions and amounts of those molecules hybridizing
to the probe, either on a gel or in a tissue section (see Figure 7-20).

lon Concentrations Can Be Measured with Intracellular
Electrodes 32

One way to study the chemistry of a single living cell is to insert the tip of a fine glass pipette
directly into the cell interior, a technique developed by electrophysiologists to study voltages and
current flows across the plasma membrane. For this purpose intracellular microelectrodesare
made from pieces of fine glass tubing that are pulled to a tip diameter of a fraction of a
micrometer and filled with a conducting solution (usually a simple salt, such as KCI, in water). The
tip of the microelectrode can be poked into the cytoplasm through the plasma membrane, which
seals around the shaft, adhering tightly to the glass so that the cell is left relatively undisturbed.

Microelectrodes are useful for studying the cell interior in two ways: they can be converted into
probes for measuring intracellular concentrations of common inorganic ions, such as H*, Na*, K*,
Cl-, Ca2?*, and Mg?*, and they can be used as micropipettes to inject molecules into cells. The
principle that allows the measurement of ion concentrations with a microelectrode is the same as
that of the familiar pH meter. The tendency of ions to diffuse down their concentration gradient
can be balanced by an opposing electric field: the greater the concentration gradient, the greater
is the electric field required. The magnitude of the electric field required to maintain the
concentration gradient at a stable equilibrium therefore gives a measure of the ion concentration
gradient. To find the concentration of a specific ion, it is necessary to use a material that is
permeable only to that ion, formed into a sheet or barrier, which is placed between the test
solution and a solution that contains a known concentration of the ion. The electrical potential
difference across the selectively permeable barrier when no current flows will then be a direct
measure of the ratio of concentrations of the specific ion on the two sides. (The theory is
discussed in Panel 11-2, in connection with ion transport across a cell membrane.) In practice,
the tip of a microelectrode is filled with an appropriate organic compound to make a barrier that is
selectively permeable to the chosen ion. The microelectrode is then inserted, together with a
reference microelectrode, into the interior of a cell, as shown in Figure 4-53.

More recently, the microelectrode technique has been adapted to study the movement of ions
through specialized channel proteins (called ion channels) contained in a small patch of plasma
membrane. Here, a glass microelectrode with a somewhat larger tip is pressed gently against the
plasma membrane instead of being poked through it (Figure 4-54). It is then possible to study the
electrical behavior of the small patch of membrane covering the tip of the electrode the patch
either can be left attached to the cell or can be pulled free of it (Figure 4-55). This technique,
known as patch-clamp recording, has revolutionized the study of ion channels. It is one of the few
techniques in cell biology that allows one to study the function of a single protein molecule in real
time, as we discuss in Chapter 11.

Rapidly Changing Intracellular 1on Concentrations Can Be
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Measured with Light-emitting Indicators 33

lon-sensitive electrodes reveal the ion concentration only at one point in a cell, and for an ion,
such as Ca2*, that is present at very low concentration, their responses are slow and somewhat
erratic. Thus these electrodes are not ideally suited to record the rapid and transient changes in
the concentration of cytosolic Ca2* that play an important part in allowing cells to respond to
extracellular signals. Such changes can be analyzed with the use of ion-sensitive indicators,
whose light emission reflects the local concentration of the ion. Some of these indicators are
luminescent (emitting light spontaneously), while others are fluorescent (emitting light on
exposure to light). Aequorinis a luminescent protein isolated from certain marine jellyfish; it emits
light in the presence of Ca2* and responds to changes in Ca2* concentration in the range 0.5 to
10 mM. If microinjected into an egg, for example, aequorin emits a flash of light in response to the
sudden localized release of free Ca2* into the cytoplasm that occurs when the egg is fertilized
(Figure 4-56).

Fluorescent Ca2* indicators have recently been synthesized that bind Ca2* tightly and are excited
at slightly longer wavelengths when they are free of Ca2* than when in their Ca2*-bound form. By
measuring the ratio of fluorescence intensity at two excitation wavelengths, the concentration
ratio of the Ca2+*-bound indicator to the Ca2*-free indicator can be determined; this provides an
accurate measurement of the free Ca2* concentration. Two indicators of this type, called quin-
2and fura-2,are widely used for second-by-second monitoring of changes in intracellular Ca2+
concentrations in the different parts of a cell viewed in a fluorescence microscope (Figure 4-57).
Similar fluorescent indicators are available for measuring other ions; some are used for
measuring H*, for example, and hence intracellular pH. Some of these indicators can enter cells
by diffusion and so need not be microinjected; this makes it possible to monitor large numbers of
individual cells simultaneously in a fluorescence microscope. By constructing new types of
indicators and using them in conjunction with modern image-processing methods, it should be
possible to develop similarly rapid and precise methods for analyzing changes in the
concentrations of many types of small molecules in cells.

There Are Several Ways of Introducing Membrane-
impermeant Molecules into Cells 34

It is often useful to be able to introduce membrane-impermeant molecules into a living cell,
whether they are antibodies that recognize intracellular proteins, normal cell proteins tagged with
a fluorescent label, or molecules that influence cell behavior. One approach is to microinject the
molecules into the cell through a glass micropipette. An especially useful technique is called
fluorescent analogue cytochemistry, in which a purified protein is coupled to a fluorescent dye
and microinjected into a cell; in this way the fate of the injected protein can be followed in a
fluorescence microscope as the cell grows and divides. If tubulin (the subunit of microtubules) is
labeled with a dye that fluoresces red, for example, microtubule dynamics can be followed second
by second in a living cell (Figure 4-58).

Antibodies can be microinjected into a cell in order to block the function of the molecule the
antibodies recognize. Anti-myosin-Il antibodies injected into a fertilized sea urchin egg, for
example, prevent the egg cell from dividing in two, even though nuclear division occurs normally.
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This observation demonstrates that this myosin plays an essential part in the contractile process
that divides the cytoplasm during cell division but that it is not required for nuclear division (see
Figure 18-34).

Microinjection, although widely used, demands that each cell be injected individually; therefore it
Is possible to study at most a few hundred cells at a time. Other approaches allow large
populations of cells to be permeabilized simultaneously. One can patrtially disrupt the structure of
the cell plasma membrane, for example, so as to make it more permeable; this is usually
accomplished by using a powerful electric shock or a chemical such as a low concentration of
detergent. The electrical technique has the advantage of creating large pores in the plasma
membrane without damaging intracellular membranes. The pores remain open for minutes or
hours, depending on the cell type and size of the electric shock, and allow even macromolecules
to enter (and leave) the cytosol rapidly. With a limited treatment a large fraction of the cells repair
their plasma membrane and survive. A third method for introducing large molecules into cells is to
cause membranous vesicles that contain these molecules to fuse with the cell's plasma
membrane. These three methods are used widely in cell biology and are illustrated in Figure 4-59.

The Light-induced Activation of ""Caged' Precursor
Molecules Facilitates Studies of Intracellular Dynamics 3°

The complexity and rapidity of many intracellular processes, such as the action of signaling
molecules or the movements of cytoskeletal proteins, make them difficult to study at a single-cell
level. Ideally, one would like to be able to introduce any molecule of interest into a living cell at a
precise time and location and follow its subsequent behavior, as well as the response of the cell.
Microinjection is limited by the difficulty of controlling the place and time of delivery. A more
powerful approach involves synthesizing an inactive form of the molecule of interest, introducing it
into the cell and then activating it suddenly at a chosen site in the cell by focusing a spot of light
on it. Inactive photosensitive precursors of this type, called caged molecules, have been made for
a variety of small molecules, including Ca2?*, cyclic AMP, GTP, and inositol trisphosphate. The
caged molecules can be introduced into living cells by any of the methods described in Figure 4-
59 and then activated by a strong pulse of light from a laser (Figure 4-60). A microscope can be
used to focus the light pulse on any tiny region of the cell, so that the experimenter can control
exactly where and when a molecule is delivered. In this way, for example, one can study the
instantaneous effects of releasing an intracellular signaling molecule into the cytosol.

Caged fluorescent molecules are also tools with great promise. They are made by attaching a
photoactivatable fluorescent dye to a purified protein. It is important that the modified protein
remain biologically active: unlike labeling with radioisotopes (which changes only the number of
neutrons in the nuclei of the labeled atoms), labeling with a caged fluorescent dye adds a large
bulky group to the surface of a protein, which can easily change the protein's properties. A
satisfactory labeling protocol is usually found by trial and error. Once a biologically active labeled
protein has been produced, its behavior can be followed inside living cells. Tubulin labeled with
caged fluorescein, for example, has been incorporated into microtubules of the mitotic spindle:
when a small region of the spindle was illuminated with a laser, the labeled tubulin became
fluorescent, so that its movement along the spindle microtubules could be readily followed (Figure
4-61). In principle, the same technique can be applied to any protein.
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Antibodies Can Be Used to Detect and Isolate Specific
Molecules 36

Antibodies are proteins produced by the vertebrate immune system as a defense against infection
(see Chapter 23). They are unique among proteins because they are made in billions of different
forms, each with a different binding site that recognizes a specific target molecule (or antigen).
The precise antigen specificity of antibodies makes them powerful tools for the cell biologist.
Labeled with fluorescent dyes, they are invaluable for locating specific molecules in cells by
fluorescence microscopy (Figure 4-62); labeled with electron-dense particles such as colloidal
gold spheres, they are used for similar purposes in the electron microscope (Figure 4-63). As
biochemical tools, they are used to detect and quantify molecules in cell extracts and to identify
specific proteins after they have been fractionated by electrophoresis in polyacrylamide gels (see
Figure4-46). When coupled to an inert matrix to produce an affinity column, antibodies can be
used either to purify a specific molecule from a crude cell extract or, if the molecule is on the cell
surface, to pick out specific types of living cells from a heterogeneous population.

The sensitivity of antibodies as probes for detecting and assaying specific molecules in cells and
tissues is frequently enhanced by a signal-amplification method. For example, although a marker
molecule such as a fluorescent dye can be linked directly to an antibody used for specific
recognition (the primary antibody, a stronger signal is achieved by using an unlabeled primary
antibody and then detecting it with a group of labeled secondary antibodiesthat bind to it (Figure 4-
64).

The most sensitive and versatile amplification methods use an enzyme as a marker molecule
attached to the secondary antibody. The enzyme alkaline phosphatase, for example, in the
presence of appropriate chemicals, produces inorganic phosphate and leads to the local
formation of a colored precipitate. This reveals the location of the secondary antibody that is
coupled to the enzyme and hence the location of the antibody-antigen complex to which the
secondary antibody is bound. Since each enzyme molecule acts catalytically to generate many
thousands of molecules of product, even tiny amounts of antigen can be detected. Enzyme-linked
immunosorbent assays (ELISA) based on this principle are frequently used in medicine as a
sensitive test - for pregnancy or for various types of infections, for example.

Antibodies are made most simply by injecting a sample of the antigen several times into an
animal such as a rabbit or a goat and then collecting the antibody-rich serum. This
antiserumcontains a heterogeneous mixture of antibodies, each produced by a different antibody-
secreting cell (a B lymphocyte). The different antibodies recognize various parts of the antigen
molecule as well as impurities in the antigen preparation. The specificity of an antiserum for a
particular antigen sometimes can be sharpened by removing the unwanted antibody molecules
that bind to other molecules; an antiserum produced against protein X, for example, can be
passed through an affinity column of antigens Y and Z to remove any contaminating anti-Y and
anti-Z antibodies. Even so, the heterogeneity of such antisera sometimes limits their usefulness.

Hybridoma Cell Lines Provide a Permanent Source of
Monoclonal Antibodies 37
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In 1976 the problem of antiserum heterogeneity was overcome by the development of a
technique that revolutionized the use of antibodies as tools in cell biology. The principle is to
propagate a clone of cells from a single antibody-secreting B lymphocyte so that a homogeneous
preparation of antibodies can be obtained in large quantities. The practical problem, however, is
that B lymphocytes normally have a limited life-span in culture. To overcome this limitation,
individual antibody-producing B lymphocytes from an immunized mouse or rat are fused with cells
derived from an "immortal” B lymphocyte tumor. From the resulting heterogeneous mixture of
hybrid cells, those hybrids that have both the ability to make a particular antibody and the ability
to multiply indefinitely in culture are selected. These hybridomas are propagated as individual
clones, each of which provides a permanent and stable source of a single type of monoclonal
antibody (Figure 4-65). This antibody will recognize a single type of antigenic site - for example, a
particular cluster of five or six amino acid side chains on the surface of a protein. Their uniform
specificity makes monoclonal antibodies much more useful for most purposes than conventional
antisera, which usually contain a mixture of antibodies that recognize a variety of different
antigenic sites on even a small macromolecule.

But the most important advantage of the hybridoma technique is that monoclonal antibodies can
be made against molecules that constitute only a minor component of a complex mixture. In an
ordinary antiserum made against such a mixture, the proportion of antibody molecules that
recognize the minor component would be too small to be useful. But if the B lymphocytes that
produce the various components of this antiserum are made into hybridomas, it becomes
possible to screen individual hybridoma clones from the large mixture to select one that produces
the desired type of monoclonal antibody and to propagate the selected hybridoma indefinitely so
as to produce that antibody in unlimited quantities. In principle, therefore, a monoclonal antibody
can be made against any protein in a biological sample. Once the antibody is made, it can be
used as a specific probe - both to track down and localize the protein that induced its formation
and to purify the protein in order to study its structure and function. Since fewer than 5% of the
estimated 10,000 proteins in a typical mammalian cell have thus far been isolated, many
monoclonal antibodies made against impure protein mixtures in fractionated cell extracts identify
new proteins. Using monoclonal antibodies and gene-cloning technology, it is no longer difficult to
identify and characterize novel proteins and genes. The problem is to determine their function,
and the most powerful way of doing this is often by the use of recombinant DNA technology, as
we discuss in Chapter 7.

Summary

A large number of techniques are now available for detecting, measuring, and following almost
any chosen molecule in a cell. Any type of molecule can, for example, be "labeled" by the
incorporation of one or more radioactive atoms. The unstable nuclei of these atoms disintegrate,
emitting radiation that allows the molecule to be detected and its movements and metabolism to
be traced in the cell. Applications of radioisotopes in cell biology include the analysis of metabolic
pathways by pulse-chase methods and the determination of the location of individual molecules in
a cell or on a gel by autoradiography.

Fluorescent indicator dyes can be used to measure the concentration of specific ions in individual
cells and even in different parts of a cell. Glass microelectrodes, besides being indispensable for
studying the electrical potentials and ionic currents across the plasma membrane, provide an
alternative way of measuring the concentrations of specific intracellular ions. They can also be
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used as micropipettes to inject membrane-impermeant molecules, such as fluorescently labeled
proteins and antibodies, into living cells. The dynamic behavior and movements of many types of
molecules can be followed in a living cell by constructing an inactive "caged" pre-cursor, which
can be introduced into a cell and then activated in a selected region of the cell by a light-
stimulated reaction.

Antibodies are also versatile and sensitive tools for detecting and localizing specific biological
molecules. Vertebrates make billions of different antibody molecules, each with a binding site that
recognizes a specific region of a macromolecule. The hybridoma technique allows monoclonal
antibodies of a single specificity to be obtained in virtually unlimited amounts. In principle,
monoclonal antibodies can be made against any cell macromolecule and so can be used to
locate and purify the molecule and, in some cases, to analyze its function.

e e e

D o D

Figure 4-50. The logic of a typical pulse-chase experiment using radioisotopes. The chambers
labeled A, B, C, and D represent either different compartments in the cell (detected by
autoradiography or by cell-fractionation experiments) or different chemical compounds (detected
by chromatography or other chemical methods). The results of a real pulse-chase experiment can
be seen in Figure 4-51.

Figure 4-51. Electron-microscopic autoradiography. The results of a pulse-chase experiment in
which pancreatic beta cells were fed 3H-leucine for 5 minutes (the pulse) followed by excess
unlabeled leucine (the chase). The amino acid is largely incorporated into insulin, which is
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destined for secretion. After a 10-minute chase the labeled protein has moved from the rough ER
to the Golgi stacks (A), where its position is revealed by the black silver grains in the photographic
emulsion. After a further 45-minute chase the labeled protein is found in electron-dense secretory
granules (B). The small round silver grains seen here are produced by using a special
photographic developer and should not be confused with the similar-looking black dots seen with
immunogold labeling methods (e.g., Figure 4-63). Experiments similar to this one were important
in establishing the intracellular pathway taken by newly synthesized secretory proteins. (Courtesy
of L. Orci, from Diabetes31:538-565, 1982. © 1982 American Diabetes Association, Inc.)
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Figure 4-52. Radioisotopically labeled molecules. Three commercially available radioactive forms
of ATP, with the radioactive atoms shown in red. The nomenclature used to identify the position
and type of the radioactive atoms is also shown.
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Figure 4-53. An ion-selective microelectrode used to measure the intracellular concentration of a
specific ion. The experimental arrangement is shown in (A). The construction of a microelectrode
selectively permeable to K* is shown in (B). In general, the tip of the ion-sensitive intracellular
microelectrode is either constructed from special glass or filled with a special organic compound
to make it permeable only to a chosen ion. The rest of the tube is filled with an aqueous solution
of the ion at a known concentration, with a metal conductor connected to one terminal of a
voltmeter dipping into it. The other terminal of the voltmeter is connected in a similar way to a
glass reference microelectrode that has an open tip and contains a simple conducting solution.
The two microelectrodes are both poked through the plasma membrane of the cell to be studied.
The voltage measured by the voltmeter, which equals the potential difference across the
selectively permeable barrier, reveals the concentration of the ion in the cell.

Permission to reproduce this figure in this web
version of Molecular Biology of the Cell 1s either
pending or has not been granted.

Figure 4-54. Micropipettes used for patch-clamp recording. A rod cell from the eye of a
salamander is shown held by a suction pipette while a fine-tipped glass pipette, pressed against
the cell so that the glass is sealed tightly to the plasma membrane, serves as a microelectrode.
The term "clamp" is used because an electronic device is generally utilized to "clamp” the voltage
across the patch so that the voltage is maintained at a fixed value. (From T.D. Lamb, H.R.
Matthews, and V. Torre, J. Physiol. 37:315-349, 1986.)
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Figure 4-55. The four standard configurations used for patch-clamp recording. The mouth of the
glass recording pipette is first pressed against the cell membrane so that a tight seal forms (top).
Recordings of the current entering the pipette through the patch of membrane can then be made
with the patch still attached to the cell (A) or pulled free from it, exposing the cytoplasmic surface
of the plasma membrane (B). Alternatively, the patch can be ruptured by gentle suction so that
the interior of the electrode communicates directly with the interior of the cell (C); in this latter,
"whole-cell" configuration, one can record the electrical behavior of the cell in the same way as
with an intracellular electrode, with the added option that the internal chemistry of the cell can be
altered by allowing substances to diffuse out of the relatively wide recording pipette into the
cytoplasm. Configuration (D) is reached via configuration (C) by pulling the pipette away from the
cell, thereby causing a fragment of the adjacent plasma membrane to fold back over the tip to
form a seal. In (D) the exterior surface rather than the cytoplasmic surface of the membrane is
exposed [compare with (B)].
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Figure 4-56. The luminescent protein aequorin emits light in the presence of free Ca2*. Here an
egg of the medaka fish has been injected with aequorin, which has diffused throughout the
cytosol, and the egg has then been fertilized with a sperm and examined with the help of an
image intensifier. The four photographs shown were taken looking down on the site of sperm
entry at intervals of 10 seconds and reveal a wave of release of free Ca2* into the cytosol from
internal stores just beneath the plasma membrane. This wave sweeps across the egg starting
from the site of sperm entry, as indicated in the diagrams on the left. (Photographs reproduced
from J.C. Gilkey, L.F. Jaffe, E.B. Ridgway, and G.T. Reynolds, J. Cell Biol. 76:448-466, 1978, by
copyright permission of the Rockefeller University Press.)
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Figure 4-57. Visualizing intracellular Ca2+ concentrations using a fluorescent indicator. The
branching tree of dendrites of the Purkinje cell in the cerebellum receives more than 100,000
synapses from other neurons. The output from the cell is conveyed along the single axon seen
leaving the cell body at the bottom of the picture. This image of the intracellular calcium
concentration in a single Purkinje cell (from the brain of a guinea pig) was taken using a low-light
camera and the Ca2*-sensitive fluorescent indictor fura-2. The concentration of free Ca2* is
represented by different colors, red being the highest and blue the lowest. The highest Ca2*
levels are present in the thousands of dendritic branches. (Courtesy of D.W. Tank, J.A. Connor,

M. Sugimori, and R.R. Llinas.)

Figure 4-58. Fluorescent analogue cytochemistry. Fluorescence micrograph of the leading edge
of a living fibroblast that has been injected with rhodamine-labeled tubulin. The microtubules
throughout the cell have incorporated the labeled tubulin molecules. Thus individual microtubules
can be detected and their dynamic behavior followed using computer-enhanced imaging, as
shown here. Although the microtubules appear to be about 0.25 pm thick, this is an optical effect;
they are, in reality, only one-tenth this diameter. (Courtesy of P. Sammeh and G. Borisy
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Figure 4-59. Methods to introduce a membrane-impermeant substance into a cell. In (A) the
substance is injected through a micropipette, either by applying pressure or, if the substance is
electrically charged, by applying a voltage that drives the substance into the cell as an ionic
current (a technique called iontophoresis). In (B) the cell membrane is made transiently
permeable to the substance by disrupting the membrane structure with a brief but intense electric
shock (2000 volts per centimeter for 200 microseconds, for example). In (C) membrane-bounded
vesicles are loaded with the desired substance and then induced to fuse with the target cells.
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| (2 O
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NO, sé NO molecule X
I
+ H
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R 2-nitrobenzaldehyde free, active
derivative of molecule X by-product SR,
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Figure 4-60. Caged molecules. Generalized scheme to show how a light-sensitive caged
derivative of a molecule (here designated as X) can be converted by a flash of UV light to its free,

active form. Small molecules such as ATP can be caged in this way. Even ions like Ca2* can be
indirectly caged; in this case a Ca2+*-binding chelator is used, which is inactivated by photolysis,
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thus releasing its Ca2+*

Figure 4-61. Determining microtubule flux in the mitotic spindle using caged fluorescein linked to
tubulin. (A) A metaphase spindle formed in vitro from an extract of Xenopus eggs has
incorporated three fluorescent markers: rhodamine-labeled tubulin (red) to mark all of the
microtubules, a blueDNA-binding dye that labels the chromosomes, and caged-fluorescein-
labeled tubulin, which is also incorporated into all of the microtubules but is invisible because it is
nonfluorescent until activated by utlraviolet light. In (B) a beam of ultraviolet light is used to
uncage the caged-fluorescein-labeled tubulin locally, mainly just to the left side of the metaphase
plate. Over the next few minutes (after 1 1/2; minutes in C, after 2 1/2; minutes in D) the uncaged
fluorescein-tubulin signal is seen to move toward the left spindle pole, indicating that tubulin is
continuously moving poleward even though the spindle (visualized by the redrhodamine-labeled
tubulin fluorescence) remains largely unchanged. (From K.E. Sawin and T.J. Mitchison, J. Cell
Biol.112:941-954, 1991, by copyright permission of the Rockefeller University Press.)
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Figure 4-64. Indirect immunocytochemistry. The method is very sensitive because the primary
antibody is itself recognized by many molecules of the secondary antibody. The secondary
antibody is covalently coupled to a marker molecule that makes it readily detectable. Commonly
used marker molecules include fluorescein or rhodamine dyes (for fluorescence microscopy), the
enzyme horseradish peroxidase (for either conventional light microscopy or electron microscopy),
the iron-containing protein ferritin or colloidal gold spheres (for electron microscopy), and the
enzymes alkaline phosphatase or peroxidase (for biochemical detection).
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Figure 4-65. Preparation of hybridomas that secrete monoclonal antibodies against a particular
antigen (X). The selective growth medium used contains an inhibitor (aminopterin) that blocks the
normal biosynthetic pathways by which nucleotides are made. The cells must therefore use a
bypass pathway to synthesize their nucleic acids, and this pathway is defective in the mutant cell
line to which the normal B lymphocytes are fused. Because neither cell type used for the initial
fusion can grow on its own, only the hybrid cells survive.
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Table 4-10. Some Radioisotopes in Common Use in Biological Research

Isotope Half-life
32p 14 days
131) 8.1 days
355 87 days
14C 5570 years

45Ca 164 days
3H 12.3 years

—r

The isotopes are arranged in decreasing order of the energy of the (3 radiation (electrons) they
emit.131] also emits y radiation. The half-life is the time required for 50% of the atoms of an
isotope to disintegrate.
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Introduction

Proteins make up most of the dry mass of a cell, and they play the predominant part in most biological
processes. One must understand proteins, therefore, before one can hope to understand the cell. An
elementary introduction to the structure of proteins was provided in Chapter 3, where we presented a general
overview of biological macromolecules and discussed their shapes and cheme-istry. But proteins are not just
rigid lumps of material with chemically reactive surfaces. They have precisely engineered moving parts whose
mechanical actions are coupled to chemical events. It is this coupling of chemistry and movement that gives
proteins the extraordinary capabilities that underlie all the dynamic processes in living cells. Without a grasp of
how proteins operate as molecules with moving parts, it is hard to appreciate the rest of cell biology.

In this chapter, which begins the more advanced sections of the book, we use selected examples to show how
proteins function not only as catalysts but also as sophisticated transducers of motion, signal integrators, and
components of multisubunit protein machines. The discussion relies on advances that have revealed the
detailed three-dimensional structures of many proteins; it will emphasize general principles and is intended to
set the stage for the descriptions of specific cell structures and processes in subsequent chapters.

In the last part of the chapter we describe the life and death of proteins - from their folding, guided by molecular
chaperones, to their destruction by targeted proteolysis - emphasizing the modular construction of most
proteins and protein complexes.

Making Machines Out of Proteins

Introduction

We begin by considering how the shape of a protein can be altered by the binding of another molecule, called a
ligand. We then demonstrate the profound implications of this apparently simple phenomenon by describing a
few of the many ways in which ligand-driven alterations in protein shape are exploited by cells.
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The Binding of a Ligand Can Change the Shape of a Proteinl

The first example involves the enzyme hexokinase, which is present in nearly all cells. This enzyme catalyzes
an early step in sugar metabolism - the transfer of the terminal phosphate of an ATP molecule to glucose,
forming glucose 6-phosphate (discussed in Chapter 2). Hexokinase binds glucose tightly, and this greatly
increases the affinity of the enzyme for ATP, which binds to a neighboring site on the protein. Specific amino
acid side chains on the protein then catalyze the phosphate transfer, and the two products - glucose 6-
phosphate and ADP - are released to finish the reaction cycle (Figure 5-1).

The hexokinase from yeast is composed of two domains. The binding sites for glucose and ATP lie in a cleft
between these domains, and the domains move toward each other to narrow the cleft when glucose binds
(Figure 5-2).

This type of domain movement in response to ligand binding is common and is easily explained. In the case of
hexokinase there are binding sites for different parts of the glucose molecule on the inside face of each
domain. The unfavorable change in the free energy of the protein that occurs when the domains move relative
to each other to close the cleft is more than compensated for by the free energy released when the cleft clamps
down on the glucose; in other words, the noncovalent bonds that glucose forms with the protein serve to "glue"
the two domains together, causing the protein to shift from an open to a closed conformation.

Two Ligands That Bind to the Same Protein Often Affect Each
Other's Binding?2

The binding of glucose to hexokinase causes a fiftyfold increase in the affinity of the enzyme for ATP. The
reason is easy to see. Like glucose, ATP can form noncovalent bonds with amino acids on the inside faces of
the two domains if the cleft closes. When ATP alone binds to hexokinase, some of the binding energy must be
used to close up the cleft; this energy is not required, however, if glucose binding has already induced this
shape change (Figure 5-3). By the same reasoning, one would predict that glucose would bind more tightly to
hexokinase when ATP is present than when it is absent, and this is what one observes (Figure 5-4).

ATP and glucose bind to neighboring sites in hexokinase. But the binding of one ligand to a protein's surface
can sometimes affect the binding of a second ligand even if the two binding sites are far apart. Suppose, for
example, that a protein that binds glucose in the same way as hexokinase also binds another molecule, X, at a
distant site on the protein's surface. If the binding site for X changes shape as part of the large conformational
change induced by glucose binding, one would say that the binding sites for X and for glucose are coupled. If
the shift to the closed conformation, for example, causes the binding site for Xto fitXbetter, then glucose
binding will increase the affinity of the protein for X, just as glucose binding increases the affinity of hexokinase
for ATP (Figure 5-5).

As we discuss next, proteins in which conformational changes couple two widely separated binding sites have
been selected in evolution because they enable a cell to link the fate of one molecule to the presence or
absence of any other. This type of conformational coupling is known as allostery. A protein whose activity is
regulated in this way is said to undergo an allosteric transition, and the protein is called an allosteric protein.

Two Ligands Whose Binding Sites Are Coupled Must Reciprocally
Affect Each Other's Binding?2

Whenever two ligands prefer to bind to the same conformation of an allosteric protein, it follows from basic
thermodynamic considerations that each ligand must increase the affinity of the protein for the other. This
concept is called linkage. It is well illustrated by the example already considered in Figure 5-5, where the
binding of glucose to hexokinase increases the enzyme's affinity for molecule X and vice versa. The linkage
relationship is quantitatively reciprocal, so that, for example, if glucose has a very large effect on the binding of
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X, X will have a very large effect on the binding of glucose.

Linkage will operate in a negative way if two ligands bind to different conformations of an allosteric protein. As
a general rule, a ligand will act to stabilize the particular conformation of the protein to which it binds; if this is
different from the conformation favored by a second ligand, the binding of the first will discourage the binding of
the second. Thus, if a shape change caused by glucose binding reduces the affinity of a protein for molecule X,
the binding of X must decrease the protein's affinity for glucose (Figure 5-6).

The relationships shown schematically in Figures 5-5 and 5-6 underlie all of cell biology. They seem so obvious
in retrospect that we now take them for granted. But their discovery in the 1950s, followed by a general
description of allostery in the early 1960s, was revolutionary at the time. Since the X in these examples binds at
a site that is distinct from the site where catalysis occurs, it need have no chemical relationship to glucose or to
any other ligand that binds at the active site. For enzymes that are regulated in this way, molecule X could
either turn the enzyme on (see Figure 5-5) or turn it off (see Figure 5-6). By such a mechanism, allosteric
proteins serve as general switches that allow one molecule in a cell to affect the fate of another.

Allosteric Transitions Help Regulate Metabolism3

As described in Chapter 2, the end product of a metabolic pathway often inhibits the enzyme that starts the
pathway. Because of this negative feedback on the flux through a pathway, the intracellular concentration of
the end product is kept approximately constant, despite large changes in the chemical conditions in the cell.
Allosteric transitions are essential to this type of feedback regulation. Enzymes that act early in a pathway, for
example, generally exist in two conformations. One is an active conformation that binds substrate at its active
site and catalyzes its conversion to the next substance in the pathway. The other is an inactive conformation
that binds the final product of the pathway at a different, regulatory site. As the final product accumulates, it
binds to the enzymeand converts it to its inactive conformation (see Figure 2-38).

An enzyme involved in a metabolic pathway can also be activated by an allosteric transition induced by ligand
binding. In this case the ligand is a molecule that accumulates when the cell is deficient in a product of the
pathway; because the ligand binds preferentially to the active form of the protein, it drives the enzyme from an
inactive to an active conformation. Examples of this type of positive feedback are provided by many of the
enzymes involved in the catabolic pathways that produce ATP: they are stimulated by the rise in ADP
concentration that occurs when ATP levels drop. For these enzymes the ADP has a purely regulatory role, in
contrast to the substrate role played by ATP in the function of hexokinase.

Proteins Often Form Symmetrical Assemblies That Undergo
Cooperative Allosteric Transitions4

An enzyme that is regulated by negative feedback and that consists of only one subunit with one regulatory site
can at most decrease from 90% to about 10% activity in response to a 100-fold increase in the concentration of
the inhibitory ligand (Figure 5-7, red line). Responses of this type are apparently not sharp enough for optimal
cell regulation, and most enzymes that are turned on or off by ligand binding consist of symmetrical assemblies
of identical subunits. With this arrangement the binding of a molecule of ligand to a single site on one subunit
can trigger an allosteric change in the subunit that can be transmitted to the neighboring subunits, helping them
to bind the same ligand. As a result of this cooperative allosteric transition, a relatively small change in ligand
concentration in the cell can switch the whole assembly from an almost fully active to an almost fully inactive
conformation or vice versa (Figure 5-7, blue line).

The principles involved in a cooperative "all-or-none" transition are easiest to visualize for an enzyme that
forms a symmetrical dimer. In the example shown in Figure 5-8, the first molecule of an inhibitory ligand binds
with great difficulty since its binding destroys an energetically favorable interaction between the two identical
monomers in the dimer. A second ligand molecule now binds more easily, however, because its binding
restores the monomer-monomer contacts of a symmetrical dimer (and also completely inactivates the enzyme).
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An even sharper response to a ligand can be obtained with larger assemblies, such as the enzyme formed
from 12 polypeptide chains discussed next.

The Allosteric Transition in Aspartate Transcarbamoylase Is
Understood in Atomic Detail®

One enzyme used in the early studies of negative feedback, allosteric regulation was aspartate
transcarbamoylase from E. coli. It catalyzes the important reaction carbamoylphosphate + aspartate — N-
carbamoylaspartate, which begins the synthesis of the pyrimidine ring of C, U, and T nucleotides. One of the
final products of this pathway, cytosine triphosphate (CTP), binds to the enzyme to turn it off whenever CTP is
plentiful.

Aspartate transcarbamoylase is a large complex of six regulatory and six catalytic subunits. The catalytic
subunits are present as two trimers, each arranged like an equilateral triangle; the two trimers face each other
and are held together by three regulatory dimers that form a bridge between them. The entire molecule is
poised to undergo a concerted, all-or-none allosteric transition between two conformations, designated T
("tense") and R ("relaxed") states (Figure 5-9).

The binding of substrates (carbamoylphosphate and aspartate) to the catalytic trimers drives aspartate
transcarbamoylase into its catalytically active R state, from which the regulatory CTP molecules dissociate. By
contrast, the binding of CTP to the regulatory dimers converts the enzyme to the inactive T state, from which
the substrates dissociate. This tug-of-war between CTP and substrates is identical in principle to that described
previously in Figure 5-6 for a simpler allosteric protein. But because here the tug-of-war occurs in a
symmetrical molecule with multiple binding sites, the effect is a cooperative allosteric transition that can either
turn the enzyme on suddenly as substrates accumulate (forming the R state) or shut it off rapidly when CTP
accumulates (forming the T state).

A combination of biochemistry and x-ray crystallography has revealed many fascinating details of this allosteric
transition. Each regulatory subunit has two domains, and the binding of CTP causes the two domains to move
relative to each other, so that they function like a lever that rotates the two catalytic trimers and pulls them
closer together into the T state (see Figure 5-9). When this occurs, hydrogen bonds form between opposing
catalytic subunits that help to widen the cleft that forms the active site within each catalytic subunit, thereby
destroying the binding sites for the substrates (Figure 5-10). Adding large amounts of substrate has the
opposite effect, favoring the R state by binding in the cleft of each catalytic subunit and opposing the above
conformational change. Conformations that are intermediate between R and T are unstable, so that the
enzyme mostly clicks back and forth between its R and T forms, producing a mixture of these two species,
whose composition varies depending on the relative concentrations of CTP and substrates.

Protein Phosphorylation Is a Common Way of Driving Allosteric
Transitions in Eucaryotic Cells®

The activity of proteins in a bacterium such as E. coli is regulated mainly by the myriad small molecules in the
cell that bind to specific proteins to cause allo-steric transitions that control the protein's activity. Many of the
proteins regulated in this way are enzymes that catalyze metabolic reactions; others transduce signals or turn
genes on and off (see, for example, Figure 9-27). Some bacterial proteins are controlled in a different way,
however - by the covalent attachment of a phosphate group to an amino acid side chain. Because each
phosphate group carries two negative charges, its addition to a protein can cause a structural change, for
example, by attracting a cluster of positively charged side chains (Figure 5-11). Such a change occurring at
one site in a protein can in turn alter the protein's conformation elsewhere - to control allosterically the activity
of a distant ligand-binding site, for instance.

Reversible protein phosphorylation is the predominant strategy used to control the activity of proteins in
eucaryotic cells. More than 10% of the 10,000 proteins in a typical mammalian cell are thought to be
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phosphorylated. The phosphates are transferred from ATP molecules by protein kinases and are taken off by
protein phosphatases. Eucaryotic cells contain a large variety of these enzymes, many of which play a central
role in intracellular signaling (discussed in Chapter 15).

A Eucaryotic Cell Contains Many Protein Kinases and Phosphatases”’

The protein kinases that phosphorylate proteins in eucaryotic cells belong to a large family of enzymes, which
contain a similar 250 amino acid catalytic (kinase) domain (Figure 5-12). The various family members contain
different amino acid sequences on either side of the kinase domain, and often have short amino acid
sequences inserted into loops within it (see red arrowheads in Figure 5-12). Some of these additional amino
acid sequences enable each kinase to recognize the specific set of proteins that it phosphorylates. Other
unique sequences allow the activity of each enzyme to be tightly regulated, so that it can be turned on and off
in response to different specific signals, as described below.

By comparing the numbers of amino acid sequence differences between the members of a protein family, one
can construct an "evolutionary tree" that is thought to reflect the pattern of gene duplication and divergence that
gave rise to the family (see Figure 8-76). An evolutionary tree of protein kinases is shown in Figure 5-13. Not
surprisingly, kinases with related functions are often located on nearby branches of the tree: the protein
kinases involved in cell signaling that phosphorylate tyrosine side chains, for example, are all clustered at the
upper left corner of the tree. The other kinases shown phosphorylate either a serine or a threonine side chain,
and many are organized into clusters that seem to reflect their function - in transmembrane signaling,
intracellular amplification of signals, cell-cycle control, and so on.

The basic reaction catalyzed by a protein kinase is illustrated in Figure 5-14. A phosphate group is transferred
from an ATP molecule to a hydroxyl group on a serine, threonine, or tyrosine side chain of a protein. This
reaction is essentially unidirectional because of the large amount of free energy released when the phosphate-
phosphate bond in ATP is broken to produce ADP (see Figure 2-28). The phosphorylations catalyzed by
protein kinases can nevertheless be reversed by a second group of enzymes, called protein phosphatases,
which remove the phosphate (see Figure 5-14). There are several families of protein phosphatases: some are
highly specific and remove phosphate groups from only one or a few proteins, while others are relatively
nonspecific and act on a broad range of proteins. The extent of phosphorylation of a particular protein in a cell
at a particular time depends on the relative activities of the protein kinases and phosphatases that act on it.

The Structure of Cdk Protein Kinase Shows How a Protein Can
Function as a Microchip8

The hundreds of different protein kinases in a eucaryotic cell are organized into complex networks of signaling
pathways that help coordinate the cell's activities, drive the cell cycle, and relay signals into the cell from the
cell's environment. Many of the signals involved need to be both integrated and amplified. Individual protein
kinases (and other signaling proteins) serve as processing devices, or "microchips,” in the integration process.
An important part of the input to these proteins comes from the control that is exerted by phosphates added to
them by other protein kinases in the network: specific sets of phosphate groups serve to activate the protein,
while other sets inactivate it.

A cyclin-dependent protein kinase (Cdk) represents a good example of such a processing device. Kinases in
this class are central components of the cell-division-cycle control system in eucaryotic cells (discussed in
Chapter 17). In a vertebrate cell, individual Cdk enzymes turn on and off in succession as a cell proceeds
through the different phases of its division cycle, and when they are on, they influence various aspects of cell
behavior through their effects on the proteins they phosphorylate. The three-dimensional structure of this
important class of protein kinases is now known, and we shall use it to demonstrate how a protein can function
as a microchip.

A Cdk protein is active as a protein kinase only when it is bound to a second protein called a cyclin. But, as
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illustrated in Figure 5-15, the binding of cyclin is only one of three distinct "inputs” required to activate the Cdk:
in addition, a phosphate must be added to a specific threonine side chain and a phosphate elsewhere in the
protein (covalently bound to a specific tyrosine side chain) must be removed. Cdk thus monitors a specific set
of cell components - a cyclin, a protein kinase, and a protein phosphataseand turns on if, and only if, each of
these components has attained its appropriate activity state. Some cyclins, for example, rise and fall in
concentration in step with the cell cycle, increasing gradually in amount until they are suddenly destroyed at a
particular point in the cycle. The sudden destruction of a cyclin (by targeted proteolysis) will immediately shut
off its partner Cdk enzyme, and this is an important way of controlling intracellular events such as mitosis.

The three-dimensional structure of Cdk (Figure 5-16A) suggests a likely molecular explanation for the
regulation of this enzyme. The Cdk protein on its own is inactive for two reasons: its ATP-binding site is
distorted, and a flexible loop of about 20 amino acids blocks access of the protein substrate to the active site.
Cyclin binding both removes the distortion and permits the addition of the activating phosphate group to the tip
of the flexible loop; this phosphate is then thought to be attracted to a pocket formed by positively charged
amino acids, pulling down the loop so as to permit access to the active site (Figure 5-16B). Cyclin binding also
allows the rapid addition of the inhibitory phosphate, however, which interferes with the ATP site, and this
keeps the Cdk protein in an inactive state. The kinase is finally activated when a specific phosphatase removes
the inhibiting phosphate (Figure 5-17).

Proteins That Bind and Hydrolyze GTP Are Ubiquitous Cellular
Regulators®

We have described how the addition or removal of phosphate groups on a protein can be used by a cell to
control the protein's activity. In the examples discussed so far, the phosphate is transferred from an ATP
molecule to an amino acid side chain of the protein in a reaction that is catalyzed by a specific protein kinase.
Eucaryotic cells also use another way to control protein activity by phosphate addition and removal. In this case
the phosphate is not attached directly to the protein; instead, it is a part of the guanine nucleotide GTP, which
binds tightly to the protein. With GTP bound the protein is active. The loss of a phosphate group occurs when
the bound GTP is hydrolyzed to GDP in a reaction that is catalyzed by the protein itself; with GDP bound the
protein is inactive.

GTP-binding proteins (also called GTPases because of the GTP hydrolysis that they catalyze) constitute a
large family of proteins that all have a similar GTP-binding globular domain. When its bound GTP is hydrolyzed
to GDP, this domain undergoes a conformational change that inactivates the protein. The three-dimensional
structure of a small GTP-binding protein called Ras is illustrated in Figure 5-18.

The Ras protein plays a crucial role in cell signaling (as discussed in Chapter 15). In its GTP-bound form it is
active and stimulates a cascade of protein phosphorylations in the cell. Most of the time, however, the protein
is in its inactive, GDP-bound form. It is activated when it exchanges its GDP for a GTP molecule in response to
extracellular signals, such as growth factors, that bind to receptors in the plasma membrane (see Figure 15-
53). Thus the Ras protein acts as an on-off switch whose activity is determined by the presence or absence of
an additional phosphate on a bound GDP molecule, just as the activity of a Cdk protein is controlled by the
presence of one or more phosphate groups on amino acid side chains (see Figure 5-17).

Other Proteins Control the Activity of GTP-binding Proteins by
Determining Whether GTP or GDP Is Bound10

The activity of Ras and other GTP-binding proteins is controlled by regulatory proteins that determine whether
GTP or GDP is bound, just as the activity of a Cdk protein is controlled by cyclins, protein kinases, and protein
phosphatases. Ras is inactivated by a GTPase-activating protein (or GAP), which binds to the Ras protein and
induces it to hydrolyze its bound GTP molecule to GDP - which remains tightly bound - and inorganic
phosphate (P;), which is rapidly released. The Ras protein will stay in its inactive, GDP-bound conformation

until it encounters a guanine nucleotide releasing protein (GNRP), which binds to GDP-Ras and causes it to
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release its GDP. Because the empty nucleotide-binding site is immediately filled by a GTP molecule (GTP is
present in large excess over GDP in cells), the GNRP activates Ras by indirectly adding back the phosphate
removed by GTP hydrolysis. Thus, in a sense, the roles of GAP and GNRP are analogous to those of a protein
phosphatase and a protein kinase, respectively (Figure 5-19).

The Allosteric Transition in EF-Tu Protein Shows How Large
Movements Can Be Generated from Small Ones1l

The Ras protein is a member of a family of monomeric regulatory GTPases, each of which consists of a single
GTP-binding domain of about 200 amino acids. During the course of evolution this domain has also become
joined to other protein domains to create a large family of GTP-binding proteins, whose members include the
receptor-associated trimeric G proteins (discussed in Chapter 15), proteins regulating the traffic of vesicles
between intracellular compartments (discussed in Chapter 13), and proteins that bind to transfer RNA and are
required for protein synthesis on the ribosome (discussed in Chapter 6). In each case, an important biological
activity is controlled by a change in the protein's conformation caused by GTP hydrolysis in a Ras-like domain.

The EF-Tu protein provides a good example of how this family of proteins works. EF-Tu is an abundant
molecule in bacterial cells, where it serves as an elongation factor in protein synthesis, loading each amino-
acyl tRNA molecule onto the ribosome. The tRNA molecule forms a tight complex with the GTP-bound form of
EF-Tu. In this complex, the amino acid attached to the tRNA is masked; its unmasking, which is required for
protein synthesis, occurs on the ribosome when the tRNA is released following hydrolysis of the GTP bound to
EF-Tu (see Figure 6-31 for an illustration of the clock-like function of EF-Tu).

The three-dimensional structure of EF-Tu, in both its GTP- and GDP-bound forms, has been determined by x-
ray crystallography. These studies reveal how the unmasking of the tRNA occurs. The dissociation of the
inorganic phosphate group (P;), which follows the reaction GTP - GDP + P;, causes a shift of a few tenths of a

nanometer at the GTP-binding site, just as it does in the Ras protein. This tiny movement, equivalent to a few
times the diameter of a hydrogen atom, causes a conformational change to propagate along a crucial piece of
alpha helix, called the switch helix, in the Ras-like domain of the protein. The switch helix seems to serve as a
latch that adheres to a specific site in another domain of the molecule, holding the protein in a "shut”
conformation. The conformational change triggered by GTP hydrolysis causes the switch helix to detach,
allowing separate domains of the protein to swing apart, through a distance of about 4 nanometers, thereby
releasing the bound tRNA (Figure 5-20).

One can see from this example how cells can exploit simple chemical changes that occur 