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Estimating the transport and fate of chemicals released into the environment is an interesting
and challenging task. The global environment is large on the chemical transport and fate
scale. This text applies the mathematics of diffusion, turbulent diffusion, and dispersion to

the atmosphere, lakes, rivers, groundwater, and oceans, as well as transport between these

media. The book follows a new educational paradigm of textbooks, in that it is based on
examples and case studies. The required theory is explained as a technique for solving the
case studies and example problems. A large portion of the book is dedicated to examples

and case studies, from which the important principles are derived.
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near a boundary that is important to the interaction with the diffusive boundary
layer.

The eddy diffusion coefficients that we introduced in Chapter 5 were steady
Guantities, using mean turbulence quantities (e.g., the temporal mean of 1/C’). This
temporal mean character of eddy diffusion coefficients can be misleading in deter-
mining the thickness of a diffusive boundary layer because of the importance of
unsteady characteristics. We will review some conceptual theories of mass transfer
that have been put forward to describe the interaction of the diffusive boundary layer

and turbulence,

1. Stagnant Film Theory

The stagnant film theory was developed by Nernst (1904). In this theory, a stagnant
film exists on both sides of the interface, as illustrated in Figure 8.8. The thickness of
the film is controlled by turbulence and is constant.

With the steady-state situation seen in Figure 8.8, 8C/3t = 0, 3C/dx and
8C/dy = 0, and w = 0. Then, the diffusion equation in each media, as long as tur-
bulence does not penetrate the concentration boundary layer, becomes

9°C, =1 Dwazﬁ
872 8z

that results in a constant gradient of concentration:

—0 (8.22)

Dy

aC, 3C, “
5= const. 5. = const, (8.23)

Now, at the interface, the flux in the air phase must equat the flux in the water phase:

8¢, dC,
Jy = =Dy " 8.24
dz az ( )

In addition, we can also apply these equations at the interface:

Jo = —k6(CP ~ C) Ty =~k (CT —CL) (8.25)

-Ia = “"‘Da

where C is the concentration away from the interface and ¥ is the concentration
at the interface. Because 3C/dzis constant,
aC,  Cr-Cl aC, Cx-Ci,

26
8z 3q az By (8:26)

Turbulent transport

Molecular transport
Figure 8.8. Concentration gradient at the inter-

i<

Molecular transport face as assumed by the stagnant film theory.
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D. INTEEACT!ON OF THE DIFFUSIVE BOUNDARY LAYER AND TURBULENCE

If we combine equations (8.24) to (8.26), we get

D, D .
K= — K; = - _ (8.27)
8a Sy
or _
KGEH KL(Sw
Sh, = =1 by = =1 8.28
“T D, S D, (8:28)

where Sk is a Sherwood number. Equations (8.27) and (8.28), however, are often
valid with one caveat: 8. and §,, are not constant, but are a function of time and the
diffusion coefficient.

2. Penetration Theory

The penetration theory is attributed to Higbie (1935). In this theory, the fiuid in the
diffusive boundary layer is periodically removed by eddies. The penetration theory
also assumes that the viscous sublayer, for transport of momentum, is thick, relative
to the concentration boundary layer, and that each renewal event is complete or
extends right down to the interface. The diffusion process is then continually unsteady
because of this periodic renewal. This process can be described by a generalization
of equation (E8.5.6): '

C—-C™ z
=erfc| —= 8.29
e (J4Dt) (329
Because the interfacial flux is given as
acC
J=—-D— 8.30
0z (8:30)
Equations (8.29) and (8.30) result in
D :
J == e 2P — C%) (8.31)
i

or,at 7 =0,

Tl = \/g(C‘ -y (8.32)

Combining equation (8.32) with (8.25) provides expressions for both K and Kg:

! Dy | D,
R Ke=\/—r (8.33)

Higbie hypothesized a constant time between events, labeled f,. After each renewal
event, the process of diffusive boundary layer growth would start over again. The
diffusive boundary layer growth at one location is illustrated in Figure 8.9. Note that
K; and Kg are now proportional to (D/t,)*/?, instead of D/3.

213




21

4

INTERFACIAL MASS TRANSFER

Figure 8.9, Concentration boundary layer growth as
visualized by Higbie’s penetration theory.

v

3. Surface Renewal Theory

Developed by Danckwerts (1951), the surface renewal theory states that £, is not
constant, but the renewal of the interface by turbulent eddies will have a period that
is represented by a Gaussian distribution with respect to time. Then, Ky or K¢ are

given by the equation

Ki=+Dyr  Ko=yDur (8.34)
where r is the mean renewal rate (s~1). The assumed thickness of the concentration
boundary layer is similar to that given in Figure 8.10.

Instead of determining #, in equation (8.33), we must determine r in equation
(8.34). Although the difference between Higbie’s penetration theory and Danckw-
erts’ surface renewal theory is not great, the fact that a statistical renewal period
would have a similar result to a fixed renewal period brought much credibility to
Higbie’s penetration theory. Equation (8.34) is probably the most used to date, where
r is a quantity that must be determined from the analysis of experimental data.

Characterizing Mean Renewal Rate. The mean renewal rate, 7, can be characterized
using dimensional analysis. Because r has units of inverse time, the charadterization

r= V3 (8.35)
will result in the appropriate dimensions, where V' is some velocity relevant to the
problem and v is kinematic viscosity. If we use the liquid film as an example, then
equation (8.34) becomes '

D,
Ki=aV | = (8.36)

Renewal Figure 8.10. Conceptual sketches of surface -

renewal on the water side of the interface (top)
and of the concentration boundary layer thickness
at one location over time {bottom), as assumed by
the surface renewsl theory.

Renewal
Renewal
Renewal
Renewal
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D. INTERACTION OF THE DIFFUSIVE BOUNDARY LAYER AND TURBULENCE

where o is a constant that depends on the application of equation (8&.36). This equ-
ation may also be written as

St Sct? = ' (8.37)
or

Sh

E&:W =0 (8.38)

where St is a Stanton number (K;/V), Sc is a Schmidt number (v/Dy), Shis a
Sherwood number (K7, L/ D,,), and Re is a Reynolds number (V' L/v), and L is some
length scale of the flow.

We can also replace V with ashear velocity, «. = (z/ 0)172, where 7 is the interface
shear stress and p is the density of the fluid. Again, equation (8.34) becomes

D
K; = ou, | —- (8.39) .
Vu
or
AT . 3 f'»
St =q Sc'? (8.40)
or e
Sh = o ScY2Re" (8.41)

-

where St* and Re* use the shear velocity. Characteristic relations similar to equations
(8.39) through (8.41) are commonly used in interfacial mass transfer, because shear
velocity is a common representative of the turbulence, and the effect of the turbu-
tence on the concentration boundary layer is what these equations are attempting to
represent.

Careful experimentation and analysis by many independent investigators have
shown us the following:

. At fluid—fluid interfaces, Kz ~ DY? and Kg ~ Di* (Daniil and Gulliver, 1991;
McCready et al., 1986). The surface renewal theory can be made to fi the transfer
data at filuid—fluid interfaces. The exception to this is bubbles with a diameter less
than approximately 0.5 mm. Even though there is a fluid on both sides, surface
tension causes these small bubbles to behave as thotigh they have a solid—fluid
interface. There is also some debate about this 1/2 power relationship at free sur-
faces exposed to low shear, such as wind-wave flumes at low wind velocity (Jihne
et al., 1987) and tanks with surfactants and low turbulence generation (Asher
etal., 1996). The difficulty is that these results are influenced by the small facilities

used to measure K7, where surfactants wiil be more able to restrict free-surface-

turbulence and the impact on field scale gas transfer has not been demonstrated.
b. At solid-fluid interfaces, Kr ~ DA and Kg ~ 2/ (Campbell and Hanratty,
1982). These data cannot be made to fit the surface renewal theory because the

theory gives Ky ~ },f % and Ko~ Dﬁ’ 2
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4. Analogy to a Laminar Boundary Layer

Laminar boundary layer theory assumes that a uniform flow (V = constant)
approaches a flat plate. A taminar flow region develops near the plate where the
thickness of the laminar boundary layer increases with thickness along the plate, as
devéloped in Example 4.2. If we assign 4 to be the boundary layer thickness, or the
distance from the plate where the velocity is equal to 0,99 times the velocity that
approached the plate, and 4. to be the concentration boundary layer thickness, then

 we can see that both 8 and 8. are functions of distance, x, from the leading edge, as

shown in Figure 8.11. .
Example 4.4 gave the following derivation for the boundary layer thickness:

3
2 =464 Re;'? (8.42)

X
where Re, = x V°/v and V™ isthe velocity approaching the plate. For a concenira-
tion boundary layer on a solid surface (Bird et al., 1960):
8¢

== 4.64 Re;\? S¢F3 (843}

If we average the concentration flux over a given length, L, we get
Sh = 0.626 Re/* Sc*P ' (8.44)

where Sh'= Kgl/D, Re;, = LV=/v, and Ky = either K; or Kg. The analogy is
as follows: If equation (8.44) works for laminar flows, why not try it for the mass
transfer from a solid surface into a turbulent boundary layer? Only the power on
the Reynolds number will be changed, through a fit of the following equation to
experimental data:

Sh = g Re™ Sct? (8.45)

Fluig drag on a flat

. I
A c
plate generates a v Bo\lf‘d‘ 88
"houndary layer’ P £ g
Laminar =

7/

Slow dissolution of

2
the plate also affects - poundary 1YY 5
a ih%ner region near Gangentretion 5. = %

the plate TR i

Figure 8.11. Illustration ofa houndary layer and a concentration boundary layer on a flat plate. (Adapted
from Cussler, 1997.)
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where o and ¢ are coefficients to be determined. This is, for the most part, how the
characterization equations have been developed in the literature. Table 4.2 provides

a number of these equations.

E. Solution of Diffusion Equation Near an Interface

In this section, we will leave the conceptual theories behind and progress to fluid
transport with turbulence measurements. This technique was developed by Hanratty
and coworkers in the 1970s and 1980s (Campbell and Hanraity, 1982; McCready
et al., 1986; Sikar and Hanratty, 1970), with some early free-surface analysis per-
formed by Chen and Scriven (1970). Let us consider a wind blowing over a water
surface and the water, in turn, moving above a solid surface. We will be consider-
ing the transfer of a volatile compound in which the resistance in the water phase
will dominate because of the high resistance to mass transfer in the water phase.
In addition, the concentration gradient will be in the water phase, as shown in
Figure 8.12. We will assign z = 0 at the water surface and at the solid surface.

Now, consider the mass transport equation within roughly 2§, of the interface,
where there is no turbulent transport because 8. & 8t

aC +Mac aC  aC 2C  8:C N 3:C (346)
— — v — F W = —_—t —+t .
at 9x ay az 9x2  dyr 8z

The gradients in the x- and y-directions are probably small when compared with the
large gradient in the z-direction. This will be sufficient to overcome the fact that u

and v are greater than w. Thus,

aC aC . aC
= — — 8.4
W U vay (8.47)
and :
BC  C B
(8.48)

32 0 B By

Then, equation (8.46) becomes

aC aC §C

— —— =D— ' 3.49

o Vo an | (8.49)
What we have done with equation (8.49)is convert C and w from functions of x, ¥, z,
and 1 to functions of z and £, In equation (8.49), we then have the parameters w(z,1),

C(z,1), and D. The only unknowns are the dependent variable, C, and w, as Dcanbe

L e S TR R T LT U A e ar oo ERE R
Z SRR SR RS FRTIEE

_— — !
= ¢Z { c 8 " f
Figure 8.12. Hlustration of volatile compound trans- : :
& port from a solid surface and from the water into the > ;
air. 1‘ ]
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determined either from meastirements or from the predictive technigues described
in Chapter 3. If we can somehow determine w(z, £), we can numerically solve for

'Clz, ).
( In)addition, we know these relationships for mass flux:
J = —D%g o= Ki(C™ - CH (8.50)
Thus, if we can determine C(z, £), we can also apply equation (8.50) to find K.(1),
and
K= L / K ()dt (8.51)
At e

We now have the following recipe to determine Kr(t)and K

1. Given D, measure w(z,f) within 26, of the interface,

2. For given boundary conditions, such as €! = C* and € = 0, solve equation
(8.49) numerically for C(z,7) and 6C/8z(¢) at z = 0.

3. Solve equation (8.50) for K (7).

4. Solve equation (8.51) for K ;.

Note that our recipe does not require measurement of any concentration — that is
because Ky = K; (D, turbulence). K is not a function of concentration. It is thus
logical that we do not have to measure concentration to measure K, as long as we
know the fundamental relation between turbulence and mass transfer. Of course,
there are difficulties with this four-step recipe. Primarily, item 1: “Measure w{z,t)
within 28, of the interface.” In water, a fairly large concentration boundary layer
would be 100 um. How are we going to get a profile of velocity measurements to
determine w(z,f) within 200 wm of the interface, when the measuring volumes of most
instruments are greater than 200 xm? This is the problem that Thomas Hanratty and
coworkers récognized and solved. '

Hanratty et al.’s Solution to Recipe Item 1. Recipe item 1 will have a set of substeps
that must be undertaken to find a solution to this measurement problem. They are:

la. Assume that w(z,r) may be separated into two individual functions of time and
distance, respectively, or

w(z. 1) = B(0)g(2) (8:52)

where g(¢) is Hanratty’s beta, representing the driving turbulence outside of the
concentration boundary layer, &, and g(z) represents the stretching, shﬁnking,
and overall dissipation of the turbulent eddies as they approach the interface.
These processes are illustrated in Figure 8.13.

1b. Expand g(z) from z = 0to z = &, as in equation {(8.53);

g2y =go+gz+gd +--- (8.53) |
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Figure 8.13. Illustration of the two processes' represented by f(7) and g(z) in the interface turbulence

decomposition of Hapratty and others,

ic. Apply continuity at the interface, shown in equation (8.54):
dw g
=248
0z azﬁ( )

We now need to determine du/dx and dv/8y in equation (8.54). This will be

accomplished in steps 1d, ¢, and 1f.
1d. Expand u and v about the interface (z = 0). Then,

(8.54)

[o s )

ulx,y, z.t) = i Z Z(ﬁi,j,kxfyfzk (8.55)

k=0 j=0 i=0

and

co oo 20

v(x, y. 1) = Z Z Z Tl'i.j,kxiyfzk (8.56)

k=0 j=D i=0

where ¢ and 7 are both some function of time. Equations (8.55) and (8.56) do
not truly need to be evaluated to (i, j, k) = oo, because we are actually very
close to z = 0, and the higher order terms will not be significant. Applying the

summations for 0 and 1, for example, is sufficient, and results in four terms in

equations (8.55) and (8.56).
le. Apply the boundary conditions at z = 0. For a free interface, these are w =
0, 8u/oz =0, and dv/3z = 0. At a fixed interface, the boundary conditions are

w=0,u=0,andv=0 _

1£. Solve equations (8.53) through (8.56) for g(z). The result of this operation is

different for a free interface, given in equation (8.57),

w= Atz (8.57)

than the result for a fixed inferface, given in equation (8.58):

w = Bt (8.58)

The difference between a free interface {equation (8.57)) and a fixed interface
(equation (8.58)) will eventually result in a different dependence of K, on diffu-

sion coefficient.
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Campbell and Hanratty (1982) used Lau’s (1980) measurements with some special
optics on a Jaser Doppler velocimetry system: to calculate 8(¢) near a fixed interface,
in this case, the inside of a clear pipe. They determined w(z,#) from equation (8.52),
and solved equations (8.49) and (8.50) numerically for K,(¢). Finally, they applied
equation (8.51) to determine K, which has been the goal all along. The end results
(Kp) may then be related to the other, independent parameters that are important to
the transfer process, such as diffusivity, viscosity, and turbulence parameters. Camp-

‘bell and Hanratty performed this operation and found the following correlation:

Ky = u, F[B(6)]Sc"10 (8.59)
or

Sh = F[B(1)]Re,Sc3 : (8.60)
where Fis a function that uses the frequency spectra of B(¢).

F[B(t)] = 0237555 (8.61)

where S;m = Sgmv/ul and Sgy, is the maximum value of the frequency spectrum of
8 with units of time ™", Note that equation (8.60) is proportional to Sc®?, rather that
Sct? for the fixed interface. Sc/> was based on an analogy to a laminar boundary
layer, which worked fairly well for fixed interfaces but was not necessarily correct
for a turbulent boundary layer. The correlation of Campbell and Hanratty (1982)
was based on actual data and on numerical simulations over the range of relevant
conditions. It is likely that the 0.3 power relationship is the correct one.

So, now that we have the fixed interface fairly well described, what about the free
interface? This actually presents another problem for the techniques of Campbell and
Hanratty. The z = 0 axis is on the water surface. If the water surface moves up and
down, the axis moves with it, and is actually a moving coordinate system. It is difficult
to get a water surface,'eﬁiposed to turbulence, that does not move more than 100 .

McCready et al. (1986) assumed that the turbulence that was measured by Camp-
bell and Hanratty near a fixed interface could also be applied to a free interface (i.e.,
fz) could be the same); it was only g(z) that would be different. Thus, the same
velocity measurements were applied to a free surface. The results of the numerical
analysis were quite different and are given in equations {8.62) and (8.63).

K7 = (0.5Bms DY? (8.62)

or
Shy = 0.71 Sc!/?g+/2 Re, (8.63)

where B = [B(r)?]*? is the root mean square value of 8, and S* = Bims v/u2.
McCready et al. used a linear approach applied to equation (8.49) to explain the
parameterization differences between equations (8.59) through (8.61) and equation
(8.63): if all of the scales of  are important to gas transfer, then f,,,, is the indepen-
dent parameter to characterize K. If only the larger scales of 8 are important, then
Sgm is the parameter that should be in the characterization.
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From equation (8.62), we can see that we also have a “measurement” of the

surface renewal rate, ¥ :
r = 0.5ms (8.64)

The penetration and surface renewal theories started out as conceptual, in that they
were visualized to oceur as such by individual theorists. These theories appeared to
work successfully for a free interface, such as the air—water interface, but not for a
fixed interface, such as solid-water. Now, the explanation is before us in equation
(8.64). Surface renewal is a fairly accurate representation of Hanratty’s £ at a free
surface, and therefore can be seen to give representative results. It is Hanratty’s 8
that we really should be measuring, and it happens that the mean surface renewal
rate is a good representation of Hapratty’s 8 at a free surface.

Attempts were made to visualize and measure these surface renewal events on
a free surface (Davies and Khan, 1963; Gulliver and Halverson, 1989; Komori et al,,
1982; Rashidi and Banerjee, 1988), but measurements were still concentrating on a
parameter from a conceptual theory, with no ability to distinguish if it was truly related
to K;. Tamburrino and Gulliver (1994, 2002) developed a means of visualizing and
measuring Hanratty’s § through streakline imaging or particle tracking velocimetry
on a water surface that is close to horizontal to the camera. Applying continuity to

equation (8.57) at the free surface:
du  dv

B=- (5—; + B_y) (8.65)
Equation (8.65) tells us that if we can measure the two-dimensional divergence on
a free surface, then we are also measuring Hanratty’s f. A sample of these types
of results, given in Figure 8.14, indicates that the scale of Hanratty’s g is a frac-
tion of that associated with lower frequency events. This means that virtually all of
the measurements of surface renewal have proven to be measuring something else,
because they concentrated on the low-frequency events. On a laboratory scale, we
are currently able to take measurements of two-dimensional divergence that can
be used to describe the liquid film coefficient directly through equations like equ-

ation (8.62). _
Other measurements of Hanratty’s g have been made or inferred from various

- techniques, including a hot film probe just under the water surface (Brumley and

Jirka, 1987), particle image velocimetry in a vertical laser sheet leading up to the
water surface with a florescent dye to indicate water surface location accurately
(Law and Khoo, 2002) and PTV on the water surface (McKenna and McGillis, 2004;
Orlins and Gulliver, 2002). The measurements of Law and Khoo (2002) are especially
interesting because the following relationship was developed from experiments on
both a jet-stirred tank and a wind—-wave channel: :

Kz = (0.05DBims)™? (8.66)

or
Sh =022 §5c'2872 Re (8.67)
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Figure 8.14. Measurements of Harratty’s $ in a 95-cm tank stirred by jets emanating from the bottom.
Left and right images are at depths of 44 cm and 22 cm, respectively (Adapted from Tamburrino and
Avravena, 2000).

where any convenient turbulence length and velocity scale may be used to make the
parameters nondimensional, as long as it is similar for each dimensionless number.
The similarities between equations (8.66) and (8.62) are striking, as are the differ-
ences. The two eqﬁations result in a similar form for the K relationship. However,
McCready et al. ended up with a coefficient for the equivalent renewal rate of 0.5,
while Law and Khoo ended up with 0.05.

In contrast, Tamburrino and Gulliver (2002) related liguid film coefficient from
Gulliver and Halverson (1989) and Lau (1975) to their measurements of Hanratty’s
B for open-channel flows in a flume. They could not get a Ky ~ Bt relationship.
Instead, their result was the following:

Sh = Sc™V2 (g+ Pe?) ™ (8.68)

where Pe, = u, H/v. The exponent of 0.645 in equation (8.68) is a problem because
the relation for K; now depends on the turbulence velocity and length scales chosen,
which should be avoided with this fundamental approach. Law and Khoo’s exper-
iment had higher values of 8, which may explain the difference. Tamburrino and
Gulliver’s hypothesis was that, because the turbulence originated from the channel
bottom and went through transitions as it moved to the water surface, the larger B
scales had the primary influence on gas transfer coefficient. They computed the fre-
quency specira of g, verified that their supposition was true, and found the foillowing
relationship that gave a dimensionally correct relationship: '

Ky = (0.058 S, D)2 (3.69)

or

Sh=0.24 Sc'2S;, Re (8.70)




E GAS FILM COEFFIGIENT

Again, any turbulence velocity and length scale are sufficient to use in these dimen-
sionless parameters, as long as they are used in all parameters. Tamburrino and Gul-
liver used the bottom shear velocity and channel depth. Equation (8.69) provides a
measure of surface renewal rate: :

r=0058 S | (8.71)

So, this fundamental approeich to determining gas transfer coefficient is still sorting
out which flows have all scales contribute o gas transfer coefficient, such that Ky, ~
172 andwhich flows have only the larger scales of 8 contribution, such that K; ~ Séﬁ

It will be some time before the approach is taken to the field.

E. Gas Film Coefficient

The gas film coefficient is dependent on turbulence in the boundary layer over the
_wéter body. Table 4.1 provides Schmidt and Prandil numbers for air and water. In
water, Schmidtand Prandtl numbers on the order of 1,000 and 10, resp ectively, results
in the entire concentration boundary layer being inside of the Jaminar sublayer of
the momentum boundary layer. In air, both the Schmidt and Prandtl numbers are
on the order of 1. This means that the apalogy between momentum, heat, and mass
transport is more precise for air than for water, and the techniques applied to deter-
mine momentum transport away from an interface may be more applicable to heat
and mass transport in air than they are to the liquid side of the interface.

There are two types of convection in an air boundary layer: (1) forced convection
created by air movement across the water body and (2) free convection created by
a difference in density between the air in contact with the water surface and the
ambient air. If the water body is warmer than the surrounding air, free convection
will occur. The combination of these tw0 processes is illustrated in Figure 8.15.

The gas film coefficient due to free convection (Figure 8.15a) is described by the
relation of Shulyakovskyi (1969):

) AD 1/3
Ko =014 (M-—U) Positive Ab, (8.72)

Vg

where g is the acceleration of gravity, o is the thermal diffusion coefficient in air,
Br{1/°) is the coefficient of thermal expansion for moist air, v, is the kinematic
viscosity of air, and A, is the virtual temperature difference between ajr at the water
surface and the ambient air, representing a density difference. Virtual temperature
is the 'density of dry air at otherwise similar conditions. The relation for A8, is:

88y = | T (1 +0.378p/B) — T (1 +0378pua/ Fe) 0] (8.73)

where ||| stands for the greater of the two terms in brackets; T and T, are the

temperatures of the water surface and ambient air, respectively; Pus and p,, are the
vapor pressures of saturated air on the water surface and ambient air, respectively;

and F, is the air pressure.
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d)

Figure8.15. Free and forced convectionregimes: {z) free convective plume, where Ty > Tyic;{b) convective
plume defiected by wind; (¢) unstable boundary layer; and (d) stable or neutral boundary layer, where
T < Ty (Adams et al., 1990). -

Saturation vapor pressure at any air temperature may be computed by the
Magnus-Tetons formula:

17.3[TCK) - 273] } (674)

(b)) = 6.11
Pus{mb) CXP{ T¢°K) — 35.9

and atmospheric vapor pressure can be computed from the saturation vapor pressure

and relative humidity, RH:

RH

Pua = mpvs (875)

Because values of o and v, can be found from tables such as those in the Handbook
of Chemistry and Physics (CRC, 2005), all that remains is to determine A7 before we
can estimate K from free convection. The equation |
B 1

T Lu(C)+273

will provide us with this parameter, where 7;, = 7,(1 + 0.378p,,/ F,) is the virtual
temperature of the air. :

Adams et al. (1990) have investigated the application of the free convection
relationships for the cooling water pond at the Savannah River thermal power plant
and found that free convection should dominate at wind speeds (at 2 m height) of less
than 0.5 — 1 m/s. At wind speeds greater than 1 to 1.5 m/s, the evaporation regime

By (8.76)
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of an unstable forced convective layer, illustrated in Figure 8.15¢. Thus, the

is that
e “smoothed over”

deflected plume, Figure 8.15b, is a transition regime that will b

for evaporation from water bodies. A stable boundary layer occurs when equation

(8.73) is equal to zero. _
The unstable boundary layer is a fiow regime that exists at wind speeds greater

than approximately 1.5m/s when A6, is positive. This is a commonly occutring regime -
art by assuming the common logarithmic velocity
by a stability function (Brutsaert, 1982) and
height z. Then, the momentum/unit

in environmental flows. We will st
profile in the air boundary layer, altered
assign J,, = pu? to be the flux of momenturm at

volume difference between heights z and z = Ois

o u(z) = u.(z =0} = ’iz {111 (i) *—'Ufm] = i:fi [ln (Z—;) — w,ffm] (8.77).

which is a fraction

where « ~ 0.4 is von Karmon'’s constant; Zo is dynamic roughness,
of the true surface roughness (Turner, 1994); and 1, is a momentum-flux stabil-
ity function that is nonzero with stable and unstable boundary layers. For unstable

boundary layers, ¥, is given by (Brutsaert, 1982):

= In [ 1+ (1 - 16z/L)y"* ] ) [ 14 (1 — 167/ ]
| " 1+ (1 — 16z0m/L)Y* 14 (1 — 16zom/L)* (8.78)
~ —2arctan [(1 - 162/L)/*] + 2 arctan [(1 — 1620m/L)" 4
and L is Obukhov’s stability length,
L= - 5% (8.79)
where B is the buoyancy flux per unit area, expressed as
g 8brlec+ 0.07¢.) (8.50)

pCp

is the specific heat capacity of dry air, @, is the

where o is the density of air, Cp
is the evaporative heat flux

heat flux across the water surface by conduction, and ¢,
from the water surface. Equation (8.78) results from the integration of a relatively
simple equation curve fit to field data. The integration resulis in this complicated

1 a smooth surface, i, Zom /v and U, Zoa/D 4 are both equal to 9.6. At most

equation. Fo
ot hydrodynamically

wind velocities and wind fetches, however, the water surface isn

smooth, and another relation is needed.
The equation for mass flux of compound A, J 4 and mass of A pe

will be written by analogy to equation (8.77):

Ca(2) - Calz =0) = J4 [m (—Z—) - wA] (8.81)

Ky A

r unit volume

where 14 is given by (Brutsaert, 1982):
1+ (1 —16z/D)Y*
(1 - 162/L) ] (8.82)

=21
ya=<an [1 T (1 - 16204/L)2
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If equations (8.77) and (8.81) are combined to eliminate shear velocity, an equation

can be developed for the flux of compound A:
2 _ - —uz=
1 [Cafz) = Calz = 0)] [u(z) — u(z=0)] (883)

() e ()

Equation (8.83) provides us with an expression for the gas film coefficient for an
atmospheric boundary layer: '

K2 [u(z) — u(z=0)] : (8.84)

()= ()

The gas film coefficient and gas flux rate can be estimated through iteration on
equations (8.77) through (8.84), if ¢, and ¢, are known, and a good relationship for
Zom and zp 4 is known. Evaporative heat flux can be determined by applying equation
(8.83) to water vapor and using the relationship '

K=

%e = LyJu,0 (8.85)
where L, is the latent heat of vaporization, given as
I.(cal/g) = 597 — 0.571T(°C) (8.86)

where 1y is water surface temperature. Then, Bowen’s ratio (Bowen, 1926) may be
used to compute ¢.:

e = 0.61 Py (bars) LK [T, ~ T(2)] (8.87)

where F; is air pressure. The application of these equations to determine gas film
coefficient will be demonsirated in Example 8.6.

EXAMPLE 8.6: Computation of gas film coefficient over a water body

Long lake, with a fetch of 10 km, is exposed to various wind speéds. On a cold day
in fall, the water temperature at 10°C has not cooled yet, but the air temperature is
at —5°C. The relative humidity is 100%. Compute the gas film coefficient for water
vapor at various wind fetch lengths for wind speeds at 2 m height, between 2 and

20 m/s.
For these conditions, we have the following water vapor concentrations:

Cu,o(z=0) = pup/F =13 g/m?>, assuming that P, = 1.013 bars, and,
Cryo(2) = 4g/m’ '

In addition, we need to find a parametric relationship for zp, which will be equal
to zomo at velocities above 2 my/s, because the boundary of the water surface will
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Figure E8.6.1. Computations of gas film coefficient for the unstabie boundary layer of Example 8.6 and
for 2 neutral boundary layer that is otherwise similas.

be rough. Gulliver and Song (1986) combined the relationships of Hsu (1974) and
Mitsuyatsu (1968) for gravity waves to get

0g _ gr
2 0.009427 ( iz ) (E8.6.1)
and the relations of Hsu and Long and Fiwang (1976) for capillary waves to get
172 173
28— 0.00197 (%) (—“—) (E8.6.2)
wo 1, 24

where o is the surface tension of clean water exposed to air. The transition is pre-
sumed to occur when zo from equation £8.6.2 becomes greater than that of equation
(ER.6.1). Finally, Wu (1975) gives

w(z = 0) = 0.55u, /pi (E8.6.3)

where p,, is the water density.

We will assume that zg, = zoa = Zo, Which is generally true except for a smooth
water surface. When we use equations (E8.6.1) through (E£8.6.3), along with the
equations provided above (8.77) through (8.87) to compute K for water vapor
versus fetch for different wind velocities, the result is that provided in Figure E3.6.1.
Tteration was required on the entire set of equations. Also provided in Figure E8.6.1
are similar results for neutral conditions, with ¥ = Ym0 = 0. The gas film coeificient
decreases with fetch length as 7o decreases due to an increase in wave velocity. Even
though the water surface is not moving quickly, as equation (E8.6.3) can be used to
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212) K:_ {gas transfer coefficient)

Apt Co’ .CN.
(bubble surtace area) {corcentration in the
Co* c * water)
0 » WN

{water-side concentration
of the bubbie)

Figure 8.16. Parameters important to the bubble-water gas transfer.

demonstrate, the waves that provide the roughness are moving faster as the wind

fetch increases. W

G. Bubbile-Water Gas Transfer

Bubbles com;ﬂicate the mass transfer process because the concentration of gases in
the bubble is not constant with time. Instead of being exposed to the atmosphere —
which is assumed to be a large container such that ambient concentrations do not
change in the time of interest —a bubble volume is more limited, and the concentration
of the various compounds can change due to mass flux or due to a change in pressure.
This means that, for a volatile compound (for a gas), the equilibrivm concentration
at the water surface is not constant.

We will perform a mass balance on oxygen, which is commonly of interest in
bubble—water gas transfer and is illustrated in Figure 8.16. Bubbles are often placed
into the water because of their high surface area and tendency to generate their own
turbulence. A similar mass balance may be performed on any compound in the water
or the gas in the bubbles. Air is mostly oxygen and nitrogen, as given in Table 8.3,
with a smaller concentration of argon and traces of other compounds. Humid air,
such as air bubbles, also needs to incorporate water vapor using equation (8.74) and

the relation

Cino(%) = £ (8.88)

a

Table 8.3: Composition of dry air (CRC, 2005)

Molecular

Gas Symbo! % by volume % by mass weight
Nitrogen Ny 78.08 75.47 28.01
Oxygen O, 20.95 23.20 32.00
Argon Ar 0.93 1.28 © 3995

Carboen dioxide CO, - 0.038 0.05%0 44.01
Neon Ne 0.0018 0.0012 20,18
Helium He 0.0005 0.00007 4.00
Krypton Kr 0.0001 0.0003 83.80
Hydrogen 0o 0.00005 Negligible 2.02

Xenon Xe 8.7 x 1078 £.00004 131.30
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Then, to keep the total at 100%, other gas concentrations need to be adjusted
accordingly. :
We will conserve both nitrogen and oxygen gas. Often, argon is considered to be
similar to nitrogen because both are nonreactive and have close to the same diffusion
coefficient. Because both gases are volatile, there is no significant resistance on the

gas side of the interface, and
Cro = HOCE (8893)
Coy = HyCy {8.89b)

Then, the change of concentration in the water phase is given by
f

ac
V=2 = K104 (Ch = Co) + Kiso 4 (Geo = Co) (8.90)
and
dCy - ' .
V—E = Kind (Ciy — Cn) + Krsw Ay (Csw — Cw) (8.90b)

where V is the volume of water; subscripts N and ( indicate nitrogen and oxygen
compounds, respectively; Ky is the liquid film coefficient; K5 is the liquid film coetf-
ficient of the water exposed to the atmosphere; A, is the bubble surface area; A
is the surface area exposed to the atmosphere; C is the water-side concentration;
C* is the concentration of the water in equilibrium with the bubble; and Cs is the
saturation concentration of water exposed to the atmosphere. For bubbles greater
than approximately 0.5 mim in diameter, the bubble surface acts similar to a free sur-
face because of the toroidal circulation of gas inside of the bubble, as illustrated in

Figure 8.17. Then, equation (8.62) applies:

D\
Kisny = (D_o) - Krso (8.91a)
D\ '
KLN=(D—];> Kro (8.91b)

where D is the diffusion coefficient of the compound in water. For bubbles less than

approximately 0.5 mm in diameter, the bubble acts similar to a solid and equation
(8.59) applies. This gives

Dy 0.3
Kin = (’5—) Kro (8.92)
Io,
The concentration inside of the bubble must also be considered:

dC

v djo = Kro(ChH— Co) (8.93a)
dC

Vi — Ky (Ch—Cn) (8.93b)

dr

228 .
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i Figure 8.17. Circulation of gas inside of a bubble. The
. coordinate system is moving with the bubble.

where V; is the volume of the bubble and Cp is the concentration of the respec-
tive compound in the bubble. Because of the difference in pressure that a bubble
experiences, it is easier to keep track of the mole ratio, yu:

Cro .
= 8-94
Y= (8.94)
where concentration is given in moles/volume, and
Ay . O Ym 3V (8 05)

ar et az
where v, is the rise velocity of the bubble. The 8y,,/8¢ term can be visualized as the
change of y,, over time at one location, with many bubbles streaming by. This term is
generally small compared with the last term in equation (8.95) and will be assumed

negligible for the computation of y., as long as accurate values of Cp. Cu, etc., are
known. We will therefore concentrate on the 3y,,/9z term. Thus,

dym _ 3(Coo/Cow) _ 1 3Cho _ Cpo 9Con (8.96)
9z oz Cony 0z Ciy 9z )

To determine Cpo and Cpy, we will retum to the mass flux:

aC .

vV a; 9 = Kpo(Ch — Co) (8.97a)
ac ' |

vV Bj:N = Kin (Cy — Cn) (8.97b)
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Figure 8.18. Iliustration of a bubble plume in a tank.

The terms v, and ¥}, are terms that must be estimated. However, the multiplicative
pair, v, V5, can be converted through analysis of a rising bubble plume (McWhirter
and Hutter, 1989), as shown in Figure 8.13. The residence time of bubbles in the tank,
t,,is given by ¢, = V4/ Oy, Where O, is the discharge of air into the tank. In addition,
t, = hy/v,, where Ry is the depth of water in the tank. Then, '

Ve hy
= —_—= 8-
Iy 0. (8.98)
which means that
Vivy = Oy {3.99

Thus, the unknown term in equation (8.97), Vs vr, has been replaced with the known

terms, O, hg.
Substituting equation (8.99) into (8.97) gives

3Co Koo
Al F g &) 100
9z Ouha (Co 0) (8.1 a)
8GN  Kind
—_— = *—C .

A ZE (G = Cn) (8.100b)

Now, substituting equations (8.89), (8.91), and (8.100) into (8.96) gives

oym  —Kiods| 1 (DN)“Z HoC3 :
fm 222 ——(CH5—Co)— | =~ ——=_(Cy—C 8.101

These equations are finalized by determining the equilibrium concentration between
the bubble and the water on the edge of the bubble:

P, — pu+|prglha — Z)] Vm
r = C 8.102a
0= *50 P — Do 0.208(1 + ym) ( )
. B, — py+ [prglha — 2)] 1
5 C 8.102b
N N Fatm — Pv 0-208(1 + ym) ( )
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where oz, is the density of the liquid, £, is the pressure of the local atmosphere, p,
is the vapor pressure, and Py is the pressure of the standard atmosphere. Equation
(8.102) changes with depth as z and y,, change with depth. The boundary condition
of equations (8.101) and (8.102) is the gas molar ratio at the sparger, which is 0.266
for air and the initial concentrations Cp and Cy in the liquid. The equations are then
solved from z = 0 to z = Ay at one moment in time and used to compute Cp and Cy
in equation (8.90) for the next time step.

We can see that the equations and solution technique have an added degree
of complexity for bubble—water gas transfer, primarily because of the variation of
pressure and because the gas control volume cannot be considered large. These are,
however, simply the mass conservation equations, which should not be considered
difficult, only cumbersome. Any reduction of these equations is an assumption, which
would need to be justified for the particular application. If transfer of a trace gas is
of interest, then similar equations for the trace gas would need to be added to those
provided above,

We also need to develop the theories for liquid film coefficient to use in the
aforementioned equations. For dreps that are close to spherical, without separa-
tion, Levich (1962) assumed that the concentration boundary layer developed as the
bubble interface moved from the top to the bottom of a spherical bubble. Then,
it is possible to use the concepts applied in Section 8.C and some relations for the
streamHtines around a bubble to determine K;:

—

4 1/2
Sh = (;Pe) (8.103)

where Sh = Kpdy/ D, Pe = v,dp/ D, and dj, is the bubble diameter. Equation (8.103)
should apply as long as the bubble is spherical and the interface moves with the rise
of the bubble. For bubbles where the surface acts as a solid surface (does not move),
and is spherical, Friedlander (1961) developed the equation

Sh = 0.99Pel? ' (8.104)

that applies to very small bubbles. In general, most of the gas transfer is across

bubbles that are not spherical, because of turbulence generated in the bubble rise
field, so variations on equations (8.103) and (8.104) have been proposed, as given in
Table 4.2. These equations, however, do provide a good basis from which to develop
characterization equations,

H. Interfacial Transfer with Reaction

There are a number of environmentally significant compounds that undergo a reac-
tion while moving through the water-side, concentration boundary layer, such that
the flux rate is altered. If the flux rate is altered, then the apparent rate coeffi-
cient is also affected. Typical examples would be the compounds that react with
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Table 8.4: Environmenmlly significant compounds that react with water
k(s™1)
CO, -+ H;O = H2C03 3.7 x
1072
ClhL + H,O = HOCI + H* +CI- 28
H,:S + H,0 = HS™ + H: O™ 4. 5 107
NH; =+ 0 = NH4+ -+ OH~
CH;COOH + 0 = CH;COO~ + H;O* 1.0 109
(Methyl formate)

water, such as the reactions given in Table 8.4. These reactions are all essentially

irreversible.

EXAMPLE 8.7: Absorption raie of carbon dioxide by the ocecns

de is one of the major global warming gases. The ocean acts as a reservoir

slow the effects of this gas on global warming.
ndent on the rate of reaction of carbon dioxide

Carbon dioxi
for carbon dioxide and therefore will
How is this air-water transfer rate depe
with liquid water to form H2C03?

C,where C is the water concentration of

Carbon dioxide has a source/sink rate of -k
he concentration boundary layer would

carbon dioxide. The concentration profileint
be steeper near the interface, as iliustrated in Figure E3.7.1.

Thus, the diffusion equation within the water concentration boundary layer

becomes
al 92C
D—— = kC (E8.7.1)

. with boundary conditions:

1. Attr=0%2=0,C=0Cp
2. Atf=0,Z>O,C=O

The solution to equation (E8.7.1) has been developed by Danckwerls (1970): i ,

€ _lew (—z\/%) erfc (2 ZID - JE) + % esp (z\/%) erfc (zj?ﬁ + JE) -

Co 2
(ER.7.2)

Figure E8.7.L. Concentration profile with a first-
an equivalent concentration profile without reaction

arder, irreversible degradation reaction (solid line) and
(dashed line).
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Table E8.7.1: Transfer enhancement ratio for a range of liquid film
coefficients common on the ocean surface

Wind velocity (m/s): 05 1 2 4 6 8 12 16

vREDKG: : 197 63 20 07 03 02 01 007
Kr/Kp: 199 65 22 122 12 10 10 1.0

The flux rate at z = 0 is found by the equation

aC
=-D—|._ ER.7.
J az z=0 ( 3)
which gives
~kt ’
J = C/kD (erf«/ﬁ 4+ ° ) E8.7.4
o — ( )

From equation (E8.7.4), we can see that an equivalent, bulk, liquid-film coefficient,
K¢, would be

Ky = kD (erf«/fé‘r + \2_%) C (E81S)

Of course, the concentration boundary layer does not grow indefinitely, but the
penetration or the surface renewal theories give us a means of dealing with that fact,
If we are going to use the penetration theory, t = f.. If we are going to use the surface
renewal theory, ¢ =» 1/mr. With the penetration theory, the transfer enhancement
ratio, Kg/ Ky, is then given as

Ke % (erf e ) (E876)
= =7 - A
K ¢ S ki,

A similar substitution will give the transfer enhancement ratio for the surface renewal
theoi'y.

Now, we need to estimate #, for the ocean, influenced by wind. We will use the
empirical equation developed by Wanninkhof (1992):

K;(m/s) = 1.25 x 107 W (m/s)"%* (E8.6.7) -

where W is wind velocity at 10 m height. Using equations (E8.6.7) and (8.33), . =
D/(m K2), the transfer enhancement ratios given in Table E8.7.1 were computed. The
diffusivity of carbon dioxide is ~ 1.7 x 10~ m?/s, using the predictive techniques in
Chapter 3. A significant enhancement of carbon dioxide transfer is apparent at lower
wind velocities. The enhancement is minor at wind velocities above 8 m/s, however.
Note that Example 8.7 could have been used for the enhanced transfer of any -
compound given in Table 8.3. The enhancement ratio is correlated against the ratio,
(kD)2/K; in Figure 8.19.
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1. Probiems
1. (T/F) If a compound is volatile, it will migrate predom

3. The resistance to mass transfer of a nonvolatile compound isla

phase.

4, (T/F)The gas film coefficientis |
compound. '

5. Does it make a difference if w
Why or why not?

tally spilled into the fish tank of Example 8.4 instead of benzene?
7. You have placed an air diffuser

the cost of pressurizing the air to overcome hydrostatic

The bubbling action adds oxygen 0
and also through surface air-water transfer.
is reached. Ts this steady concentration at equilibrium? Why?

8. Consider Examp
trichloromethane (a semivolatile compound) added to

point in time.

9, What are the boundary conditions-in t

should be applied? Briefly explain why.

in the air and in the water. Explain any differences.

11. A rapid reactioninone phase can increase the overall mass trans
the influence that bubble size might have on the relative importance of a liquid-

phase, rapid reaction on mass transfer rate.

1.0 '
0.1 1
JKD/K,

rgestinthe

3. (T/F) A large Henry’s law constant means that the gas is nonvolatile.

inately to the air phase.

inearly dependent on diffusion coefficient of the

e use g/m’ or moles/m? for Henry’s law constant?

6. How would the distribution of mass differ (qualitatively) it DDT were acci.dén-

(sparger) at the bottom of a 20-m-deep lake for

the purpose of increasing 0xygen concentrations. The primary cost of spargers is
pressure and head losses.

the water through air bubble—water transfer
A steady-state water concentration

le 8.5, except with (a) toluene {a volatile compound) and (b)
the water, instead of

toxaphene. Skeich the concentration profiles that would be expected at some

he environment to which the stagnant

film, penetration, surface renewal theories, and laminar boundary layer analogy

10. Sketch a boundary layer profile for momentum, heat, and mass that would occur

fer rate. Discuss
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9 Air-Water Mass Transfer in the Field

The principles of air-water mass transfer are often difficult to apply in field mea-
surements and thus also in field predictions. The reasons are that the environment
is generally large, and the boundary conditions are not well established. In addition,
field measurements cannot be controlled as well as laboratory measurements, are
much more expensive, and often are not repeatable.

Table 9.1 lists some of the theoretical relationships from Chapter 8, for exam-
ple, and the difficulties in applying these relationships to field situations. Eventually,
application to the field comes down to a creative use of laboratory and field mea-
surements, with a good understanding of the results that theory has given us and
to make sure that we do not violate some of the basic principles of the theoretical
relationships.. '

The value of A has notbeen attempted in the field to date. So,howdowe determine
K, for field applications? The determination of dynamic roughness, zo, has also been
difficult for water surfaces. The primary method to measure Ky, and K is to disturb
the equilibrium of a chemical and measure the concentration as it returns toward
either equilibrium or a sieady state. Variations on this theme will be the topic of this

chapter.

A. Gas Transfer in Rivers

1. Measurement of Gas Transfer Coefficient

Rivers are generally considered as a plug flow reactor with dispersion. Determination
of the dispersion coefficient for rivers was covered in Chapter 6, and determination
of the gas transfer coefficient is a slight addition to that process. We will be measuring
the concentration of two tracers: a volatile tracer that is generally a gas (termed a gas
tracer, C) and a conservative tracer of concentration (C.). The transported quantity
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Table 9.1: Theoretical relationships for gas transfer coefficient and the diﬁiculties.in
applying them in the field

Theoretical relationship Difficulties in field application
= —D%g— . Cannot measure 3C/3z within 100 pm of

= the free surface
JFT=Kg (-CH% - Cw) : Must determine K.
J=Kg{Cy — HC,) Must determine Kg

2 — =
Ko = z’c [u(z) — u(z 3)] Do not know Zom ©F 204
EEENEEE
A 0m

KL= D/ Do not know 3(t, D)
K =~Dr ’ Do not know r
Kp=~ DBims Must determine Bems

will be the raiio of the two tracers, R = C/C,. Then, the convection-dispersion equa-
tion becomes

5RO AR 92R '
R QI _p 8 _R .
o =D Ka(R — R ©.1)

where Q is the river discharge, A is the cross-sectional area, Kra = KL AJV = Ky s
the reacration coefficient, and ais the specific surface area ot surface area per volume
of water. If we are oriented in Lagrangian coordinates, the convection term does not
appear. In addition, the gradient of the ratio R is presumed to be low, because as
the conservative tracer spreads, s0 will the gas tracer. Finally, most gas tracers-do not
have a significant concentration in the atmosphere, so R, = 0. Then, equation (9.1}
becomes '

IR .
2= KR _
at - g (9 2)
with solution
R
In (—E) = Kty —11) (9.3)
{ R

where subscripts 1 and 2 correspond to times 1 and 2. Most gas transfer measurements

are made with a dual tracer pulse, in which the pulse requires some distance to mix _ "
across the river, as in Chapter 6. Thus, a tracer cloud is followed, and the time is '
generally taken tobe the center of mass of the cloud on which multiple measurements

are made. Then, equation (9.4) becomes that which is actually used in practice:

1 Xn: Ry _
— Gon) In SRy (9.4)

Ky =

where # is the total number of measurements at a given location. There are other
considerations with regard to gas. transfer measurements in rivers that are detailed o
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Figure 9.1. Gas tracer pulses for the James River (North Dakotz) used to measure the reacration
coefficient. GC, gas chromatograph; $Fs, sulfer hexafloride.

elsewhere (Hibbs et al., 1998; Kilpatrick, 1979). Some typical gas tracer pulses are
given in Figure 9.1. These measurements are a significant effort, because one needs
to be out for 2 or 3 days and mobilize when the tracer cloud passes, which is nsuaily
in the middle of the night.

Of course, the typical objective is the K> value for oxygen to be used in such things
as total daily maximum load calculations, and we just have the K value for the gas
tracer. We can use equation (8.62) to get us from the transfer of one compound to
another, because 8., is similar for all compounds:

K2(03) (Do, \'?
K;(tracer) (HE) ©3)

where D; is the diffusion coefficient of the gas tracer.

2, Prediction of the Gas Transfer Coefficient in Rivers

Measurements of reacration coefficients have been made at a number of locations
over the years, and it is natural that individuals would try to correlate these measure-
ments with the measured parameters of the river so that predictions can be made
elsewhere. A partial compilation of measurements is given in Figure 9.2. Although
there is scatter in flume measurements, this is exceeded by a factor of 10 in field
measuremennts. _

Moog and Jirka (1998) investigated the correspondence of a number of equations
with the available data, using the mean multiplicative error, MME:

Yk [In (K, / K| ] (9.6)

MME = exp [ N

where K, and K, are the predicted and measured K5 values, and N is the number
of data. The MME compares the ratio of the prediction with the measurement, so
that the study would not be biased toward the higher values of K. There are orders
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Figuze 9.2. Measurements of reacration coefficient in laboratory flumes and in the field. Present authors
are Crulliver and Halverson {1989). Sris a Stanton number, Ky /u+.

of magnitude differences in reaeration coefficients, and to simply take the differ-
ence between predictions and measurements as the residuals causes the residuals of
the larger reaeration coefficients to dominate the process. The MME thus has the

following advantages:

1. The small and large values of K; are considered equally.

2. The MME is the geometric mean of K,/ Kn-Thus, 8 given equation is on average,

: in error by a factor equal to the MME. _ '

3. Thée MME of Kz is equal to the MME of Kp. This occurs because the absolute
values of the K,/ Km ratios were utilized, instead of the square of the ratio.

Moog and Jirka then calibrated the lead coefficient and studied the predictive capa-
bility of 10 «calibrated” empirical equations to predict reaeration coefficients that
were the result of 331 field siudies. The result was surprising, because the best pre-
dictive equation was developed by Thackston and Krenkel’s (1969) from laboratory
flume studies, and the comparison was with field equations. In dimensionless form,
Thackston and Krenkel’s (1969) calibrated (multiplying the lead coefficient by 0.69)
equation can be converted to a dimensioniess form utilizing Sherwood, Schmidt,
Reynolds, and Frosde numbers:

Gh = 4.4 x 107282 Re, (1+ F'7) (9.7)

where Sh = Kph/D = KhYD, Sc =v/D, Re, =uh/v, F =U//gh, h is mean
stream depth, D s diffusion coelficient of the gas in the water, v is kinematic viscosity,

l ' e = (ghS)” 2 is shear velocity, S is watet surface slope, U is mean stream velocity,
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and g is the acceleration of gravity. To convert Thackston and Krenkel’s equation
to equation (.7), we have assumed that X is proportional to D2, included the .
viscosity of water at 20°C, and assumed that Sc = 476 for oxygen at 20°C. Equa-
tion (9.7) should be functional at all water temperatures in which water is a liquid
and for all gases. It is probable that the Froude number in equation (9.7) partially
accounts for the additional water surface roughness that occurs above a Froude num-

ber of 1.0.
Equation (9.7) results in the following relation for surface renewal rate, r:

2
r=194x 107 (1 + F17) (9.8)

Moog and Jirka also found that equation (9.7), even though it was the best predictor,
still had an MME of 1.8. This means that one can expect the predictions of equa-
tion (9.7) to be off the field measurements by either multiplying or dividing by a factor
of 1.8. Fifty percent of the predictions will differ by more than this factor and 50%
by less. In addition, they found that below a stream slope of 0.0004, it is just as good
to simply use a constant value of K at 20°C of 1.8 days~!, with a 95% confidence
interval corresponding to a multiplicative factor of 8. At the low slope values, other
factors, such as wind velocity and surfactants on the water surface, could become
influencing factors. Considering that there are 331 “high-quality” measurements of
reaeration coefficient in streams, with 54 at § < 0.0004, we have not made great
advances in predicting reaeration coefficient. The obvious question is Why?

There are four possible reasons that will be presented herein. They will be indica-
tive of the difficulties that exist when taking detailed results of experiments and
analysis from the laboratory to the field.

1. Field measurements are not as precise as laboratory measurements. Although this
is a true statement, some dedicated field experimentalists have improved the
field techniques greatly over recent decades (Clarke et al., 1994; Hibbs et al., 1998:
Kilpatrick et al,, 1979; Tsivoglou and Wallace, 1972). Whereas the implementation
of field studies is still a challenge, the accuracy cannot account for MME of 1.8.

2. Turbulence is generated at the channel bottom, and reaeration occurs at the top of
the channel. The importance of turbulence to gas transfer was illustrated in Sec-
tions 8.C and 8.D. One confounding experimental problem is that the turbulence
is generated at the botfom of the channel and goes through changes in intensity
and scale as it moves toward the water surface. This problem exists in both flume
and field channel studies, however, and the flume studies are significantly more
precise than the field studies.

3. Theindependent parameters that are measured are not truly indicative of the impor-
tant processes for gas transfer. In Section 8.D, we discussed the revelations of
Hanratty and coworkers - that the process important to gas transfer is two-
dimensional divergence on the free surface (Hanratty’s 8):

ou  dv
f=- (a + 5;) (8.67)
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Figure 9.3, {ilustration of addittonal surface vortices in a nafural river.

Tamburrino and Gulliver (2002) and Tamburrino and Aravena (2000) have exper-
imentally visualized § on the free surface of turbulent flows and indicated that
there is a correlation between g and vorticity, @, on the free surface:
' du D
u v (9.9)

w=— " 73
dy ox

iver, illustrated in Figure 9.3, There are m
of vorticity in a natural river that are not related to bottom shear. Free-surface

vortices are formed infront of and behind islands and at channel contractions and

expansions. These could have a direct influence on reaeration coefficient, without

the dampening effect of stream depth. The measurement of g and surface vorticity
in a field stream remains a challenge that has not been adequately addressed.

4. The mean values that are determined with field measurements are not appropriate.
Most predictive equations for reaeration coefficient use an arithmetic mean veloc-
the measurement (Moog and Jirka,

ity, depth, and slope over the entire reach of
1998). The process of measuring reaeration coefficient dictaies that these reaches.

be long to insure the accuracy of Ka. Flume measurements, however, have gen- .
erally shown that K ~ 1% Jhor Kz ~ (S/ R)'? (Thackston and Krenkel, 1969,
Gulliver and Halverson, 1989). If this is truly the case; We should be taking the
mean of SY/2 and the mean of -1/ to use the predictive equations to estimate
reaeration coefficient. Example 9.1 will investigate whether this is an important

Now, consider a natural 1 any SOLECES

consideration.

using measured independent parameters and two types

EXAMPLE 9.1: Estimation of Kz
of mean values

ral rivers and streams are a series of pools and riffles. Calculate the Kp
3/s at 20°C, using

of equal lengths in 2 river carrying 12 m
e mean values weighted according to equation 9.7. The pool
depth of 2 m, and a bottom roughness of 2 mm. The
of 0.5 m, and is a gravel bottom with 20 mm

Most natu
for one pool riffie pait

atithmetic means and th
has a width of 60 m, a mean

riffle has a width of 10m, 2 mean depth
pe can be measured over such a short reach.

roughness. No streani slo
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Equation (9.7) gives us

Uy

Ky = 4.4 % 10- 3Sc7V2(1 + FW) (£9.1.1)
Because we do not have the slope to determine u-, we will use the following equation
that results from the definition of the Darcy~Weisbach friction factor:

t = \/GRyS = \/g U (E9.1.2)

where Uis cross-sectional mean velocity and fis the Darcy-Weisbach friction factor.
Moody’s diagram, given in Appendix A-1, can be used to determine f. We need the
Reynolds number, Re = 4U R, /v and the relative roughness, £/4 R, where R, = A/P
is the hydraulic radius, A is the cross-sectional area, and P is the wetted perimeter,
In general, the term 4 R, takes the place of the diameter in these calculations for
noncircular cross sections, because the diameter is equal to 4 Ry in a circular cross
section. We will also calculate the mean stream slope, § == fU?/(8g R,), rather than
the mean shear velocity, because that is what is measured in practice. Then, equation
(E9.1.1) becomes

’ 1/2 172
K = 445 10735121 4 p) ST ) 1073872 (1 + F172) (%S)

h
(E9.1.3)

and we can calculate the following parameters for the pool and riffle:

Pool . Riffle

U=0/A=01m/s U=24m/s

P =60+ 4 = 64.m, assuming a rectangular P=11m

cross section _

R, = A/P=18m . R,=046m

Re=75x10° Re = 4.4 x 106

e/(4Ry) = 2.7 x 10~ ' ¢/(4Ry} = 0.010

£~ 00155 | f~0.038

§ = 0.0155%0.1%/(8+9.8*1.88) = 1.1 x 10~° § = 0.038*2.4%/(8"9.8* 46)

=6x 102
F=0.1/{9.871.88)"/% == 0.023 F=24/(9.8°.46)'% =1.13
Sc=1x10"5/2.1 x 10~* = 476 Sc=476 :

We can now use these values to calculate the means and K5

Arithmetic mean:

=(1.1x 1074+ 6 x 1072 =3 x 1073
= (240.46)/2 =1.23m
=(0.142.4)/2/(9.8+1.23)"? = 036
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Then, equation (E9.1.3) gives
K =93x107s"

Means weighted according to equation (E9.1.3)
§M2 = [(1.1 x L0782 + (6 % 1073122 = 3.9 x 1077

§=15x107"
tuwﬂ=(ufﬂ+1msmy2=1%nrm
h=0.89m
FY2 = (0.02312 4+ 1.131/%)/2 = 0.61
F =037

and equation (E9.1.3)gives
K =42x107%s

The difference between the two means is a factor of 2.2. This value is larger than
the expected error of equation (9.7). Thus, a channel with a variation in slope and
cross section along its length will have a higher K; value computed from arithmetic
means than an otherwise equivalent channel that does not have variation in slope
and cross section. It may not be a coincidence that Moog and Jirka’s “calibration”
of Thackston and Krenkel’s equation for flumes is an adjustment by a factor of 0.69
to represent field measurements. We need to pay attention to the impact that these
variations in natural rivers and streams have on our predictive equations for K.

The ramifications of the poor K predictive ability are that we cannot do an
adequate job of planning for oxygen concentrations during low fiow events or for
spills, unless we have performed field measurements of reaeration coefficient. This
will be explored in Example 9.2.

EXAMPLE 0.2: Use of predictive relations t0 determine river withdrawals after a spill

The Maipo River in central Chile runs past a metal finishing plant in the town of
Puente Alto, where 100 kg of carbon tetrachloride (CCl,) are accidentally spitled into
the river. Other compounds were also included in the spill, but the environmental
health officials are most concerned about the CCly. They have decided that all water
supply plants on the river should be shut down if the concentration of the pulse is

greater than 5 ppb. At what time and how far downstream will this occur?

In this reach, on the day of the spill, the Maipo River carried a discharge of

60 m3/s, at a mean depth of 2 m, with a mean cross-sectional area of 60 m? and a

stream slope of 0.002. The longitudinal dispersion coefficient is known to be 20 m?/s.
The mass transport equation for this problém is as follows:

o, gac_, c
ot Ag 05

Diogy — KoC (E9.2.1)
5
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- where Cis the concentration of CCls, Q is river discharge, A, is cross-sectional area,

Dy is the longitudinal dispersion coefficient, and s is the coordinate along the river
centerline. Both Dy and K are critical to the solution of this problem, and both have
a significant uncertainty in prediction. For this application, equation {E9.2.1) has the
following boundary conditions;

1. Atx =0and( =0, a total mass of ¥ = 100 kg CCly is released as a pulse into
the river.
2. Atrf = large, and x = large, C = 0.

From analogy with Example 2.8, adding in a convection term, equation (E9.2.1)with
these boundary conditions has solution

_ M/Acs __(S - Ut)z _
= T o [ Y Kzt] (E9.2.2)

The peak of equation (E9.2.2)occurs at s = Ut, so the peak concentration is give'r;
by

M/As g,
Covn = —f Aoy _ K, F92.3
peak = DT (E9.23)

The reaeration c'oefﬁcient will indicate the transfer of CCly, because it is a volatije

. compound, as long as we use the correct Schmidt number in equation (9.7)., At 20°C,

CCl; has a diffusion coefficient of 1.2 x 10~ m?/s. Then, Sc = 833, and equation
(9.7) gives K =22 x 105571,

As described in equation (6.59), longitudinal dispersion coefficient has a 67%
confidence interval that is a factor of 1.7 times the best estimate. If the distribution
of multiplicative uncertainty is normal, the 95% confidence interval would be at a
factor of 3.4 times the best estimate. The reaeration coefficient has are MME of 1.8
for the Thackston and Krenkel equation (equation (9.7)). Again, if the multiplicative
distribution is normal, the MME is 0.4 times the 95% confidence interval. Then the
95% confidence interval is a multiplicative factor of 4.5.

We will use the means and 95% confidence intervals for both D; and K, to
determine the time, and distance through s = Ut, when Cpeae = 0.0005 g/m>. These
conditions are listed in Table E9.2.1, with the times determined through iteration
on equation (E9 2.3). Table E9.2.1 shows that the peak value of concentration is no
longer sensitive to longitudinal dispersion coefficient after roughly 3 days, because
the peak is widely spread. The time when the water treatment plants downstream
of the spill could turn on the water intake, however, would hkely be sensitive to
longitudinal dispersion coefficient.

The time and distance before the peak concentration of CCI4 is below 0.5 ppb is
sensitive to uncertainty in the value of K,. We can see that, within a 95% confidence
interval, the time when water intakes need to be turned off could vary between 0.8
and 12.4 days, or over 67 to 1,071 km of the Maipo River. The Maipo River, however,
isnot 1,071 km long, so the entire river below Puente Alto would need to be alerted.
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Table E9.2.1: Expected variation in the times and distance that water supply needs to be
shut down on the Maipo River below the Puente Alto spill to maintain CCly

concentrations below 5 ppb

Dr K t 5 4 3 .

(m/s) sy’ (s} {(km) {hrs) {days) Comments

20 22 % 1077 269,074 269 75 3.1 Best estimate

68 22% 10°% . 243,829 244 a8 28 D; x 34, upper CI
59 22 % 1077 294,435 294 82 34 Di/3.4, lower CI
20 1.0 x 107 66,703 67 19 0.3 K, x 4.5, upper CI
20 5.0 x 1078 1,071,219 1,071 298 124 K»/4.5, lower CI

C1, copfidence interval.

B. Gas Transfer in Lakes, Estuaries, and Oceans

The influence of wind is predominant in determining the liquid film coefficient for
lakes, reservoirs, oceans, and many estuaries. Wind creates a shear on the water
surface and generates turbulence below and on the water surface. Thus, this section
deals with the measurement and prediction of the wind influence on liquid film

coefficient.

1. Opportunistic Measurement of Wind Influence

The opportunistic measurement techniques generally used are ¥ absorption and
2Ry disequilibrium (Asher and Wanninkhof, 1998). First, there is an estimate of
a long-term (~1,000 years) global gas transfer coefficient of Kz = 6 x 107> m/s,
developed by assuming steady state between pre-1950 14C radioactive decay in the
oceans and absorption from the atmosphere (Broecker and Peng, 1982). In addition,
nuclear testing since 1950 has increased #C concentration in the atmosphere. Thanks
to the atomic testing “battle” between the United States of America and the Soviet
Union, we currently have a tracer that can be used on an oceanwide basis. A box

model of an ocean basin is still needed. By using an appropriaté oceanic model .

to estimate the depth of the interactive layer, and taking sufficient measurements
of ¥C0, at the ocean boundaries and inside the control volume, the fluxes and
mean control concentration, respectively, can be determined. Then, the remainder
of the flux is assigned to atmospheric fluxes of 14C0O,, and a liquid film coefficient is

determined from a mass conservation equation:

814C si .

Vﬂ% = Qcean flux rate (14C;n — M) + KLA(”Catm — M) (9.10)
where V is the volume of the interactive layer and A is the surface area of the ocean
basin. An important consideration for these estimates is the depth of the interactive
layer (Dufty and Caldera, 1995). The response time of equation (9.10) is on the order
of years to decades, so any relationship to wind velocity is a long-term average.
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By contrast, the gas transfer estimates utilizing 22Rn measurements assumes
steady state between *?Rn production from radioactive decay of nonvolatile 26Rd
and gas transfer with the atmosphere. This assumption is possible because 22Rn has 2
half-life of only 3.8 days, so accumnulation and lateral ocean fluxes of 22Rn js assumed
to be minimal. Again, a potential problem is the active, versus inactive layer of the
ocedn; in this case, the mixed layer depth that may change during an experiment.

The results of both *C and *?Rn measurements of liquid film coefficient versus
wind velocity are plotted in Figure 9.4, along with two parameterizations that will be
discussed in prediction of wind influence.

2. Measurement of Wind Influence with Deliberate Tracers -

Batch Technique. As with river reaeration measurements, tracers can also be put
into lakes, estuaries, and oceans to measure the influence of wind on liquid film
coefficient. If we have a volatile tracer in a lake with a well-established mixed layer,
for example, we can apply the same batch reactor cquation from Section 6.A, as
though we had a well-mixed tank; '

aC C
V— = —KLA(-H% - C) : (9.11)

where V' is the volume of the mixed layer and A is the interfacial area, I we assuime
that C, is-a constant value, then we can assign C" = Cg/H — C, separate variables,
and integrate to achieve

C—Cg/H _ A _ _ _
o (m)“‘%(‘ ) = —Krat — 1) ¢.12)

where Cp is the concentration at 7 = fp and “a” is the specific surface area, which has
units of length~!. A plot of the log term in equation (9.12) versus time will resultin a
straight line of slope K a. If there are more than 11 points, the standard error of the
slope is approximately the precision (random) uncertainty to the 67% confidence
interval. That means that 67% of the data, if Gaussian around the mean, will fall
within the confidence interval. Bias (systematic) uncertainty, of course, needs to be
analyzed separately. There are other means of determining Kz a for a batch reactor,
the best known being the American Society of Civil Engineers (1992) technique that
uses a noniinear regression to determine Co/H and K;a.

The batch reactor analysis is a natural one to use for laboratory tanks and wind—
wave facilities. In addition, it has been used for lakes, which are either well-mixed ver-
tically or where the surface mixed layeris at close to a constant thickness (Livingstone
and Imboden, 1993; Torgersen et al., 1982; Upsti]l-Goddard et al., 1990; Wanninkhof
et al., 1987). Typically, sulfur hexafluoride (SFs) or *He are used as deliberate gas
tracers input to the lakes because they are detectable at low concentrations, The
results of selected measurements are plotted versus the wind speed Reynolds num-
berin Figure 9.5. The primary difference between the two sets of measurements is the
fetch length of the water body, where the Upstill-Goddard et al. measurements were
taken on a smaller water body. In general, the uncertainty of one given measurement
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Figure 9.4. Sherwood number versus Reynolds number measured with 1*C and 222Rn tracers. Solid and

dashed lines are empirical relations developed from measurements.
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Figure 9.5. Sherwood number vezsus $c1 Re, measured by the batch reactor technique in small lakes.

Lines represent equations developed from field measurements.
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is large, bul a number of measurements, taken together while leaving in the ones that
give a negative K, results in the summary field measurements seen in Figure 9.5. The
problem is that the investigator needs to be involved in deciding which measurements -
to average, so there is a potential bias in the results. Changes in mixed layer depth
need to be taken into consideration, as well, if one is not able to assume a well-rnixed

lake.

Dual Tracer Technique. The dual (racer measurement technigue ufilizes two gas
tracers with diffusion coefficients that are substantially different, such as *He and
SFs. This technique can also be utilized with one volatile (gas) tracer and one
nonvolatile tracer. We will derive the relevant equations to determine liquid film
coefficient from the diffusion equation for both cases, begianing with the two gas
tracers. . - '

Consider a cylindrical control volume of depth % that moves with the mean veloc-
ity of the tracer cloud containing two gas tracers, designated A and B. Using the
cylinder as our control volume, the transport relation for each of the gas tracers can
be written as

8C; 32C; *C K

T D T G G139

DN
where C; is the mean concentration of compound { over the column depth, D y'and Dy
are the dispersion coefficients in the horizontal directions, and Cy; is the concentration
of compound § at the water surface. We will perform our mass balance on the ratio,
R = C,4/Cp. Then, the derivative of R with respect to time is given as

R o [Ca i /8C, aCp
e | 22 _RpIZE 9.14
ar At (CB) Cp ( at at ) 614

Assuming that the dispersion of the ratio of concentrations to be small, we will ignore
the dispersion of R, and equations (9.13) and (9.14) are combined to give

aR 1
=% (KiaRia— KrpRR;3) (9.15)
where Rea=Cs 4/Cpand Ry = C,3/Cp. We will assume the 1/2 power relationship

between liquid film coefficient and diffusion coefficient and apply a surface renewal

type of relationship. Then
Kig  |Dp
e A 9.16
Kra Dy (9.16)

Substituting equation (9.16) into (9.15), and rearranging gives us an equation that
can be used to develop K; 4 from measurements of both tracers:
A R

Kpa=— (9.17)

Dx m
Ra—~ {—RR,
( s A DA B)
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Figure %.6. Measured data from a dual tracer cloud and the curve fic to the data.

R, R;4,and Ryp canall be measured at various times, Then, a plot of the various terms
in equation (9.17) will provide us with.an estimate of K. If tracer B is nonvolatile,
K5 = 0, and equation (9.17) becomes

K =2 2R | (9.18)

_ R4 0t
Equation (9.17) applies to two volatile tracers and équatioh (9.18) to one volatile

and one nonvolatile tracer. _ _
Gulliver et al. {2002) applied equation (9.18) to field measurements of SFg and

Rhodamine-WT, a nonvolatile tracer. Their analysis technique was as follows:

1. Regress In {1/ Rea) versus Int in a linear regression. Then
hjRa=ont™ (9.19)

where o) and oz are fitted constants. Asample for one dataset, shown in Figure 9.6,
indicates that there is considerable scatter, which is due to sampling uncertainty
(i.e., one does not know if they are at the peak of the tracer cloud). '
2. Regress R versus t1- The q; power is used to make the dimensions work out

properly in the relation for K;.Then

R = 0!3!‘1‘{22 + 4 (920)

A sample of this regression is shown in Figure 9.7, again indicating considerable
uncertainty. Bquation (9.20) ischosen'to result in the proper units for K. Combining

equations (9.18) to (9.20) yields
g 0
K =opxt** [EE (o:3 s pdme) o 054)] (9.21)
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Figure 9.7. Measured data from a dual tracer experiment for 1 day and the curve fit to the data.

or

K= —ap v (1 oz) {9.22)
With the dimensional formulation of equation (9.22), ¢y has units of length/time*?and
a3 has units of time® !, Thus, K; has units of length/time,

The precision uncertainty associated with field sampling is generally much larger
than that associated with analytical technique, which is roughly +2% to the 67%
confidence interval for the two compounds used as conservative and gas tracers.
A technique to determine the precision uncertainty associated with field sampling
and incorporated into the mean K estimate will therefore be propagated with the
first-order, second moment analysis (Abernathy et al., 1985):

N 2 2 2
o 2 o ) 2

23
8a1 80.'3 30:!2 (9 )

When the partial derivatives are taken from equation (9.22), equation (9.23)
becomes

Uz =[as % (1—a2) % Up 4 [ # (1 — a2) % Up, 4+ (o1 % a3 2 Us,)* (9.24)

The variables U,,, U,,, and U,, are the corresponding uncertainty values for each
parameter. They are computed to the 67% confidence interval by taking the standard
error of each parameter in the regressions (i.e., o3, a2 and o3, and multiplying by
their Student f-score 5 (i.e., U, = tg* SE,,), where 5 is the Student 7-score at the
confidence level of interest and SE,; is the corresponding standard error for the
parameter «;. The period can be chosen based on the maximum # value or another
statistical parameter. The results of four experiments are given in Figure 9.8.
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Figure 9.8. Sherwood number measured by the dual tracer technique versus Reynolds number.

Other investigators have used two measurements of the gas tracers taken over
a longer time period (several days) and assumed that the cloud of tracers was well-
mixed vertically. In this case, the following conditions must be met: {1) changes in the
ratio of tracer concentrations caused by dispersion should be negligible compared
with those resulting from gas transfer, (2) the water column should be well-mixed
vertically, and (3) the experimental area should be close to constant depth. Criteria 1
is satisfied by having a tracer cloud that is large, compared with the depth and by
staying close to the center of this cloud. Example 9.2 has shown us that, even at the

peak of the concentration cloud, dispersion can have an impact on concentrations.
With these assumptions, equation (9.17) becomes

1dR _ Kus Dp
Rt = h (1 y DA) ©23)

which can be integrated to give

_ (o [P\
Kra= AL (1 - Y);) (111 R(? - In Rﬁ) (926)

The results of these measurements are also given in Figure 9.8. Unfortunately,
the technique utilizing equation (9.26) cannot provide an estimate of sampling
uncertainty. : '

The data contained in Figures 9.4, 9.5, and 9.8 indicate similarity against wind
velocity, even though the fetch length and size of the water bodies are different.
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This is generally seen as an indication that wind is an important driving factor for
lakes, estuaries, and oceans. It has been shown that breaking waves and water surface
slicks are important (Asher and Wanninkhof, 1998), and there are other parameters -
such as mean square water surface slope — that have been proposed as better indi-
cators (Jihne, 1991). The problem is that our ability to predict these indicators from
wind velocity measurements have not been developed and tested for liquid film
coefficient,

One other measurement technique that has been used to measure K over a
shorter time period, and is thus more responsive to changes in wind velocity, is
the controlled flux technique (HauBecker et al., 1993). This technique uses radi-
ated energy that is turned into heat within a few microns under the water sur-
face as a proxy tracer. The rate at which this heat diffuses into the water column
is related to the liquid film coefficient for heat, and, through the Prandti-Schmidi
number analogy, for mass as well. One problem is that a theory for heat/mass trans-
fer is required, and Danckwert’s surface renewal theory may not apply to the low
Prandtl numbers of heat transfer (Atmane et al., 2004). The controlled flux tech-
nique is close to being viable for short-period field measurements of the liquid film
coefficient.

3. Prediction of the Wind-lnfluénced Gas Transfer Coefficient

There are two predictive relationships based on wind speed, Liss and Merlivat (1986)
used a physical rationale to explain the increase in the K; versus wind speed slope
at higher wind velocities in wind-wave tunnel and lake measurements, resulting
In a piecewise linear relationship with two breaks in slope. These breaks are pre-
sumed to occur at the transition between a smooth surface and a rough surface and
between arough surface and breaking waves. In dimensionless form, this relationship

Is given as
Sh=3.4x10755c17 Re Uho = 3.6m/s (9.27a)
Sh=1.9 x 1075 (Re — Reg)  3.6m/s < Uy < 13 m/s (9.27b)
Sh=4.1x 10745 (Re — Rey) 13m/s < Uy (9.27c)

where Uy is the wind speed at 10 m above the mean water surface, $h =
KL L/D, Re = Uy Lyv, Reo =3.4m/s L/v, and Rey = 8.3m/s L/v. The length scale,
L, could be any relevant length scale because it will drop out of the relationship when
determining K . -
Wanninkhof (1992) developed one relation from 1C data:

Sh =34 x107Sc12 Re U9 (m/s) (9.28)

Equation (9.28) does not lend itself to an easy conversion to dimensionless parame- i
ters because Ky ~ Uizo. It is one equation, however, instead of three, which makes it I
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easier to use in computef programs and spreadsheets.' If we assume that we are using
L=10mandv=1x 10~ m?/s, then equation (9.28) becomes '

Sh = 3.4 % 10725c2 Re? (9.29)

Both equations (9.27) and (9.29) are compared with the existing field data in Fig-
ures 9.4, 9.5, and 9.8, With the scatter in the data, it is difficult to select one equation
over another,

Jihne et al. (1984, 1987) proposed that liquid film coefficient is better related
to mean water surface slope. Frew (1997) has found that the K, relationship using
mean square slope can be used to describe gas transfer with and without surface
slicks. The problem with mean surface slope is that it cannot be accurately predicted

. for water bodies, because most investigators have emphasized the larger and longer

waves, and the slope is most significant for the small, short waves. This will likely be
the subject of future investigations. :

C. Transfer of Nonvolatile Compounds

The evaporation of water is generally used to determine the gas film coefficient. A
loss of heat in the water body can also be related to the gas film coefficient because the
process of evaporation requires a significant amount of heat, and heat transfer across
the water surface is analogous to evaporation if other sources and sinks of heat are
taken into account. Although the techniques of Section 8.D can be used to determine
the gas film coefficient over water bodies, they are still iterative, location specific, and
dependent on fetch or wind duration. For that reason, investigators have developed
empirical relationships to characterize gas film coefficient from field measurements of
gvaporation or temperature. Then, the air—water transfer of a nonvolatile compound

is given as
J4=Kg[Caz) — Calz =0} (9:30)

where C4(2) is the concentration of compound A at an elevation z, which is typically
the elevation of wind and temperature/humidity measurements to compute Kg.
The relationships developed from field measurements have been made dimen-
sionless with the assumptions that v = 1.33 x 105 m?/s and D0 = 2.6 % 10~* m?/s
to facilitate comparisons between relations and avoid dimensional problems. They
are given in Table 9.2. The ecarly measurements were 10 investigate the loss of water
from the reservoirs of the Colorado River in the United States, and the later measure-
ments were designed to investigate heat loss from heated water bodies. A revelation
oceurred in 1969, when Shulyakovskyi brought in buoyancy forces as related to natu-
cal convection to explain the heat loss from heated water at low wind velocities. This
was picked up by Ryan and Harleman (1973), who realized that natural convection
could explain the need for a constant term in front of the relationship for gas film
coelficient, as had been found by Brady et al. (1969), Kohler (1954), Rymsha and
Dochenko (1958), and Shulyakovskyl (1969). Finally, Adams et al. (1990) rectified
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the overprediction of Ryan and Harleman’s formulation at high wind velocities with
the root'sum of squares relation and brought in Harbeck’s (1962) relation to include
a term that represents fetch dependence. - B

By using the latent heat of vaporization for water, L., from equation (8.86),
the previous relations for mass transfer can also be used for heat transfer due to

evaporation:

LK
b= G(Tz T) (9.31)

where p is the density of air and Cp is the heat capacity of air at constant pressure.-
We will compare the gas film coefficients from Table 9.2 in Example 9.3.

EXAMPLE 9.3: Application of characteristic relations for gas film coefficient

The WECAN, Inc. consulting company has a project that requires determining the -
evaporation from the 10 hectare cooling pond at the Hang Dog Power Facility, and
they realized that they do not know how to determine the gas film coefficient. A table
similar to Table 9.2 was found, and they decided to compare the resulting predictions
to see if it made a significant difference. We will duplicate their results for one such
comparison under the following conditions:

Water temperature, T;, = 30°C
Alir temperature, 7' = 10°C
Relative humidity at 2 m height = 40%
Air pressure = 1 atm
Various wind velocities up to 15 m/s

The Handbook of Chemistry and Physics, or some of the material in the Appein-
dix A-3, can be used to determine the following fluid properties:

v =133 x 107" m%/s
D = 2.4 x 107 for water vapor, from Chapter 3
o =2.0x16"3 my/s

Now, virtual temperature is given by the equation
= | T (1+0.378py/P.) — T, (1+0.378p,4/ Pr), O] (8.73)

and saturation vapor pressure will be required to compute virtual temperature:

17.3[T(°K) — 273]
b) = 6.11 .
Pus(mb) = 6.11 exp { T(K) - 35.9 (8.74)
Then, pys/F, = 0.042 at 30°C and = 0.012 at 10°C, and
. RH
Pva = _100 Dus (8.75)
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Table 9.2: Relationships developed to characterize gas film coefficient over water surfaces

Investigator

Adams et al. (1990)

Brady et al. (1969)

Ficke (1972)

Guliiver and Stefan
(1986)
Harbeck (1962)

Harbeck et al. (1958)
Hughes (1967)

Kohler (1954)

Marciano and
Harbeck (1954)
Ryan and Harleman

(1973)

Rymsha and
Dochenko (1938)

Turner (1966}

Shulyakovskyi {1969)

" Formula

Water body

: 2
Sh= [(0.125 Ra{,”) + (0.0061 Sc Re™ WO'(B-’*)Z]

Ra

= 0.049 6 -6 §¢ Re\P W
Sh {0 (ﬁTAT) + 9.6 x 107" Sc Re
Sh = 0.6019 Pe

Sh = 0.125 Raj® +0.0013 Pe

Sh = 0.0061 S¢ Re™* W%
Sh = 0.002 Pe
Sh = 0.0014 Pe
173 .
Sh = 0.011 (%) +7.5 %1075 Pe
T
Sh = 0.0017 Pe

Sh =0.125 Ra}’ +0.0016 Pe

Ra \3 ‘
Sh = 0.042 (E—ATF) 1 0.0125 Ral”? +0.0016 Pe
T

Sh = 0.0031 Pe

Ra \'?
Sh=0.031 (W) +0.125 Rai® + 0.0017 Pe
T

KGAU?' gBTA TAR
S = Ra - ——
" Duz e 372 w2
_ WA _ gﬁTATvA
Pe=—— ay = B W= Vi

1z

East Mesa Geothermat
Facility and cooling
ponds

Power plant cooling ponds
Pretty Lakes, Ind

Heated streams

Various reservoirs
Lake Mead, Ariz
Salton Sea, Calif

Lake Hefner, Ariz

Lake Hefner, Atiz

Cooling ponds

Various rivers, heated in
winter
Lake Michie, NC

Various water bodies

+

K, gasfilm coefficient: A, surface area of water body;

of gravity; A, thermal expansion coefficient of moist air;
m height; ATy; virtual temperature difference between watey surface and

Sothat By = 3.29 x 107
The major differences are
velocity of 0. Probably the best documente
which used much of the previous field data and
water bodies at a variety of buoyancy parameter
the Ryan and Harleman (1973) equation at low win
(1962) at a higher wind velocity.

So that pya/Fa = 0.005. Then, Afy = 20.5°C. Tinally,

\ 1
Pr=TC)+ 273

D, diffusion coefficient of compound in ait; W, wind velocity at
2 m sbove the mean water surface; i, kinematic viscosity of air; o, thermal diffusion coefficient of air; g, acceleration
AT, temperature difference between water surface and 2
2 m height.

(8.76)

30K-1.The results for five formulas are given in Figure E9.3.1.
the slope at high wind speeds and the intercept at a wind
d is the relation of Adams et al. (1990),
tested the results on two additional
s. This relation transitions between
d velocity and that of Harbeck
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Figure £9.3.1. Comparison of five formulas for gas transfer coefficient versus wind speed for example 9.3.

D. Gas Transfer from Bubbles

Measurement of Liquid Film Coefficient

To determine the liquid film coefficient for gas transfer from or into bubbles, dis-
solved oxygen and dissolved nitrogen concentrations must be measured {Schierholz
et al. 2006) This is possible with a polargraphic probe for dissolved oxygen and a
total gas meter, which measures the pressure of gas in equilibrium with the water.
Nitrogen (- argon) concentration is found by subtraction of dissolved oxygen and
water vapor from total gas concentration. Then, the equations in Section 8.F may
be used to determine the value of X7 A4, and K¢ that will give these concentration
measurements. Equation (8.102) changes with depth as z and y,, change with depth.
The boundary condition of equations (8.101) and (8.102) is the gas molar ratio at the
sparger, which is 0.266 for air and the initial concentrations Co and Cy in the liquid.
The equations are thensolved from z = A;to z = 0 at one moment in time and used
to compute Cp and Cy in equation (8.90) for the next time step. The resulting con-
centration curves are adjusted by changing K; A, and K 5o until the concentration
versus time curves match the measured one for Cp. Thus, two transfer coefficients,
KroAp and Kr 50, can be determined.

Schierholz et al. (2006) applied equations (8.98) to (8.102) to various tank exper-
iments of depths that varied from 2.25 to 32 m in depth. The results were that a value
of the bubble transfer coefficient, Ky 4,/ Vand the surface transfer coefficient, Kig,
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could be determined. The following relationship were fit to the resulting bubble—
water tr_ansfer coefficients:
1 We/5Sc!/* Re

Sh = A 7 Fine bubble diffusers (9._32)
and
. ' 1w3/55-1/2R
She= 3 ¢ Fcr e Course bubble diffusers - (9.33)

where Sh= K; A4phst | DV, We = Ulhgpjc, Sc¢ = v/D. Re= Uhg/v, and Fr =
U//ghgsisthe Froude number. In the dimensionless numbers, Ag is diffuser depth, V
is the volume of the water body, and U is the superficial gas velocity, Q./ A, where
Q. is the air discharge at standard temperature and pressure and A is the cross-
sectional area of the water body or tank. A fine bubble diffuser has a bubble diameter
leaving the diffuser that is less than roughly 4 mm in diameter. The resulting water
surface transfer coefficients were fit to the following equation:

0.72
Sh, = 49 Sc'/* Re (ﬁs—-) (9.34)
72 |

where Sh; is the Sherwood number for surface transfer, K A /(haD), and A, is the

surface area of the water body. It is interesting that K, is linearly dependent on

gas flow rate. This is likely because the bubbles passing through the surface create
a significant free-surface turbulence. Of course, these tests wWere performed without
wind or a mean flow, so any wind or low influence would nced to be somehow
factored in. Figures 9.9 and 9.10 provide the data analysis results and the curvefits of
the characteristic equations. :

EXAMPLE 9.4: Sizing bubble diffusers for a reservoir with combined sewer overflow

The McCook, Thornton, and O’Hare reservoirs make up the Chicago-land Under-
flow Plan, an integral part of Chicago’s $3 billion Tunnel and Reservoir Plan. This
system of intercepting sewers, dropshafts, tunnels, and reservoirs will capture and
store combined sewage and stormwater until municipal water reclamation plants
can treat it. Applying equations (9.31) through (9.33), and equations (8.90), (8.101),

and (8.102), both a coarse bubble and a fine bubble aeration system for the McCook

reservoir in Chicago can be designed. The aeration design needs to maintain aerobic
conditions in the reservoir (at least 2 mg/L) that has a designed area of 395,300 m’.
The 1-in-100-year event in July should cause the McCook Reservoir to fill to its
maximum level of 73 m (Robertson, 2000). When the reservoir is at its maximum
elevation after a big flood, the biochemical oxygen demand (BOD) will be lower
because of dilution of the sanitary sewage with stormwater. A 5-day BOD design
range of 30 mg/L when full to 80 mg/L when at the lowest depth of 10mis estimated
and a BOD decay rate of 0.25 d-! is assumed. Other design criteria are that the dif-
susers will be 1 m above the bottom of the reservoir, the maximum air flow rate per
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Figure 9.9. Characterization of the bubble mass transfer cocfficients for Tank tests. Coarse bubbie (CB)
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Figure 9.10. Characterization of the surface mass transfer coefficients for the tank tests. The 95% con-
fidence interval is included (Shierholz et al,, 2006). CB, coarse bubble; FB, fine bubble; LACSD, Los
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coarse bubbie diffuser is 100 scmbh, and the maximum air flow rate per fine bubble
diffuser is 20 scmh. |

Using an iterative procedure between equations (8.88) through (8.102) and equa-
tions (9.32) through (9.34), an aeration system to accommodate the BOD range can
be designed. Using coarse bubble diffusers and the high BOD of 80 mg/L, assumed to
occur at a depth of 10 m, it was determined that a single coarse bubble diffuser with
an air flow rate of 100 scmh would maintain aerobic conditions for an area of 341 m?
with the above conditions. Based on this, 1,160 coarse bubble diffusers supplying a
total air flow of 116,000 scmh would be needed for the McCook Reservoir. For this
case, Ky A = 0.063hr™" and Kz A, = 0.064 hr ™.

The air fiow of the coarse bubble acration system was then adjusted for the
lower BOD of 30 mg/l. that is assumed to occur at a depth of 73 m, with each of
the 1,160 diffusers maintaining 2 mg/L in a 341 m? area. An air flow rate of 29
scmh per diffuser (33,640 scmh total) was determined to be sufficient, assuming
that the characteristic equations may be extrapolated to 73 m of depth. For this
case, Ky Ap = 0.018 hr™! and KpA4, = 0.003 hr!. During the high BOD period at
10 m depth, approximately 3.5 times as much air flow is needed to maintain aerobic
conditions. _

A fine bubble aeration system for McCook Reservoir was designed using the
same procedure. The system was first designed for the high BOD of 80 mg/L and a
depth of 10 m. It was determined that a fine bubble diffuser with an air flow rate of
2(} semh would maintain aerobic conditions for an area of 115 m”. From this, 3,438
fine bubble diffusers supplying a total air flow of 68,760 scmh would be needed for
the reservoir. For this case, K7, A; = 0.003hr™ and K 4, = 0.044 et .

The air flow of the fine bubble system was then adjusted for the lower BOD
of 30 mg/L and 73 m depth. With each of the 3438 diffusers maintaining 2 mg/L
in 2 115 m? area, an air flow rate of 3.8 scmh per diffuser (13,065 scmh total) was
determined. For this case, K; Ap = 0.034hr " and KA, = 0.001 hr L. During the
high BOD period, approgimately 5.3 times as much air flow is needed to maintain
aerobic conditions.

A coarse bubble aeration system for McCook Reservoir requires only 1,160 dif-

fusers, approximately one-third of the 3,438 diffusers needed for a fine bubble aer- -

ation system. However, significantly less air flow is needed for the fine bubble dif-
fusers in comparison with the coarse bubble diffusers. At the more common depth of
10 m, the air flow required by the fine bubble diffusers was 39% of that required
by the coarse bubble diffusers. These considerations and the mixing requirements of
the reservoir are a part of the aeration system design.

Although the process to determine K; A, and Kp; is possible with a spread sheet,
it is cumbersome for commercial specifications. The guideline for the testing of
commercial aeration devices has been well developed and is generally available
(American Society of Civil Engineers, 1992). There is no requirement to measure
total dissolved gas pressure or estimate dissolved nitrogen concentration, and an
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= Figure 9.11. Disturbed equilibrium for the determinaticn of the

coefficients K7 # and Cg. DO is dissolved oxygen concentration,
and Cyy is the saturation concentration at equilibrium with the
atmosphere, which is generally below Ci,.

Time

equation similar to equation (9.11) is fit to concentration versus time data for dif-
fuser measurements in clean water; -

C
i)_r =—Kia(Cy; - C) {9.35)
with solution
Cs—C ' .
In| ———| = ~Kpat .
! j:css — C(t 2_0)] e (©:36)

where C is the dissolved oxygen concentration, Kya is a coefficient that represents
liquid film coefficient times surface area divided by the volume of the water body,
and C; is the steady-state concentration of dissolved oxygen that is determined from
the fitting procedure. The tests are run such that dissolved oxygen concentration is
reduced chemically, by adding sodium sulfite, or physically, such as through stripping
with nitrogen gas, as illustrated in Figure 9.11. The dissolved oxygen concentration
is recorded as it moves from the temporary reduction back to a steady-state concen-
tration, Cg. The values of K;a and C,; are curve fit to these measurements, Fither
equation (9.35) or (9.36) can be fit to a concentration curve like the one given in
Figure 9.11, varying C and Ky« until an optimum fit is achieved. The drawback to
this technique is that K; @ represents an unknown combination of kL;As/ V., krpApfV,
and depth, so the tests must be at the application depth.

Of course, both of the iwo coefficients, Cy; and Kpa are some combination of
the processes considered when equation (8.87) through (8.102) were developed, and
are a function of liquid film coefficient across both the bubbles and the free surface,
bubble and water surface interfacial area, hydrostatic pressure, the mole ratio of gas
in the bubbles, and equilibrium with the atmosphere. These two coefficients, however,
can be valuable in the design of an aeration system, as long as (1) the arrangement of
diffusers in the water body or tank is similar to the application and (2) the depth of
the test is the same as the application. Significant deviations from these two criteria
will cause errors in the application of the tests to the field.

E. Problems

1. The effluent from a sewage treatment plant on a river with an upstream bio-
chemical oxygen demand (BOD) of 2 g/m> has a discharge of 10 m?/s and a
BOD of 15 g/m® Determine the best choice of stream reaeration coefficient,




