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P. Bezier: How a Simple System 
Was Born 

CAD/CA M mathematical problems have geuerated mallY solutions, each 
adapted to spccific aspects of development. Most of the systems were 
invcllted by mat.hematicians, but. UNISU RF, at Icast at the start , was 
developed by mechanical engilleers from t.he automotive industry. These 
clIgim.-ers were familiar with parts described mainly by lines and circlcs; 
fillets and ot.her blending auxiliary surfaces were scantly defined, their final 
shape beillg left to the skill and experience of patternmakcrs and die-seLlers. 

Around 1960, designers of stump<.:d parts such as car-body panels used 
French curves and sweeps. T he final standard, however , was the "master 
model" , whose shape, fo r many reasons, I:ould not coincide with the curves 
traced 011 tile dmwillg board. T his inconsistency resuitl.'fl ill discussions, 
arguments, retouches, expenses aud delay. 

Obviously, no significant improvement could be expccted as long a..'l a 
method was 1I0t devised that provided an accurate, complete and illdis. 
putable dcfi llitioll or rrcdorm shapes. 

Compu ting and nUlIlerical cont rol (NC) had made great progress at t hat 
time, and it was certain t hat only numbers, transmitted rrom drawing or­
fice to tool drawing office, manufacture, pattcrnsitop and inspection, could 
provide a n answer; or course, draw ings would remain Ilcccs.'lary, bllt they 
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Figure 1.1. An !lrc of a handdra"'Jl curve is approximated by a part of a tcmplMe. 

would only be explanatory, their' accuracy having no importance. Numbers 
would be the olily and fiua l defillitiou. 

Certainly, no system could be devised without the help of mathernatics­
yet designers, in charge of operation , had good knowledge of geometry, 
especially descriptive gWlI1ctry, but no basic training in algebra or analysis. 

It should be noted that in France very lil.t1e was known at that time 
about the work performed ill the American aircraft in·dustry. The pal>ers 
by JamL'S Ferguson were not publicized before 1964, Citroen was secretive 
about the resull.s obtained by Paul de Casteljau, and the famolL'; technical 
report MAC·TR·41 (by S. A. Coons) did not appear until 1967. The works 
of W. Gordon and R. Riesenfield were printed in 1974. 

The idea of UNISURF was initially oricnk"<i towards geomctry rather 
than analysis, but kept in mind that every datum should be expressed 
exclusively by numbers. 

For ius tallce, an arc of a curvc could be represented (Fig. 1.1) by the 
cartesian coordinates of its limit points, A and D, together with their curvi· 
linear abscissae, related with a grid traced on the edge. 

The shape of the middle line of a swcep is a cube, granted that its cross 
section is constant, its matter is homogenoous, and the effect of frit-tion 
011 the tracing cloth is not considered. It is difficult, however, to take into 
account the length bctween endpoi nts. Moroover, the curves emplo.~' I for 

1. . P. Bezier: How a Simple System W/lII DonI 3 

[ . oJ 

/" 

V 
V 

/ 

[ . .p 
F ig u re 1 .] . A drculnr arc is obtaim .. ·d by COIl1Hlcting the point~ in this rectangular grid. 

softwares for NC machine tool!!, Le., 2D milling machines, were li nes and 
circles and, sometimes, parabolas. Helice, a spli ne shape would be divided 
and subdivided into s lIlall arcs of circles put end to end. 

In order to transform an arc of a circle into a porlion of an ellipse, one 
could imagine (Fig. 1.2) a square frame containi ng two sets of strings, 
the int.ersections of which would be located on an arc of a circle; the frame 
sides being hinged, the S<luarc is transformed into a diamond (Fig. 1.3) and 
the circle becomes an arc of au ellipse, which would be defined entirely as 
soon as the coord inates of points A, D, and C were known. H the hinged 
sides of the frame were replaced by pantographs (Fig. 1.4), the diamond 
would become a parallelogram, and the definition of tbe arc of an ellipse 
would still result from the coordillatL'S of the three points A, D, and C (Fig. 
1.5). 

This idea was not realistic, but it was easily replaced by the computation 
of coordinates of successive points on the curve; harmonic functions were 
available through the use of analog computers, which gave excellent results. 

However, employing only arcs of ellipses limited by conjugate diameters 
W~L<; far too restrict.ivc, and a more flexible definition was required . 

Afhlther idea came from the practice of a speaker projecting with a hand· 
held torch a small sign onto a scrcc il displaying a fig ure printed 0 11 a sl ide. 
Replacing the sign with a curve aud recording the exact location and orien· 
tation of the torch (Fig. 1.6) would define the image of the curve projected 
on the wall of the drawing office. Olle could even imagine having a vari· 
ety of slides, each of which would bear a specific curve: circie, parabola, 
astroid, etc. 
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Figure 1.3. If the (rallle f« .. n the previous figure is sheared , an Me of an elliplie W 
obtained. 

This was not a realistic idea, since the focal plane of the zoom would 
seldom be square to t he axis; an optician's nightmare! but the principle 
could be translated, via projective geometry and matrix computation , into 
cartesian coordinates. 

At that time, designers defined the shape of a car body by cross St.'Ctions 
located one hundred millimeters apart, sollletimes less. The advantage was 
that, from a drawing, Olle could derive templates fOl'adjusting a day model, 
a master or II stamping tool; the dmwback was that a stylist does not define 
a shape by cross sections but with "character lines", which are seldom 
plane curves. Hence , n good system would be Cal.llible of m3nipulal.ing and 
directly defining "s pace curves" or "free form curves". Of course, one could 
imagine working alternately (Fig. 1.7) on two projections of a space curve, 
but it is unlikely thaI. a stylist would accept such a solution. 

Theoreticnlly, at least, a space curve could he expressed by a sweep 
havillg a circular secLion, const railled by springs or counterweights (Fig. 
1.8), bul. this would prove quite impractical. 

Would not the best solutioll be to revert to the basic idea of a frame? 
IlLstead of a curve inscribed in a square, it would be located ill a ('ube 
(Fig. 1.9) that could become any parallelepiped (Fig. 1.10) by a li llear 
transformation easy to com pule. The Hrst idea was to choose a basic ("U TVe 
that would be the interS4!ction of two circular cylinders; the parallelepiped 
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Figure 1.4. Pa l1tograph WI1~lruclion or au arc or IlII ellipse. 
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would be defined (Fig. 1.10) by points 0 , X, Y, and Z. It is more practical , 
however, to put the basic vectors elld to end to obtain a polygon OMNB 
(Fig. 1.10), which directly defines the end point B and its tangent NO; of 
course, points 0, M, N, lind 13 need Hot be coplanar alld can define a space 
curve. 

Polygons with three legs call define a large variety of curves (see Fig. 
3.3 ill scdion 3.3), but in order to increase it, we call make use of cubes 
and hypt~rcubcs of any order (Fig. 1.11) and the relevant polygons (Fig. 
1.13). 

At that point, it became llecClisary to do away with harmonic functions 
and revert to poly nomials; t his chauge was even more desirable si nce digital 
computers were gradually repladug aualog computers. The polynomial 
functions were chosen accordi llg to the properties that were considered 
most importallt: tangency, curvature, etc.; later it was discovered that 
they could be COfl!;i{\ered as Sll lllS of 13crll!';tl!iu'!; functions. 
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Figure 1.5. A ~co"trol polygon" rOt an I\tC or all ellillSe. 

WhclI it was suggest.ed that these curves replace sweeps and Frcnch 
curves, lIIost stylists objected that Lhey luul invented their own lemplntes 
and would not change their mcthods. It was therefore solclllllly lJfOlll ised 
that their "secret" curvcs would be translatcd in secret list ings and buried 
in the most secret. part of the computer's memory, and that nobody but. 
thcm would keep the key of the vaulled cellar. In fact. , t.hc standard curves 
wcre flcxible enough and secret curves were soon fo rgottcn; designcrs and 
draughtsmen easi ly understood the polygons and their relation with the 
shaJ>C of the corresponding curves. 

III the traditional process of body engineering, a set of curves is carved in 
a 3D model and interpolation is left to the experience of highly skilled pat· 
tern makers; in order to obtain a satisfactory numerical definition , however, 
the surface had to be totally expressed with numbers. 

At that time, circa 1960, very littlc if anything had been published about 
biparametric patches; the basic idea of UNISURF came from the s tudy of a 
process often used in fou ndric5 to obtain a core: sand is compacted in a box 
(Fig. 1.12) and the shape of the upper surface of the core is obta.ined by 
scraping off the surplus with a t imber plank cut as a te mplate. Of course, 
a shape obtained by this method is relatively s imple, s ince the shape of the 
plank is constant and that of the box edges is generally simple. To make 
the systcm more flexible, one could change the shape of the template at 
thc same time as it is moved. This idea takes us back to a very old, and 
sometimes forgottcn , definition of a surface: it is the locus of a curve whit 
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Figu r e 1.6. A I,rojecl.or pro<iucillg " Mteml,h'lte curve ft on the drawing 01 lUI object. 

is at the same time moved and distorted. About 1970, a Dutch laboratory 
sculptured blocks of styrofoam with a fl ex ible s trip of steel , heaLed by 
electricity, whose shape was controlled by the flexion torque impost'<l 011 iLs 

. extremities. 
This process could not producc a large variety of shapes, but the principle 

could be t rauslated into a mathematical solution: the guiding edges of 
the box are s imi lar to the curves AB and CD of Fig. 1.13, which call 
be considered as directrices of a surface, defined by their characteristic 
polygon. A curve such il.'> EF being gcneratrix, defined by its own polygon, 
the ends of wh.ich run along lines AD and CD, and the intermediate vertices 
of the polygon being 011 curves GH and JK , the surface ABDC is known 
as soon as the four polygons are defined . Connecting the corresponding 
vertices of the polygons defines tile "characteristic llet" of the patch , which 
plays, rega.rding the snrface, the same part a8 a polygon a curve. Hence, 
the cartesiall coordinates of thc points of t he patch are computed accordi ng 
to thc values of two parameters. 

Aficr the expression of this basic idea, Illany problems remained to be 
solved: choosing adC<luate functions, blending curves and patches and deal­
ing with degenerate patches, to name only a few. Resolving these was a 
matter of relatively simple mathematics, the basic principle remaining un· 
touched. 

A system has thus been progressively created. We observe that the first 
solution- parallelogram, pantogfl.lph~is the result of an education oriented 
towards kinematics, the conception of mcchanisms. Then appeared gcom-
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Figure 1.7. Two imaginary projoction~ or 3. car. 

eLry and optics, which very likely came from Wille training in the army, 
when geomet.ry, cosmography and topography played an important part. 
Reflcxioll was oriented towards analysis, parametric spaces and, finally, 
data processing; a theory, as cOllvenient. as it may look, must not impose 
too heavy a task on the COlllj.Hlt.cr and must be easily understood, at least 
in its pri nciple, by the operat.ors. 

We note that the various steps or this conception have a point in common: 
each idea must be related to the principle of a material IiYSlCIU, simple 
and primitive though it may look, on which a variable solution could be 
b.'l.SCd. 

An engineer is a mall who defiucs what is to be dOlle and how it could 
be done; he not only describes the goal, but he leads the way toward it. 

Before we look any deeper into this subjcct, it should be ob6erved that. 
elementary geometry played a major part in its dcvdopmcnt, and it should 
not gradually disappear from thc courses of a mcchanieal enginccr; each 
idea and each hypothesis was expressed by a figure or a sketch representing 
a mechanism. It would have been ext.remely diflicult to build a mental im­
age of a somewhat elaborate system without the help of pellcil and paper. 
Let us consider, for instance, Figs. 1.9 and l.U; they arc equivalent to 
equations (4.7) and (16.6) in subsequent chapters. Evidently, thC}ic formu 
las conveniently arc best suited to express data given to a cOIIIPuter, 11111 
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lo'igure 1.8. A CUTV(l held by 6l'rings. 

IIIlmt pl.-'Oplc would understand a simple figure better than the equiva lent 
algebraic expression. 

Napolcon said: "A short sketch is better than a long report.n 

Which are the parts played by experience, theory and imagination in the 
crcation of a system? There is no definite answer to such a query. The 
importancc of experience aud of theoretical knowledge is not always clearly 
perceived; imagination sccms a gin, a godsend or the result of a beneficial 
heredity; but is imagination not, ill fact, the result of the maturation of 
knowledge gained during educat ion and professional practice? Is it not born 
from facts apparently forgotten, stored in a distant part of the memory, and 
suddenly remembered wilen circumstances call them back? Is imagi nation 
not based partly on the ability to COllllect notions which, at. first sight, look 
quite ullfclatl.'(l, sllch as IILcchauics, electronics, optics, fou ndry and data 
processing'! Is it not the ability to catch barely seeu analogies- as Alice in 
Wonderland did, to go "through the mirror"? 

Will psychologists someday be able to dcwct in man such a gift that 
will be applicable to science and technology? Is it relatet.l to the sense 
of humor that can detect. unexpected relationships between facts that look 
quite UIICOIlIII.'Ctl.'(l? Shall we learn how to develop it? Will it forever remain 
a gift, devoted by pure chan(~e to some pl.'Ople while for others carefulness 
prevails'! 
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Figure 1.9. A curve defined inllide a cube. 

It is important that, sometimes, "sensible" men give free rein to ilHagi~ 
native people. "I 5UGCCedt.'(}," said Henry 1. Ford, "because I let SOUle fools 
try what wise PCOI)\C had advised lUe 1I0t to let them try." 

Figure 1.10. A curve defined illSi.!e a ,.arallelCJ)iped. 
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Figure 1.11. Higher order curves cau be defined inside higher dimensional cubes. 

Figure 1. 1:l . A 5urrllCe is being obtained by scraping off excess material with woodell 
lClllplal.O!. 
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Figure J .13. The rharacteristi r. [let of a ~urrace . 
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Introductory Material 

2.1 Points and Vectors 

When a designer or stylist works on an object , he or she does not think 
of that object in very mathematical terms. A point on the object would 
not be thought of as a triple of coordinates, but rather in functional terms: 
as a corner, the midpoint between two other points, and so on. The objec­
tive of thi1! book, however, is to d iscuss objects that arc defined in mathe­
matical terms, the language that lends itself best to computer implemen­
tations. As a first step towards a mathematical description of an object, 
one therefore defines a coordinate system in which it will be described an­
alytically. 

The space in which we describe our object does not possess a preferred 
coordinate system ~ we have to define one ourselves. Many such systems 
could be picked (and some will certainly be more practical than others). 
But whichever one we choose, it should 1I0t affect any properties of the 
object itself. Our interest is in the object and not in its relationship to 
some arbitrary coordinatc system; the methods that we will develop must 
therefore be independent of the choice of a coordinate systcm. We say that 
those methods must be coordinate-free .1 

I More mathematically: the geometry of this book )8 affine geometry. The objects 
that we will consider "live" in a!finl) space!, not ill linear spa.<:e!. 
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(O"lgure 2.1. PoinLs and vector!): vl.'dor l are ale not affected by nanslations. 

The concept of cuonlillatc-frcc methods is slrc:ssed throughout in t his 
book. It motivates the st.rict distiuction between poinLs and vectors as 
discussed next {for morc det.ails 011 this topic sec IL Goldman (124)). 

We shall denote points, clements of three-dimensional euclidean (or poiut) 
space 1E3

, by lowercase boldface letters such us H, b etc. (The term "eu­
clidean space" is used here because it. is a relatively familiar term to most 
people. More correctly, we should have used the term "afline spncc",) A 
point identifies a location, usually relative to other objects. Examples arc 
the midpoint of a straight line segment or the center of gravity of a physical 
object. 

The same notation (lowercase boldface) will be used for vector.f, elements 
of three-dimensional linear (or vector) space lRJ . If we represent points or 
vectors by coordinatcs relative to some coordinate system, we shall ooopt 
the convention of writing them as coordinate columns. 

Although both points and vectors are descrilll."<I. by triples of real num· 
bers, we emphasize that there is a clear dist inction between thcm: for any 
two points a. and b , there h. a unique vector v that points from a to b. It 
is computed by cOlilponentwise subtraction: 

v=b -s; a , be1EJ , v elftl . 

On the other hand, given a vector v, there arc infinitely many pairs of 
points s, b such that v = b - s. For if s , b is one such pair and if 
w is an arbitrary vL'(;tor, then 8 + w , b + w is another such pair s incc 
v = (b + w) - (a + w) also. Figure 2.1 illustrates this fact. 

Assigning the point a + w to every point a E IEJ is called a translation, 
and t he above asserts that voctors arc invariant under trallslatioml whil r­
points are not. 

2.1 Points ami Vedors 15 

Figure 2.2. Addition of points: tlliJI ill not a well·defined ol'o:rll,liOIl , since dilrerent 
coordinate systems would IJroouce different "1I01"tionll~. 

Elelllents of point space 1E3 can onl'y be subtmded - this operation yields 
a vector. They cannot be added this operation is noL defined for points. 
(It is dcfilll.'(1 for vectors.) Figure 2.2 gives a ll example. 

However, addition·like operations are defined for points: they are bury. 
centric combinations.2 These are weighted su ms of points where the 
weights sum to one: 

" 
b = La,bj ; 

j:::O 

bE£;3 , 
00 + ... +0" = 1 (2. 1) 

At first glance, this looks like an undefined su mmation of points, but we 
can rewrite (2. 1) as 

" 
b = bo + L (tj(bj - bo), 

,~, 

which is clearly the sum of a point and a vector. 
An example of a barycentric combination is the centroid g of a triangle 

.... ith vcrtices 8 , b , c, givcn by 

1 1 1 
g = -8+ - b + -c. 

3 3 3 

. The word "baryccntric combination" is derived frolll "baryceuter" , IILcan­
IIIg "center of gravity". The origin of this formulation is ill physics: if the 

2Also called nffiHr MmbiHflliollll. 
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F igu re 2.3. Convex hull: II ]I,oint s<,t (a polygon) and its convex hull. 

h j are centers of gravit.y of objects ..... ith masses 1IIi' then their ccutcr of 
gravity b is located at b = L: 7ItJ hj I L mj and has the combined mass 
L mj' (If some of the fIl) nrc negative, the notion pC ~lectrk charges may 
provide a better 3ua!ogYi sec Coxctcr [67]' p.214.) Since a common factor 
in the 7nj is immaterial for tbe dctcfllliuation of the center of gravity, we 
lIlay JlOfma.iizc them by sett ing L mJ = L 

An important special case of barycentric combinatiuns arc the COflVex 

combinations. Thc.'iC arc barycentric combinations where the coefficients 
OJ, ill addition to summing to one. are also lloullcgativc. A convex com­
bination of points is always "inside" those points, which is all observation 
that leads tu the definition of the convex hull of a poiut set: this is the set 
that is formed by aU COli vex ...:ombinations of a poiul set. Figure 2.3 gives 
an example. See also Problems. 

2.2 Affine Maps 

Most of the transformations that are used to position or scale an object in 
a computer graphics or CAD environment are affine maps. (More compli­
cated , 8()+callcd project.ive Illaps are diocussed in Section 14.) The name 
'affine map' is due to L. Euler; affine maps were first studied systcmatieally 
by A. Moebius, sec colle...:ted works [1811. 

The fundamental operation for points is the barycentric combination. We 
will thus base the definition of an affine Iilap 011 the lIolion of barycentric 
combinations. A map <lJ that maps /E3 into itself is called alt affine mup if 
it leavell barycentric combiltations j,uJariant. So if 

2.2 Affine Maps 17 

and $ is an affine lIIap, I.hen also 

c[)x = LuJc1'aj; 1'x, $aj E 8£3 . (2.2) 

This definition looks fairly al)5tract, yet has a simple intervrctatioll. The 
"xpfI!SSion x = :LOjOj sJl!!(:ilies how we have to weight t he points 8j so 
that their weighted average is x . This relatioll is still valid H we apply an 
affine map to a\l points 8 J aud to x . As au example, the midpoint of a 
straight Ii lie seglllcilt will he ulltppeu tu the midl>oiut of the affi nc image 
of that straight liue scglllcut. Ab;o, the centroid of 1\ mllnber of points will 
be mapped to the ceutroid of tin! image points. 

Let us now be morc specific . In a gi\,~11 coordinate system, a point x is 
repl·esentL·d by a coordinatc triple, which we also uellote hy x. An affine 
iliaI' HOW takes Oil the fam iliar form 

1Jx=Ax+ v , (2.3) 

where A is a 3x3 matrix and v is a vector frolll /Je . 
A simple computatiou verifies that (2.3) docs in fact describe an affine 

map, i.c'. that barycl!utric c;Olnbinatiolis arc preserved by maps of that 
form. For the following, recall that L uJ = 1: 

IJ! (L(:t}8J ) = A (LUjSj) + v 

which concludes our proof. 

= LCtjAsj + La,v 

= LUj (Aoj+v) 

= LOj1Joj , 

Some examples of affine maps: 

T he ide ntity. It is given by v = 0, the zero vector, and by A = 1 , the 
identity matrix. 

A t r an s lation . It is given by A = T, and a trafl!latiOll vector v. 

A scaling . H is given by v = 0 and by a diagonallTlatrix A. The diagonal 
entries tidille by how much each cUlflpollen~ of the pre image x is to 
be scaled. 

A rotation. If wc rotate around the z-axis, thcn v = 0 and 

-sino 
COSo 

o 
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A shear . An example is given by v == 0 and 

This family of shears maps the (x, y)-planc outo itself. 

All important special case of affiuc maps are tile euclidean fl1a1'S, also 
called rigid body lIIotions. They arc characterized by orthonormal matrices 
A that are defined by the property AT A = 1. Euclidean maps leave lengths 
and angles unchanged; the most import.ant. eX31ll1JIcs arc rotations and 
t ranslations. 

Aninc maps can be combined, and a compl icated lIIap may be decolll­
vosed into a SC(IUCliCC of simpler maps. It can be shown that every afliuc 
lIlap can be composed of trallsiations, rotatjolls, shears, and scalings. 

The mnk of A has an important geometric interpretation: if rank(A) = :J, 
then the amnc lIIap 41 maps three·dimensional objects to three-dimcnsional 
objects. If the rank i81css than thrt!c, <P is a parallel projection onto n plane 
( rank -:= 2) or evell OlltO a straigh~ line (rank = 1). 

All "ffilll~ lIIap of JE2 to fEz is uniquely deterllli llt .. '(i by a (nolldcgencratc) 
triaugle and its image. Th us allY two triangles determine all affine map 
of the plane OlltO itsel f. In IEJ , all a/line Iilap is uniqucly dcfined by a 
(uolldegcnerate) tetrahedron ami its image. 

More imporl-aul facts about affine maps arc discussed. in the follow ing 
section. 

2.3 Linear Interpolation 

Let a , b be two distinct points in JE3. The set of all points x E JE"J of the 
form 

x = x(t) = (I - t)a+tb; t ElR (2.4) 

is called the s!,.alglilline t hrough a and b . Any three (or morc) points on 
a straight line are said to be wllmc/u·. 

For t = 0 the straight lille passes through a and for t = J it passes 
through b. For 0 ~ t ~ I, the point x is between a and b , while for all 
other valucs of t it is outside; sec F ig. 2.4. 

Equation (2.'1) represents a barycentric combination of two points ill /E"J. 
The same barycentric combi nation holds for the three poini..'1 O,t,1 in IE': 
t = (1 - t)· ° + t· I. So t is related to 0 and 1 by the same barycent.r ic 
combination that relates x to a and h . Out theil, by the definition of allin. 

2.3 Linea.r int.erllOla.tion 19 

b 

x v' 

a , \ 

, 

Figure 2.4. Linear interpolation: two points 8 , b define a strllight lillc through them. 
Tile I>oint x Oll i~ divides the straight line segment betwoon 8; and b in t he IlI-tio t : I _ I. 

maps, the three points a, b, e in three-space are an affi ne map of the t hree 
points 0, t, 1 in one-space! Thus linear illlerpolatiun i8 alt affine map of the 
real line onto a stmight line in JF:!.:l 

It is IIOW al lllost a tautology when w{! state: linr.f1,. intcI'polation is affinely 
illv~ria"t. Wrilleu out as a formula: if ([:l is all affine map of JE;"J outo it.self, 
and (2.4) holds, then also 

<Px = (1 - t)<ba + t4>b. 

Closely relatt'(l to linear interpolatioll is the concept of barycentric CQ_ 

ordinates, due to Moebius (181). Let a,x, b be three collincar points in 
JE:"J : 

x =oa +{.Ib ; 0+/3= I. (2.5) 

Then 0 and fI are called barycentric coon/iRate" with respect to a and b . 
Note that by ollr previous definitiolls, x is a barycclltric combination of a 
aud b . 

Thc l:ouncctiOll betwcen barycelltric coordinates and linear interpolat.ion 
is obvious: we have 0 = I - t and (j = t. This shows, by the way, that 
bar)u:ntric coordinates do not always have to be positive: ror t ~ (0, 1), 
e ither 0" or {j is negative. For allY t hree collillear poillts a, h , c , the bary-

3Slrictly speaking. we should therefore use the tenn "\offine intellX'lation" instead of 
"linear interpoilition." We UIW "Iinl'lIr inU!rpollllion" because or its widesprca(1 uS('. 
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cculric coordinates of b wi~h respect. to a and c arc given by 

vol\( b , c) 
a ~ 

vo!\( a , c) , 

Ii 
voll(a, b ) 

~ 

voI1(a , c ) 

where VOll deuotcs the ouc-dill1cusiollal volume, which is tILl: signed dis­
tance betwt.'C1l two points. Daryt;cntric coordinates are not. ollly defined 011 

a straight linc, bllt also 011 the piallc. Section 18.1 bas morc details. 
Another important COll(:c p t in this context is that of ratios. The ratio of 

three COnilLcar poiuts 8 , b , c is dclilWd by 

. VOll(S, b ) 
ra1.IO(8,b,c) = 1 (b ). vo I , e 

(2.6) 

If 0' and (3 arc 
follows that 

barycentric coorcliuates of b with rcspL"Ct to a and c , it 

ratio(a, h , c) = f!.. 
a 

(2. 7) 

The barycentric coordinates of a point do not change under affine maps, 
and neither docs their <luaLlent. Thus the ratio of tlm .. 'C collinear points is 
not affected by affine tr.Ulsfofmations. So if (2.7) holds. then also 

/i 
ratio(cfJa,l)Jb,<1'c) =-, 

o 

where cfJ is all affine map. 
The last cquatioll slates that afJillc maps arc miiu In-e.~croiIl9. T his 

property may be used to define aHine maps: every map that takes slmight 
lillcs to straight lines and t hat is ratio preserving is an affine map. 

The concept of ratio prescrvatiou may be used to derive auother uscful 
property of linear iuterpoiation. Wt~ Imve defined the s traight line segment 
[a, bl to be the affine i1uage of the unit intcroal [0, I], but we can also view 
that straight line segment as the a tline image of any interval la, bJ. The 
interval [a, bl lIlay itself be obtained by an affine map from the iutervH.I 
[0, 1] or vice versa. With t E [0, 11 and u E [a, b], that Illap is givcl1 by 
t = (u-a)!(b-a). The interpolated point on the straight line is now given 
by both 

and 

x (t ) ~ ( 1 - t)a + tb 

b-tI u-a 
x (u) = --a + --b. 

b-a b-a 
(2.9) 
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Since a , tt , band 0, t , I are in t he salllc ratio as the triple a , x , b . we have 
show n tlmt linear mterylOiation i" invarian t Uflder affine domam iran.fJor­
mation.'l. Dy affine domain tran.'lformation, wc simply mcan an affine map 

of thc real linc onto itse lf. The paramcLer t is sometimcs called a local 
parameter of the interval la ,bj. 

A concluding remark: we have dellIonstra.tt~1 the iuterplay betwt:cn the 
two concepts of linear iuterpolatioll and ratios. In t his book, we will oftell 
describe methods by !'laying that poiuls have to be collinear and must bt! ill 
a given ratio. This is the geometric (descriptive) l-'(luivalent of the algebraic 
(algorithmic) statemeut t hat olle of the th ree points may be obtained by 
linear illterpolation frOIll the other two. 

2.4 Piecewise Linear Interpolation 

Let bo, . . . ,b" E IEJ form a polygon B. A polygoll cOllsists of a Sl-'quence 
of straight line segmcuts, each iuterpolating to a pair of points bi , b.+ I . It 
iii therefore also calk'(i the piecewi.'lc linear interpolant Pc. to the points b , . 
If the poiuts bi lie 011 a curve c, then B is said to be a piecewise linear 
interpolant to e, and we write 

B = pc.c. (2.10) 

One of the important properties of piecewise linear interpolation is affine 
illvanattce: if the <:lIfve c is mappt'Xi onto a cur ve 'Pc by an affine lIIap 1>, 
then the pil-'(:ewise linear illlcrpolaut. to IIlc is the afllile lIIap of the original 
picc~wis~ lillear interpolant: 

Pc. cl>c = II> Pc. c. (2. 11) 

Another property ill the variation diminishjflg property: cOIL';idcr a con~ 
tinuous curve c and a piecewise lillear interpolant PC.c , and also all arbi­
trary plalle. Let crosse be the number of crossings that the curve c has 
with this plane, and It ~ t crosspc.c be the nUlllber of crossiugs that the piece­
wise linear interpolant has with this plalle. (Special rases may arise; see 
Problems.) Then we always have 

cross'P.c c ::s: cross c. (2.12) 

This propcrty follow!! from a simple observation: consider two points bi , 

b.+ I · The 8traight line segment through them can eros!! a given plane at 
most at olle point , while the curve segment frOIll c that connects them may 
cross the Maille plane ill arbitrarily many points. The variation diminishing 
property is illustrated in Fig. 2.5. 
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2.5 Function Spaces 

This section contains material that will later simplify our work by allowing 
very cOllcise notation. Although we shall try to develop our material with 
an emphasis 0 11 geometric concepts, it will sometimes simplify our work 
considerably if we can resort to some elementary topics from functional 
analysis. Good references arc the hooks by Davis 1681 aud de Boor [14J. 

Let Clel, hj be the set of all real-valued cont.inuous functions defined over 
the interval [a, bl of the real axis. We can define addition and Ulultiplication 
by a constant Cor clements I , 9 E Cia, bJ by setting (aJ + fJg)(t) = o./(t) + 
fJg(t) for all t E [a,b]. With thc5C definitions, it is easy to show that 
Cia, bJ forms a linear $JXlce over the ceals. The same is true for the sets 
Ck{a, bJ, the sets of all real-valued functiulls defined over [a, bJ tlwt Ilre 
k-timcs continuously differentiable. Furthermore, for every k, Ck+l is a 
subspace of Ck . 

We say that n functions It, ... ,j" E CIa, bJ arc linearly indCllendcftt if 
L c;/; = 0 for all t E [a, bj implies c, = ... = Co, = O. 

We mention SOllle MIUspaccs of CIa, bj that will be of interest later. The 
spaces P" of all polynomials of degree n: 

p"(t) = ao + alt + a2t2 + ... + a"t" ; t E [a,b]. 

For fixed n, the dimension of P" is n + I: each p" E P" is detcrllliucd 
uniquely by the n+ I cocAicients ao, ... ,a". These call be illterpreted as 
a vector in (n + I)-dimensional linear space Iln

+i , which has dimension 
n+ 1. \Ve can also name a basis for P": the mOllomial$l,t,t2, ... , t" are 
11 + 1 linearly independent functions and thus form a basis. 

Another interesting class of subspaces of Cia, bJ is given the by piecewise 
linear functions: let a = to < tl < ... < t" = b be a partition of the interval 

?5 
'II I.'.J ,r :J 

[\ 
l!.l 
o , 

(", ....... ... 

c 

Figu re 2.6. The varia~ion di ... illi~oillg property: II piecewise linear interpolant to 1\ 

curve 0l1li no more iMerllCCtionli with IIny pLane toan toe curve iLSelf. 
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r 

1 

a b 

Figul"fl 2.6. Hat functions: the Ilicc()wise linear [unction / ea.n be written as / = 
Hu + 3H\ + 2H2. 

[a,bl· A continuous function that is linear on each subinterval Iti,tHd 
is called a piL'1:cwise liuear functiou. Ovcr a fixed partilioll of la, bj, the 
piecewise linear fUllctions form a liuear fuu("tion space. A basis for this 
space is given by the hat IUllctiol18: a hat function H j(t ) is a piecewise 
linear function with Hj (tj) = I nml /I. (fj) = 0 if if. j. A piecewise lincar 
function I with l(tj) = Ii can always be written as 

" 
1(') = L,!j llj( ' )' 

j = O 

Figure 2.6 gives an example. 
We will also consider linea" 0flcmlol·., that assign a function Aj to a 

givclI fundiOIl f. An operator A: C((I,bJ ..... C[a,bJ is called linear if it 
leaves linear cOlilbillat iolls invariant: 

A (o f + fJg) = oAf + fJAy; 0, f3 E Dl. 

An cxample is givcn by thc derivative operator that assigns the derivative 
I' to a given fUBctiou f : Aj = 1'. 
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2.6 Problems 

1. We have sceu ~ha~ alll nc maps leave the ratio of thn..'c l:olliuear points 
('onsta nt, Le .. they arc ratio-preserving. Show that t he converse is al .. o 
true: every ratio-preserving lIIap is affille. 
2. We defi ned the convex hull of a poiut set to be the set of all convex 
combinations formed by till' dl'ments of that set. Allother definition is the 
following: the convex hull of a point set is the intersection of all convex 
IICls that contain the ~i\,()11 set. Show that both defillitions are cqu ivalcllt. 
3. In the deliuil.ion of the variatiou dimillishing properLy we ("·Olllltt.-tl the 
crossings of n polygon with a plane. Discuss the case when t he plauc 
("(JIItai lls a whole polygoll leg. 
4. Show that the u+ I fllllt;liollS f,(t) = t'; i = O, ... ,n arc linearly 
iluJcpclLlieLLt. 

3 

The de Casteljau Algorithm 

The algorithm described in this chapter is probably the most fundamental 
olle in the field of curve and surface design, yet it is surprisingly simple. Its 
main attraction is the beautiful interplay between geometry and algebra: 
a very int uitive geomelric construction lends to a powerful theory. 

HistoricalJy, it i. .. with this algorithm that the work of de Casteljau started 
in 1959. The only written evidence is in (781 and (771; both technical 
reports that are IIOt easily accessi ble. De Casteljau's work went unnoticed 
until W. Boehm obtained copics of the reports in 1975. From thell on, de 
Casteljau's name gained more popu larity. 

3.1 Parabolas 

We give a simple construction for the gellcratioll of a parabola; the straight­
forward generalization will then lead to Dczier curves. Let b o, b" b 2 be any 
three points in USI, and let e E lR. Constl"Ucl 

b&r<) = 
bl(t) = 

(1 - t)b o + tb l 

(l - t)b l + tbl 
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bo \ 
o 

Figure 3 .1. Pafa.llO!a3: o.:onstrucLio!l by repeated linear interpolation. 

Inserting the first two equations into the t hird one, we obtain 

(3.1) 

This is a quadratic expression in t (the superscript denoting the dcgt"ee), 
and so b~(t ) traces out a parabola as t varies from -00 to +00. We uCllote 
this parabola by b 2 . 

The above construction cousists of repeated linear interpolation; its gc­
OIuetry is illustrated in Fig. 3.1. For t between 0 and I, b 2(t) is inside the 
triangle formed by b o, b], b l , in particular b 2 (O) = bOt b 2(1) = b z. 

Inspecting the ratios of points ill Fig. 3.1, we sec that 

ratio(bo. b~ , b l ) = ratio(b\. bl , b 2 ) = ratio(b~, b~, btl = t/(l - t). 

Thus our construclion of a parabola is affinely inuariant because piecewise 
linear interpolation is affinely invariant; see section 2.4. 

We also note that a parabola is a plane curve, due to thc fact that b2 (t) is 
always a barycclltric combination of three points, as is clear from inspecting 
(3.1). A parabola is a special case of conic sections; thcse will be discussed 
in Chapter 14. 

Finally we statc a theorem from analytic geometry, closely relatet..l to our 
parabola construction. Let a, h , c be thn.'C distinct points on a parabola. 
Let the tangcllt at b inte£SC(;t the tangents at a and c in e and f, respec­
tively. Let the tangents at a and c intersect in d. Then rati~(a, e, d ) = 
ratio(e, b, f ) = ratio(d, f, c). This 'hree tangent theorem describes a prop-: 
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CI ~y .. r parabolas; the de Casteljau algorithm can be viewed as the can· 
structivc counterpart. 

3.2 The de Casteljau Algorithm 

Parabolas are plalle curves. Many applications fl.'Quire true space curves, 
however. I For those purposes, thc above construction for a parabola can 
be gcneralized to generate a polYllomial curve of arbitrary degree n: 

de Casteljau algorithm 
, 

Given: bo, b l , ... , bn E E and t E El, 

,et 

{
r=l, ... ,n 
i=O, ... ,n~r 

(3.2) 

and b?{t) = b i. Then bii (t) ill the point with parameter value t all 
the Dezier curtle b n. 

The polygon P formed by bo, ... , b" is called the Dezier polygon or 
coli/rol polygon of the curve b". Similarly, the polygon vertices hi are 
called cotdro1'lOinls or Bezie.r l}oints, Fig. 3.2 illustrates the cubic case. 

Sometimcs we a lso writc b" {t) = 8[bo, ... , b,, ;tj = B[P;tj or, shorter , 
bn = 8 lbo, ... , bnj = BP. This notation defines 8 to be the (linear) opera­
Lor that associates the Bezier curve with its control polygon. We sometimes 
say that t.he curve 8Ibo, ... , b"j ill the Bernslein-llezier approximation to 
the control polygon, a terminology borrowed from approximation thl..'Ofy. 
(Sec also section 5.10.) 

The intermeuiate coefficients b j(t) are cOllveniently written into a trian­
gular array of points, the de CMteljau scheme - we give the example of the 
cubic case: 

b' o 
bi 
bj 

(3.3) 

This triangular array of points seems to suggest the UlIe of a two-dimensional 
array in writing code for the de Casteljau algorithm. That would be a waste 
of storage, however: it is sufficient to use the left column only and to over­
write it appropriately. 

iComp<U'e the comments by P. Dezicr ill Chapter 11 
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o l 
Figu re 3.l. The de Ca.~leljau I\lgori~hm: ~ l lll Iloin~ b~ ( t) i! ohtn.im ... d from repeatoo 
linear int.erpolalioll. The t:;"bic use fa = J is shown for- ( = 1/ 4. 

3.3 Some Propert ies of Bl!zier Curves 

The de Castcljau algorithm allows us to infer several import:mi;. . .IJropert ies 
or Dezier curves. We will infer these properties from the geQIlft.hy ulldl~r­
lying the algorithm. In the next chapter, we will also lihow how they call 
be derived analytically. 

Affine invarinnce. Affine maps were discusst.'<i in section 2.2. They arc 
in the tool kit of every CAD system: objects mus t be repositioned , 
scaled, and so on. An important property of Dezier curves is that 
they are invariant under amne maps, which means that the following 
two procedures yield the same result: a) first , compute the point 
b"(t) and then apply all affine lIlap to it. b) first, apply an affine 
map to the control I)olygon and then evaluate the lUapped polygon 
at parameter value t. 

Affine invariance is, of course, a direct consequence of the de Castel­
jau algorithm: the algorithm is composed of a sequence of linear 
inl.erpolations (or, equivalently, of a sequence of affine maps). These 
are themselves aflillely invariant, and so is a finite sequence of them. 

Let us discuss a practical aspect of affine illvariance. Suppose we 
plot a cubic curve b3 by evaluating at 100 points and then plotti llg 
the rcsulting point array. Suppose now that we would like to plot tile 
curve after a rotation has been applied to it. We call take the hundreu 
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computed points, apply the rotation to each of them and plot. Or, 
we call apply the rotation to the four control points, then evaluate 
olle hundred times and plot. The first method Heeds olle hundred 
applications of the rotatioll , while the second needs only four! 

Aliine invariam;c Illay not seem to be a very except ional property for 
a useful curve scheme; in fact , it is not. straightforward to think of a 
curve schplIlc that docs not have it (exercise!). It is perhaps worth 
Hoting that Dczicr curves do not clljoy another, also very important , 
property: they arc. not pmjectUlt lv invariant. Projettive maps are 
IISed in compnter grap lieS when an 0 Jcct is to be rendered realist i­
(·ally. So jfwc try to make life easy and simplify a perspective map of II 
a BC7.ier curve by mapping the control polygon and then computing 
the I:urve, we have actually chellloo: that curve is not the perspective 
imaKI! of the original curve! More details 011 perspective Iilaps can be 
foullt! in Chapter 14. 

Invariance u nder affi ne parameter transform at io ns Very often , olle 
thinks of 11 Dczil'r curve as heillg defined over the interval 10, I]. This 
is douc be('IUlS<! it is cOllvrllil'nt, !lot bN:allsc it is necessary: the dc 
C1L<;tc1jau algorithm is "bliud" to the actual interval that the (:urve is 
JdiucU over bc{:awm it liSt'S ratim; ou ly. OUI' Blay therefore think of 
the curve as being defined over uny arbitrary interval a S u S b of the 
reallilll: - after the illtroductiOl1 of local coordilmtes t = (u - rL)/(b ­
(1), tht: algorithm proceeds as usual. This property is inherited from 
linear interpolatioll , lIS dCHCribed in section 2.3. 

The transition frolll the interval 10, I} to the interval (a , b] is an affine 
map. Therefore, we call say that Bczier curves are invariant under 
affine parameter transformatiollS. Sometimes, one set.'S the term lin­
ear Imramcter trans/ormation in this context, but this terminology 
is lIot quite correct: the transformation of the iutervaJ (0,11 to la, b] 
typically inclndes a translatioll, which is not a linear map. 

Convex h u ll property For t E \0,1] , b"(t) lies ill the convex hull (sec 
section 2.3) of the control polygon. This follows since every iuterme­
diate bi is obtained as a convex barycentric combination or previous 
bj - I - at no step of the de Casteljau algorithm do we produce points 
outside thc convex hull of the bj . 

A simple consequcnce is that a planar control polygon always gener­
ates a planar curve. 

Endpoint interpolation The Bcz ier curve passes through b o and b,,: we 
have b"(O) = b o, b ll (l) = b". This is eMily verified by writing down 
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Figure 3.3. ~~icr curve!: SOllie cxamples. The marked control ~rl.ex is multiply 
defined: bl = b J = b4· 

the scheme (:.1.3) for the cases t = 0 and t = l. In a design situation , 
the cud points of a curve arc ccrlaiuiy two very important points. It is 
therefore essential to have (lircct coutrol over them, which is Ml:iUfcd 
oy cndpoiul. interpolation. 

Design ing wit.h Dezier curves Figure 3.3 shows several Bczier curves. 
From the inspection of these examl>les, one gets the impression that 
in some seusc the Dezier curve "mimicks" the Bczicr polygon - this 
statement will be made marc precise later. This is the reason why 
Bczier curves provide such a handy tool for the design of curves: In 
order to reproduce the shape of a handdrawll curve, it is sufficient 
to specify n control polygon that somehow 'exaggerates' the shape 
of the curve. One lets the computer draw the Bezier curve defined 
by the polygon, and, if necessary, adjusts the location (possibly also 
the Bumber) of the polygon vertices. Typically, an experienced per­
son will reproduce a given curve afler two to three iterations of this 
inteructivc procedure. 

We will subsequently derive more properties of Dezier curves; in order to 
do so, we shall develop the so-called Bernstein representat.ion ill t.he next 
!!Cet ion . 
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3.4 Problems 

1. Use the nolation b" (t) = l3 [bo, . . " b,,; tJ to formulate the de Casteljau 
algorithm. Comment on the computation count if you implement such a 
recursive algorithm in a language like C. 
2. Suppose a planar Bezicr curve has a control polygon that is symmetric 
with resp«:t. to the y-axis. Is the curve also symmetric with respect to the 
y-axis? Generalize to other symmetry properties. 
3. Show that every Ilonpianar cubic in lE3 can be obtained as all affine map 
of the stalldard cubic (see Boehm L43D 



4 

The Bernstein Form of a 
Bezier Curve 

BC7.ier curves can be dcfillcd by a rccun;ivc algorithm, and this is how de 
Casteljau first developcU them. It is also llC(:cssary, however, to have an 
explicit represcntation for them , Le. , to express a Bezicr curve in terms 
of a nonrecursivc formula rather than in terms of all Illgorithm. This will 
facilitate fu rther theoretical development considerably. 

4.1 Bernstein Polynomials 

We will express Bezier curves in terms of Bernstein polynomials, defined 
explicitly by 

(4.1) 

There is a fair amOll ll t of literature on these polynomials. We cite just a 
few: Bernstein [331. Lorentz [174J, Davis [68], Korovkin \1631. An extensive 
bibliugraphy is in Gonska and Meier LI27J. 

Before we explore the importance of Dernstcin polynomials to Bezier 
( ' UfVes , let us first examine them more closely. O ne of t heir important 

TI 
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properties is that Lhey satisfy the follow ing recursion: 

with 

and 
Dj (' )= O fo"i{U, . .. ,n}. 

The proof is s imple: 

B~(t. ) = (,:)<'(1 - ')"-' 
= (" ~ 1>'(1 _ t)n-i + ('i' = )1)ti(I - t)n- . 

= (I - t)D~ - '(') + tD;~-,'(')' 

( 4.2) 

(4.3) 

(4.4) 

Another i.mportant property is that Dcrnsteill polynomials form a parti­
tion of unity; 

" L Dj(') = I. (4.5) 
j",-O 

This fact is proved with the help of the binom ial UJ(.>()rcm: 

1= (' + (1- ,))" = t (n),i(l_ t)" -i = t B,(')' 
j=O 1 J=O 

Figure 4.1 shows the family of the fi ve quartic llcrnslciu polYIlOlnials. Note 
that the Sr are nonnegative over the interval (0, lJ. 

\\'e are now ready to sec why l3ernstein polynomials arc important for 
the development of Bezier curves. The intermediate de Castcljau points bi 
can be expressed ill terms of l3eCllstcill polynomials of degree r: 

, 
ba') = L b,+,H;(') 

J=o 

E {O, n} 
iE{O,n-r}. 

(4.6) 

Th is equation shows exactly how tht: intermediate point bi depcml" on the 
given l3ezier points bi. The main importance of (4.6), however, is for the 
case r == n . The corrcspoudi llg de Casteljau point is the point 011 the curve 
and ill given by 

" 
b" (') = L bi D,(') ( 4.7) 

j ... o 
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Figure 4.1. Dcrnsteiu polynomials: the quartic case. 

We still have 1.0 prove (4.6). Th that end, we usc the recursive definition 
of the hi (Equation 3.2) and the recursion for the Bernstein polynomials 
(4.2) and (4.4) ill an inductive proof: 

i+r-I i+r 

= (I - ') L bi ll;=!(,) +, L 
j=i ;=i+1 

l nvukiug (4.4), we can rewrite this as 

;+r i+r 

b;(t) == (l - t)LbjB;=il(t)+tLbjD;=l_l(t) 
j=i j=i 

i+r 

= L bil(1 - ,)D;=!(,) + tlJ;=L (,)), 
j = i 

which completes the proof. Note that (4 .2) also defines Db' and IJ;: , since 
D~ll = n::-I = 0 by (4.4). 

4.2 Properties of B~zier Curves 

Many of the properties in this section have already appeared in the previous 
chapter. They were derived using geometric arguments. We shall now 
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nxlerive several of them, llsillg algebraic arglllTlcutS. If the same headiug 
is used as ill tlJ(~ last chapter, the reader should look there for a complete 
descriptioll of the property ill questiou. 

Affine invarinnce lJaryccutric combinations arc invariant under alHnc 
maps, ilnd so (4.5) gives the algeuraic verification of t his propcrty. 

Invariance undcr affine paramet.er transformations Algcbraically, 
this property reads 

\ 
;;-. ;;-." - . 
L b,n;(t) = L biH~( b _ tl)' 
;=0 ,,,,0 

(4.8) 

' ~ V~ 
r- Convex hull property This follows, since for t E 10, 1], the Bernstein 

polynomials ar(~ nOllnegative. They sum to one as shown in (4.5). 

Endpoint interpolation This is a conscquew.;e of the identities 

and (4.5). 

n;'(o) = 1 iff i = 0, 
D;' ( I ) = 1 iff I=n 

(4.9) 

Symmetry Looking at the examples ill Fig. 3.3, it is dear that it does Hot 
matter if the Ub.ier points are labeled bo, b l , ... , b n or b,,, b,,_lt ... , 
b oo The curves that correspond to the two different orderings look 
thc same; they only differ ill the direction ill which they are travcrS(.'(\. 
Written out as a formula: 

" " I: bjDi(t) ~ I: b,,_,D;'(1 - t). (4. 10) 
]:0 j:o 

This follows from the identity 

(4.1 1 ) 

which follows from inspection of (4.1). We say that Bernstein poly­
nomials arc "1Immetric with rCSI)cd lo t and 1 - t. 

Invarianee under barycentric combinations Tht! pl"Ocess of forming 
the Oezier cUI've from the Bczier polygon leaves barycent!ic com· 
binations invariant: for a + (1 '" I, we get 

" n" 
L)nb) + (jc))Di(t) = 0" L bi Bj'(t) + (j L cJBj(t). (4.12) 
j = O i=O i=O 
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III words: we call constrm;t the weighted average of two Bb:ier curves 
either by takillg the wcightj)d average of corresponding points all the 
curves , or by taking the weighted average of corresponding control 
vertices and then computing the curve. 

This linearity property is e5SClitiai for lIlany theoretical purposes, the 
most illlportallt aile being the definition of tensor product surfa.ces in 
Chapter 16. 

Lineur precision A useful identity is the followillg: 
.. . 

" '-li"(t) ~ t, L ft J 
,=0 

(4. 13) 

which has the following applicat ion: suppose the polygon verticcs b j 

ure ulliformly dist.ributed Oil a straight lille joining two points p und 

j J 
hi = (1- -)p + - q; j = O, ... ,n. 

It 11 

The curve that is generatl,:d by this polygon is the straight line be­
tween p sud q , i.e., the init ial straight line is rcproduced. This prop­
erty is called {incur preCi3iQII. 1 

Pseudo-local control The Bernstcin polynomial Bj has only one maxi­
liIlllll and attains it at t = i/H. This has a design application: if we 
move only one of the (;olltro! polygon vertices, say, hi , then the curve 
is mostly affected uy this change in t he region of the curve around the 
parameter value i/n. This makes the effect or the change reasonably 
predictable, although the change does affect the whole curve. 

4.3 The Derivative of a Bf!!zier Curve 

The derivative of a Bernstein polynom ial B~ is obtainetl as 

~n!'(t) 
dt ' 

~ d (n) . - . t'(l - t)n-. 
dt I 

in! ti-I (I _ t)" - i _ (n - i)1I! t;(1 _ t),,-i-I 
i!(11 - i)! i!(n - i) ! 

n(T! - I )! t' - 1(I _ t)"-i _ ,,(n - 1)! Li(1 _ t)n-.-l 
(i - I )!(n - i) ! i!(n - i-I)! 

~ 

~ n(D~":-ll(t) - B~- I (t». 

'11th,· points arc lIot uniformly ']Jacm], we will 1I.l!!O recapture the straight linll I!(!g_ 
lnt;u L. il'>wcver, it wi1lnot be linearly pArametrizf'(\. 
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Thus 

~It ni (t ) = n (Bi-=-/ (l) - B;-'(t)). (4 .14) 

We call IIOW determine the derivative of a Bczier curve b"; 

:, b" (') = n t (n;~i (' ) - n;-' (,)) b j . 

) = 0 

Because of (4.4 ), this can be simplified to 

" " - I 

d
d b"(t ) = n L nj': ,I(t)bj - n L B;-L(t )bj, 
t ; = 1 j=O 

and now an index trausformalion of the first sum yields 

n - I n - l :t b"(t) = 11 L n;- I(t)bj+1 - 1t L B'J - '(t)bj, 
j = O i : O 

and finally 
"-, 

:tbn (t) = n ~)bj+l - bj)Bj- l (t) . 
j = O 

The last formula cau he simplified somewhat by the introduction or the 
forward difference operator 6: 

(4 .15) 

We now have for the derivative of a lJezier curve: 

"-, 
~~ bn (t) = 1l L AbjB; - I(t) ; 

J = O 

(4.16) 

The derivative of a Dczier curve is thus another Bczier curve, obtained by 
differencing lhe original control polygon. However, this derivative Oczier 
curve does Ilot "liven in lEJ allY more! Its coefficients are differcnces of 
points, Le., vectors, which arc clements of lRJ

• In order to visualize t he 
derivative curve and polygon in lEJ

, we can construct a polygon in JE3 
that consists of the points a + 6.bo, ... , a + 6.b .. _1 . Here a is arbitrary ; 
one reasouable ciJOice is a = O. Figure 4.2 illustrates a Oezier curve and its 
derivative curve (with the choice a = 0). This derivative curve is sometimes 
called a hodograph. For more information on hodographs, sec Forrcst fJ 14J. 
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Figure 4.2. lkrivatiVCII: /I. Be:tier curve and j18 firs t deriva.tive curve (scaled down by 
a fador of three). Note that th is de rivative curve d OCl! nOL change if a translation is 
applied to the origin ... l curve. 

4.4 Higher Order Der ivatives 

In order to compute higher derivatives, we first genera.lize the forward differ­
ence operator (4.15): the itemtcd forward difference opemtor Ar is defined 
by 

(4.17) 

We lllit a few examples: 

AObi = b; 
Alb; = b H1 - b; 

A 2b; = b;+l - 2h;+1 + hi 
6. 3b; = b HJ - 3b i +2 + 3bi+1 - bi. 

The factors Oll the right haud sides arc binomial coefficients, forming a 
Pascal-like triangle. This pattern holds ill geueral: 
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" 
Figure 4.3. Eu,\,Ktiut derivatives: til\) first l\1H1 ",~",I derivative vecLOr& M t = 0 nrc 
multiph . .'11 or the lir~l and t*lcono difference Vl'CtorS at boo 

We arc !lOW ill a position to give the formula for the roth dcrivativ(~ of a 
Bczicr curve: 

(4.19) 

The proof of (4.19) it; by repeaLed application of (4.16). 
Two illlpurtaut t;pcdal cases of (4.19) are given uy t = 0 aud t = 1. 

Because of (4.9) we get 

~bn(o) n! 
r)!ll.' bo• (4.20) ~ 

dt' (n 

~b"(1 ) n! 
)!~rbn_r. (4.21 ) ~ 

dt' (n r. 

Thus the roth derivative of II Dczicr curve at all cudpoint depends only 
on the r + 1 Dezier points ncar (and including) that endpoiut. ror r = 0, 
we get the already established property of endpoint interpolation . The caSe 
T = 1 s tates that bo and hi dcfiuc the tangent; at t = 0, provided they arc 
distinct.::!: Similarly, b n_1 and b .. dctermine the tangent at t = 1. The 
cases r = 1, r = 2 arc illustrated in Fig. 4.3. 

'In general. the langent at bo is determined by bo aud the firs t b , that is distillcl 
from b oo ThUll the tangent may be defined evell if the tangent ~tor is the zero vector. 

4.r. DerivativCl! and the de C/lI:Iwljau Algorithm 41 

4 .5 Derivatives and the de Costeljau Algorithm 

Derivatives of a Bb:i('r curVE' call bc Cxpn!$sed in tenus of the intermediate 
poiuts g(,lIerateti by the de Castdjau algorith m: 

This follows since s limmation aull tllkiug diffcrcnH.'$ COllllllute: 

,, - I 

Usiug tilis, we have 

~b" (t) 
dt' 

~ 

~ 

" ,, - I 

I ,, - r 
fl. ~ 6,"b IJ" - r(t) 

(n _ r)! L.. J) 
J = O 

I ,,_r 
II. 6,r ~ b .Lf,-r(t) 

(n _ r)! L.. J J 
J : O 

II! 6,r b n- r (t). 
(n-r)! 0 

(4.22) 

(4.23) 

As a prJ.ctieal implication, we see that derivatives of a Bezier curve may 
be computed as a Ubypl'Oduet" of the de Castcljau algorithm. If we compute 
a point on a Bezicr curve using a ll'ialll,'"Ular an'l.Ulgement as in (:l.3). then 
foJ' allY n - r, the con-esponding b ~ -~ fonn a column (with r entries) in , 
that scheme. 'Ib obtain the 'rth derivative at t. we simply take the rth 

difference of these points and then multiply by the constant ,,!!(It - r)!. In 
some applic;.tlions (curve/plane inten;ection, fOI' example), one needs not only 
a point on the curve, but its first and/O!' second deri vative at the same time. 
The de Ca~tcljau algorithm olTers II (Iuick solution to this problem. 

The case '1' = 1 is important enough to warnUll special attention: 

(4.24) 

The intermediate points b(i- I and b~- l t hus determine the ta'lgent vector 
at b" (t ), which is illustrated in Figs. 3.1 and 3.2. 
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4.6 The Matrix Form of a D~zier Curve 

Some authors (Fallx and Pratt Il06J, Mortenson {IS'lJ. Chang [58D prefer to 
write Bczier curvel; and othcl' polynomial curves in matdx form. A curve 
of the form 

" 
x(.) ~ L c,C,(') 

j = O 

call be iuterpretcua.>; it dot produc~ : 

[ 

Co(') ] 

C,,(.) 

x(')~[co c" J 

OIlC can lake this one step furUlcr aud write 

(4.25) 

Tilt: IJmt.rix At = {m'l} describes the basis traHsformatiOli betwccn the 
b<t.'iis poiyuulIJiais C;(t) and the "Wllomia t ba$IS ti. 

If the C, are ilcrHstcill polynomials, C i = n~, the matrix M ha.<; eiclllcuts 

We list the cubic case explicitly: 

-3 
:J 
o 
o 

3 
-6 

3 
o 

(4.26) 

Why the matrix form'! Mathematically, it is equivalent to other curve 
formulations. \Vhcli it comes to computer implementaliolls, however, the 
mat.rix form may be advalltageous if matrix multiplication is hard-wired . 

" .7 Problems 43 

4.7 Prob lems 

1 1. Show that tlu! UCrJlstein polynomials Bt forlll a basis for the lillcar 
space of all POlYlloll1ials of dcgree ft. 

I 2. Show that the Dernsteill polynomial Di.' alt,lins its maximUIil at l = i/n. 
Find the maximum value. What happens for large n'! 

I 3. A cusp is a point 011 n curve where the first derivative vector vanishes. 
Can a nonplanar cubic Uczier curve have a cusp? 
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