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Abstract

In the pas, manual methods have been used to plan and schedule the extraction of ore from different block cave operations worldwide.  The basic assumption of these methods has been the validity of a set of heuristics, traditionally, used to plan and schedule production coming out of an active panel.  Currently, however, there are several operations research tools (previously used in the manufacturing sector) that could be used in block cave mine planning.  This paper describes the application of mathematical programming to formulate optimization problems whose solution may perhaps drive the production strategy of a block cave mine.  Some of these strategies such as net present value optimization, draw profile optimization and minimization of long – short term gap have been formulated.

The construction of the optimization problems has required a rational study of which mining constraints are applicable in each case.  In doing so it has been found that the formulation of the objective function as well as the set of constraints that define the feasible space of solutions are both critical to effective mine planning solutions.  At the moment the full scale algorithms have been incorporated into the PC-BC block caving commercial package.  One of the results of this research has been the integration of the opportunity cost into PC-BC to compute best height of draw in a dynamic manner.  The second result has been the development of draw method called NPV which maximizes the net earnings per period.  Another result has been the introduction of a new draw method called SURF, which aims to minimize the difference between actual height of draw and the target represented by a surface.  

Different mathematical techniques have been used to solve the optimization problems such as direct iterative methods, linear programming, golden section search technique and integer programming.  The results of applying optimization to different operations worldwide will be presented and outlined in this paper.  Finally a discussion about the role of optimization in block caving will be presented 

1 INTRODUCTION
The planning of a block cave mine poses considerable difficulties in the areas of safety, environment, ground control and production scheduling.  As the industry is faced with more marginal resources, it is becoming imperative to generate production schedules which will provide optimal operating strategies and make the industry more competitive (Chanda, 1990).

Production scheduling of any mining system has a profound effect on the economics of the operation.  In a marginal deposit the application of the correct scheduling mechanism might affect the life of the mine.  Usually the scheduling problems are complex due to the nature and variety of the constraints acting upon the system (Denby, 1994).  Although several authors such as Caccetta and Giannini (1988), Wilke et al (1984), Gershon (1987) have attempted to develop methodologies to optimize production schedules, none has satisfactorily produced a robust technique which has an acceptable level of success.  One of the main reasons for this unsuccessful history has been the failure in defining the objective function in relation to the mine planning horizons.

In this research two main planning strategies will be formulated as potential goals to be optimised as part of the long term planning process.  The first one is the maximization of net present value, which has been a traditional interest of mining companies to optimise in such a way that all the mining, metallurgic and environmental constraints are fulfilled.  The second strategy developed in this research is maximization of mine life, which often has been associated with a societal goal to maintain employment levels.
2 OPERATIONS RESEARCH IN PRODUCTION SCHEDULING
The problem of computing a production schedule in an underground mine can be understood as an operations research problem in which there is an objective function subject to operational constraints.  Trout in 1994 developed a model to optimize the cycle time of the unit operations related to a long-hole mining method.  Also Chanda in 1990 developed a model to optimize production from a slusher block cave method using scrapers as production machines.  Both of these authors concentrated on a short term planning problems that cover a time horizon of a few weeks to a few months.  Neither of these algorithms have recognized the fact that the set of constraints is a function of the planning horizon under study, for example, a long term production schedule should contain much less detail than a short term plan.  However the long term plan includes clear definitions related to mining reserves, production sequence, and production rate.  More sophisticated algorithms have been developed by Guest (2000) and Matthews (2001) to analyse and compute long term plans.  Guest in 2000 postulated that by following a set of surfaces that conceptually define a draw control strategy dilution can be minimized and therefore NPV maximized.  Matthew also presented an algorithm which could be used to define the optimum opening and closure sequence in a cut an fill mine.  Both of these algorithms recognized the fact that by using integer variables in their formulation the computation time often is inadequate.  Also both authors described that the solution for the computing time is relaxing the integer variable to reach a feasible solution in a reasonable time.  It has been proven (Terlaky, 1996) that by relaxing the integer variables in a mixed integer algorithm the optimum solution can differ dangerously from the solution provided by the optimizer.
One of the problems found in the current literature is that there has been very little analysis of the adequate set of constraints applicable for different planning horizons.  Also none of these algorithms have shown a case study in which a large scale model had been computed.

Before stating the mathematical problem of computing a production schedule in a block cave mine, it is important to describe the operational constraints applicable to block cave as a mining method, the following list presented by Rubio, 2000 summarizes a few of them:
· Development rate states the maximum feasible number of draw points to be opened at any given time within the schedule horizon.  This constraint is usually based on the geometry and geotechnics of the ore body and the existent infrastructure of the mine, which typically will define the number of accesses available to the mining faces

· Undercut sequence defines the order in which the draw points will be open.  This constraint usually acts on the draw point status activating those that are at the front of the production face.  This component assumes that the layout has been previously computed and it is fixed in the optimization.
· Maximum opened production area at any given time within the production schedule has to be constrained according to the size of the ore body, available infrastructure and equipment availability.  A large number of active draw points might lead into serious operational problems such as exceeding optimum haulage distance or problematic maintenance of draw points.

· Draw rate; the draw rate will control flow of muck at the draw point.  The draw ratio is a function of the fragmentation and the caveability model.  Ultimately the draw ratio will define the capacity of the draw point and it needs to be fast enough to avoid compaction and slow enough to avoid air gaps.
· Draw ratio defines a temporarily relationship in tonnage between one draw point and its neighbors.  It is believed that this parameter will control the dilution entry point and the damage of the production level due to induced stresses.
· Period Constraints; the period constraints forces the mining system to produce the desired production usually keeping it within a range that allows flexibility for potential operational variations.

Note that in this formulation mining reserves are not part of the set of constraints.  This breaks the traditional paradigm of computing mining reserves in advance of computing a production schedule.  In this case the mining reserves will be computed as a result of the optimal production schedule.
3 NPV OPTIMIZATION IN BLOCK CAVE PRODUCTION SCHEDULING
According to the theory of non renewable natural resources the problem of optimizing net present value can be written as follows (Conrad, J M 1999):

Suppose a utility function 
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 is the production cost as a function of the depletion rate.  The objective is to maximize the discounted utility function subject to the limited amount of resources 
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 which is a function of the discount rate and the period of the depletion to be discounted.

The problem to solve can be formulated as follows:
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Subject to the depletion rate
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 a variable in the optimization
Maximization of the discounted utility function subject to the exhaustion constraint leads to the Lagrangian:
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The first order optimality condition is presented by:
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Note that 
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 represents the first derivative of the production cost with respect to the depletion rate in period t.  The derivative of the Lagrangian with respect to the remaining resources in period t is presented as follows:
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Finally the derivative with respect to the Lagrange constant is as follows:
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By replacing (3) on (2) 
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Equation (5) means that the marginal profit should equal the marginal production cost plus a variable cost 
[image: image18.wmf]t

l

.  This variable cost 
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 is called the shadow price of initial reserves, or the value of having an extra initial ton to be extracted optimally in period t.
From an optimization point of view 
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 represents the opportunity cost of depleting a particular unit of resource in period t instead of saving it for the next period of production.
In summary the mining interpretation for equation 5 is that the result of applying the marginal cost plus an extra “artificial” cost per period to define the economic outline per period will lead to the strategy  
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 that will deplete optimally the mineral deposit.
In the context of an arithmetic example Gray (1914) was the first author recognizing an additional cost to marginal extraction calling it opportunity cost.  The second author that developed a formulation for non renewable natural resources optimization was Hotelling, 1931 who introduced the concept of depletion strategy.  Hotelling stated that the optimum depletion strategy is the one that depletes the natural resources at such a rate that the growth of the rent generated for depleting natural resources is similar to the rate of return.  Nevertheless it was Lane in 1988 who first introduced formally a methodology to compute the opportunity cost in mining.  Lane postulates that the optimum strategy should be optimal at the whole resource depletion path, the optimum strategy should not only maximize the individual cash flows but also include the effect of these cash flows in the value of the remaining reserves.  The last could be summarized in the following formula (6).
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From (6) 
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 represents the maximum net present value for the deposit, 
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 represents the marginal cash flow of depleting one ton of ore in period t following the shut off grade w, with w being part of the overall optimal depletion strategy.  
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 is the time to deplete and process one ton of ore.  
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 is the period discount rate.  
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 is the gain or the loss of depleting one ton of ore  in period t upon variable economic and market conditions. 
Note from 6 that the optimum marginal reserves for depletion (left hand side of the equation 6), will be reached when the contribution to the optimal NPV (
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) of the last ton depleted is equal to zero.  Therefore the last ton of ore depleted in period t should fulfill the following relationship:
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The above formulation has tremendous implications from the perspective of the economics of natural resources, because it provides a mechanism to compute the Langrage constants presented before in equation 5.  Thus combining 5 and 7:
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In summary the economy of natural resource theory says that the optimum depletion strategy is the one that covers the marginal cost plus the opportunity cost of depleting the actual resources instead of leaving them in the ground for the next depletion period.

One of the problems with the above formulation applied to Block Caving would be to find the set of shut off grades (shut off grade policy) that leads to an optimum solution.  The following section will show how the concept of opportunity cost has been implemented in order to derive an optimum depletion strategy.
3.1. APPLICATION OF OPPORTUNITY COST IN BLOCK CAVING PRODUCTION SCHEDULES 
The following algorithm has been introduced into the PC-BC software from Gemcom Software International (Diering, 2000) as part of their routines to optimize the NPV of a production schedule.

Before stating the algorithm used to introduce the opportunity cost in the production schedule it is important to draw graphically all the constraints related to the production schedule, figure 1 shows the feasible area for one period of the production schedule.
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Figure1: Schematic representation of the feasible area of production at any given period of the production schedule
Figure 1 the X axis represents the dollar value per draw point, this value is computed by integrating vertically the value of the draw column until it declines due to a decrease in the metal content.  The Y axis represents the tonnage to be mined per draw point; this is one of the optimization variables.  The chart is divided into 4 areas by closed draw points (C) which are draw points already exhausted, active draw points (A) which are draw points in production, new draw points (N) which is also an optimization variable and represents new draw points commissioned to production in the current period and planned draw points that are draw points located next in the sequence.  Also all the constraints of the optimization have been graphically represented to define the feasible area.  The solution of the optimization will provide a draw method (Diering, 2004) that defines the tonnage to be drawn from everyone of the active and new draw points.  Note that the feasible area should be large enough to contain the draw method that would fulfill the total tons production target.  Otherwise the problem is considered to be fully constrained and sub-optimal solution will be found.
The optimal draw method will be such that draw points containing higher dollar value will be drawn more and draw points with lower will be drawn less or not at all.  The draw points that are not drawn in a period are shut down moving the boundary (C), shown in figure 1, to the right.  Consequently the next period in the schedule the active area would be reduced and more new draw points will be needed.  Thus the chart in figure 1 is re-drawn for this new period and the draw method re-computed.  This process is repeated until reaching the end of the life of the mine.
The mechanism to incorporate the opportunity cost in the production schedule consists of computing the dollar value per draw point in every period of the production schedule.  The dollar value per draw point calculation will be used for two purposes, the first one will shut down those draw points that do not have enough remaining value and second will be used to plot the chart shown in figure 1.  Consequently the active draw points will be drawn according to the draw method described above to drive the NPV to its maximum point.

The algorithm to add the opportunity cost in the production schedule is as follows:

1. Set the initial boundary conditions 
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 sets the initial value of opportunity cost for the time horizon of the production schedule
2. Incorporate new draw points 
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 according to the given undercut sequence.
3. Compute dollar value per draw point 
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If draw point i contains less value than the opportunity cost (
[image: image38.wmf]k

t

t

i

OC

DV

<

) and the tonnage drawn from draw point i exceeds the minimum allowable (
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) then draw point i is shut down.
Otherwise draw point i will still be in production and will be drawn according to the draw method.

If there is an extra capacity the newest draw points are flagged as idle status.  If there is not enough capacity the tonnage target constraint is broken.

4. Deplete assigned tonnages from the draw column and update the model.  Then move to the next period t=t+1, return to 2
After computing the production schedule in this first iteration the opportunity cost per period is updated as follows:
· Compute revenue per period 
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 is the average dollar value in period t and 
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 is the total tonnage sent to the mill in period t
· Development cost per period 
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 is the number of new draw points incorporated and used in period t and 
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 is the construction cost of a draw point.
· Profit per period 
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· Remaining deposit value per period 
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 is the discount rate per period.  Note that this value is computed at every period of the production schedule.
· Opportunity cost per period is computed according equation 6 
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, where C represents the average mill capacity.  This equation does not integrate the term 
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 because it assumes that the economic conditions as well as the market conditions stay steady along the life of the mine.
Table 1 shows an example of how the system computes one set of opportunity costs after one iteration.
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Table 1:  Opportunity cost calculation after iterating once the production schedule
Every iteration would produce a different set of opportunity costs per period.  Thus 
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would represent the opportunity cost of period t after iteration k.  Calling the optimum iteration z, 
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 would represent the optimum opportunity cost policy that would drive the optimum production strategy.  The total tonnage drawn per draw point would represent the optimum mining reserves.  Thus this algorithm integrates the production schedule and the mining reserves optimisation in a single algorithm.  This result is fairly significant considering the fact that traditionally these two processes are computed independently of each other.

Ultimately the above algorithm produces a variable shut off grade policy that drives the production schedule to its maximum net present value.

3.2. OPPORTUNITY COST VARYING ECONOMIC CONDITIONS 
In the presented algorithm the term 
[image: image54.wmf]dt

dV

-

 has not been included as the scenario under analysis has been steady economic and market conditions.  However in the real world the metal prices change as well as the supply and demand for metals.  Therefore it would be meaningless to optimize a production schedule without considering metal price changes.  However the problem would be to forecast how the prices will behave in the future.  The following algorithm assumes that the vector of metal prices along the life of the mine is known and is part of the evaluation variables.
For example if the market is facing a rise in metal prices, then it may be more appropriate to wait for prices to recover.  Alternative, while waiting for increased prices the deposit is losing value in delaying its operation.  Yet there is a trade off between the incremental value gained by economical external changes and by opportunity cost.

There are a few parameters that need to be defined to formulate the integration of 
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[image: image60.wmf]t

P

 is the profit earned in period t.
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 is the remaining value of the mine at the end of year t.
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 is the future value of the mine at the end of year t using economic parameters of year t+1.
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 is the head grade simulated by the production schedule.

The calculations proceed as follows:
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Then the factor 
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 is known and the opportunity cost per period can be computed as follows: 
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Figure 2 shows the effect of –dV/dT on the resulting opportunity costs.  Note that the opportunity cost without incorporating –dV/dT does not have any relation to the revenue factor or metal price.  In contrast, the opportunity cost including –dV/dT has a direct correlation with the revenue factor.  Yet the inclusion of 
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 on the calculation of the opportunity cost could lead to a totally different production schedule and therefore the set of opportunity costs that does not include the term accounting for variable economic conditions would drive to a sub optimal production schedule.
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Figure 2: Opportunity cost with and without –dV/dT
Table 2 shows the resulting optimal height of draws for two different scenarios HOD_OC and HOD_OC-dV/dT.  The first scenario (HOD_OC) does not include the term –dV/dT, alternative HOD_OC-dV/dT does it.  It is clear that the impact of the change in value due to economic change is significant.  The algorithm without the differential of value with time does not reproduce a realistic scenario because it does not account for the relation between shut off grade and metal price returning lower NPV and mining reserves.  On the contrary, the algorithm with the differential of value on time does couple price and grade, reporting higher NPV and mining reserves.
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Table 2: Comparison of two different schedules without and with –dV/dT
3.3. INTEGER PROGRAMMING APPROACH TO OPTIMIZE NPV IN A BLOCK CAVE PRODUCTION SCHEDULE
The problem of NPV maximization in a block caving operation can be described as a large scale, multi-period, mixed-integer linear programming problem.  The development of the model to solve this problem began with translating the optimization problem in two dimensions, so that the non linearity between tonnage and grade in the objective function is avoided.  Clearly the problem is 3D because the decisions variables are, for example, when to shut off a draw point, which represents the vertical dimension of the problem and also when to open a new draw point, which represents the horizontal dimension of the problem.  The following representation of 4 draw points that contain 3 slices each is used to represent the problem in two dimensions.  This representation shows profit per slice scaled by 1000.  The order in which the draw points have been sorted depends on the opening sequence previously defined.
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Table 3: 2D representation of the slice file.
The next step of the optimization process is to find a combination of the above blocks to extract in every period of the schedule that will optimize the overall NPV.  Therefore the problem is to find a set of binary matrixes that will tell when to mine every one of the blocks making up the slice file.  A representation of these matrices is shown in Table 4 with the extraction of the first year of the production schedule.  The meaning of this matrix is that the first 2 slices of draw point 1 and the 1 slice of draw point 2 are drawn in the first year of the production schedule.
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Table 4: Binary matrix representing the first period of the production schedule..

Clearly the binary variables should fulfill all the rules related to block cave mining.  For example the slices as well as the draw point need to be mined following the matrix’s sequence. 

The above algorithm was written on AMPL 1999 which is a system for writing the optimization problem in mathematical language.  Once the problem is written in mathematical language AMPL translates the problem and passes it to CPLEX which is the engine used to search for the solution to the optimization problem.

The algorithm is presented as follows:

Problem dimensions 
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Problem Parameters
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Objective Function 
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 is the period discount rate
Constraints 

· Draw point sequence within a draw point 
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· Draw point sequence across the layout 
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· Every slice can be mined just once
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· Minimum number of slices per draw point
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The above algorithm has been tested using up to 100 draw points with 20 slices each and the time horizon for the production schedule has been set to be 14 years.  The time to solve the problem has been around 2.5 hours using a Pentium 4 computer, 2.1 GHz of speed and 520 MB of ram memory.
Table 5 shows the resolution of a 7 draw point theoretical problem.  Every draw point contains 3 slices per column.  The economic values per slice are presented in the first matrix, the following matrixes show how the depletion of the slices will be performed in every of the production schedule.
Note that the draw rate used in this case constrains the extraction of 1 slice per period, per draw point.  Also the maximum number of new draw points per period was set up to be 2.
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Table 5: Resolution of NPV optimization using integer programming.
The final reserves outline of the above problem is presented in Table 6.  Note that the algorithm does not smooth the final reserves outline (“hair cut”) because this process is believed to be part of a second optimization, which perhaps specifically may not be a task of the strategic long term planning.
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Table 6: Final reserves outline using integer programming.
This algorithm lacks several constraints that may apply in the planning of a block cave mine such as reserves outline smoothing, draw ratio between a draw point and its neighbours.  However the intend of this algorithm is to operate in conjunction with a system such as PC-BC that could introduce the level of detail desired for the planning of the block cave.

4 MINIMIZE THE DIFFERENCE BETWEEN TWO SURFACES USING QUADRATIC PROGRAMMING
There are two applications of this objective function; the first one is the application of an angle of draw as the desire draw profile, the second one is the minimization of differences between actual height of draw versus a desired target.  The first application is related with having a “good” draw performance which leads to retarding the dilution entry point.  If dilution is delayed the life of the mine is prolonged, since draw points can still be opened for a longer period of time.  The second application of this objective function is more related with the link between long term plans and the short term plans.  The long term plan provides the target height of draw for a certain period of time and the short term plan provides the current height of draw situation.
The first application to minimize the difference between the current draw profile and a desired draw profile has already been developed by Rahal, 2003.  However this author uses a linear function consisting of two main deviations: current profile with respect to a target and current production with respect to a target.  The problem with this formulation is that the minimum deviation could be achieved by having a large deviation at the beginning of the schedule and a small deviation at the end of the schedule, eventually resulting in a total deviation equal 0.  The proposed algorithm in this paper is the minimization of the square of the deviation which will produce a much efficient search mechanism using quadratic programming and also a better decision from a scheduling point of view.  Therefore all deviations either happening at the beginning of the schedule or at the end of it will count the same for the objective function.
Objective function
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 the maximum and the minimum draw rate per draw point per period.
In this case mining reserves represent a constraint in the optimization unlike NPV optimization where the mining reserves represent a variable in the optimization process.  The way of introducing the reserves as a constraint is by using a binary status variable called “closed” which indicates whether the draw point has been depleted or not.  Since the status variable “active” is affected by the closed status variable, reserves affect the status of the active draw points. Therefore if a draw point has been depleted the status variable “closed” would be 1 and the respective “active” variable would be 0.

Some assumptions to solve the problem are as follows:

· Integer variables were relaxed

· Draw points shut down when they reach their Best Height of Draw
· Draw rates used were constant along the production schedule
The algorithm used to solve the problem was the basic Linear and Quadratic Solver commercialized by Frontline Technology.

A model of 10 draw points with 10 slices each was set up in order to solve the original problem.  This optimization also fits into the category of multi period problem, in this case 10 period optimization.  A graph showing the overall cumulated production drawn from draw points is shown in Figure 3.  In this example the main objective of the optimization is to minimize the variance of the tonnages being drawn at any given period of the production schedule.  Note from Figure 3 that by applying this algorithm the height of draws per period per draw point describes an overall angle of extraction or draw.  It is also possible to demonstrate that the angle of draw is directly related to the draw ratio (
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).  Therefore the angle of draw can be easily planned and evaluated by modifying the draw ratio constraint.
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Figure 3: Angle of draw as a result of minimize the variance of the tonnages drawn per period.
A different way of approaching the problem of optimizing draw performance is to impose a desired draw surface that is believed to follow a particular cave behavior which ultimately will minimize dilution.  Figure 4 shows a draw profile in which the first 2 years of the schedule were drawn without constraints and the following years a particular angle was imposed to be followed as the main objective of the optimization.
The above methodology needs to be carefully constrained with the minimum tonnage to be drawn per draw point otherwise isolated draw (which is undesidable) could be an optimal solution for the algorithm.  Therefore the upper and lower bound for the draw rate should be carefully studied and controlled by the draw ratio parameter.  It is clear that a more relaxed draw ratio constraint will produce a more productive schedule however this may induce the entrance of early dilution and point load on the major apex pillar.
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Figure 4:  Minimize the difference between the current and the desired draw profile.

5 CASE STUDY
The following case study presents a mine that contains 1219 draw points in the current layout.  The mining method is panel caving with traditional undercutting.  The pre computed mining reserves corresponds to 237 Mt with 0.98%Cu.  The mill capacity has been set up to be a maximum of 11 Mt/year.  Figure 5 shows a 3D display of the layout using PC-BC software.
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Figure 5: 3D display of a 1219 draw points layout.
The current mining cost structure used in the optimization is presented in table 7.  These costs do not include fixed costs which are added separately in the evaluation of the production schedule.
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Table 7:  Cost structure used in the optimization.
The maximum development rate per year was set up to be 120 draw points.  The draw rate varies per draw point and it moves in range 0.5 to 0.65 t/m2/day.
Table 8 shows the result of the optimization using variable shut off grade approach.  It is possible to see that the increase in the NPV is about 19% while the mining reserves are reduced by 12% with respect to the base case.  
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Table 8:  NPV optimization using variable shut off grade approach
Note from table 8 that the increase in the NPV is due to the optimization of the blended grade and the reduction of the development rate.  The evolution of opportunity cost throughout the optimization process is shown in figure 6.
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Figure 6: Opportunity cost for different iterations throughout the optimization process
The difference between shut off grades across the economic layout for the base case and the optimized scenario is presented in figure 7.  It is interesting to note that the last draw points in the optimized sequence and the base case shut off grade is similar.  Between sequence number 200 and 300 the shut off grade for the optimized case is lower than the base case because there is no enough flexibility or rather active draw points to fulfill the production target.  Then the optimization algorithm decides to keep low grade draw points active to achieve the desired production rate.
[image: image122.wmf]0

100

200

300

400

500

600

700

800

900

1000

0.70

0.75

0.80

0.85

0.90

0.95

1.00

1.05

1.10

Shut off grade (%Cu)

Sequence #

 Optimized case

 Base case


Figure 7:  Resulting shut off grade throughout the life of the mine.
6 CONCLUSIONS
Operations research tools can be used to plan and schedule block cave mines.  The level at which these tools are applied would define the success of the resultant production schedules.

The process of identifying the constraints that apply to the corresponding planning horizon is a critical step in defining the operations research problem.  A wrong decision about a set of constraints could lead to a good answer for the wrong problem.  The process of establishing the adequate constraints enables mine planners to better understand the mining problem.

The use of opportunity cost in production scheduling can lead to improvement of the NPV of the operations by several million dollars.  The reserves as well as the development rate are in this case rather an output of the optimization process than an input.

Further research needs to be done in order to develop new technologies that could perhaps have the ability to integrate new constraints that would better forecast the reaction of the rock mass to different mining strategies.  In particular the addition of uncertainty based upon actual performance will be a key parameter to be incorporated in the future generation of production schedulers in block caving operations.
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