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Chapter 1

Introduction

WHY DO nalysis of variance is performed in order to determine whether
ANALYSIS OF there are differences in the means between groups or across
VARIANCE? ifferent conditions. From a simple two-group experiment, to a
’ complex study involving many factors and covariates, the same core
principle applies. Why this technique is called analysis of variance
(ANOVA) and not analysis of means, has to do with the methodology used
to determine if the means are far enough apart to be considered
“significantly” different.
VISUALIZING To examine the basic principle of ANOVA, image a simple experiment in
ANALYSIS OF which subjects are randomly assigned to one of three treatment groups,
VARIANCE the treatments are applied, then subjects are tested on some performance
measure. One possible outcome appears below. Performance scores are
plotted along the vertical axis and each box represents the distribution of
scores within a treatment group.
Figure 1.1 Performance Scores: Distinct Populations
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Here a formal testing of the differences is almost unnecessary. The
groups show no overlap in performance scores and the group means
(medians are the dark bar at the center of each box) are well spaced
relative to the standard deviation of each group. Think of the variation,
or distances going from group mean to group mean, and compare this to
the variation of the individual scores within each group.

Let us take another example. Suppose the same experiment described
above results in the performance scores having little or no difference. We
picture this below.

Figure 1.2 Performance Scores: Identical Populations
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Here the group means are all but identical, so there is little variation
or distance going from group mean to group mean compared to the
variation of performance scores within the groups. A formal ANOVA
analysis would merely confirm this.

A more realistic example involves groups with overlapping scores and
group means that differ. This is shown in the plot below.
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Figure 1.3 Performance Scores: Overlapping Groups
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The formal ANOVA analysis needs to be done to determine if the
group means do indeed differ in the population, that is, with what
confidence can we claim that the group means are not the same. Once
again, think of the variation of the group means (distances) between pairs
of groups, or variation of the group means around the grand mean)
relates to the variation of the performance scores within each group.
WHAT IS Stripped of technical adjustments and distributional assumptions, you
ANALYSIS OF are comparing the variation of group means to the variation of individual
VARIANCE? scores within the groups constitute the basis for analysis of variance. To

the extent that the differences or variation between groups is large
relative to the variation of individual scores within the groups, we speak
of the groups showing significant differences. Another way of reasoning
about the experiment we described is to say that if the treatments
applied to the three groups had no effect (no group differences), then the
variation in group means should be due to the same sources and be of the
same magnitude (after technical adjustments) as the variation among
individuals within the groups.

Introduction 1 -3
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VARIANCE OF
MEANS

Introduction 1 -4

The technical adjustment just mentioned is required when comparing
variation in means scores to variation in individual scores. This is
because the variance of means will be less than the variance of the
individual scores on which the mean is based. The basic mathematical
relation is that the variance of the means based on a sample size of “n”
will be equal to the variance of the individual scores in the sample
divided by “n”. The standard deviation of the mean is called the standard
error or the standard error of the mean. We will illustrate this law with a
little under 10,000 observations produced by a pseudo-random number
generator in SPSS, based on a normal distribution with a mean of zero
and a standard deviation of one. The results appear in Figure 1.4.

The first histogram shows the distribution of the original 9,600 data
points. Notice almost all of the points fall between the values of -3 and
+3.

The second histogram contains the mean scores of samples of size 4
drawn from the original 9,600 data points. Each point is a mean score for
a sample of size 4 for a total of 2,400 data points. The distribution of
means is narrower than that of the first histogram; almost all the points
fall between —1.5 and +1.5.

In the final histogram each point is a mean of 16 observations from
the original sample. The variation of these 600 points is less than that of
the previous histograms with most points between -.9 and +.9. Despite
the decrease in variance, the means (or centers of the distributions)
remain at zero.

This relation is relevant to analysis of variance. In ANOVA, when
comparing the variation between group mean scores to variation of
individuals within groups, the sample sizes upon which the means are
based are explicitly taken into account.
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Figure 1.4 Variation in Means as a Function of Sample Size
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BASIC
PRINCIPLE OF
ANOVA

A FORMAL
STATEMENT OF
ANOVA
ASSUMPTIONS

Introduction 1-6

While we will give a formal statement of the assumptions of ANOVA and
proceed with complex variations, this basic principle comparing the
variation of group or treatment means to the variation of individuals
within groups (or some other grouping) will be the underlying theme.

The term “factor” denotes a categorical predictor variable. “Dependent
Variables” are interval level outcome variables, and “covariates” are
interval level predictor variables. ANOVA is considered a form of the
general linear model and most of the assumptions follow from that and
are listed below:

= All variables must exhibit independent variance. In other
words, a variable must vary, and it must not be a one-to-one
function of any other variable. Though it is the dream of any
data analyst to have a dependent variable that is perfectly
predicted, if such were the case, the “F-ratio” for an analysis
of variance could not be formed (Note: as a practical matter, if
you find such a perfect prediction, lack of an “F-ratio” should
not result in any lost sleep).

= Dependent variables and covariates must be measured in
interval or ratio scale. Factors may be nominal or categorized
from ordinal or interval variables. However, ordinal
hypothesis can only be tested in a pairwise fashion. Imposing
the desired metric through the appropriate set of contrasts
can test interval hypothesis.

= For fixed effect models, all levels of predictor variables that
are of interest must be included in the analysis.

= The linear model specified is the correct one; it includes all
the relevant sources of variation, excludes all irrelevant ones,
and is correct in its functional form (Note: in the words of the
Sgt. in Hill Street Blues “so, be careful out there”).

= Errors of measurement must be unbiased (have a zero mean).

= Errors must be independent of each other and of the predictor
variables.

= Error variances must be homogeneous.

= Errors must be normally distributed. This final assumption is
not required for estimation, but must be met in order for an
“F-ratio” to be accurately referred to as an “F-distribution”
(Note: that is, it is required for testing, which is why you are
doing the analysis).

We will examine some of these assumptions in the data sets used in
the rest of this course.

We use an “analysis of variance” to test for differences between
means for the following formal reason:

The formulation of the analysis of variance approach as a test
of equality of means follows a deductive format. We can show
that if it is true that two (or more) means are equal, then
certain properties must hold for other functions of the data,
such as between group and within group variation. The idea
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SUMMARY

behind the formulation of the familiar “F-ratio” is that if the
means being compared are equal, then the numerator and
denominator of the “F-ratio” represent independent estimates
of the same quantity (error variance) and their ratio must
then follow a known distribution. This allows us to place a
distinct probability on the occurrence of sample means as
different as those observed under the hypothesis of zero
difference among population means.

In this chapter we discussed the basic principle of analysis of variance
and gave a formal statement of the assumptions of the model. We turn
next to examining these assumptions and the implications if the
assumptions are not met (Note: life as it really is).

Introduction 1-7
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Chapter 2

DESCRIPTION OF
THE DATA

Note About the
Analyses That
Follow

Examining Data and Testing
Assumptions

The data set comes from Cox and Snell (1981). They obtained it from a
report (Mooz, 1978) and reproduced it with the permission of the Rand
Corporation. Only a subset of the original variables is used in the data set
we will use.

The data set we will be using contains information for 32 light water
nuclear power plants. Four variables are included: the capacity and cost
of the plant; time to completion from start of construction; and experience
of the architect-engineer who built the plant. These variables are
described in more detail below.

We will use only a subset of all the variables that were in the original

data set, and have created categories from the variables capacity and
experience in order to use them as factors in an analysis of variance.

In order of the variables in the data file, they are:

Capacity Generating capacity

1 Less than 800 MW's (Mega Watts)

2 800-1000

3 Greater than 1000

Experience Experience of the architect-engineer

in building power plants

1 1-3 plants

2 4-9 plants

3 10 or more plants

Time time in months between issuing of construction permit
and issuing of operating license.

Cost cost in millions of dollars adjusted to a 1976 base (In 1976
dollars).

The analyst should choose the analysis that best conforms to the type of
information collected in the data and the research or analysis question(s)
you wish to answer. We feel that in a short course there is an advantage
in describing the various types of analyses that can be done. However, in
practice you would run only the most appropriate analysis. In other
words if there were two factors in your study, you would run a two-factor
analysis and not begin with one factor analysis as we do here.

Examining Data and Testing Assumptions 2 -1
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Research The researcher should state the research questions clearly and concisely,
Question(s) and refer to these questions regularly as the design and implementation
of the study progresses. Without this statement of questions, it is easy to
deviate from them when engrossed in the details of planning or to make
decisions that are at variance with the questions when involved in a
complex study. Translating study objectives into questions serves as a
check on whether the study has met the objectives.

The next task is to analyze the researchable question(s). In doing this
one must

= ldentify and define key terms

= ldentify sub questions, which must also be answered

= ldentify the scope and time frame imposed by the researchable

guestion
Data to be One of the most important decisions that should not be overlooked is to
Collected set down in terms of utmost clarity exactly what information is needed. It

is usually good procedure to verify that all the data are relevant to the
purposes of the study and that no essential data are omitted. Unless this
is specified, the reporting forms may yield information that is quite
different from what is needed, since there is a tendency to request too
much data, some of which is subsequently never analyzed.

Know the Data It is critical that the researcher be familiar with the data being analyzed,
whether it is primary (data you collected) or secondary (someone else
collected it) data. Not only is knowing your data important to defining
your population, but it can (1) help to spot trends on which to focus, and
(2) provide assurance that you are measuring what you want to measure.

Scan the Data Visually review the data for several cases (or the entire data set if it is
relatively small). Be familiar with the meaning of every variable and with
the codes associated with the variables of interest.

WHY EXAMINE Before applying formal tests (ANOVA for example in this course) to your
THE DATA? data, it is important to first examine and check the data. This is done for
several reasons:

e To identify data errors

e To identify unusual points — outliers

= To become aware of unexpected or interesting patterns

= To check on or test the assumptions of the planned analysis
= For ANOVA:

- Homogeneity of variance

- Normality of error

Examining Data and Testing Assumptions 2 -2
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EXPLORATORY
DATA ANALYSIS

Plan of Analysis

Note on
Course Data Files

A Note About
Variable Names
and Labels in
Dialog Boxes

Bar charts and histograms, as well as such summaries as means and
standard deviations have been used in statistical work for many years.
Sometimes such summaries are ends in their own right; other times they
constitute a preliminary look at the data before proceeding with more
formal methods. Seeing limitations in this standard set of procedures,
John Tukey, a statistician at Princeton and Bell Labs, devised a collection
of statistics and plots designed to reveal data features that might not be
readily apparent from standard statistical summaries. In his book
describing these methods, entitled Exploratory Data Analysis (1977),
Tukey described the work of a data analyst to be similar to that of a
detective, the goal being to discover surprising, interesting, and unusual
things about the data. To further this effort Tukey developed both plots
and data summaries. These methods, called exploratory data analysis
and abbreviated EDA, have become very popular in applied statistics and
data analysis. Exploratory data analysis can be viewed either as an
analysis in its own right, or as a set of data checks and investigations
performed before applying inferential testing procedures.

These methods are best applied to variables that have at least ordinal
(more commonly interval) scale properties and can take on many
different values. The plots and summaries would be less helpful for a
variable that takes on only a few values (for example, on five point rating
scales)

We will use the SPSS EXPLORE procedure to examine the data and test
some of the ANOVA assumptions. In windows we first open the file.

All files for this class are located in the c:\Train\Anova folder on your
training machine. If you are not working in an SPSS Training center, the
training files can be copied from the floppy disk that accompanies this
course guide. If you are running SPSS Server (click File..Switch Server to
check), then you should copy these files to the server or a machine that
can be accessed (mapped from) the computer running SPSS Server.

SPSS can display either variable names or variable labels in dialog boxes.
In this course we display the variable names in alphabetical order. In
order to match the dialog boxes shown here:

Click Edit..Options
Within the General tab of the Options dialog:

Click the Display names and Alphabetical option buttons in
the Display Variables area

Click OK.

Click File..Open..Data (move to the c:\Train\Anova directory)
Select SPSS Portable file (.por) from Files of Type list
Double-click on Plant.por to open the file.

Click on Analyze..Descriptive Statistics..Explore

Move the cost variable into the Dependent List box

Examining Data and Testing Assumptions 2 -3
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Figure 2.1 Explore Dialog Box
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The syntax for running the Explore procedure is given below:

EXAMINE
VARIABLES=cost
/PLOT BOXPLOT STEMLEAF
/ICOMPARE GROUP
ISTATISTICS DESCRIPTIVES
/CINTERVAL 95
IMISSING LISTWISE
INOTOTAL.

The variable to be summarized (here cost) appears in the Dependent
List box. The Factor list box can contain one or more categorical (for
example, in our data set capacity) variables, and if used would cause the
procedure to present summaries for each subgroup based on the factor
variable(s). We will use this feature later in this chapter when we want to
see differences between the groups. By default, both plots and statistical
summaries will appear. We can request specific statistical summaries
and plots using the Statistics and Plots pushbuttons. While not discussed
here, the Explore procedure can print robust mean estimates (M-
estimators) and lists of extreme values, as well as normal probability and
homogeneity plots.

Click OK to run the Explore procedure.

Examining Data and Testing Assumptions 2 -4
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A LOOK AT THE
VARIABLE COST

The Explore procedure provides for us in this first run a summary of the

variable cost for all 32 plants.

Figure 2.2 Descriptives for the Variable Cost

Descriptives

Statistic Std. Errar

COST  Mean 461.5603 2007324
45% Confidence Lowwer Bound 400.22453
Interval for Mean Upper Bound 597 9054
8% Trimmed Mean 155 G733
Median 4481040
Yariance 28941042
Std. Deviation 1701207
Minirmum 207.51
M axirmum a1 .24
Range BT373
Intergquartile Range 321.7400

Skewness A00 A14

kurtosis -.4486 .20y

Measures of
Central Tendency

Explore first displays information about missing data. The Case
Process Summary pivot table (not shown) displays the number of valid
and missing observations; this information appears at the beginning of
the statistical summary. Here we have data for the variable cost for all 32
observations. (Typically an analyst does not have all the data.)

Next several measures of central tendency appear. Such statistics
attempt to describe, with a single number, where the data values are
typically found, or the center of the distribution. The mean is the
arithmetic average. The median is the value at the center of the
distribution when it is ordered (either lowest to highest or highest to
lowest), that is, half the data values are greater than, and half the data
values are less than, the median. Medians are resistant to extreme
scores, and so are considered to be a robust measure of central tendency.
The 5% trimmed mean is the mean calculated after the extreme upper 5%
and the extreme lower 5% of the data values are dropped from the
calculation. Such a measure would be resistant to small numbers of
extreme or wild scores. In this case the three measures of central
tendency are similar (461.56, 448.11, and 455.67), and we can say that
the typical plant costs about $450 million. If the mean were considerably
above or below the median and the trimmed mean, it would suggest a

Examining Data and Testing Assumptions 2 -5
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skewed or asymmetric distribution. A perfectly symmetric distribution,
for example, the normal, would produce identical expected means,
medians, and trimmed means.

Variability Explore provides several measures of the amount of variation across the

Measures plants. They indicate to what degree observations tend to cluster near the
center of the distribution. Both the standard deviation and variance
(standard deviation squared) appear. For example, if all the observations
were located at the mean then the standard deviation would be zero. In
this case the standard deviation is $170.12 (million). Another way to
express the variability is that the standard deviation is 36.86% of the
mean, which indicates that the data is moderately variable. The standard
error is an estimate of the standard deviation of the mean if repeated
samples of the same size were taken from the same population ($30.07).
It is used in calculating the 95% confidence interval for the sample mean
discussed below. Also appearing is the interquartile range, which is
essentially the range between the 25" and 75" percentile values. Thus
the interquartile range represents the range including the middle 50
percent of the sample (321.74). It is a variability measure more resistant
to extreme scores than the standard deviation. We also see the minimum
and maximum dollar amounts and the range. It is useful to check the
minimum and maximum to make sure no impossible data values are
recorded (here a cost at zero or below).

Confidence The 95% confidence interval has a technical definition: if we were to

Interval for Mean repeatedly perform the study and computed the confidence |r_1tervals for
each sample drawn, on average, 95 out of each 100 such confidence
intervals would contain the true population mean. It is useful in that it
combines measures of both central tendency (mean) and variation
(standard error) to provide information about where we should expect the
population mean to fall. Here, we can say that we estimate the cost of the
light water nuclear power plants to be $461.56 and we are 95-percent
confident that the true but unknown cost would be between $400.23 and
$522.90.

The 95% confidence interval for the mean can be easily obtained from
the sample mean, standard deviation, and sample size. The confidence
interval is based on the sample mean, plus or minus 1.96 times the
standard error of the mean. (1.96 is used because 95% of the area under a
normal curve is within 1.96 standard deviation of the mean [when doing
in my head | cheat and use 2 since it is easier to multiply by]). Since the
sample standard error of the mean is simply the sample standard
deviation divided by the square root of the sample size, the 95%
confidence interval is equal to the sample mean plus or minus 1.96 times
(sample standard deviation divided by {square root of the sample size}).
Thus if you have the sample mean, sample standard deviation, and the
sample size, you can easily compute the 95-percent confidence interval.

Examining Data and Testing Assumptions 2 -6
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Shape of the
Distribution

Stem & Leaf Plot

Skewness and Kurtosis provide numeric summaries about the shape of
the distribution of the data. While many analysts are content to view
histograms in order to make judgments regarding the distribution of a
variable, these measures quantify the shape. Skewness is a measure of
the symmetry of a distribution. It is normed so that a symmetric
distribution has zero skewness. Positive skewness indicates bunching of
the data on the left and a longer tail on the right (for example, income
distribution in the U.S.); negative skewness follows the reverse pattern
(long tail on the left and bunching of the data on the right). The standard
error of skewness also appears, and we can use it to determine if the data
are significantly skewed. In our case, the skewness is .5 with a standard
error of .414. Thus, using the formula above the 95-percent confidence
interval for skewness is between —0.311 and +1.311. Since the interval
contains zero the data is not significantly skewed. (As a quick and dirty
rule of thumb, however, if the skewness is over 3 in either direction you
might want to consider a different approach in your study.)

Kurtosis also has to do with the shape of a distribution and is a
measure of how peaked the distribution is. It is normed to the normal
curve (kurtosis is zero). A curve that is more peaked than the normal has
a positive value and one that is flatter than the normal has negative
kurtosis. Again our data is not significantly peaked. (Again the same rule
of thumb can be applied although some say that the value should be
larger). The shape of the distribution can be of interest in its own right.
Also, assumptions are made about the shape of the data distribution
within each group when performing significance tests on mean
differences between groups. (As a quick rule of thumb, however, if the
kurtosis is over 3 in either direction you might want to consider a
different approach in your study.)

The stem & leaf plot is modeled after the histogram, but is designed to
provide more information. Instead of using a standard symbol (for
example, an asterisk “*” or block character) to display a case or group of
cases, the stem & leaf plot uses data values as the plot symbols. Thus the
shape of the distribution is shown and the plot can be read to obtain
specific data values. The stem & leaf plot for the cost appears below:

Figure 2.3 Stem & Leaf Plot for Cost

CO3T Stew—-and-Leaf Plot

Frequency Jtem & Leat
g.00 Z . 017755585
4.00 3. 1459
0.oo 4 . 0124555759
1.00 5. g
7.00 & . 0245599
1.00 . 1
1.00 2 . 8

Stem width: 100.00

Each leaf: 1 case(s)

Examining Data and Testing Assumptions 2 -7
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In a stem & leaf plot the stem is the vertical axis and the leaves
branch horizontally from the stem (Tukey devised the stem & leaf). The
stem width indicates how to interpret the units in the stem; in this case a
stem unit represents one hundred dollars in the cost scale. The actual
numbers in the chart (leaves) provide an extra decimal place of
information about the data values. For example the stem of 5 and a leaf
of 6 would indicate a cost of $560 to $569. Thus besides viewing the shape
of the distribution we can pick out individual scores. Below the diagram a
note indicates that each leaf represents one case. For large samples a leaf
may represent two or more cases and in such situations an ampersand
(&) represents two or more cases that have different data values.

The last line identifies outliers. These are data points far enough
from the center of the distribution (defined more exactly under Box &
Whisker plots below) that they might merit more careful checking —
extreme points might be data errors or possibly represent a separate
subgroup. If the stem & leaf plot were extended to include these outliers
the skewness would be apparent.

Box & Whisker The stem & leaf plot attempts to describe data by showing every
Plot observation. In comparison, displaying only a few summaries, the box &
whisker plot will identify outliers (data values far from the center of the
distribution). Below we see the box & whisker plot (also called a box plot)
for cost.

Figure 2.4 Box & Whisker Plot for Cost

1000

S00

500

400

200 o R I

COsT

The vertical axis is the cost of the plants. In the plot, the solid line
inside the box represents the median. The “hinges” provide the top and
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A LOOK AT THE

bottom borders to the box; they correspond to the 75" and 25 percentile
values of cost, and thus define the interquartile range (IQR). In other
words, the middle 50% of the data values fall within the box. The
“whiskers” are the last data values that lie within 1.5 box lengths (or
IQRs) of the respective hinge (edge of box). Tukey considers data points
more than 1.5 box lengths from the hinges to be far enough from the
center to be noted as outliers. Such points are marked with a circle.
Points more than 3 box lengths from the hinges are viewed by Tukey to
be “far out” points and are marked with an asterisk type symbol. This
plot has no outliers or far-out points. If a single outlier appears at a given
data value, the case sequence number prints out beside it (an id variable
can be substituted), which aids data checking.

If the distribution were symmetric, then the median would be
centered within the hinges and the whiskers. In the plot above, the
different lengths of the whiskers show the skewness. Such plots are also
useful when comparing several groups, as we will see shortly.

We now produce the same summaries and plots for each subgroup (here

SUBGROUPS based on plant capacity).
Click on the Dialog Recall tool on the toolbar.
Click on the Explore procedure
When the dialog box opens move the variable capacity to the
Factors List box.
Figure 2.5 Explore Dialog Box
' Explore
@ emper Dependent List: oK.
#> time # cost
4 E Paste
Reset
Eactor List:
; Cancel
#g\/' capacity PR
E Help
Label Cazes by
Drizplay
o Both © Statistics O Plots Skatiztics. . | Fliats... | Optionz... |

We also request normality plots and homogeneity tests.
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Click Plots pushbutton
Click Normality plots with tests check box
Click Power estimation option button

Figure 2.6 Plots Sub-Dialog Box

Explore: Plots
Boxplats Drescriptive o
+ Factar levels together | v Stem-and-leaf - I
. ance
" Dependents together | [ Hiztagram
[ Mone Help

v Moarmality plots with tests
Spread ve. Level with Levene Test

(¢ Power estimatior

" Transfarmed J
" Untransformed

Click Continue
Click OK

The command below will run the analysis

EXAMINE
VARIABLES=cost BY capacity
/PLOT BOXPLOT STEMLEAF NPPLOT SPREADLEVEL
/COMPARE GROUP
ISTATISTICS DESCRIPTIVES
/ICINTERVAL 95
/MISSING LISTWISE /NOTOTAL.

The Npplot keyword on the /Plot subcommand requests the normal
probability plots, while the Spreadlevel keyword will produce the spread
& level plots and the homogeneity of variance tests.

Below we see the statistics and the stem & leaf plot for the first

capacity group (under 800 MW). Notice that relative to the group (not the
entire set of plants as in the previous plots) there is an extreme score.
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Figure 2.7 Descriptives for the First Group

Descriptives
CAPACITY Statistic Std. Errar
COET =800 Mye Mean 400.8614 39.0447
895% Confidence Lower Bound 15,7904
Interval for Mean Upper Bound 4859375
5% Trimmed Mean 3955294
Median 402.58500
Wariance 18818.303
Std. Deviation 1407774
Minimum 207 .51
Mazximurm 69019
Range 482 68
Intergquartile Range 163.4100
Skewness Joz B16
kurtosis 343 1.191

Figure 2.8 Stem & leaf Plot for the First Group

CoO3T Stem—and-Leaf Plot for
CAPACITY= <« 500 HWe
Fregquency Stem & Leaf
3.00 2 o1s
3.00 3 145
5.00 4 1267
.ao E
1.00 6 . 2
1.00 Extremes [==650)
Stem width: 100,00
Each leaf: 1 case(s)

NORMALITY The next pair of plots provides some specific information about the
normality of data points within the group. This is equivalent to
examining the normality of the residuals in ANOVA and is one of the
assumptions made when the “F” tests of significance are made.
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Figure 2.9 Q-Q Plot of the First Group

Normal Q-Q Plot of COST

For CARPACITY = < 800 MVWe

Observed Value

T
£
S -5
=
e
2 a0
[1h]
o
i 15 -
100 200 300 400 500 B00 700
Observed Valug
Figure 2.10 Detrended Q-Q Plot of the First Group
Detrended Normal Q-Q Plot of COST
For CAPACITY = < 800 MWe
B =
44
24
E no ) =
o [=]
Z o
E -2 i B o
“; =]
= .4
200 300 400 s00 &00 700

The first plot is called a normal probability plot. Each point is plotted
with its actual value on the horizontal axis and its expected normal
deviate value (based on the point’s rank-order within the group). If the
data follow a normal distribution, the points form a straight line.

The second plot is a detrended normal plot. Here the deviations of
each point from a straight line (normal distribution) in the previous plot
are plotted against the actual values. Ideally, they would distribute

randomly around zero.

Next we look at the second group.
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Figure 2.11 Descriptives for the Second Group

CAPACITY Statistic Std. Error
COST  800-1000 Me  Mean 4366482 62.3574
95% Confidence Lower Bound 319.9886
Intersal far Mean Upper Bound 5533078
A% Trimmed Mean 4305548
Median 384 3600
Yariance A0154.305
Std. Deviation 173.6500
Minirmum 2701
Maximum 71227
Rannge 441.86
Intergquartile Range 328.4400
Skewness A4 .61
kurtosis -1.584 1.274

Figure 2.12 Stem & Leaf Plot for the Second Group

CO2T Stem—and-Leaf Plot for

CAPACITY= S00-1000 HMie

Fregquency Jtem & Leaf
5.00 2 A =1=1=]
1.00 3 =
1.00 4 5
1.00 5 &
Z.00 & o5
i1.00 7 1

Stem width: 100.040

Each leaf: 1 case (3]

For the second group the stem & leaf plot shows a concentration of
costs at the low end.

Figure 2.13 Q-Q Plot for the Second Group

Normal Q-Q Plot of COST

For CARACITY = 800-1000 Me

Expected Mormal

A5
100 200 atn 400 500 a00 700 a00

Observed Yalue

Examining Data and Testing Assumptions 2 - 13



SPSS Training

Figure 2.14 Detrended Q-Q Plot for the Second Group

Detrended Normal Q-Q Plot of COST

For CARPACITY = 800-1000 Mie

Dey fram Mormal

200 300 400 500 BO0 700 00

DOhserved YValue

The pattern from the stem & leaf plot carries over to the normal
probability plot where the cluster of low cost values show in the lower left
corner of the plot.

Let us examine the results for the third group.

Figure 2.15 Descriptives for the Third Group

CAPACITY Statiztic Std. Error
COST  =1000 hivye Mean a84 4500 53.7536
95% Confidence Lower Bound 467.3430
Intereal for Mean Upper Bound 24 £570
A% Trimmed Mean a26.9184
Median AE68.80480
Wariance 23115682
Std. Dieviation 152,033
Minimurm 44322
Maxirmurm g81.24
Range 438.02
Intergquartile Range 2234725
Skewnass 4800 Jaz2
kKurosis 240 1.481
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Figure 2.16 Stem & Leaf Plot for the Third Group

CO3T Ztem—and-Leaf Plot for
CAPACITY= > 1000 MuWe

Frequency Stem & Leaf
4.00 o . 4444
4.00 o . GBS

Stem width: 1000, 00

Each leaf: 1 case (=)

Figure 2.17 Q-Q Plot for the Third Group

Normal Q-Q Plot of COST

For CARPACITY = > 1000 Myye

Expected Mormal

400 500 500 700 800 800

Observed Yalue
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Figure 2.18 Detrended Q-Q Plot for the Third Group

Detrended Normal Q-Q Plot of COST
For CAPACITY= = 1000 MWe
B
B ;
4
2 o o
= -0
2 2y =
E o
2 -4
& o
e
400 500 BO0 700 a00 500
Ohserved Yalue
In addition to a visual inspection, two tests of normality of the data
are provided. The test labeled Kolmogorov-Smirnov is a modification of it
using the Lilliefors Significance Correction (in which means and
variances must be estimated from the data) comparing the distribution of
the data values within the group to the normal distribution. The Shapiro-
Wilks test also compares the observed data to the normal distribution
and has been found to have good power in many situations when
compared to other tests of normality (see Conover, 1980). For the first
group there seem to be no problems regarding normality, nor any
strikingly odd data values. Notice also that for the second group the tests
of normality reject the null hypothesis that the data comes from a normal
distribution, while the third group the null hypothesis is not rejected.
Figure 2.19 Tests of Normality
Tests of Hormality
Kulmngurw—amirnwa Shapiro-wWilk
CAPACITY Statistic df Sin. Statistic df Sigy.
COST = 800 e 140 13 200 943 13 489
S00-1000 hivie 258 11 040 840 11 049
= 1000 hie 247 ] a4 287 g 274

*. This iz a lower bound of the true significance.

a. Lilliefors Significance Carrection
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COMPARING THE
GROUPS

The box and whisker allows visual comparison of the groups.

Figure 2.20 Box and Whiskers Plot

COST

1000

00 «

500

400 o

200 o —

W= 11 1-1 a
= G000 Me 00-1000 ke = 1000 hinie

CAPACITY

HOMOGENEITY
OF VARIANCE

The third group appears to contain higher cost plants than the first
and second groups. The variation within each group as gauged by the
whiskers seems fairly uniform. Notice the outlier in group one is
identified by its case sequence number. There does not seem to be any
increase in variation or spread as the median cost rises from the first to
third group.

Homogeneity of variance within each population group is one of the
assumptions in ANOVA. This can be tested by any of several statistics
and if the variance is systematically related to the level of the group
(mean, median) data transformations can be performed to relieve this (we
will say more on this later in this chapter). The spread and level plot
below provides a display of this by plotting the natural log of the spread
(interquartile range) of the group against the natural log of the group
median. If you can overcome a seemingly inborn aversion to logs and view
the plot, we desire relatively little variation in the log spread going across
the groups — which would suggest that the variances are stable across
groups. The reason for taking logs is technical. If there is a systematic
relation between the spread and the level (or variances and means), the
slope of the best fitting line indicates what data transformation (within
the class of power transformations) will best stabilize the variances
across the different groups. We will say more about such transformations
later.
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Figure 2.21 Spread and Level Plot

Spread vs. Level Plot of COST By CAPACITY
5.8 T
57 o
2.6
55«
5.4 o o
5.3
5.2 n
=
o 51« o
L
50 _ _ _ _
59 E.0 E.1 E.2 B.3 6.4
Lewvel
* Plat of LM of Spread vz LM of Lewvel
Slope = - 156 Povwer for transformation = 1,186

Figure 2.22 Test of Homogeneity of Variance

Test of Homogeneity of Variance

Levene
Statistic df1 df2 Sig.
ZOST  Based on Mean .Ha4 2 25 a2
Based on Median 0o 2 25 S04
iﬁﬁeaddfunathgeddﬁ” and 700 2| 28604 508
Based on trimmed mean H45 2 24 A00

A number of tests are available for testing homogeneity of variance,
such as the Bartlett-Box and Cochran’s C tests of homogeneity of
variance. However, these are sensitive to departures from normality as
well. The Levene tests appearing above are less sensitive to departures
from normality and might be preferred for that reason. Some statisticians
consider the former tests too powerful in general; that is, they tend to
reject the homogeneity of variance assumption when the differences are
too small to influence the analysis. Above, the Levene test suggests no
problem with the homogeneity assumption.
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Summary of the
Plant Data

EFFECTS OF
VIOLATIONS OF
ASSUMPTIONS IN
ANOVA

Normality of
Errors in the
Population

Homogeneity of
Population Error
Variances Among
Groups

Overall the data fared fairly well in terms of the ANOVA assumptions.
The only problem was normality of group 2. If inequality of variances was
a problem and a data transformation applied, that might relieve the
difficulty but no such transformation is called for. Since two of the three
groups seem fine we will proceed with the analysis.

Below we state in more detailed and formal terms the implications of
violations of the assumptions and general conditions under which they
constitute a serious problem.

In the fixed effects model this assumption is equivalent to assuming that
the dependent variable is normally distributed in the population, since all
other terms in the model are to be considered fixed effects. “F” and “t”
tests used to test for differences among means in the analysis of variance
are unaffected by non-normality in large sample (this has led to the
common practice of referring to the analysis of variance as robust with
respect to violations of the normality assumption). Less is known about
small sample behavior, but the current belief among most statisticians is
that normality violations are generally not a cause for concern in fixed
effect models.

While inferences about means are generally not heavily affected by
non-normality, inferences about variances and about ratios of variances
are quite dependent on the normality assumption. Thus random effects
models are vulnerable to violations of normality where fixed effects
models are not. More important in the general case, since most analyses
of variance involve fixed effects models, is the fact that many standard
tests of the homogeneity of error variance depend on inferences about
variances, and are therefore vulnerable to violations of the normality
assumption.

Tests of the homogeneity of variance assumption such as the Bartlett-
Box F, Cochran’s C and the F-max criterion all assume normality and are
inaccurate in the presence of nonzero population kurtosis. If the
population kurtosis is positive (signifying a peaked or leptokurtic
distribution), these tests will tend to reject the homogeneity assumption
too often, while a negative population kurtosis (indicative of a flat or
platykurtic distribution) will lead to too many failures to recognize
violations of the homogeneity assumption. For this reason the Levene test
for homogeneity of variance (included in the Explore procedure) is
strongly recommended, as it is robust to violations of the normality

assumption.

Violations of the homogeneity of variance assumption are in general more
troublesome than violations of the normality assumption. In general, the
smaller the smaller the sample sizes of the groups and the more
dissimilar the sizes of the groups, the more problematic violations of this
assumption become. Thus in a large sample with equal group sizes, even
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moderate to severe departures from homogeneity may not have large
effects on inferences, while in small samples with unequal group sizes,
even slight to moderate departures can be troublesome. This is one
reason that statisticians recommend large samples and equal group sizes
whenever possible.

The magnitude of effects on actual Type I error level of violations of
the homogeneity assumption depends on how dissimilar the variances
are, how large is the sample, and how dissimilar are the group sizes, as
mentioned above. The direction of the distortion of actual Type I error
level depends on the relationship between variances and group sizes.
Smaller sample from populations with larger variances lead to inflation
of the actual Type I error level, while smaller samples from populations
with smaller variances result in actual Type I error levels smaller than
the nominal test alpha levels.

Population Errors Violations of the independence assumption can be serious even with large
Uncorrelated with samples and equal group sizes. Methods such as generalized least
Predictors and squares should be used with autocorrelated data.

with Each Other Two further points should be considered here. First, our discussion

has centered on the impact of violations of assumptions on the actual
Type | (alpha) error level. When considerations such as the power of a
particular test are introduced, the situation can quickly become much
more complicated. In addition, most of the work on the effects of
assumption violations has considered each assumption in isolation. The
effects of violations of two or more assumptions simultaneously are less
well known. For more detailed discussions of these topics, see Scheffe
(1959) or Kirk (1982). Also, see Wilcox (1996, 1997) for who discusses the
effects of ANOVA assumption violation and presents robust alternatives.

A Note on Many researchers deal with violations of normality or homogeneity of
Transformations variance assumptions by transforming their dependent variable in a
nonlinear manner. Such transformations include natural logarithms,
square roots, etc. These types of transformations are also employed to
achieve additivity of effects in factorial designs with non-crossover
interactions. There are, however, serious potential problems with such an
approach.

While statistical procedures such as those employed by SPSS are not
concerned with the sources of the numbers they are used to analyze, and
will produce valid probabilities assuming only that distributional
assumptions are met. The interpretation of analyses of transformed data
can be quite problematic if the transformation employed is nonlinear.

If data are originally measured on an interval scale, which the
calculation of means assumes, then nonlinearly transforming the
dependent variable and running a standard analysis results in a very
different set of questions being asked than with the dependent variable in

Examining Data and Testing Assumptions 2 - 20



SPSS Training

SUMMARY

the original metric. Aside from the fact that a nonlinear transformation of
an interval scale destroys the interval properties assumed in the
calculation of means, the test of equality of a set of means of nonlinearly
transformed data does not test the hypothesis that the means of the
original data are equal, and there is no one to one relationship between
the two tests. Attempts to back-transform parameter estimates by
applying the inverse of the original transformation in order to apply the
results to the original research hypothesis do not work. The bias
introduced is a complicated one that actually increases with increasing
sample size. For further information on this bias, see Kendall & Stuart
(1968).

The practical implications of this point are that studies should be
designed such that the variables which are of interest are measured, care
should be taken to see that they meet the assumptions required to make
the computation of basic descriptive statistics meaningful, and that
commonly applied transformations in cases where ANOVA model
assumptions are violated may cause more trouble than they avert.
Accurate probabilities attached to significance tests of the equality of
meaningless quantities are of even less use than distorted probabilities
attached to tests concerning meaningful variables, especially when the
direction and magnitude of distortions are of some degree estimable and
can be taken into account when interpreting research results.

In this chapter we discussed the implications of violation of some of the
assumptions of ANOVA: homogeneity of variance, and normality of error.
We used exploratory data analysis techniques on the data set prior to
formal analysis in order to view the data and check on the assumptions.
In the next chapter we will proceed with the actual one-factor ANOVA
analysis and consider planned and post-hoc comparisons.
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Chapter 3

Objective

Method

Data

Scenario

INTRODUCTION

One-Factor ANOVA

Apply the principles of testing for population mean differences to
situations involving more than two comparison groups. Understand the
concept behind and the practical use of post-hoc tests applied to a set of
sample means.

We will run a one-factor (Oneway procedure) analysis of variance
comparing the different capacity groups on the cost of building a nuclear
power plant. Then, we will rerun the analysis requesting multiple
comparison (post hoc) tests to see specifically which population groups
differ. We will then plot the results using an error bar chart. The
appendix contains a nonparametric analysis of the same data.

We use the light water nuclear power plant data used in the last chapter.

We wish to investigate the relationship between the level of capacity of
these plants and the cost associated with building the plants. One way to
approach this is to group the plants according to their generating
capacity and compare these groups on their average cost. In our data set
we have the plants grouped into three capacity categories. Assuming we
retain these categories we might first ask if there are any population
differences in cost among these groups. If there are significant mean
differences overall, we next want to know specifically which groups differ
from which others.

conclusions regarding differences in population means when two
r more comparison groups are involved. The independent-groups
t test applies only to the simplest instance (two groups), while ANOVA
can accommodate more complex situations. It is worth mentioning that
the t test can be viewed as a special case of ANOVA and they yield the
same result in the two-group situation (same significance value, and the t
statistic squared is equal to the ANOVA's F statistic).

Q nalysis of variance (ANOVA) is a general method of drawing

We will compare three groups of plants based on their capacity and
determine whether the populations they represent differ in the cost of
being built.
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LOGIC OF The basic logic of significance testing is that we will assume that the
TESTING FOR population groups have the same mean (null hypothesis), then determine
MEAN the probability of obtaining a sample with group mean differences as
large (or larger) as what we find in our data. To make this assessment
g g

DIFFERENCES the amount of variation among the group means (between-group
variation) is compared to the amount of variation among the observations
within each group (within-group variation). Assuming that in the
population the group means are equal (null hypothesis), the only source
of variation among the sample means would be the fact that the groups
are composed of different individual observations. Thus the ratio of the
two sources of variation (between-group/within-group) should be about
one when there are no population differences. When the distribution of
the individual observations within each group follows the normal curve,
the statistical distribution of this ratio is known (F distribution) and we
can make a probability statement about the consistency of our data with
the null hypothesis. The final result is the probability of obtaining sample
differences as large (or larger) as what we found, if there were no
population differences. If this probability is sufficiently small (usually
less than .05, i.e., less than 5 chances in 100) we conclude the population
groups differ.

FACTORS When performing a t test comparing two groups there is only one
comparison that can be made: group one versus group two. For this
reason the groups are constructed so their members systematically vary
in only one aspect: for example, males versus females, or drug A versus
drug B. If the two groups differed on more than one characteristic (for
example, males given drug A versus females given drug B) it would be
impossible to differentiate between the two effects (gender and drug).

Why couldn’t a series of t tests be used to make comparisons among
three groups? Couldn’t we simply use t tests to compare group one versus
group two, group one versus group three, and group two versus group
three? One problem with this approach is that when multiple
comparisons are made among a set of group means, the probability of at
least one test showing significance even when the null hypothesis is
true is higher than the significance level at which each test is performed
(usually 0.05 or 0.01). In fact, if there is a large array of group means, the
probability of at least one test showing significance is close to one
(certainty)! It is sometimes asserted that an unplanned multiple
comparison procedure can only be carried out if the ANOVA F test has
shown significance. This is not necessarily true as it depends on what the
research question(s) are.

There remains a problem, however. If the null hypothesis is that all
the means are equal, the alternative hypothesis is that at least one of the
means is different. If the ANOVA F test gives significance, we know there
is a difference somewhere among the means, but that does not justify us
in saying that any particular comparison is significant. The ANOVA F
test, in fact, is an omnibus test, and further analysis is necessary to
localize whatever differences there may be among the individual group
means.
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RUNNING ONE-
FACTOR ANOVA

The question of exactly how one should proceed with further analysis
after making the omnibus F test in ANOVA is not a simple one. It is
important to distinguish between those comparisons that were planned
before the data were actually gathered, and those that are made as part
of the inevitable process of unplanned data-snooping that takes place
after the results have been obtained. Planned comparisons are often
known as a-priori comparisons. Unplanned comparisons should be
termed a-posteriori comparisons, but unfortunately the misnomer post
hoc is more often used.

When the data can be partitioned into more than two groups,
additional comparisons can be made. This might involve one aspect or
dimension, for example four groups each representing a region of the
country. Or the groups might vary along several dimensions, for example
eight groups each composed of a gender (two categories) by region (four
categories) combination. In this latter case, we can ask additional
qguestions: (1) is there a gender difference? (2) is there a region difference?
(3) do gender and region interact? Each aspect or dimension the groups
differ on is called a factor. Thus one might discuss a study or experiment
involving one, two, even three or more factors. A factor is represented in
the data set as a categorical variable and would be considered an
independent variable. SPSS allows analysis of multiple factors, and has
different procedures available based on how many factors are involved
and their degree of complexity. If only one factor is to be studied use the
Oneway (or One Factor ANOVA) procedure. When two or more factors
are involved simply shift to the general factorial procedure (General
Linear Model..General Factorial). In this chapter we consider a one-factor
study (capacity relating to the cost of the plants), but we will discuss
multiple factor ANOVA in later chapters.

First we need to open our data set.

Click File..Open..Data (move to the c:\Train\Anova directory)

Select SPSS Portable (.por) from the Files of Type drop-down
list

Double-click on plant.por to open the file.

To run the analysis using SPSS for Windows:
Click Analyze..Compare Means ..One-Way ANOVA.

Move cost into the Dependent List box
Move capacity into the Factor list box.
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Figure 3.1 One-Way ANOVA Dialog Box

! One-wWay ANDVA | B3l
%3 ExpET Dependent List: 0k
£ time E # cost E
Heset
Cancel
F actor: Help
D #E) capacity -
Contrasts. .. | Past Hoc... | | Ophians...

| One-Way ANOVA: Options %]
Statishics Continue
W Descriptive
......................... .- ) I:anl:El
v Homogeneity-of-varance
Help

Enough information has been provided to run the basic analysis. The
Contrasts pushbutton allows users to request statistical tests for planned
group comparisons of interest to them. The Post Hoc pushbutton will
produce multiple comparison tests that can test each group mean against
every other one. Such tests facilitate determination of just which groups
differ from which others and are usually performed after the overall
analysis establishes that some significant differences exist. Finally, the
Options pushbutton controls such features as missing value inclusion and
whether descriptive statistics and homogeneity tests are desired.

Click on the Options pushbutton
Click to select both the Descriptive and Homogeneity-of-
variance

Click the Exclude cases analysis by analysis option button

Figure 3.2 One-way ANOVA Options Dialog Box

[ Means plot
Mizzing Walues

& Exclude cases analysis by analysis

" Exclude caszes listwise
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ONE-FACTOR
ANOVA RESULTS

Click Continue
Click OK

The missing value choices deal with how missing data are to be
handled when several dependent variables are given. By default cases
with missing values on a particular dependent variable are dropped only
for the specific analysis involving that variable. Since we are looking at a
single dependent variable, the choice has no relevance to our analysis.

The following syntax will run the analysis:

ONEWAY
cost BY capacity
/STATISTICS DESCRIPTIVES HOMOGENEITY
IMISSING ANALYSIS .

The ONEWAY procedure performs a one-factor analysis of variance.
Cost is the dependent measure and the keyword BY separates the
dependent variable from the factor variable. We request descriptive
statistics and a homogeneity of variance test. We also told SPSS to
exclude cases with missing data on an analysis by analysis basis.

Descriptive Information about the groups appears in the figure below. We see that
Statistics E:osts increase with the_ increase in capacity. 95—_percent confidence
intervals for the capacity groups are presented in the table. One should
note that the standard deviations for the three groups appear to be fairly
close.
Figure 3.3 Descriptive Statistics
Descriptives
COST
95% Confidence
Interval for Mean
Std. Std. Lowwer Lpper
M Mean Deviation Error Bound Bound Minimum | Maximum
= 200 Mwa 13 | 40086145 [ 1407774 [ 39.045 | 31478 | 485493 20741 G30.14
200-1000 wyye 11 | 436.6482 | 1736500 [ 52357 319.99 553.31 270.71 71227
= 1000 hvve 8 |594.4500 [ 1520381 | 53.754 467.34 T21.56 44337 a81.24
Total 32 [461.5603 | 1701207 [ 30.073 400.23 522.80 207.51 281.24
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Homogeneity of
Variance

The ANOVA Table

COsT

We also requested the Levene test of homogeneity of variance.

Figure 3.4 Levene Test of Homogeneity of Variance

Test of Homogeneity of Variances

COST

Levene
Statistic a1 dfz Sig.

445 2 24 382

This assumption of equality of variance for all groups was tested in
Chapter 2 using the EXPLORE (Examine) procedure. The Levene test
also shows that with this particular data set the assumption of
homogeneity of variance is met, indicating that the variances do not
differ across groups.

What do we do if the assumption of equal variances is not met? If the
sample sizes are close to the same size and sufficiently large we could
count on the robustness of the assumption to allow the process to
continue. However, there is no general adjustment for the F test in the
case of unequal variances, as there was for the t test. A statistically
sophisticated analyst might attempt to apply transformations to the
dependent variable in order to stabilize the within-group variances
(variance stabilizing transforms). These are beyond the scope of this
course. Interested readers might turn to Emerson’s chapter in Hoaglin,
Mosteller, and Tukey (1991) for a discussion from the perspective of
exploratory data analysis, and note that the spread & level plot in
EXPLORE will suggest a variance stabilizing transform. A second and
conservative approach would be to perform the analysis using a
statistical method that does not assume homogeneity of variance. A one-
factor analysis of group differences assuming that the dependent variable
is only an ordinal (rank) variable is available as a nonparametric
procedure within SPSS. This analysis is provided in the appendix to this
chapter. However, one should note that corresponding nonparametric
tests are not available for all analysis of variance models.

Figure 3.5 ANOVA Summary Table

ANOWVA

Sum of
Souares

df

MWean
Souare

Sin.

Between Groups
Within Groups
Total

196000.544
F01171.764
897172309

29
31

§3000.272
24178337

4.053

02a
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Conclusion

POST-HOC
TESTING

The output includes the analysis of variance summary table and the
probability value we will use to judge statistical significance.

Most of the information in the ANOVA table is technical in nature
and is not directly interpreted. Rather the summaries are used to obtain
the F statistic and, more importantly, the probability value we use in
evaluating the population differences. Notice that in the first column
there is a row for the between-group and a row for the within-group
variation. The df column contains information about the degrees of
freedom, related to the number of groups and the number of individual
observations within each group. The degrees of freedom are not
interpreted directly, but are used in estimating the between-group and
within-group variation (variances). Similarly, the sums of squares are
intermediate summary numbers used in calculating the between and
within-group variances. Technically they represent the sum of the
squared deviations of the individual group means around the total grand
mean (between) and the sum of the squared deviations of the individual
observations around their respective sample group mean (within). These
numbers are never interpreted and are reported because it is traditional
to do so. The mean squares are measures of between and within group
variances. Recall in our discussion of the logic of testing that under the
null hypothesis both variances should have the same source and the ratio
of between to within would be about one. This ratio, the sample F
statistic, is 4.05 and we need to decide if it is far enough from one to say
that the group means are not equal. The significance (Sig.) column
indicates that under the null hypothesis of no group differences, the
probability of getting mean costs this far (or more) apart by chance is
under three percent (.028). If we were testing at the .05 level, we would
conclude the capacity groups differ in average cost. In the language of
statistical testing, the null hypothesis that power plants of these different
capacities do not differ in cost is rejected at the 5% level.

From this analysis we conclude that the capacity groups differ in terms of
cost. In addition, we would like to know which groups differ from which
others (Are they all different? Does the high capacity group differ from
each of the other two?). This secondary examination of pairwise
differences is done via procedures called multiple comparison testing
(also called post hoc testing and multiple range testing). We turn to this
issue next.

The purpose of post hoc testing is to determine exactly which groups
differ from which others in terms of mean differences. This is usually
done after the original ANOVA F test indicates that all groups are not
identical. Special methods are employed because of concern with
excessive Type | error.

In statistical testing, a Type I error is made if one falsely concludes
that differences exist when in fact the null hypothesis of no differences is
correct (sometimes called a false positive). When we test at a given level
of significance say 5% (.05), we implicitly accept a five percent chance of a
Type | error occurring. The more tests we perform, the greater the overall
chances of one or more Type | errors cropping up.
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This is of particular concern in our examination of which groups
differ from which others since the more groups we have the more tests we
make. If we consider pairwise tests (all pairings of groups, the number of
tests for K groups is {[(K)*(K-1)]/2}. Thus for three groups, three tests are
made, but for 10 groups, 45 tests would apply. The purpose of the post
hoc methodology is to allow such testing since we have interest in
knowing which groups differ, yet apply some degree of control over the
Type | error.

There are different schemes of controlling for Type | error in post hoc
testing. SPSS makes many of them available. We will briefly discuss the
different post hoc tests, and then apply some of them to the nuclear plant
data. We will apply several post hoc methods for comparison purposes, in
practice, usually only one would be run.

WHY SO MANY The ideal post hoc test would demonstrate tight control of Type I error,

TESTS? have good statistical power (probability of detecting true population
differences), and be robust over assumption violations (failure of
homogeneity of variance, nonnormal error distributions). Unfortunately,
there are implicit tradeoffs involving some of these desired features (Type
I error and power) and no one current post hoc procedure is best in all
areas. Couple to this the facts that there are different statistical
distributions on which pairwise tests can be based (t, F, studentized
range, and others) and that there are different levels at which Type |
error can be controlled (per individual test, per family of tests, variations
in between), and you have a huge collection of post hoc tests.

We will briefly compare post hoc tests from the perspective of being
liberal or conservative regarding the control of the false positive rate and
apply several to our data. There is a full literature (including several
books) devoted to the study of post hoc (also called multiple comparison or
multiple range tests, although there is a technical distinction between the
two) tests. More recent books (Toothaker, 1991) summarize simulation
studies that compare post hoc tests on their power (probability of
detecting true population differences) as well as performance under
different scenarios of patterns of group means, and assumption violations
(homogeneity of variance).

The existence of numerous post hoc tests suggests that there is no
single approach that statisticians agree will be optimal in all situations.
In some research areas, publication reviewers require a particular post
hoc method, which simplifies the researcher’s decision.

Below we present some tests roughly ordered from the most liberal
(greater statistical power and greater false positive rate) to the most
conservative (smaller false positive rate, less statistical power), and
mention some designed to adjust for the lack of homogeneity of variance.
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LSD

SNK, REGWF,
REGWAQ, and
Duncan

Bonferroni &
Sidak

Tukey(b)

Tukey

Scheffe

The LSD or least significant difference method simply applies the
standard t tests to all possible pairs of group means. No adjustment is
made based on the number of tests performed. The argument is that since
an overall difference in group means has already been established at the
selected criterion level (say .05), no additional control is necessary. This is
the most liberal of the post hoc tests.

The SNK (Student-Newman-Keuls), REGWF (Ryan-Einot-Gabriel-Walsh
F), REGWQ (Ryan-Einot-Gabriel-Walsh Q [based on studentized range
statistic]), and Duncan methods involve sequential testing. After ordering
the group means from lowest to highest, the two most extreme means are
tested for a significant difference using a critical value adjusted for the
fact that these are extremes from a larger set of means. If these means
are found not to be significantly different, the testing stops; if they are
different then the testing continues with the next most extreme pairs,
and so on. All are more conservative than the LSD. REGWF and REGWQ
improve on the traditionally used SNK in that they adjust for the slightly
elevated false positive rate (Type | error) that SNK has when the set of
means tested is much smaller than the full set.

The Bonferroni (also called the Dunn procedure) and Sidak (also called
Dunn-Sidak) perform each test at a stringent significance level to ensure
that the overall (experiment wide) false positive rate does not exceed the
specified value. They are based on inequalities relating the probability of
one or more false positives for a set of independent tests. For example,
the Bonferroni is based on an additive inequality, so the criterion level for
each pairwise test is obtained by dividing the original criterion level (say
.05) by the number of pairwise comparisons made. Thus with three
means and therefore 3 pairwise comparisons, each Bonferroni test will be
performed at the .05/3 or .016667 level.

The Tukey(b) test is a compromise test, combining the Tukey (see below)
and the SNK criterion producing a test that falls between the two.

Tukey (also called Tukey HSD, WSD, or Tukey(a) test): Tukey's HSD
(Honestly Significant Difference) controls the false positive rate
experiment wide. This means if you are testing at the .05 level, that when
performing all pairwise comparisons, the probability of obtaining one or
more false positives is .05. It is more conservative than the Duncan and
SNK. If all pairwise comparisons are of interest, which is usually the
case, Tukey'’s test is more powerful than the Bonferroni and Sidak.

Scheffe’s method also controls the overall (or experiment wide) error rate.
It adjusts not only for the pairwise comparisons, but for any possible
comparison the researcher might ask. As such it is the most conservative
of the available methods (false positive rate is least), but has less
statistical power.
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Specialized Post
Hocs Unequal
Ns:

Hochberg's GT2
& Gabiriel

Waller-Duncan

Unequal
Variances and
Unequal Ns:

Tamhane T2,
Dunnett's T3,
Games-Howell,
Dunnett's C

Most post hoc procedures mentioned earlier (excepting LSD, Bonferroni,
and Sidak) were derived assuming equal sample sizes in addition to
homogeneity of variance and normality of error. When subgroup sample
sizes are unequal, SPSS substitutes a compromise value (the harmonic
mean) for the sample sizes. Hochberg's GT2 and Gabriel’s post hoc test
explicitly allow for unequal sample sizes.

The Waller-Duncan takes an interesting approach (Bayesian) that
adjusts the criterion value based on the size of the overall F statistic in
order to be sensitive to the types of group differences associated with the
F (for example, large or small). Also, you can specify the ratio of Type I
(false positive) to Type Il (false negative) error in the test. This feature
allows for adjustments if there are differential costs to the two types of
error.

Each of these post hoc tests adjusts for unequal variances and sample
sizes in the groups. Simulation studies suggest that although Games-
Howell can be too liberal when the group variances are equal and sample
sizes are unequal, it is more powerful than the others.

An approach some analysts take is to run both a liberal (say LSD)
and a conservative (Scheffe or Tukey HSD) post hoc test. Group
differences that show up under both criteria are considered solid findings,
while those found different only under the liberal criterion are viewed as
tentative results.

To illustrate the differences among the post hoc tests we will request
six different post hoc tests: (1) LSD, (2) Duncan, (3) SNK, (4) Tukey's
HSD, (5) Bonferroni, and (6) Scheffe.

Click Dialog Recall button
Select One-Way ANOVA

Within the One-Way ANOVA Dialog Box
Click on the Post Hoc pushbutton.

Select the following types of post hoc tests: LSD, Duncan, SNK,
Tukey, Bonferroni, and Scheffe.
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Figure 3.6 Post Hoc Dialog Box

One-wWay AMNOYA: Post Hoc Multiple Comparizons

Equal ariances Azsumed

[+ LSO [w ENR [ Waller-Duncan
[v Bonferrani v Tukey |
[ Sidak [ Tukey'sb [~ Dunnett

[v Scheffe [v Duncan | |

[ B-E-GMF [ Hochberg's GT2
[ REGwWDO [ Gabriel o ™ i

Equal anances Mot Sszumed

[ Tamhane'z TZ [ Dunnett's T3 [ Games-Howel [ Dunnett's C

Significance level; |.I]5

Continue Cancel Help

By default, statistical tests will be done at the .05 level. For some
tests you may supply your preferred criterion level. The command to run
the post hoc analysis appears below.

ONEWAY
cost BY capacity
IMISSING ANALYSIS
/POSTHOC = SNK TUKEY DUNCAN SCHEFFE LSD
BONFERRONI ALPHA(.05).

Post hoc tests are requested using the POSTHOC subcommand. The
STATSISTICS subcommand need not be included here since we have
already viewed the means and discussed the homogeneity test.

Click Continue
Click OK

The beginning part of the output contains the ANOVA table,

descriptive statistics, and the homogeneity test, which we have already
reviewed. We will move directly to the post hoc test results.
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Figure 3.7 LSD Post Hoc Results

Post Hoc Tests

Muhiple Comparisons

Depandant Variabla: COST

LD

Mean 95% Canfidence Interval

Diffarence Lower pper

I CAPACITY () CAPACITY (|-} Std. Error Sig. Bound Bound
= 200 Mwve 200-1000 Mye -3A.7TBAEE F3.702 ATH -1BR.O712 94,4979
= 1000 Mive -193 5885 SR 010 -336.4937 -A0.6832
B00-1000 MWe =800 MWe 35 THAER 3702 ATH -94 4979 166.0712
=000 hve -1aT.8018F 72282 037 -305.5733 -10.0303
=000 e = 800 Whve 193.5885* G9.872 010 50,6832 336.4937
800-1000 e 1ay.8018* 72297 037 10.0303 05,6733

* The mean difference is significant atthe .05 laval,

Note All tests appear in one table. However, the Post Hoc Tests and
Homogeneous Subsets pivot tables were edited in the Pivot Table Editor
so that each test can be viewed and discussed separately. (To do so,
double-click on the pivot table to invoke the Pivot Table Editor, then click
Pivot..Pivot Trays so that the Pivot Trays option is checked and the Pivot
Trays window is visible. Next click and drag the pivot tray icon for Test
(to see an icon's label, just click on the icon) from the Row dimension tray
into the Layer dimension tray. Now test results for any single post hoc
test can be viewed by selecting the desired test from the Test drop-down
list located just above the table.)

The rows are constructed from every possible pairing of groups. For
example, the less than 800 Mwe group is paired against the other two
groups, then the 800-1000 Mwe group is paired against the other two
groups, etc. The column label “Mean Difference (I-J)” contains the mean
difference between each pairing of groups. We see that the <800 group
has a mean cost difference of -$35.7866 with the 800-1000 group and a
difference of -$193.5885 with the >1000 group. If a difference is
statistically significant at the specified level after applying any post hoc
adjustments (none for LSD), then an asterisk (*) appears beside the mean
difference. Notice the actual significance value for the test appears in the
column labeled “Sig.”

The first LSD block indicates that in the population those plants
having less than 800 Mwe’s differ significantly in cost from the plants
having a capacity of greater than 1000 Mwe's. In addition, the standard
errors and 95% confidence intervals for each mean difference are
displayed. These provide information of the precision with which we have
estimated the mean differences. Note that, as you expect, if a mean
difference is not significant, the confidence interval contains zero. Using
LSD, the high capacity group differs from each of the other two, but the
lower capacity groups do not differ from each other.
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Figure 3.8 Duncan Results

COST

Duncana'h

Subsetfor alpha = .05
CAPACITY M 1 2
= 200 hive 13 410.8614
200-1000 ke 11 436 F482
= 1000 Midra g a494 44500
Sig. BOR 1.000

Means for groups in homogeneous subsets are displayed.
a. Llses Harmaonic Mean Sample Size = 10.244.

b. The group sizes are unegual. The harmonic mean
afthe group sizes is used. Type | errar levels are
hot guaranteed.

SPSS does not present the Duncan results in the same format as we
saw for the LSD. This is because for some of the post hoc test methods
standard errors and 95-percent confidence intervals are not defined (for
multiple-range tests, recall testing stops once the remaining most
extreme means are not found different). Rather than display results with
empty columns in such situations, a different format, homogeneous
subsets, is used. A homogeneous subset is a set of groups for which no
pair of group means differs significantly. Depending on the post hoc test
requested SPSS will display a multiple comparison table, a homogeneous
subset table, or both. In this data set, it shows that the two lower
capacity groups do not differ in cost, but differ from the highest capacity

group.

Figure 3.9 SNK Results

Homogeneous Subsets

COST

Student-MNewman-Keuls¥®

Subsetfor alpha= .05
CAPACITY I 1 2
= 200 Mve 13 400.86145
200-1000 hyve 11 436 6482
= 1000 Mvwe a8 594 4500
Sig. GOG 1.000

Means for groups in homogeneods subsets are displayed.
a. Uses Harmonic Mean Sample Size =10.2445.
h. The group sizes are unegqual. The harmonic mean of

the dgroup siges is used. Type | error levels are not
guaranteed.
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The SNK results display the same pattern as the Duncan tests.

Figure 3.10 Tukey Results for Multiple Comparisons

Post Hoc Tests

Dependent YWariable: COST
Tukey HSD

Multiple Comparisons

85% Confidence Interdal

Mean

Difference Lower Upper

() CAPACITY () CAPACITY {I-Jy Std. Error Sig. Bound Bound
= 800 MWe 500-1000 MWe | -35 7866 53702 941 | -1931078 | 1215346
= 1000 hiis 1935885+ | BO.872 025 | -366.1495 | -21.0275
500-1000 Mire < 8500 Miie 15,7866 3.702 841 | -121.5346 | 1931079
= 1000 hiie 1578018 72,252 091 | -336.2388 20,6353
= 1000 hie = 600 Wie 1935885+ |  6A.AT2 025 21.0275 | 3661495
goo-1000 Mwe | 15780189 72.252 091 -20.6353 | 336.2389

*. The mean difference is significant atthe .09 level.

The Tukey multiple comparison tests show that the less than 800
Mwe group is significantly different from the greater than 1000 Mwe
group, but this is the only pairwise difference.

Figure 3.11 Tukey Results for Homogeneous Subsets

Homogeneous Subsets

COST
Tukey HED 2B
Subsettar alpha = .05
CAPACITY M 1
= 800 Mwe 13 | 400.8615
800-1000 e 11 | 4366482 | 4366482
¥ | = 1000 Mve g 5944500
Sig. 867 072

guaranteed.

Means for groups in homogeneous subsets are displayed.
a. Uses Harmonic Mean Sample Size = 10.244.

b. The group sizes are unegual. The harmonic mean of
the group sizes is used. Type | errar levels are not

The Tukey homogeneous subset table is consistent with the multiple

comparison table. The first homogeneous subset contains the two lower
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capacity plants (they do not differ). The second homogeneous subset is
made up of the second and third groups (they do not differ). Thus the only
difference is between the less than 800 Mwe group and the greater than
1000 Mwe group. It should be pointed out that the second and third
groups are barely not significant (.07) and had the sample sizes been
larger their difference might have been significant.

Figure 3.12 Bonferroni Results

Post Hoc Tests

Multiple Comparisons

Dependent variahle: COET

Bonferrani

Mean 95% Confidence Interval

Cifference Lowwer Lpper

(I} CAPACITY () CAPACITY {0y Std. Errar Sig. Bound Bound
= 800 hivie 200-1000 Minie -35. 7866 63.702 1.000 -197 6467 126.0734
=1000 Mitie -193.6885*% 69.872 029 -371.1280 -16.0459
200-1000 Mive = 800 Mivie 35,7866 63,702 1.000 -126.0734 197 6467
= 1000 Mitie -187.8018 72.252 112 -341.3870 257834
= 1000 Mitie = 800 hiie 193.5885* B8.872 028 16.04589 3711280
200-1000 Miie 157.8018 72,262 112 -25. 7834 3413870

*. The mean difference is significant at the .05 level.

The test shows that the less than 800 Mwe’s group has a significantly
different cost than the greater than 1000 Mwe’s group.

Figure 3.13 Scheffe Results for Multiple Comparisons

Post Hoc Tests

Multiple Comparisons

Dependent Variahle: COST

Schefie

Mean 45% Confidence Interval

Difference Lower Upper

(I CAPACITY () CAPACITY (l-J} Std. Error Sig. Bound Bound
= 800 Mive 800-1000 ke -35.7866 F3.702 .8a5 -20012358 128.54502
= 1000 hivye -193.5885% G9.872 033 -373.8447 -13.3322
a00-1000 wivwe = 800 hivye 35.7866 63.702 .8h5 -128.5502 2001235
=1000 Mve -147.8018 T72.252 10 -344 1962 285926
= 1000 Me = 800 MWe 193.5885*% F9.872 033 13.3322 373.8447
B00-1000 ke 157.8018 72.252 110 -28.5926 3441962

* The mean difference is significant at the .05 level.
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Figure 3.14 Scheffe Results for Homogeneous Subsets

Homogeneous Subsets

COST

Scheﬂ‘ea'b

Suhsetforalpha=.05
CAPACITY M 1 2
= 300 Myve 13 | 400.86145
200-1000 Mive 11 436.6482 | 4366482
= 1000 Mive a 5594 4500

B74 084

mMeans for groups in homogeneous subsets are displayed.
a. Llzes Harmonic Mean Sample Size=10.2445,

b. The group sizes are unegual. The harmonic mean of

the group sizes is used. Type | error levels are not
guaranteed.

Conclusion

PLANNED
COMPARISONS

From these results we can see that similar to the Bonferroni test,
only the high and low capacity groups differ.

As discussed before, the different post hoc procedures offer different
trade-offs between Type | error (falsely claiming a significant difference)
and power (ability to detect a real difference). Your choice in the matter
depends on how you want to balance the two. In this analysis it appears
that the high and low capacity groups do differ in cost, while the low and
middle groups do not. The middle to high capacity difference might be
usefully considered as a tentative finding.

Post hoc tests compare all pairs of groups and most of the methods
discussed apply a penalty function (adjusting the critical value) because
s0 many tests are being made. In some experiments and studies, the
researcher has in mind some specific comparisons to be made between
group means. Compared to post hoc tests, planned comparisons are fewer
in number and are to be formulated before viewing the data. Because
they are limited in number (based on between-group degrees of freedom
(the number of groups minus one)) and specified beforehand, the
adjustments made for post hoc tests are not required.

A broad variety of planned comparisons (sometimes called a priori
comparisons) can be requested: all treatment groups might be compared
to a control group; a linear trend line could be fit; step comparisons could
be made to detect a threshold.

To demonstrate this method, let us suppose that there is interest in
making some specific comparisons between capacity groups. The idea is
that at some point the change in capacity would result in a large change
in cost. To see if and where this occurs, we can compare the low to middle
capacity plants, then the middle to high capacity plants. If either of these
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HOW PLANNED
COMPARISONS
ARE DONE

One-wWay ANOYA: Contrasts

[~ Palynomiat | J Continue

femon0tB0000a0mo000000008

Cancel
Presious | Contrast 2 of 2 M et | _
Coefficients: |

Coeffizient Tatal: 0.000

comparisons is significant, we have an idea of where the big cost increase
will occur.

Planned comparisons between groups are done by applying a set of
coefficients to the group means and testing whether the result is zero. For
example, to compare the low and middle plant groups, multiply the mean
of the low plants by one, the mean of the middle plants by negative one,
the mean of the large plants by zero, and sum the result. Thus, we
compare the means, and if this difference is significantly different from
zero, then the low capacity plants differ from the middle capacity plants.
In ONEWAY you can request planned comparisons by providing sets of
coefficients.

To request tests of low versus middle, and the middle versus high
capacity groups we use the Contrasts pushbutton and apply the
necessary coefficients.

Click Dialog Recall tool |

Select One-Way ANOVA

Click the Contrasts pushbutton

Type 1 in the Coefficients text box and click Add pushbutton
Type -1 in the Coefficients text box and click Add pushbutton
Type 0 in the Coefficients text box and click Add pushbutton
Click Next pushbutton

Type 0 in the Coefficients text box and click Add pushbutton
Type 1 in the Coefficients text box and click Add pushbutton
Type -1 in the Coefficients text box and click Add pushbutton

Figure 3.15 Contrasts Dialog Box

Help

b
1
-1

Each set of contrast coefficients is assigned a number (1,2, ...) and
appears as a column in the Coefficients list box.
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Click Continue to process the Contrasts
Click OK to run the analysis

This leads to the syntax below (note the PostHoc subcommand is not
included although our previous post hoc requests are still stored in the
Post Hoc dialog.

ONEWAY
cost BY capacity
/ICONTRAST=1-10/CONTRAST=01-1
IMISSING ANALYSIS.

The first contrast requests the difference between the low and middle
groups; the second compares the middle and high groups. We are limited
to two planned comparisons because with three groups we have but two
between-group degrees of freedom.

Scroll to the Contrast Coefficients Pivot Table in the Viewer
window.

Figure 3.16 Contrast Coefficients

Comrast Coefficiemts

CAPACITY

goo-1000 = 1000
Contrast | = 300 e hiie hlyie
1 1 -1 1]
2 1] 1 -1

The requested comparisons are first reproduced along with the group
labels. We verify that the first compares the low to middle group, and the
second compares the middle to high group.

Figure 3.17 Contrast Results

Contrast Tests

Yalue of Sin.
Zontrast Contrast Std. Error t df {2-tailed)
COST  Assume equal variances 1 -35.7866 637017 -.862 29 579
2 -157.8018 722518 -2184 28 037
Cioes not assume equal 1 -35. 7066 65,3130 -.548 19.253 540
varances 2 -167 8018 7h.0383 -2.103 16308 051

Notice that there are two sets of results, one labeled “assume equal
variances” and the other “does not assume equal variances”. Results
labeled “does not assume equal variances” are adjusted results that can
be used if the homogeneity of variance assumption is not met. We
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GRAPHING THE
RESULTS

previously determined the variances are equal and will use the “assume
equal variances” statistics.

The column labeled "Value of Contrast” contains the values of the
contrast coefficients applied to the sample means, which here represent
the mean difference between pairs of groups. This can be verified by
checking the group means appearing earlier. The first comparison
(between the low and middle groups) is not significant, but the second one
(comparing the middle and high capacity groups) is. This suggests that
the big cost increase comes when shifting from the middle to high
capacity plants. A t test is used since each comparison involves one
degree of freedom; it is equivalent to using an F test (the t statistic
squared would equal the F).

Thus a limited number of planned comparisons between group means
can be specified as part of the general analysis. Performing planned
comparisons does not preclude running post hoc analyses later.

For presentations it is useful to display the sample group means along
with their 95-percent confidence intervals. In SPSS for Windows

Click on Graphs..Error Bar

Verify that Simple is selected, then click Define pushbutton
Move cost into the Variable list box

Move capacity into the Category Axis list box.

Figure 3.18 Error Bar Dialog Box

' Define Simple Ermmor Bar: Summaries for Groups of Cazes
1,;;, J— |£arial:ule: 0K,
> time I:l ‘9 cost
> Pazte
LCategony Auxis: Reset
l:l capacity
Cancel
Help

Template
[ Usze chart specifications from: Titles...
| Options...

Barz Bepresent

||:|:|nfiu:|er'u:e interyal for mean - |

Lewel: |E|5 = |

Click on OK
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The command below will produce the error bar chart using a
standard graph (there is also Interactive graph that produces an error
bar chart).

GRAPH
/ERRORBAR( CI 95 )=cost BY capacity
/MISSING=REPORT.

Figure 3.19 Error Bar Chart of Cost by Capacity Group

o0

700 «

500 o m

500 «

400 o m

300 «

95% CICOST

200

= 300 Me 800-1000 ke = 1000 Midie

CAPACITY

The chart provides a visual sense of how far the groups are separated.
The confidence bands are determined for each group separately (thus
inspection of the confidence band overlap is not formally equivalent to
testing for group differences) and no adjustment is made based on the
number of groups that are compared. However, from the graph we have a
clearer sense of the relation between capacity and cost.

SUMMARY In this chapter we tested for population mean differences with more than
two groups when these groups constitute a single factor. We examined
the data to check for assumption violations, discussed alternatives, and
interpreted the ANOVA results. Having found significant differences we
performed post hoc tests to determine which specific groups differed from
which others, and summarized the analysis with an error bar graph. The
appendix contains a nonparametric analysis of the same data.

APPENDIX: Analysis of variance assumes that the dependent measure is interval
GROUP scale, that its distribution within each group follows a normal curve, and
that the within-group variation is homogeneous across groups. If any of
DIFFERENCES these assumptions fail in a gross way, one may be able to apply
ON RANKS techniques that make fewer assumptions about the data. Such tests fall
under the class of nonparametric statistics (they do not assume specific
data distributions described by the parameters such as the mean and
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standard deviation). Since these methods make few if any distributional
assumptions, they can often be applied when the usual assumptions are
not met. If you are tempted to think that something is obtained for
nothing, the downside of such methods is that if the stronger data
assumptions hold, the nonparametric tests are generally less powerful
(probability of finding true differences) than the appropriate parametric
method. Also, there are some parametric statistical analyses that
currently have no corresponding nonparametric method. It is fair to say
that the boundaries concerning when to use parametric versus
nonparametric methods are in practice somewhat vague, and statisticians
can and often do disagree about which approach is optimal in a specific
situation.

For the purposes of this appendix let us assume that we needed to
run the test using nonparametric methods. We will perform a
nonparametric procedure that only assumes that the dependent measure
has ordinal properties. The basic logic behind this test, the Kruskal-
Wallis test, is as follows. If we rank order the dependent measure
throughout the entire sample, we would expect under the null hypothesis
(of no population differences) that the average rank (technically the sum
of the ranks adjusted for sample size) should be about the same for each
group. The Kruskal-Wallis test calculates the ranks, each sample group’s
mean rank, and the probability of obtaining group average ranks
(weighted summed ranks) as far apart (or further) as what is observed in
the sample, if the population groups were identical.

To run the Kruskal-Wallis test in SPSS we would

Click Analyze..Nonparametric Tests..K Independent
Samples

Move cost into the Test Variable List

Move capacity into the Grouping Variable box

Click the Define Range button and enter a Minimum of 1 and
Maximum of 3.

Click Continue

Figure 3.20 Analysis of Ranks Dialog Box

+ Tests for Several Independent Samples X|

£ exper Testariable List: ok
#> time # cost

Pazte
Beset

Grouping Y ariable: Cancel

Cap: 1:

[«]

Help

Test Type
v Kmskalt#alis H [ Median Exact..
[ Jonckheere-Terpstra Options. ..

IF Jollsfle
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By default, the Kruskal-Wallis test will be performed. The
organization of this dialog box closely resembles that of the One-Way
ANOVA. The command to run this analysis using SPSS follows.

NPAR TESTS
/K-W=cost BY capacity(1 3)

The K-W subcommand instructs the nonparametric testing routine to
perform the Kruskal-Wallis analysis of variance of ranks on the
dependent variable cost with capacity as the independent or grouping
variable.

Click OK to run the analysis

Figure 3.21 Results of Kruskal-Wallis Nonparametric Analysis

Kruskal-Wallis Test

Ranks
CAPACITY ] ldean Rank
COST =800 Mye 13 13.54
a800-1000 Mye 11 14.64
= 1000 hivve a 23.88
Total 32

Test Statistics®

COST
Chi-Square B.674
df 2
Asymp. Sig. 036

d. Kruskal Wallis Test
b. Grouping Variable: CAPACITY

We see the pattern of mean ranks (remember smaller ranks imply
lower cost) follows that of the original means of cost, increasing as the
capacity increases. The chi-square statistic is used in the Kruskal-Wallis
indicates that it is very unlikely (fewer than 4 chances in 100) to obtain
samples with average ranks so far apart if the null hypothesis (no cost
differences between groups) were true. This is consistent with our
conclusion from the initial one-way ANOVA analysis.
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Chapter 4

Objective

Method

Data

INTRODUCTION

Multi-Way Univariate ANOVA

We will apply the principles of testing for differences in population means
to situations involving more than one factor. Also we will show how the
two-factor ANOVA is a generalization of the one-factor design that we
covered in the last chapter. We will develop some understanding of the
new features of the analysis. We will then discuss the implications of
unequal sample sizes and empty cells.

We wish to test whether there are any differences in the cost of the
nuclear power plants based on capacity or the experience of the architect/
engineer. First we use the EXPLORE procedure to explore the subgroups
involved in the analysis. Next, we make use of the Univariate procedure
to run the two-factor ANOVA, specifying cost as the dependent variable
with capacity and experience as factors. We display the results using an
error bar chart. In the appendix we perform post hoc tests based on the
results of our analysis.

We continue to use the nuclear plant data. The data set is an SPSS
portable file (plant.por) containing information about 32 light water
nuclear power plants. Four variables are included: the capacity and cost
of the plant; time to completion; and experience of the architect-engineer
who built the plant.

conclusions about differences in population means when two or

more comparison groups are involved. In an introductory statistics
class you have seen how a “t” test is used to contrast two groups, and in
the last chapter we saw how one-way ANOVA compares more than two
groups which differ along a single factor. In this chapter, we expand our
consideration of ANOVA to allow multiple factors in a single analysis.
Such an approach is efficient in that several questions are addressed
within one study. The assumptions and issues considered in the last
chapter (normality of the dependent variable within each group,
homogeneity of variance, and the importance of both) apply to general
ANOVA and will not be repeated here.

Q nalysis of variance (ANOVA) is a general method for drawing

We will investigate whether there are differences in the average cost
of a plant for the different plant capacities and levels of experience of the
designer/engineer. Since two factors, capacity and experience, are under
consideration, we can ask three different questions: (1) Are there cost
differences based on capacity? (2) Are there differences based on
experience? (3) Do capacity and experience interact?
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A multi-factor analysis involves the same approach and principles, as
did a one-way ANOVA. The between-groups variation can now be
partitioned into pieces attributable to main effects and interaction
components, but the method is much the same. Some complications arise
with unequal cell sizes and empty cells that were not a problem when we
tested a single factor. We will discuss these issues and illustrate the
analysis.

As in earlier chapters, we begin by running an exploratory data
analysis, then proceed with more formal testing.

LOGIC OF As before, we wish to draw conclusions about the populations from which

TESTING, AND we sample. The main difference in moving from a one-way ANOVA to the
general ANOVA is that more questions can be asked about the

ASSUMPTIONS populations. However, the results will be stated in the same terms: how
likely is it that we would obtain means as far apart as what we observe in
our sample, if there were no mean differences in the populations.
Comparisons are again framed as a ratio of the variation among the
group means (between-group variation) to the variation among
observations within each group (within-group variation). When statistical
tests are performed, homogeneity of variance and normality of the
dependent variable within each group are assumed. Comments made
earlier regarding robustness of the means analysis when these
assumptions are violated apply directly.

HOW MANY The new aspect we consider is how to include several factors, or ask

FACTORS? several different questions of the data, within a single analysis of
variance. We will test whether there are differences in cost based on
capacity, whether there are differences based on the experience of the
engineer, and finally, whether capacity and experience interact
concerning the cost of the plants. The interpretation of an interaction is
discussed in the next section.

Although our example involves only two factors (capacity and
experience), ANOVA can accommodate more. Usually, the number of
factors is limited by either the interests of the researcher, who might
wish to examine a few specific issues, or by sample size considerations.
Sample size plays a role in that the greater the number of factors, the
greater the number of cell means that must be computed, and the smaller
the sample for each mean. For example, suppose we have a sample of 800
plants and wish to look at cost differences due to whether the plant was
light water or heavy water (2 levels), capacity (3 levels), experience (3
levels), region of the country (9 levels), and age of the plant (4 levels).
There are 2*3*3*9*4 or 648 subgroup means involved. If the data were
distributed evenly across the levels, each subgroup mean would be based
on approximately two observations, and this would not produce a very
powerful analysis. Such analyses can be performed, and technically,
guestions involving single effects like capacity or experience would be
based on means involving fairly large samples. Also, some planned
experiments permit many subgroups to be dropped (for example,
incomplete designs). Yet the fact remains that with smaller samples,
there are practical limitations in the number of questions you can ask of
the data.
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INTERACTIONS

When moving beyond one-factor ANOVA, the distinction between main
effects and interactions becomes relevant. A main effect is an effect (or
group difference) attributable to a single factor (independent variable).
For example, when we study cost differences across capacity groups and
experience groups, the effect of capacity alone, and the effect of
experience alone, would be considered main effects. The two-way
interaction would test whether the effect of one factor is the same at each
level of the other factor.

In our example, this can be phased in either of two ways. We could
say the interaction tests whether the cost difference due to capacity
(which could be zero) is the same for each level of experience.
Alternatively, we can say that the two-way interaction tests whether the
experience difference in cost is the same for each capacity group. While
these two phrasings are mathematically equivalent, it can sometimes be
simpler (based on the number of levels in each factor) for you to present
the information from one perspective instead of the other. The presence of
a two-way interaction is important to report, since it qualifies our
interpretation of a main effect. For example, a capacity by experience
interaction implies that the magnitude of the capacity difference varies
across levels of experience. In fact, there may be no difference or a
reversal in the pattern of the capacity means for some experience levels.
Thus statements about capacity differences must be qualified by
experience information.

Since we are studying two factors, there can be only one interaction.
If we expand our analysis to three factors (say capacity, experience, and
age of plant) we can ask both two-way (capacity by experience, capacity
by age, experience by age) and three-way (capacity by experience by age)
interaction questions. As the number of factors increases, so does the
possible complexity of the interactions. In practice, significant high-order
(three, four, five-way, etc.) interactions are relatively rare compared to
the number of significant main effects.

Interpretation of an interaction can be done directly from a table of
relevant subgroup means, but it is more convenient and common to view
a multiple-line chart of the means. We illustrate this below under several
scenarios.

Suppose that we have four levels of one independent variable (say
location) and two levels for the second independent variable (say gender).
In our scenario, suppose that women are more highly educated than men,
there are regional differences in education, and that the gender
differences are the same across regions. The line chart below plots a set of
means consistent with this pattern.
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Illustration 4.1 Main Effects, No Interaction

13

o GEMDER
- -
i
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= - —
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In the illustration we see that the mean line for women is above that
of the men. In addition, there are differences among the four locations.
However, note that the gender differences are nearly identical across the
four locations. This equal distance between the lines (parallelism of lines)
indicates that there is no interaction present.
lllustration 4.2 No Main Effects, Strong Interaction
15
s
2 114 GENDER
LIJ —
% Female
o -
=10 . . Male
& E C
REGICHN

Here the overall means for men and women are about the same, as
are the means for each location (pooling the two gender groups).
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However, the gender differences vary dramatically across the different
locations: in location B women have higher education, in locations A and
D there is no gender difference, and in location C males have higher
education. We cannot make a statement about gender differences without
qualifying it with location information, nor can we make location claims
without mentioning gender. Strong interactions are marked by this
crossover pattern in a multiple-line chart.

Illustration 4.3 One Main Effect, Weak Interaction

Wean EDLIC

15
14«
13
12 — — — - — - - - - — — — — — — — — -
-
-
-
e
- -
] ~ .| GENDER
Fermale

10 - . hale

A E C D

REGICOM

EXPLORING THE
DATA

We see a gender difference for each of the four locations, but the
magnitude of this difference varies across locations (substantially greater
for location D). This difference in magnitude of the gender effect would
constitute an interaction between gender and location. It would be
termed a weak interaction because there is no crossover of the mean
lines.

Additional scenarios can be charted, and we have not mentioned
three-way and higher interactions. Such topics are discussed in
introductory statistics and analysis of variance books (see the reference
page for suggestions). We will now proceed to analyze our data set.

We begin by applying exploratory data analysis to the cost of the plants
within subgroups defined by combinations of capacity and experience. In
practice, you would check each group’s summaries, look for patterns in
the data, and note any unusual points. Also, we will request that the
Explore procedure perform a homogeneity of variance test.

Click on File..Open..Data (move to the c:\Train\Anova folder)

Select SPSS Portable (*.por) from the Files of Type drop-
down list

Double-click on plant.por
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Click on Analyze..Descriptive Statistics..Explore
Move cost into the Dependent List box
Move the exper and capacity into the Factor List box.

Figure 4.1 Explore Dialog Box

: Explore = ﬂ
#> time Dependert List: ok
ﬂ?}- cost —
‘:l Bazte
Bezet
Factar Lizt:
Cancel
# enper - ]
<] =
Label Cases by
Dizplay
' Both © Statistics ¢ Plots Statistics.. | Flots.. | Dptions.

Click on the Plots pushbutton
Click the Power estimation option button in the “Spread vs.

Level with Levene Test” area

Figure 4.2 Plots Dialog Box

Explore: Plots %]
Boxplots Deszcriptive Cantinue
(% Factor levels togethet | W Stem-and-leaf

_ Cancel
" Dependents together | [ Histogram
™ Mone Help

[ Marmality plats with tests
Spread s Level with Levene Test

" Maone
* Power estimation

" Transfarmed J
" Untransformed

By default, no homogeneity test is performed (“None” option button).
Each of the remaining choices will lead to homogeneity being tested. The
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second (Power estimation) and third (Transformed) choices are used by
more technical analysts to investigate power transformations of the
dependent measure that would yield greater homogeneity of variance.
These issues are of interest to serious practitioners of ANOVA, but are
beyond the scope of this course (see Emerson in Hoaglin, Mosteller, and
Tukey (1991), also a brief discussion in Box, Hunter, and Hunter (1978),
and the original (technical) paper by Box and Cox (1964)). The
Untransformed choice builds a plot without transforming the scale of the
dependent measure.

Click on the Continue button to return to the Explore dialog
box

Since we are comparing capacity by experience subgroups, we
designate exper (experience) and capacity as the factors (or nominal
independent variables). However, if we were to run this analysis, it would
produce a set of summaries for each capacity group, then a set for each
experience group. In other words, each of the two factors would be treated
separately, instead of being combined, which we desire. To instruct SPSS
to treat each capacity by experience combination as a subgroup we must
use SPSS syntax. The easiest way to accomplish this would be to click the
Paste pushbutton that opens a syntax window and builds an Examine
command that will perform an analysis for each factor.

Click on the Paste pushbutton to paste the syntax into a Syntax
window

Figure 4.3 Examine Command in Syntax Window

B Syntaxl - 5PSS Spntax Editor - O] x|
File Edit “iew Statigtice Graphe Utlites Bun ‘Window  Help

=2 & = | Ol=| k]| sl »| @

ExXAMINE
WARIABLES=cost BY exper capacity
PLOT BOXPLOT STEMLEAF SFREADLEVEL
{COMPARE GROUP
fSTATISTICS DESCRIFTVES
fCINTERWAL 85
MISSIMNG LISTWISE
MOTOTAL.

¥ SPSS Processor is ready

The Examine command requires only the Variables subcommand in
order to tun. We also include the Plot subcommand since we desire the
homogeneity test (controlled by the SPREADLEVEL keyword). The
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other subcommands specify default values and appear in order to make it
simple for the analyst to modify the command when necessary. Note the
keyword BY separates the dependent variable cost from the exper and
capacity factors. Currently, both exper and capacity follow the BY
keyword and thus have the same status: an analysis will be run for each
separately. To indicate we wish a joint analysis, we insert an additional
BY keyword between exper and capacity on the VARIABLES
subcommand.

Figure 4.4 Examine Command Requesting Subgroup Analysis

g Syntaxl - SPSS Spntax Editor - O] x|
File Edit “iew Statistice Graphe Utiliiez Bun  indow Help

E|E|E B o Ol k]| #] »]| @

EXAMINE
VARIABLES=cost BY E}{ppacitj,f
/PLOT BOXPLOT STEMLEAE SPREADLEVEL

JCOMPARE GROUP
FSTATISTICS DESCRIPTIVES
JCINTERWAL 95

MAISSING LISTWISE
MOTOTAL.

-
[~=1
[~=1

¥ SPSS Processor is ready

SPSS now interprets the factor groupings to be based on each
capacity by experience combination (exper BY capacity ).

Click Run..Current or click the Run button p | .

Looking at the descriptives for each of our subgroups we see the
following information.

Note All descriptive statistics appear in a single pivot table; the figures present
separate sections of the table
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Figure 4.5 Descriptives for 1-3 Plants and <800 MWe

EXFPER CAPACITY Statistic Std. Error
COST  1-3PLAMTS = 800 Mivve Mean 404.0829 509582
95% Confidence Lower Bound 2792947
Interval far Mean Upper Bound 5288711
8% Trimmed Mean 3594.5448
Median 350.6300
Yariance 182045.745
Std. Deviation 1349287
Minimurm 28968
Maxirnurm 690.149
Range 400.53
Interquatile Range 106.1100
Skewness 1.987 794
kKurtosis 4384 1.5687
We find in this subgroup that the mean cost is 404.0829 and other
descriptive information is available to us.
Figure 4.6 Descriptives for 1-3 Plants and >1000 MWe
EXPER CAPACITY Statistic Std. Errar
COST  1-3PLANTS  =1000MWe hean 82,4833 | 144.4059
95% Confidence Lower Bound -28.84450
Interval for Mean Upper Bound 12138117
5% Trimmed Mean .
Median 4528900
Variance 62559173
Std. Deviation 2501183
inirmum 44322
Maximum g981.24
Range 438.02
Intergquartile Range .
Skewness 1.729 1.224
kurosis
Figure 4.7 Descriptives for 4-9 Plants and <800 MWe
EXPER CAPACITY Statistic Std. Errar
COST  4-9PLANTS = 800 hivwe Mean 2758267 G3.4457
95% Confidence Lower Bound 28420
Interval for Mean Upper Bound 5488114
5% Trimmed Mean .
Median 217.3800
Yariance 12076.0681
Std. Deviation 109.8911
Minimum 207.51
haxirmum 402.59
Range 195.08
Interquartile Range .
Skewnhess 1.716 1.245
Kurtosis
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Figure 4.8 Descriptives for 4-9 Plants and 800-1000 MWe

EXFER CAPACITY Statistic Std. Errar
COST 4-9PLAWNTS  800-1000 Mean 3393233 59.0816
i 35% Confidence Lower Bound 851185
Interval for Mean Upper Bound 5835312
8% Trimmed Mean .
Median 288.4800
Variance 10471.924
Std. Deviation 102.3324
Minimum 27237
M aximum 46712
Fange 184.75
Interguartile Range .
Skewness 1.684 1.22%
kurtosis
Figure 4.9 Descriptives for 4-9 Plants and > 1000 MWe
EXFER CAPACITY Statistic Std. Errar
COST  4-9PLANTS  =1000 MWe  hean 483.2300 2.3500
495% Confidence Lower Bound 463.3704
Interval for Mean lUpper Bound 5230896
A% Trimmed Mean .
Median 4932300
Yariance 11.045
Std. Deviation 33234
Minimum 490.88
Maximurm 49558
Range 470
Interquarile Range
Skewness
kurosis
Figure 4.10 Descriptives for 10 or more Plants and <800 MWe
EXPER CAPACITY Statistic Std. Errar
COST 100R = 800 Myye Mean 518.3800 51.6841
MORE 05% Caonfidence Lower Bound 206.00132
PLANTS Interval for Mean Upper Bound 740.7588
A% Trimmed Mean .
Median 473 6400
Yariance BO13.7T4
Std. Deviation 88.5184
Minimurm 460.04
Maximum 621.45
Range 161.40
Interguartile Range )
Skewness 1.687 1.224
kurtosis
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Figure 4.11 Descriptives for 10 or more Plants and 800-1000 MWe

EXPER CAPACITY Statistic Std. Errar
COST 100R 200-1000 Mean 4537657 72,4561
MORE e 85% Canfidence Lower Bound 276.47149
PLANTE Interval for Mean Upper Bound 631.0595
A% Trimmed Mean 4495741
Median 394.3600
Variance 36749252
Std. Deviation 191.7009
Mirirmurm 270
M aximum T12.27
Range 441.58
Intergquarile Range 3845.6200
Skewvness 385 44
kurtosis -2 112 1.687
Figure 4.12 Descriptives for 10 or more Plants and >1000 MWe
EXFPER CAPACITY Statistic Std. Error
COST 100OR = 1000 Miwe  hMean GE3 8967 16.8744
MORE 05% Confidence Lower Bound 5912996
PLANTS Interval for Mean Upper Bound 736.5037
5% Trimmed Mean .
Median G52.3200
Yariance 5429
Std. Deviatian 292283
Minirmum 4223
Maximurm G9Y.14
Range 54 .51
Intergquartile Range .
Skewness 1.503 1.225
kurosis

4. COST is constantwhen EXPER = 1-3 PLANMTS, CAPACITY = 300-1000 widfe. It has been omitted.

In the Viewer window we find a warning message concerning the
spread and level plot and the test for homogeneity of variance. This
message tells us that because we had a small number of cases in some of
our subgroups that the median and/or the interquartile range was not
defined. Thus the test and plot are not produced.

Figure 4.13 Test of Homogeneity of Variance

Test of Homogenetty of Variance=

a. COSTis constantwhen EXPER = 1-3 PLAMTS,
CAPACITY = 800-1000 MwWe. It has been amitted.
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Figure 4.14 Warning Messages

Warnings

COST is constant when EXFER = 1-3 PLANTS,
CAPACITY = 800-1000 MvWe. Itwill be included in any
hoxplots produced but other autput will be amitted.

A spread s, level plotis not provided hecause the
median and/ or interguartile range is not defined, using
the HAVERAGE method, for COST when EXFPER = 1-3
FLAMNTS CAPACITY = = 1000 Mie.

Now we move to view the Box and Whiskers Plot.

Figure 4.15 Box and Whisker Plot of Cost

CO5T

1000
500 »
= T=
500 »
I
4':":' L — |
e CAPACITY
1L _
— [ | a00 Mwie
[ 00-1000 Mive
0 |- 1000 Me
H= T 1- | i} CI- 2 | ?- i}
1-3 PLANTS 4-9PLANTS 10 O MORE PLANTS
EXPER

We see variation in the lengths of the boxes that suggests that the
variation of cost within the subgroups is not homogeneous. We can see
that there are differences in the median cost across our subgroups, but
with the small sample sizes are they different enough to be statistically
significant? An outlier is visible at the high end. Does it seem so extreme
as to suggest a data error?
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TWO-FACTOR
ANOVA

+ Univariate

To run the analysis in SPSS we choose Analyze..General Linear
Model menu. Please note that the General Linear Model menu choices
will vary depending on your version of SPSS and whether you have the
SPSS Advanced Models option installed. We will use the Univariate
procedure.

The Univariate choice permits the analyst to handle designs from the
simple to the more complex (incomplete block, Latin square, etc.) and also
provides the user with control over various aspects of the analyses. The
Multivariate menu choice performs multivariate (multiple dependent
measures) analysis of variance, while the Repeated Measures menu
choice is used for studies in which an observation contributes to several
factor levels (these are commonly called split-plot or repeated measure
designs). Finally, the Variance Components menu choice performs an
analysis that estimates the variation in the dependent variable
attributable to each random effect in a model (see discussion of random
and fixed effects below). Thus it assesses the relative influence of each
random effect in a model containing multiple random effects.

Click on Analyze..General Linear Model..Univariate
Move cost and to the Dependent Variable list box
Move exper and capacity to the Fixed Factor(s) list box.

Figure 4.16 Univariate Dialog Box

£ time

Dependent Wanable: biodel, .
I Ny

Eixed Factar(z]:

# euper - Flots...
‘II @ ':=-3FI-EIII:itj,| — —_—

Fost Hoc...

Contrastz...

R andom Factor(s]:

Save...

\:I Optians. ..

Covariatez]:
\:I WALS Weight:

k. | Easte| Eeset| I:ann::el| Help |

Our analysis does not include random factors (other than the plant to
plant variation that is already accounted for as the within-group
variation. Briefly, fixed factors have a limited (finite) number of levels
and we wish to draw population conclusions about only those levels.
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Random factors are those in which a random sample of a few levels from
all possible ones are included in the study, but population conclusions are
to be applied to all levels. For example, an institutional researcher might
randomly select schools from a large school district to be included in a
study investigating sex differences in learning mathematics. Here sex is a
fixed factor while school is a random factor. It is important to distinguish
between fixed and random factors since error terms differ.

Our analysis also does not include covariates. They are interval scale
independent variables, whose relationships with the dependent measure
you wish to statistically control, before performing the ANOVA itself.

The OK button is active, so we can run the analysis. However, we will
request some additional information.

Click on the Model pushbutton.

Figure 4.17 Model dialog box

Univariate: Model
Specify Model _
 Ful factanal ™ Custom onfinue

Cancel
Help

Sum of squares: [ Type Il j ¥ Include intercept in model

Within the Model dialog you can specify the model you want applied
to the data. By default a model containing all main effects and
interactions is run. Analysts who analyze data based on incomplete
designs (some combinations of factors are not evaluated in order to
reduce the sample size requirements) would use this dialog to indicate
which effects should be evaluated. Also, if your sample sizes are unequal
across subgroups you can choose among several sums of squares
adjustments. This issue is discussed later in the chapter.

Click the Cancel button.

The next pushbutton we will look at is the Options button. We ask
Univariate to provide us with means for the main effects and the two-way
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interaction. Also we will request a test of homogeneity of variance.

Click the Options pushbutton

Move (Overall), exper , capacity, and exper *capacity into
the Display Means for list box

Click the Homogeneity tests check box

Figure 4.18 Univariate: Options Dialog Box

Univanate: Options

Eztimated karginal Means
Factorz] and Factor Interactions: Dizplay Means far:

[OWERALL) [OWERALL)

ExpEr ‘I\ expEr
capacity capacit

expercapacity

[ Compare main effects

Dizplay

[ Dezcriptive statistics [v Homogeneity tests

[ Estimates of effect size [ Spread vs. level plot

[ Obzerved power [ Rezidual plot

[ Parameter estimates [ Lack of fit

[ Contrazt coefficient matris [ General estimable function
Significance level: |.IIIE Confidence intervals are 953

Continue Cancel Help

Click on Continue

Click the Save pushbutton

Click the check boxes for Unstandardized Predicted Values
and both the Unstandardized and Standardized
Residuals.
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Figure 4.19 Univariate: Save Dialog Box

Univanate: Save
Predicted Yalues Residuals
v Unstandardized v Upnstandardized
[ [
[ Standard emor [v ;g'fgﬁgg;‘.g‘i'gggg
Diagnostics [ Studentized
[ Cook's distance [ Delsted

[ Lewverage values

Save to Mew File

[ Coefficient statistics |

Continue Cancel Help

Click on Continue
Click on OK.

The following syntax will also run the analysis:

UNIANOVA
cost BY exper capacity
/IMETHOD = SSTYPE(3)
/INTERCEPT=INCLUDE
/SAVE=PRED RESID ZRESID
/EMMEANS=TABLES(OVERALL)
/EMMEANS=TABLES(exper)
/EMMEANS=TABLES(capacity)
IEMMEANS=TABLES(exper*capacity)
/PRINT=HOMOGENEITY
/CRITERIA=ALPHA(.05)
/DESIGN=exper capacity exper*capacity.

Now we will look at the output from our analysis. The first result is a
listing of the Between-Subjects Factors.
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Figure 4.20 Between Subjects Factors

» Univariate Analysis of Variance

Betwieen-Subjects Factors

Walue
Label &l
EXFER 1.00 1-3 1
PLANTS
2.00 4-9
PLANTS 8
3.00 10 OR
MORE 13
PLANTS
CAPACITY  1.00 = 800 Wive 13
2.00 g00-1000 1
Tt
3.00 = 1000 a
Tt

Next we see the result of the Levene’s test of equality of error
variances (homogeneity of variance test).

Figure 4.21 Levene’s Test of Homogeneity of Variance

Lewvene’s Test of Equality of Error Variances®

Dependent Wariahle: COST

F af1 f2 =id.

3.184 g 23 014

Tests the null hypothesis that the errarvariance afthe
dependent variable is equal across groups.
a. Design: Intercept+EXPER+CAPACITY+EXPER *
CAPACITY

The significance level is .014 which means that if the error variances
were equal in the population, we would get an “F” statistic this large only
14 times in one thousand. Thus the homogeneity of variance assumption
does not hold. A technical analyst might move to the spread and level
plots to see if the dependent variable can transformed such that
homogeneity of variance holds. A nonparametric analysis could be done,
although SPSS currently does not contain a two-factor nonparametric
Anova procedure). We will proceed with the analysis, realizing that the
test results may not be completely accurate.
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THE ANOVA
TABLE

The ANOVA table contains the information, much of it technical,
necessary to evaluate whether there are significant differences in cost
across capacity groups, across experience groups, and whether the two
factors interact.

Figure 4.22 The ANOVA Table

Tests of Between-Subjects Effects

Dependentvariable: COST

Type lll

Surn of Mean
Source Souares df Souare F Sii.
Caorrected Model aT9480.9029 g | 47435113 2107 Ty
Intercept 5480467 2 1 5480467 2 243 486 ooo
EXFER 1h8495 497 2| TY247.744 34 046
CAPACITY 154061 360 2 | TT030.680 3.422 050
EXPER * CARACITY 49479.036 4 | 12369.754 550 a0
Errar A176EY1 407 23 | 22808322
Total Tr143858 32
Corrected Total ae7172.309 31

2. R Squared = 423 {(Adjusted B Squared = 223

The first column lists the different sources of variation. We are
interested in the capacity and experience main effects, as well as the
capacity by experience interaction. The source labeled “Error” contains
summaries of the within-group variation (or Residual term) which will be
used when calculating the “F” ratios (ratios of between-group to within-
group variation). The remaining sources in the list are simply totals
involving the sources already described, and as such are generally not of
interest. The Sum of Squares column contains a technical summary (sum
of the squared deviations of group means around the overall mean, or of
individual observations around their group mean) that is not interpreted
directly, but is used in calculating the later column values. The “df”
(degrees of freedom) column contains values that are functions of the
number of levels of the factors (for capacity, experience, and capacity by
experience) or the number of observations (for residual). Although this is
a gross oversimplification, you might think of degrees of freedom as
measuring the number of independent values (whether means or
observations) that contribute to the sum of squares in the previous
column. As with sums of squares, degrees of freedom are technical
measures, not interpreted themselves, but used in later calculations.

Mean Square values are variance measures attributable to the
various effects (capacity, experience, capacity by experience) and to the
variation of individuals within groups (error). The ratio of an effect mean
square to the mean square of the error provides the between-group to
within-group variance ratio, or “F” statistic. If there were no group
differences in the population, then the ratio of the between-group

Multi-Way Univariate ANOVA 4 -18




SPSS Training

Conclusion

PREDICTED

MEANS

variation to the within-group variation should be about one. The column
“Sig” contains the most interpretable numbers in the table: the
probabilities that one can obtain “F” ratios as large or larger (or group
means as far or farther apart) as what we find in our sample, if there
were no mean differences in the population.

The ANOVA table summarizes the statistical testing. Both experience
and capacity are marginally significant at the .046 and .050 respectively.
The result for capacity is similar but not identical to its result in the one
factor ANOVA for several reasons. First, the within-groups error term is
now based on nine cells and not only three as before. Also, since the
sample sizes are neither equal nor proportional, the effects of capacity
and experience are not independent of each other and the test for
capacity adjusts for the experience factor. In the one factor analysis the
second factor was ignored. The interaction is not significant indicating
that the capacity differences do not change across different levels of
experience.

Average cost shows significant differences across levels of plant capacity
and levels of building experience. The two factors do not seem to interact.

In the Options dialog box we asked for the means to be displayed for each
main effect and the interaction. The following figures provide those
requested means.

Figure 4.23 Grand Mean and Means for Experience Levels

Estimated Marginal Means

1. Grand Mean
Dependent Variahle: COST
95% Confidence Interval
Lower Upper
Mean 5td. Error Bound Bound
4583.310 30,973 418,237 547.383
2. EXPER
Dependent®ariahle: COST
95% Conndence Interal
Loviver Upper
EXPER Mean Std. Error Bound Bound
1-3 PLANTS 535122 60761 409,424 660815
4-9 PLANTS 3R9. 460 A4.016 257.714 481.201
10 OR MORE PLAMTS 44347 44 985 462 268 §38.427
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Note that surprisingly, the mean cost is lowest for the middle level of
experience.

Figure 4.24 Means for Capacity Levels

3. CAPACITY
Dependent Yariable: COST
95% Confidence Interval
Lowwer Lpper
CAPACITY Mean Std. Error Bound Bound
= 800 Mive 399.430 44 995 306,250 492 5049
200-1000 Myye 467 286 BO.7E1 341 604 597 9849
= 1000 hiye A85.203 a4 016 471 467 494 944

Figure 4.25 Means for Capacity*Experience Levels

4. EXPER ' CAPACITY
Dependent Wariable: COST

95% Canfidence Interval

Lower Upper

EXFER CAPACITY e an Std. Error Bound Bound
1-3 PLANTS = 800 Mie 404,083 a6, 705 286774 521.386
200-1000 wiye B0g.200 1a0.028 298444 919.156
= 1000 Myve 92 483 86619 413.2494 T7.667
4-9 PLANTS = 800 MWe TR BT ARA19 96 643 455011
200-1000 Myve 330323 ARA19 160.134 A18.807
= 1000 Myve 493 230 106 086 273778 T12.634
10 0OR MORE PLANTS = 800 Myve 518.380 26619 339,196 G87.564
200-1000 Myve 463 THA AR.705 336,462 A71.0649
= 1000 Mywe FR3 84T AhF14 484,713 243081

ECOLOGICAL We have found that both main effects are statistically significant

SIGNIFICANCE although the assumption of homogeneity of the variances is not met and
may compromise the results. Also the analyst must ask him or herself if
any differences are significant in a practical sense. It is again important
to recall that a statistically significant mean difference implies that the
population difference is not zero. Differences can be small yet statistically
significant when the sample size is large. This effect of large samples is
certainly not a problem in this study.
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RESIDUAL To view the predicted values and residuals we turn to the case summary
ANALYSIS procedure, although we could simply examine them in the Data Editor
window.

Click Analyze..Reports..Case Summaries
Move cost, pre_1, res_1, and zre_1 to the Variables list box
Click on OK

The following syntax will also produce the case summary report.

SUMMARIZE
/TABLES=cost pre_1res 1zre 1
/[FORMAT=VALIDLIST NOCASENUM TOTAL LIMIT=100
/ITITLE='"Case Summaries’ [FOOTNOTE ‘'
IMISSING=VARIABLE
/CELLS=COUNT.

Figure 4.26 Case Summary Report
Case Summaties®

Predicted Standardized
Yalue for Residual Residual for
COST COsT far COST COST

1 345.390 404.083 -53.693 -.391
2 37.210 404.083 -36.873 -.A74
3 423.320 404.083 19237 128
4 289660 404.083 -114.423 - 763
5 412180 404.083 8.0a87 054
B BS50.190 404.083 286107 1.907
7 350,630 404.083 -53.443 -.356
8 402,590 275827 126,763 845
g 217.380 275827 -53.447 -.380
10 207.810 275827 -E3.317 -.455
11 473,640 518.380 -44.740 -.288
12 B21.450 518.380 103.070 .BEY
13 4E60.050 518.380 -53.330 -.388
14 EOS.800 E08.800 .00o .0oo
15 288.480 339.323 -a0.843 -.338
16 272.370 339.323 -AE.953 - 446
17 487120 339.323 17,797 J85
18 394 360 453 766 -59. 406 -.386
14 712270 453766 208,504 1.723
20 567.790 453 766 114.024 JED
21 BE5.990 453 766 212224 1.415
22 284.880 453 76E -168.886 -1.126
23 280.360 453 766 -173.406 -1.156
24 270,710 453 TEE -183.056 -1.220
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Notice the predicted values are identical for all cases in the same cell,
that is, group membership determines the predicted value. The
standardized residuals are in standard deviation units; do you see any
surprisingly large residuals?

POST HOC To run post hoc tests on our results we will need to re-open the
TESTS OF Univariatel dialog box.
ANOVA RESULTS
Click the Dialog Recall Tool & | then click Univariate
Click the Post Hoc pushbutton
Move exper and capacity into the Post Hoc Tests for box

Select the LSD, Games-Howell, and Scheffe post hoc tests
(click their check boxes)

Figure 4.27 Post Hoc Test Dialog Box

Urnivanate: Post Hoc Multiple Compansons for Observed Means

Factorfz]: Post Hoc Tests for: -
Continue
ENper EMpEr
capacity ‘I\ Cancel
Help
Equal ¥ ariances Azsumed
W LSD [ 5-M-E [ wialler-Duncan
[ Bonferoni [ Tukey |
[ Sidak [ Tukey's-b [ Durnett

[ Scheffe [ Duncan |

[ BEGMWF [ Hochberg's GTZ2
[ RE-GwWQ [ Gabriel 0 i =

Equal Yariances: Mot Azsumed

[ Tamhane's T2 [ Dunnett's T3 v EEngS-HDWEIE [ Dwnnett's C

Click Continue
Click OK.

As shown below, the Posthoc subcommand requests the post hoc tests.

Multi-Way Univariate ANOVA 4 - 22



SPSS Training

UNIANOVA

cost BY exper capacity

IMETHOD = SSTYPE(3)
/INTERCEPT=INCLUDE

/ISAVE=PRED RESID ZRESID
/POSTHOC = capacity exper (SCHEFFE LSD GH)
/EMMEANS=TABLES(OVERALL)
JEMMEANS=TABLES(exper)
/EMMEANS=TABLES(capacity)
/EMMEANS=TABLES(exper*capacity)
/PRINT=HOMOGENEITY
/CRITERIA=ALPHA(.05)
/IDESIGN=exper capacity exper*capacity.

We have selected the LSD, Games-Howell (because of the failure of
the homogeneity of variance assumption), and Scheffe tests. We will
examine the post hoc tests only for capacity (since this chapter is lengthy
as it is). In practice you would examine the results for both capacity and
experience if they were found to be significant. If time permits, review the
post hoc test results for experience. What do you find?

Figure 4.28 Post Hoc Tests For Capacity

Dependent Yariable: COST

Multiple Comparisons

Mean 95% Confidence Interval

Difference Laower Upper

(I CAPACITY ) CAPACITY {1y Std. Errar Sig. Bound Bound
Scheffe = 200 hvye 200-1000 hive -35.7866 61 462 8445 -196.9816 125.0084
= 1000 ke -183.5885* 67 416 0z2a -369.9598 172172
200-1000 wvye =800 MYWe 357866 61 462 8445 -125.0084 186.5816
= 1000 ke -157.8018 69.712 0ag -340.1790 248753
= 1000 Myye = 800 Miye 183.5085* 67 416 0za 17.2172 369.9598
200-1000 hive 167.8018 69.712 0ag -24.8743 340.1740
LsD = 800 Myye 200-1000 hifve -35.7866 61.462 AEE -162.9312 91.3579
= 1000 Myve -183.5885* 67 416 .ana -333.0496 -54.1273
200-1000 Myye =800 MWe 357866 61 462 AER -91.34748 162.9312
= 1000 ke -167.8018* 69.712 n3a -302.0119 -13.8817
= 1000 Mye = 200 MiWe 183 45885* 67 416 ana a4.1273 333.0496
200-1000 ke 167.8018* 69.712 n3a 136917 a0z2.0114
Games-Howell = 200 hifve 200-1000 wiive -35.7866 61.462 8448 -201.5316 129.9584
= 1000 Mye -183.5885* 67416 0za -367.3995 -18.7774
200-1000 wvye = 200 MWe 35,7066 61.462 8448 -129.9584 201.5316
= 1000 Mye -157.8018 69.712 A20 -351.0644 354608
= 1000 MyYe = 800 MYYe 183.5885* 67 416 0za 197774 36T.3984
200-1000 hive 167 8018 G9.712 20 -35. 4608 351.0644

Based on obsened means.
* The mean difference is significant at the .05 level.

We can see from the post hoc results with the LSD testing that both
the less than 800 MWe and 800-1000 MWe plants were different from the
over 1000 MWe plants. This however is the most liberal test. The two
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other tests find only that the less than 800MWe plants are different from
the over 1000MWe plants.

Figure 4.29 Homogenous Subsets for Capacity

COST
Subset
CAPACITY il 1 2
Scheffea! = 200 Mie 13 | 4008615
300-1000 MiWe 11 436 6482 436 6482
= 1000 MiWe 2 94 4500
Sin. K1t 073

Means for groups in homogeneods subsets are displayed.
Based on Type Il Surm of Sgquares
The errar term is Mean Sgquare(Error) = 22508.322.

4. Lses Harmonic Mean Sample Size = 10.245.

h. The group sizes are unegqual. The harmonic mean of the
group sizes is used. Type | error levels are not
guaranteed.

.. Alpha= .04,

As we would expect given the post hoc results, the homogeneous
subsets produced by the Scheffe test confirms that only the lowest and
highest capacity groups differ.

UNEQUAL Up to now we have not discussed the implications of unequal sample
SAMPLES AND sizes. The basic problem arises when the sample sizes are not equal
UNBALANCED across groups (or not proportional if you are mainly interested in main
effects). When this occurs, or if cells are missing entirely, the effects in
DESIGNS the analysis become correlated, that is, they overlap. As the cell size
imbalance increases, it becomes increasingly difficult to speak of
independent effects. For example, if almost all high-capacity plants were
built by people with experience building 10 or more plants, how can we
speak of separate effects? The same problem, high correlation among
predictor variables, is frequently discussed in the literature on
regression. There are different methods for adjusting for such overlap of
effects and we discuss some of these approaches and their implications
below.
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SUMS OF From the Model dialog box you can choose a type of sums of squares. Type
SQUARES 111 is the most commonly used and is the default. Each type adjusts for
unequal sample sizes in a different way. When all subgroup sample sizes
are the same, the various sums of squares’ calculations yield the identical
result.

* Type I. This method is also known as hierarchical
decomposition of the sum-of-squares. Each term is adjusted
for only the terms that precedes it in the model. Type | sums
of squares are commonly used in situations in which the
researcher has a prior ordering of effects in mind. For
example, if previous research has always found a factor to be
significant there might be interest in determining if a second
factors makes a substantial contribution. In this situation,
the known factor might be entered first in the model (not
adjusting for the second factor), while the new factor follows
in the model (so it is tested after adjusting for the first factor).

e Type Il. This method calculates the sums of squares of an
effect in the model adjusted for all other “appropriate” effects.
An appropriate effect is one that corresponds to all effects
that do not contain the effect being examined. Thus a main
effect would adjust for all other main effects but interactions.
A two-way interaction would adjust for all main effects and
other two-way interactions, but ignore three-way and higher
effects.

e Type Ill. This is the default. This method calculates the sums
of squares of an effect in the design as the sums of squares
adjusted for any other effects that do not contain it and
orthogonal to any effects (if any) that contain it. Essentially,
each effect is adjusted for all other effects (main effects, same
order interactions, higher order interactions) in the model.
Thus you can speak of an effect independent of all other
effects. The Type 11l sums of squares have a major advantage
in that they are invariant with respect to the cell frequencies
as long as the general form of estimability remains constant.
In practice, this means that Type 11 sums of squares is often
considered useful for an unbalanced model with no missing
cells. In a factorial design with no missing cells, this method
is equivalent to the Yates’ weighted-squares-of-means
technique. Type I11 is recommended on the strength of the
fact that a statistical test for an effect adjusts for all other
effects in the model. However, if there are missing data cells,
Type 1V is preferred.

e Type IV. This method is designed for situations in which
there are missing cells. The technical description of Type IV
sums of squares follows. For any effect F in the design, if F is
not contained in any other effect, the Type IV = Type 11l =
Type Il. When F is contained in other effects, Type IV
distributes the contrasts being made among the parameters
in F to all higher-level effects equitably. To give a practical
example, suppose we were testing salary differences due to
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EQUIVALENCE
AND
RECOMMENDATIONS

EMPTY CELLS
AND NESTED
DESIGNS

SUMMARY

two factors: experience (in three categories) programming in a
computer language, and the computer language itself (two
categories). If there were no programmers with the highest
experience level for one of the languages (say Java), then that
experience category would not be used when evaluating the
computer language main effect. Thus the computer language
effect would be evaluated from only those experience
categories containing programmers of both languages. This is
the source of the equity mentioned above. The Type IV sum-
of-squares method is commonly used for an unbalanced model
with empty cells.

All of these types of sums of squares are equivalent when there is only
one effect to be tested. Thus the one-way ANOVA procedure does not offer
any options in terms of sums of squares. Also as mentioned above, they
give identical results for a balanced design. In practice today, the Type IlI
sums of squares method is usually used if there are no missing cells. If
cells are missing the Type IV method is generally chosen. When a
researcher wants to test effects after adjusting for certain effects, but
ignoring others, then the Type I or Type Il methods are employed.

Any time that the between-subject portion of an analysis cannot be laid
out in a full factorial setup with all cells filled (having at least one
observation), matters can become quite complicated, and knowledge of
the theory of estimable functions is required in order to determine just
what hypotheses can be tested. The best advice that can be given here is
to consult a statistician knowledgeable in experimental design in order to
determine the appropriate, testable hypotheses in a particular case

Virtually any testable hypothesis can be tested using the General
Linear Model - Univariate procedure with its flexible DESIGN
subcommand, but determining the appropriate hypothesis to test when
there are missing cells can be extremely difficult. It should be noted in
particular that simply applying standard sets of commands to such data
can produce results that are uninterpretable, since the particular
hypotheses tested have not been identified.

For further information on the analysis of such data, see Searle
(1987) or Milliken and Johnson (1984). Of the two, Searle’s book is more
complete but rather technical. Milliken and Johnson’s book is more
accessible.

In this chapter we generalized ANOVA to the case with two or more
factors and discussed post hoc comparisons in the context. In addition,
the effects of unequal sample size and missing cells were presented. We
turn next to another generalization: ANOVA with multiple dependent
measures — multivariate analysis of variance.
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Chapter 5

Objective

Method

Data

Design

INTRODUCTION

Multivariate Analysis Of
Variance

The purpose of this chapter is to understand the properties of
multivariate analysis of variance, drawing on our previous discussions of
univariate ANOVA.

We run the EXPLORE procedure to check on some of the assumptions of
the multivariate ANOVA. We will use the General Linear Model-
Multivariate procedure to run a two-factor multivariate analysis of
variance with two dependent variables.

We use the same data set as in the prior chapters, i.e., the nuclear power
plant data set (plant.por).

A two-factor two dependent variable multivariate analysis of variance —
experience and plant capacity are the two fixed factors (3 levels each),
cost and time (time before plant was licensed) are the dependent
measures.

of analysis of variance that permits testing for mean differences

on several dependent measures simultaneously. In this chapter
we will explore the rationale and assumptions of multivariate analysis of
variance, review the key summaries to examine in the results, and then
step through an analysis looking at group differences on two measures in
our data set.

M ultivariate analysis of variance (MANOVA) is a generalization

Multivariate analysis of variance is used when there is an interest in
testing for mean differences between groups on several dependent
variables simultaneously. ANOVA will test whether the mean of a single
variable (scalar) differs across groups. MANOVA covers the broader case
of testing for mean differences in several variables (vector) across groups.
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WHY PERFORM
MANOVA?

Multivariate analysis of variance (MANOVA) tests for population group
differences on several dependent measures simultaneously. Instead of
examining differences for a single outcome variable (as analysis of
variance does), MANOVA tests for differences on a set or vector of means.
The outcome measures (dependent variables) are typically related; for
example, a set of ratings of employee performance, multiple physiological
measures of stress, several scales assessing an attitude, a collection of
fitness measures, multiple scales measuring a product's appearance,
several measures of the fiscal health of a company.

MANOVA is typically performed for two reasons: statistical power
and control of false positive results (also known as Type | error).

First, there can be greater statistical power, that is, the ability to
detect true differences, in a multivariate analysis. The argument is that if
you have several imperfect measures of an outcome, for example, several
physiological measures of stress, the joint analysis will be more likely to
show a true difference in stress than any individual analysis. A
multivariate analysis compares mean differences across several variables
and takes formal account of their intercorrelations. In this way a small
difference appearing in several related outcome variables may result in a
significant multivariate test, although no single outcome measure shows
a significant difference. This is not to say there is a power advantage in
throwing 20 or so unrelated variables into a multivariate analysis of
variance, since a true difference in a single outcome measure can be
diluted in a joint test involving many variables that display no effect.
However, if you are interested in studying group differences in outcomes
for which various measures exist (this occurs in marketing, social science,
medical, ecological, and engineering studies), then MANOVA probably
carries greater statistical power.

The second argument for running MANOVA in place of separate
univariate (single outcome variable) analyses concerns controlling the
false positive rate when multiple tests are done. If a separate ANOVA is
run for every outcome variable, each tested at the 0.05 level, then the
overall (or experiment-wise) false positive rate (chance of obtaining one or
more false positive test results) is well above 5 in 100 (0.05 or 5%)
because of the multiple tests. A MANOVA applied to a study with seven
outcome measures would result in a single test performed at the 0.05
level. Although there are certainly alternative methods for controlling the
false positive rate when multiple tests are performed (for example,
Bonferroni adjustments), using a multivariate test accomplishes this as
well. Some researchers follow the procedure of first performing a
multivariate test and only if the results are significant would they
examine the individual univariate test results. This provides some control
over the false positive rate. It is not a perfect solution (it is similar to the
argument for the LSD multiple comparison procedure) and has received
some criticism (see Huberty (1989)).

Multivariate Analysis of Variance 5 -2



SPSS Training

HOW MANOVA
DIFFERS FROM
ANOVA

ASSUMPTIONS
OF MANOVA

First, the good news, MANOVA is similar to ANOVA in that variation
between group means is compared to variation of individuals within
groups. Since this variation is measured on several variables, MANOVA
computes a matrix containing the variation and covariation (there are
several variables!) of the vector of group means and a second matrix
containing within-group variances and covariances. When testing in
MANOVA, a ratio is taken not of the two variances (two numbers), but of
two matrices. Instead of the usual “F” test, the multivariate form — called
a generalized “F” is used. The summary table will contain some
unfamiliar statistics, but in the end will report the probability of
obtaining means as far (or farther) apart as you did by chance alone, just
as ANOVA did.

In short, while the required matrix notation used while deriving or
describing MANOVA is a bit intimidating, the same principles that have
guided us so far in analysis using ANOVA — variation between group
means compared to variation within groups — still holds true in
MANOVA. The statistics change because we are now talking about
vectors of means (a set of means) being tested jointly.

The assumptions made when performing multivariate analysis of
variance are largely extensions of those made under ordinary analysis of
variance. In addition to the usual assumptions for a linear model
(additivity, independence between the error and model effects,
independence of the errors), MANOVA testing assumes that the residual
errors follow a multivariate normal distribution in the population; this is
a generalization of the normality assumption made in ANOVA. In SPSS
you can examine and test individual variables for normality within each
group. This is not equivalent to testing for multivariate normality, but is
still quite useful in evaluating the assumption. In addition, homogeneity
of variance, familiar from ANOVA, has a multivariate extension
concerning homogeneity of the within-group variance-covariance
matrices. A multivariate test of homogeneity of variance (Box's M test) is
available to check this assumption.

For large samples, we expect departures from normality to make
little difference. This is due to the central limit theorem argument
combined with the fact that in MANOVA we are generally testing simple
functions of group means. If the samples are small and multivariate
normality is violated, the results of the analysis may be effected. Data
transformations (for example, logs) on the dependent measure(s) may
alleviate the problem, but have potential problems of their own
(interpretation, incomplete equivalence between tests in the transformed
and untransformed scales). Unfortunately, a general class of multivariate
nonparametric tests is not currently available; developments in this area
would help provide a solution.

Concerning homogeneity of variance, in practice if the sample size is
similar across groups then moderate departures from homogeneity of the
within-group variance-covariance matrices do not effect the analysis. If
homogeneity does not hold and the sample size varies substantially
across groups, then test results can be effected. In the simplest scenarios,
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the direction of the effect depends on which sized group has the larger
variances, but specific situations can be far more complex, in which case
little is known.

WHAT TO LOOK After investigating whether the assumptions are met, primary interest

FOR IN MANOVA would be in the multivariate statistical tests. If significant effects are
found you might then examine univariate results. Additionally, you can
perform post hoc comparisons to discover just where the differences
reside.

SIGNIFICANCE When testing for mean differences between groups on a single dependent
TESTING variable the test comes down to a ratio of between-group to within-group

variation — a single number. In multivariate analysis, we are left with
two matrices containing the between and within-group variation and
covariation. There are different test statistics that can apply. Most of
them involve computing the latent roots of some function of the ratio of
the two matrices. In depth discussion of these test measures is beyond
the scope of this course, but some comments about their characteristics
will be made when we review the results.

Proposed We will perform MANOVA with experience and plant capacity as the
Analysis factors with time to completion (licensing) and cost as dependent
variables. This pairing of dependent variables makes sense if you believe
the adage that time is money. We expect that plants that require more
time to build should also be more costly. By using both variables we hope
to tap a more general measure of cost.

CHECKING THE The analysis we conducted in Chapter 4 investigated the properties of the

ASSUMPTIONS cost measure. There was some evidence for heterogeneity of variance,
although the tests were not in complete agreement. The normal plot of
the errors suggested some skewness. We will now proceed to look at some
of the information from the EXPLORE procedure for the time variable.
One caution, these plots look at each variable separately while the
assumptions for MANOVA involve the joint distribution of the variables.
As a practical matter, if the assumptions are met for the variables singly,
things look good for the multivariate assumptions, but if the assumptions
fail for the single variables, they should fail for the multivariate situation
as well.

Click File..Open..Data

Move to the c:\Train\Anova directory (if necessary)

Select SPSS Portable (*.por) from the Files of Type drop-down
list

Double-click on plant.por
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Click on Analyze..Descriptive Statistics..Explore
Move time into the Dependent List box
Move capacity and exper into the Factor List box

Figure 5.1 Explore Dialog Box

b x|

# cost Dependent List: 0K
#> time —
‘:I Faste
Reszet
Eactar Lizt:
; Cancel
‘II ﬂ} capacity < —
"‘E’ Exper - Help
Label Cazes by
Dizplay
% Boh € Siisios € Pl Stotisics. | [Flals_]| Options.

Click the Plots pushbutton

Click the Normality plots with tests checkbox

Click the Untransformed option button in the Spread vs.
Level with Levene Test area

Figure 5.2 Plots Dialog Box

Explore: Plots %]

Boxplatz Descrptrve Canhinue

(+ Factor levels together | W Stem-and-leaf

_ Cancel
" Dependents together | [ Histogram
0 Mone HE-'||:I

[v Marmality plots with tests
Spread ve. Level with Levene T est
" Mane
(" Power estimation
" Transfarmed | J
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Click Continue.
Click Paste to paste the syntax into a Syntax Editor window

Figure 5.3 Syntax Editor Before Change

g Syntaxl - SPSS Syntax Editor [_ O] x|
File Edit “iew Analpze Graphs Utlhe: Bun Window Help

28|38 =] | Ol=(n| 6] | 2 %

EXAMINE
VARIABLES=time BY capacity exper
/PLOT BOXPLOT STEMLEAF NPPLOT SPREADLEVEL(1)
/COMPARE GROUP
/STATISTICS DESCRIPTIVES
/CINTERVAL 95
/MISSING LISTWISE
/NOTOTAL.

¥ SPSS Processzor is ready

Since we want to analyze the results for time in all the combinations

of capacity and experience we must insert the keyword BY between
capacity and experience in the Examine syntax command.

Type BY between capacity and exper in the Examine syntax
command

Figure 5.4 Syntax Editor After Change

B Syntax1 - SPSS Syntax Editor Ni=]E3
File Edit “iew Analvze Graphz Utliter Bun ‘Window Help

=|2|8| ®| o] Ol=|B| @ »] @| P
EXAMINE
VARIABLES=time BY capaciper
/PLOT BOXPLOT STEMLEAF RPPLOT SPREADLEVEL(1)
/COMPARE GROUP
/STATISTICS DESCRIPTIVES
/CINTERVAL 95

/MISSING LISTWISE
/NOTOTAL.

¥ SPSS Processor is ready

Click Run..Current to run the Examine command
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We show the normal plots for the time variable below, noting that in
most groups there are too few observations to perform a normality test,
but in the few cases that tests of normality could be made, the data was
consistent with it.

Figure 5.4A Tests of Normality

Tests of Normality®

Knlmognrov—ﬁmirnwa Shapira-Wilk
CAPACITY EXPER Statistic df Sig. Statistic df Sig.
TIME =800 Mye 1-3 PLANTS 214 T 200+ 430 7 A23

4-9 PLANTS 240 3

10 OR MORE PLAMTS 14 3
800-1000 Mive  4-9 PLAMTS 227 3 .

10 OR MORE PLAMTS 188 7 200+ 455 7 7449
= 1000 Me 1-3 PLANTS 361 3

4-9 PLANTS 260 2

10 OR MORE PLAMTS 368 3

*. This is a lower bound of the true significance.
4. Lilliefors Significance Correction

b. TIME is constantwhen CAPACITY = B00-1000 Mwe, EXPER = 1-3 PLANTS. It has been omitted.

Figure 5.5 Q-Q Plot of <800 MWe and 1-3 Plants

Normal Q-Q Plot of TIME

For CAPACITY = < 800 Mye, EXPER= 1-3 PLANTS

Expected Mormal

&0 70 an an 100

Observed Value
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Expected Normal

Expected Marmal

Figure 5.6 Q-Q Plot of <800 MWe and 4-9 Plants

Normal Q-Q Plot of TIME

For CAPACITY = < 800 MWe, EXPER= 4-9 PLANTS

o

o

Expected Mormal

a0 B0 70 g0 a0

Observed Yalue

Figure 5.7 Q-Q Plot of <800 MWe and 10 or more Plants

Normal Q-Q Plot of TIME

For CARPACITY = < 800 MWe, EXPER= 10 OR MORE PLANTS

o

o

58 &0 62 64 66 68 70 72 74 75

Observed Yalue

Figure 5.8 Q-Q Plot of 800-1000 MWe and 4-9 Plants

Normal Q-Q Plot of TIME

For CAPACITY = 800-1000 MWe, EXPER= 4-8 PLANTS

o

56 58 B0 62 G4 Ef 43} 70 72

Observed Value
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Expected Mormal

Figure 5.9 Q-Q Plot of 800-1000 MWe and 10 or more Plants
Normal Q-Q Plot of TIME

For CARPACITY = 800-1000 MWe, EXFER= 10 OR MORE FLANTS

1.0 4 °
54 :
0.0 4 o
T
£
=1 -5 o
=
=
& 04
i [=]
=
5 os
74 75 75 a0 a2 54 86 88
Ohserved value
Figure 5.10 Q-Q Plot of >1000 MWe and 1-3 Plants
Normal Q-Q Plot of TIME
For CAPACITY = > 1000 MWe, EXPER= 1-3 PLANTS
8
Gy °
4 o
2
0.0 « o
£ )
& e °
a0 a2 a4 a6 ) a0 az a4 a6
Obhserved Yalue
Figure 5.11 Q-Q Plot of >1000 MWe and 4-9 Plants
Normal Q-Q Plot of TIME
For CAPACITY = > 1000 MyWe, EXPER= 4-9 PLANTS
B
4 o
24
0
-2
yy i
-b
] g9 70 b 72 3 74 75 75

Observed value

Multivariate Analysis of Variance



SPSS Training

Figure 5.12 Q-Q Plot of >1000 MWe and 10 or more Plants

Normal Q-Q Plot of TIME

For CAPACITY = > 1000 MWWe, EXPER= 10 OR MORE PLANTS

Expected Normal

Ohserved Walue

Next we see the Box and Whisker plot for time.

Figure 5.13 Box and Whisker Plot for Time

100
90 «
SI:I 7 ﬁ
L}
TI:I b E
EXPER
& o [ h-3PLANTS
[ B-9PLANTS
L
=
= &0 [0 OR MORE PLANTS
L v :l- a 1 :l- T a 2- a
=600 KWe  BO00-1000 Mie = 1000 hve
CAPACITY

There seems to be a fair amount of variation among the groups in
time taken to license the plant. It looks as if there is more spread for
groups with less experience than there is for those with more experience.
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THE
MULTIVARIATE
ANALYSIS

i Multivariate

The Advanced Models module within SPSS adds several General Linear
Model (GLM) procedures (multivariate (GLM) and repeated measures
(GLM)) to Univariate within the SPSS Base system. These procedures
have several desirable features from the perspective of MANOVA: 1) Post
hoc tests on marginal means (univariate only), 2) Type | through Type IV
sums of squares available (greater flexibility in handling unbalanced
designs/ missing cells), 3) Multiple Random Effect models can be easily
specified, and 4) Residuals, predicted values and influence measures can
be saved as new variables to the data set. However, the MANOVA
procedure (which was the original procedure within SPSS performing
MANOVA, and it is still available through syntax) contains several useful
advanced functions. Within the MANOVA procedure are: 1) Roy-
Bargmann step-down tests (testing for mean differences on a single
dependent measure while controlling for the other dependent measures),
and 2) Dimension reduction analysis and discriminant coefficients. These
latter functions provide information as to how the dependent variables
interrelate within the context of group differences (for a single main-
effect analysis, this is equivalent to a discriminant analysis).

In short, while we expect the SPSS General Linear Model procedure
will be your first choice for multivariate analysis of variance, the
MANOVA procedure can contribute additional information. (Please note,
MANOVA can only be run from syntax.)

Click Analyze..General Linear Model..Multivariate
Move cost and time into the Dependent Variables list box
Move capacity and exper into the Fixed Factors list box

Figure 5.14 Multivariate Dialog Box

LDiependent W ariablez: todel

#4‘;‘) cost
#> tirne

Contrasts..

Plaots...
Fined Factor(=];

- FPost Hoc. ..
ﬂb capacity

£ exper Save..

Options. .
Covariate(z]:

W5 Wweight:

U U U U

] Paste | Rezet | Eann:el| Help |
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We must specify the dependent measure(s) and at least one factor.
The dialog box for Multivariate contains list boxes for the dependent
variables, factors and covariates. The term “Fixed Factor(s)” in the
Multivariate dialog box reminds us that the factors are assumed to be
fixed, that is, levels of the factor(s) used in the analysis were chosen by
the researcher (not randomly sampled) and cover the range to which
population conclusions will be drawn. The Multivariate dialog box also
permits a weight variable to be incorporated in the analysis (performs
weighted least squares). Although rarely used in multivariate analyses
(when used it is typically for univariate analysis), it adjusts the analysis
based on different levels of precision (or heterogeneity of variance) for
different individuals or groups.

The Multivariate dialog box contains several pushbuttons. The Plots
pushbutton produces for each dependent measure a profile plot
displaying group means. The Post Hoc pushbutton performs post hoc
tests on the marginal means (for multivariate analyses, each dependent
variable is analyzed separately). The Contrasts pushbutton performs any
planned contrasts that the researcher wants to conduct; while the
Options pushbutton controls many options for the analysis. Finally the
Save pushbutton permits you to save predicted values, residuals, and
influence measures for later examination.

We could run the analysis at this point, but will examine the dialog
boxes within Multivariate and request some additional options.

Click Model pushbutton

Figure 5.15 Multivariate: Model Dialog Box

Multivanate: Model
Specify tModel _
& Fullfactonat " Custam Sl
Cancel
Help

sum of squares: | Tupe || ﬂ ¥ |nclude intercept in model

For most analyses the Model dialog box is not used. This is because
by default a full factorial model (all main effects, interactions, covariates)
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is fit and the various effects tested using Type I1l sums of squares (each
effect is tested after statistically adjusting for all other effects in the
model). If there are any missing cells in your analysis, you might switch
to Type IV sums of squares, which better adjusts for missing cells. If you
are running specialized factorial designs that are incomplete (by plan
every possible combination of factor levels is not present), or in which
there are no replicates (interaction effects are used as error terms), you
would click the Custom option button in the Specify Model area and
indicate which main effects and interactions to be included in the model.
A custom model is sometimes used if there is no interest in testing high
order interaction effects. Since we are interested in both main effects and
the one interaction there is no need to modify this dialog box.

Click Cancel to exit the Model dialog box
Click Contrasts pushbutton

Figure 5.16 Multivariate: Contrasts Dialog Box

Multivanate: Contrasts

Continue

Canicel

Help

Change Contrast

Contrast: | Maone »| LChange |
0 0

The Contrasts dialog box is identical for multivariate and univariate
analyses. You would use it to specify main effect group comparisons of
interest, for which parameter estimates can be displayed and tests
performed. In statistical literature, these contrasts are sometimes called
planned comparisons. For example, in an experiment in which there are
three treatment groups and a control group there is a very specific
interest in testing each experimental group against the control. One of
the contrast choices (Simple) allows this. Several types of contrasts are
available within the dialog box and using syntax you can specify your
own (Special). To request a set of contrasts, select the factor from the
Factor(s) list box, select the desired contrast from the Contrast drop-down
list, and click the Change pushbutton. Since we have no specific planned
contrasts that we wished to apply to the main effects, we will exit the
Contrast dialog box.

Click Cancel to exit the Contrasts dialog box
Click Post Hoc pushbutton
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Figure 5.17 Multivariate: Post Hoc Dialog Box

Multivanate: Post Hoc Multiple Comparnizons for Observed Means
Factarz]: Fost Hoc Tests faor: -
- Continiue
Capacity
EHpET D Cancel
Help

11111
11111

The Post Hoc dialog box is used to request post hoc comparisons on
the observed subgroup means. Post hocs test for significant differences
between every possible pairing of levels of a factor. Since many tests may
be involved, most post hocs adjust the significance criterion based on the
number of tests in order to control the false positive error rate (Type |
error). Usually post hocs are performed after a significant main effect is
found (in the initial analysis), and we will visit this dialog box later in
this chapter.

Click Cancel pushbutton to exit the Post Hoc dialog box
Click Save pushbutton

Click the Unstandardized Predicted Values,

Unstandardized Residual, and Standardized Residual
check boxes

Multivariate Analysis of Variance 5 - 14



SPSS Training

Figure 5.18 Multivariate: Save Dialog Box

Multivanate: Save
Predicted Values Residuals
v LUnstandardized
[ [
[ Standard eroar [V Standardized
Diagnostics [ Studentized
[ Cook's distance [ Deleted

[ Leverage values

Save to New File

[ Coefficient statistics |

Continue Cancel Help

The Save dialog box allows you to save predicted values, and various
types of residuals and influence measures as new variables in the data
file. Examining them might identify outliers and influential data points
(data points whose exclusion substantially effects the analysis). Such
analyses are standard for serious practitioners of regression and can be
applied in this context. In addition, the coefficient statistics (coefficient
estimates, standard errors, etc.) can be saved to an SPSS data file (in
matrix format) and manipulated later (for example, apply the coefficients
to generate predictions for future cases). Although we strongly
recommend an examination of the residuals, with the limited amount of
time available in this class, we will skip this step.

Click Continue to process the residual requests

Click Options pushbutton

Select capacity, exper, and the capacity*exper interaction,
and move them into the Display Means for list box

Click the Homogeneity tests check box in the Display area.
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Figure 5.19 Multivariate: Options Dialog Box

Multivariate: Options

E ztimated karginal Means

Factor(z] and Factor Interactions: Dizplay Means for;
[OWERALL) capacity
capacity ‘Il et
ENpEr
capacity*exper

[ Compare main effects

Dizplay

[ Descriptive statistics [ Transformation matrix

[ Estimates of effect zize [+ Homogeneity tests

[ Obzerved power [ Spread v level plots

[ Parameter estimates [ Residual plats

[ S5CP matrices [ Lack of fit test

[ Residual S5CF matrix [ General estimable function
Sigrificance level: |.I]5 Confidence intervalz are 95%

Continue Cancel Help

Click Continue to process our option requests.
Click OK to run the analysis.

Moving these factor variables and their interaction term into the
Display Means for list box will result in estimated means, predicted from
the chosen model, appearing for the subgroups. These means can differ
from the observed means if covariates are specified or if an incomplete
model (one not containing all main effects and interactions) is used. If no
covariates are included (our situation), then post hoc analyses can be
applied to the observed marginal means using the Post Hoc pushbutton.
The Compare main effects’ checkbox can be used to have SPSS test for
significant differences between every pair of estimated marginal means
for each of the main effects in the Display Means for list box. Note that by
default, a significance level of .05 (see Significance level text box) is
applied to each test. Also notice the confidence intervals for the mean
differences have no adjustment (LSD (none)) based on the number of
tests made, although Bonferroni and Sidak adjustments can be
requested.

In the Display area, we requested that homogeneity of variance tests

be performed. The Display choices allow you to view supplemental
information. Checking Descriptive Statistics will display means, standard
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EXAMINING THE
RESULTS

deviations, and counts for each cell (subgroup) in the analysis. If effect
size is checked, then partial eta-square values will be presented for each
effect (main effects, interactions). Eta-square is equivalent to the r-
square in regression; the partial eta-square measures the proportion of
variation in the dependent measure that can be attributed to each effect
in the model after adjusting for the other effects. Parameter estimates
are the estimates for the coefficients in the model. Typically, they would
be requested if you wanted to construct a prediction equation. The
various sums of square matrices are computational summaries and not
interpreted directly.

The Significance level text box allows you to specify the significance
level used to test for differences in the estimated marginal means (default
.05), and the confidence intervals around parameter estimates (default
.95).

We are now ready to proceed. The SPSS command below will run the
analysis.

GLM
cost time BY capacity exper
/IMETHOD = SSTYPE(3)
/INTERCEPT = INCLUDE
/SAVE = PRED RESID ZRESID
/EMMEANS = TABLES(capacity)
/EMMEANS = TABLES(exper)
EMMEANS = TABLES(capacity*exper)
/PRINT = HOMOGENEITY
/CRITERIA = ALPHA(.05)
/DESIGN = capacity exper capacity*exper.

In the GLM command the dependent variables (cost, time) precede
the BY keyword while the factor variables (capacity, exper) follow it. Type
111 (each effect is evaluated after adjusting for all other effects) sums of
squares is requested (the default). The Emmeans subcommand will print
a table of estimated marginal means for the factor variables.
Homogeneity tests are obtained from the print subcommand and the
alpha value (used for confidence intervals and significance tests of the
estimated marginal means) is set to .05 (default). The Design
subcommand is used to specify the model to be applied to the data; if
nothing were specified, a full factorial model would be fit.

The first piece of Multivariate output describes the factors involved in the
analysis. They are labeled between-subject factors; this is appropriate
because the three capacity groups and the three experience groups were
composed of different plants. We will see within-subject analysis of
variance (repeated measures) in a later chapter.
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Figure 5.20 Between-Subject Factor Summary

Between-Subjects Factors
Yalue
Label Il
CAPACITY  1.00 = B00 M 13
2.00 a00-1000 11
Ml
3.00 =1000 g
Pl
EXPER 1.00 1-3
PLANTS 1
2.00 4-9 5
PLANTS
3.00 10 OR
MORE 13
PLANTS

The next two pivot tables provide information about the homogeneity
of variance assumption. Box's M tests for equality of covariance matrices
(since there is more than a single dependent measure) across the
different subgroups. Levene’s homogeneity test is a univariate test and is
applied separately to each dependent variable.

Figure 5.21 Box’s Test of Equality of Covariance Matrices

Box's Test of Equality of Covariance Matrices®

Box's M 33460
F 931
df1 18
dfz2 416
| Sig. 541

Tests the null hypothesis that the ohserved covariance matrices
ofthe dependentvariahles are egual across Qroups.

4. Design: Intercept+ CAPACITY+EXPER+CAPACITY *
EXPER
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Figure 5.22 Levene’s Test of Equality of Error Variances

Levene's Test of Equality of Error Variances®

F dfl dr2 id.
COST 3.184 8 23 014
TIME 1.054 8 23 427

Tests the null hypothesis that the errorvariance of the
dependentvariahle is equal across groups.

a. Design: Intercept+CAPACITY+EXPER+CAPACITY *
EXFPER

As mentioned above, Box’'s M statistic can be used to test for equality
of variance-covariance matrices in the population. This generalizes the
homogeneity of variance test to a multivariate situation, testing for
equality of group variances (as univariate homogeneity tests would) and
covariances (which univariate tests cannot) for all dependent measures in
one test. Box’s test is not significant (.541) indicating no group differences
in the covariance matrices made up of the dependent measures. As a
univariate statistic, Levene’s test is applied to each dependent measure.
The time measure is consistent with homogeneity assumption (sig. =
.427), while cost measure does show group differences in variance (sig. =
.014). Given that the Box’s test is not significant, we will proceed to view
the multivariate test results.

WHAT IF As with ANOVA, MANOVA is robust under failure of homogeneity if the
HOMOGENEITY sample sizes in the cells are large and roughly equa_ll. If the sample sizes

FAILED? are unequal, and larger variances are associated with larger cells, the

: MANOVA tests are conservative so you can be confident of significant

findings. If smaller cells have larger variances, the MANOVA tests are
liberal so the Type I error is greater than it should be (see Hakstian,
Roed, and Lind (1979)). If variance is related to the mean level of the
group, a variance stabilizing transform is a possibility.

MULTIVARIATE There are four multivariate test statistics commonly applied: Pillai’'s

TESTS criterion, Hotelling’s Trace criterion, Wilk’'s Lambda, and Roy'’s largest
root. The first three give identical results in a two-group analysis, and
then can differ. They all test the null hypothesis of no group mean
differences in the population. Results of Monte Carlo simulations
focussing on robustness and statistical power, suggest that under general
circumstances Pillai’s test is preferred. However, there are specify
situations, for example when the dependent measures are highly related
(forming a strong core), that one of the others is the most powerful test.
As a general rule, if different multivariate tests give you markedly
different results, it suggests something about the dimensionality and type
of group differences. For an accessible discussion of this see Olsen (1976).
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The distribution of the first three multivariate statistics follows the
generalized “F” distribution. While more complicated than the simple “F”,
and having 3 sets of degrees of freedom it yields a probability value just
as the regular “F” does. This generalized “F” test assumes a multivariate
normal distribution of the errors.

Figure 5.23 Multivariate Analysis of Variance Table

Multhsariate Tests®

Hypothesis
Effact Yalue F df Errar df Sig.
Intercept Fillai's Trace 891 11749.43649 2.000 22.000 .ooo
Wilks' Lambda 008 | 1174943649 2.000 22.000 0o
Hotelling's Trace 107.221 | 1179.4364 2.000 22.000 oo
Roy's Largest Root 10724 1179.4364 2.000 22.000 .0oo
CAPACITY Pillai's Trace 3487 2.499 4.000 46.000 055
Wilks' Lambda Gd4 27032 4.000 44000 43
Hotelling's Trace 5a0 2.885 4.000 42.000 034
Roy's Largest Root 546 £.275b 2.000 23.000 o7
EXPER Pillai's Trace 394 2.824 4.000 46.000 1035
Wilks' Lambda B16 30114 4.000 44.000 028
Hotelling's Trace 605 37T 4.000 42.000 023
Roy's Largest Roat a748 6.614b 2.000 23.000 .00a
CAPACITY *EXPER  Pillai's Trace 351 1.224 a.000 46.000 307
Wilks' Lambda BR4 1.24494 a.000 44000 294
Hotelling's Trace 483 1.268 a.000 42,000 286
Foy's Largest Root 43 2 476" 4.000 23.000 N73

a. Exact statistic

b. The statistic is an upper bound on F that vields a lower bound on the significance [evel.
L. Design: Intercept+CAPACITY+EXPER+CARPACITY * EXPER

The upper part of the table tests whether the overall mean (Intercept)
differs from zero in the population. It is not interesting since all it shows
is that overall, cost and time were not both zero.

The Value column displays the sample value of each of the four
multivariate test statistics. They are converted to “F” statistics (“F”
column) and the associated hypothesis (Hypothesis df) and error (error df)
degrees of freedom follow. These four columns are technical summaries;
we are primarily interested in the significance values that appear under
the “Sig.” Heading. Here we see that for the capacity factor, three of the
four tests show that there are differences in the dependent measures
(significance values of .055, .043, .034, .007). Notice the tests are not in
agreement if you test at the .05 level. While Pillai’s is often the
recommended test, it would be safe to conclude at least there is a
marginal effect, perhaps something worth looking at with a larger
sample. We also see that for the experience factor, all four tests show that
there are group differences in the means (significance values of .035, .028,
.023, and .005). The test of an interaction between capacity and
experience was not significant (significance values of .307, .294, .286, and
.073). Given these findings, we are next interested in looking at whether
both cost and time show differences (univariate tests), and knowing
which groups differ from which others (post hocs).
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Two additional columns can appear in the multivariate (or
univariate) analysis of variance table, but do not do so by default. The
noncentrality parameter is a technical summary that describes the
magnitude of the mean group differences in the form of a parameter for
the “F” distribution. It can be used to calculate the appropriate sample
size (statistical power analysis) if this study were to be repeated while
expecting to find the same group differences. The Observed Power
indicates how likely you are to obtain a significant group difference
(testing at the .05 level) if the population group means matched the
means in the sample. This can be useful in conducting postmortems of
your analysis, that is, exploring why you failed to find significant
differences.

We now examine the test results for each dependent measure.
Figure 5.24 Univariate Test Results

Tests of Between-Subjects Effects

Twpe
Sum aof Mean
Source Dependent Variahle Sruares df Souare F Sig.
Corrected Model COST 3794809024 g | 47435113 2107 arr
TIME 1402.0180 & 176.252 281 024
Intercept ZOST 5480467.2 1 480467 .2 243 488 .00a
TIME 132250879 1 (132290879 [ 21294457 .0na
CAPACITY COST 154061 360 2 | 7Y030.680 3427 050
TIME 345056 2 157.528 2536 Aam
EXFPER COST 158495 4497 2| 792477489 KRV 48
TIME 381,596 2 190,798 307 0BG
CAPACITY *EXPER  COST 49479 036 4 [ 12369.759 Aa0 Jm
TIME 72524 4 143132 2.304 089
Errar COST A17691.407 23 | 22508322
TIME 14288457 23 G2.124
Total COST 77143858 32
TIME 186752.000 32
Corrected Total COST BOT1T2.3049 )|
TIME 2830875 £l

4. R Sguared = 423 fadjusted R Sguared = .2232)
b. R Squared = 495 (Adjusted R Squared = .320)

Although both dependent measures appear in this table the results
are calculated independently, and are identical to what you would obtain
if separate analyses were run on each dependent measure (univariate
ANOVA). Thus we find whether both of the dependent measures showed
significant group differences. The sums of squares, df (degrees of
freedom), mean square, and “F” columns are what we would expect in an
ordinary table. We described and disregarded the Intercept information
in the multivariate summary. Moving to the capacity section, we find cost
is right on the border of significance (.05) while time is not significant
(.101). From the experience summary we find that again cost is
significant (.046) while time is not (.066). In the interaction area we find
that neither cost nor time are significant (.701 and .089). The Error
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section summarizes the within-group variation. The Corrected Model
summary pools together all model effects (excluding the intercept), and is
equal to the Corrected Total minus the Error Total. Some analysts turn
to this overall test first to see if any effects are significant, and then
proceed to examine individual effects. However, most researchers move
directly to the tests of specific main effects and interactions. The Total
summary pools together everything in the analysis (including the error. It
should be noted that if the sample sizes are not equal when multiple
factors are included in the analysis, then under Type 111 sums of squares
(the default), the sums of squares for the totals will not generally be
equal to the sums of their component sums of squares.

Finally, r-square values (based on the corrected model) for each
variable appear as footnotes. Notice that the adjusted r-square for time
(.320) is higher than that of cost (.222). This is consistent with time
having a higher “F” statistic in the corrected model section.

Figure 5.25 Estimated Marginal Means for Capacity

1. CAPACITY

95% Cunfdenue Inlemval

Lowwer Lpper

Dependent Variable  CAPACITY Mean Std. Error Bound Bound
COST = 300 hie 395.430 44 995 306,350 4592508
200-1000 Mwe 467 2496 B0.761 341, 604 a492.939
= 1000 hivie 583.203 54016 471 462 F94 944
TIME = 300 hvite 71.8849 2.364 FE.999 TE.TTY
200-1000 wvye 73.381 31482 BR.773 75934
= 1000 Myye a0.000 2.838 T4.130 25.870

Figure 5.26 Estimated Marginal Means for Experience

2.EXPER

95% Confidence Interval

Lower Upper

Dependent Variahle  EXPER Mean Std. Error Bound Bound
COST 1-3 PLANTS 435122 G0.761 409.429 660.815
4-9 PLAMTS 369 460 54016 2577148 481.201
10 OR MORE PLANTS A46 347 44985 457 268 G38.427
TIME 1-3 PLANTS 79.884 3192 73285 g6.4492
4-9 PLANTS 69 556 2838 f3.685 Th 418
10 OR MORE PLANTS THB25 2364 70.935 20715
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Figure 5.27 Estimated Marginal Means for Capacity by Experience
Subgroups

3. CAPACITY " EXPER.

Q5% Confidence Intareal

Lowear Upper

Dependent Variable  CAPACITY EXFPER Mean Std. Error Bound Bound
COST = 800 Myye 1-3 FLANMTS 404.083 A6.705 286779 521.386
4-9 PLAMTS 278.827 36.619 96643 45501
10 OR MORE PLANMTS A18.380 BE.E19 339196 BA7 564
200-1000 Me  1-3 PLAMNTS B08.800 140.028 208.444 919156
4-9 PLAMTS 339323 86619 160,139 g18.807
10 OR MORE PLANMTS 453 766 A6.7045 336462 A71.069
= 1000 hivye 1-3 PLANTS 92 483 86619 413.299 771667
4-9 PLAMTS 493,230 106.086 273775 712,685
10 OR MORE PLAMTS BE3.897 36.619 424713 2430
TIME = 300 hyye 1-3 PLANTS TE.00D 248749 B9.837 82163
4-9 PLANTS T3 667 4851 F4.253 83.080
10 OR MORE FLAMTS BE.000 4.851 56.536 75414
800-1000 Mwe  1-3 PLANTS 77.000 7.882 B0.695 93.304
4-9 PLANTS E3.000 4851 A3.586 72414
10 OR MORE PLANTS 80143 248749 73.880 86.306
= 1000 Myyve 1-3 PLANTS 86667 4551 T7.253 96.080
4-9 PLANMTS 72.000 a473 B0.471 83529
10 OR MORE PLANTS 81.333 4551 71.820 90747

CHECKING THE
RESIDUALS

Estimated marginal means are means estimated for each level of a
factor averaging across all levels of other factors (marginals), based on
the specified model (estimated). By default, SPSS fits a complete model
(all main-effects and interactions), and in such cases these estimated
means are identical to the (unweighted) observed means. However, if a
partial model were fit (for example, if all main effects were included but
higher order interactions were not) then the estimated means will differ
from the (unweighted) observed means. We see in the tables above that
the average time and cost increase with the plant capacity. Interestingly,
regarding experience, time and cost have their lowest means in the
middle experience group.

We first view the casewise listing of residuals for time. We will skip the
listing for cost since it is identical to that seen in Chapter 4, when we ran
the same model on cost alone.

Click Analyze..Reports..Case Summary
Move time, pre_2, res_2, and zre_2 into the Variables list box.
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Figure 5.28 Case Summary Dialog Box

' Summarize Cases

# capacity W anables; ok,

#> exper #> timne

& cost # pre_2 _ Faste |

@) pre_1 "‘}> res_2 Beset

@ rex 1 |:| ﬂ} zZre_s —

# zre_1 Cancel
Help

Grauping Y ariablefz]:

]

W Dizplay cases

[+ Lirnit cazes o st {100

[V Show only valid cazes

[ Show case numbers Statistics... | Dptions...

Click on OK

The following syntax will also produce the case summary table.

SUMMARIZE
/ITABLE=time pre_2 res_2 zre_2
/[FORMAT=VALIDLIST NOCASENUM TOTAL LIMIT=100
/ITITLE=Case Summaries’' [FOOTNOTE **
IMISSING=VARIABLE
/CELLS=COUNT.
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Figure 5.29 Casewise Listing of Residuals

Case Suminaries®

Fredicted Standardized
Value for Residual Residual for
TIME TIME for TIME TIME
1 G4.00 76.00 -12.00 -1.52
2 G3.00 TE.00 -13.00 -1.65
3 T8.00 TE.00 2.00 25
4 91.00 TE.00 15.00 1.90
5 Tr.oo 76.00 1.00 A3
B g3.00 TE.00 7.00 89
i TE.00 TE.00 .00 .00
8 G0.00 7367 -13.67 -1.73
g 85.00 7367 11.33 1.44
10 7E.00 7367 2.33 30
11 G3.00 6600 -3.00 -.38
12 T5.00 6600 5.00 1.14
13 G0.00 6600 -6.00 - 76
14 Fr.oa 77.00 .00 0
14 a7.00 £3.00 -6.00 -76
16 62.00 £3.00 -1.00 -13
17 To.00 §3.00 7.00 89
18 7g.00 g0.14 -2.14 =27
149 7g.00 g0.14 -2.14 =27
20 81.00 g0.14 6 NN
21 75.00 g0.14 -1.14 -14
22 75.00 80.14 -5.14 -.B4
23 83.00 g0.14 2.06 36
24 a7.00 82014 6.06 A7
There seem to be no especially large standardized residuals. Once
again the predicted values are identical for all members of the same
group.
CONCLUSION From the multivariate analysis of variance we conclude that the

dependent variables show significant mean differences across experience
groups, although not in a strictly increasing fashion. There is a modest
effect across capacity groups and no sign of an interaction. Of the two
measures, cost seems more sensitive to the group differences. What might
qgualify the result? You could argue that the groupings of experience and
capacity levels are arbitrary and different groupings could yield different
results. Also, with only 32 observations over a nine-cell design with two
dependent measures, we expect very little power to detect differences.
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POST HOC
TESTS

At this point of the analysis it is natural to ask just which groups differ
from which others. The GLM procedure in SPSS will perform separate
post hoc tests on each dependent variable in order to determine this. Post
hoc tests are usually performed to investigate which pairs of levels within
a factor differ after an overall (main effect) difference has been
established. SPSS offers many post hoc tests and characteristics of them
were reviewed in Chapter 3. Recall the basic idea behind post hoc testing
is that some adjustment of the Type | (false positive or alpha) error rate
must be made due to the number of pairwise comparisons made. In our
example, only three tests need to be performed within each factor (group
1vs. 2,1vs. 3,and 2 vs. 3). However, if there were ten levels of
experience (or capacity or both), then there would be [10*9]/2 or 45
pairwise tests, and the probability of one or more false positive results
would be quite substantial. We asked for the following types of post hoc
tests to be performed: LSD (the most liberal), Scheffe (the most
conservative), and the Games-Howell (does not assume equal variances—
recall the Levene test indicated there might be a homogeneity of variance
problem with cost). Although both experience and capacity were found
significant, below we request post hocs only for experience. In practice
you would view post hoc results for each significant main effect.

Click the Dialog Recall tool | , then select Multivariate

Click Post Hoc pushbutton
Move exper into the Post Hoc Tests for list box
Click LSD, Scheffe, and Games-Howell checkboxes

Figure 5.30 Post Hoc Dialog Box

Multivariate: Post Hoc Multiple Comparizons for Observed Means
Eactorf=): Pozt Hoo Tests for: :
- Continue
capacity
[=h{al=]) |I| Cancel
Help

Equal Yariances Azsumed

v LsD

[ 5-M-E [ Waller-Duncan

[ Bonferroni [ Tukey |

[ Sidak
v Scheffe

[ Tukey's-b [ Dunnett

[ Duncan |

[ BE-G*wF [ Hochberg's GTZ2
[ REGwQ [ Gabriel i i ™

Equal Varnances Mot Azsumed
[ Tamhane's T2 [ Dunnett's T3 W Gamez-Howell [ Dunnett's C
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Click Continue to process the post hoc requests
Click OK to run

The SPSS syntax below will produce the post hoc analysis.

GLM
cost time BY capacity exper
IMETHOD = SSTYPE(3)
/INTERCEPT = INCLUDE
/SAVE = PRED RESID ZRESID
/POSTHOC = exper ( SCHEFFE LSD GH
/EMMEANS = TABLES(capacity)
/JEMMEANS = TABLES(exper)
EMMEANS = TABLES(capacity*exper)
/PRINT = HOMOGENEITY
/CRITERIA = ALPHA(.05)
/DESIGN = capacity exper capacity*exper.

The Posthoc subcommand instructs GLM to apply Scheffe, LSD and
Games-Howell (GH) multiple comparison tests to the experience (exper)
factor.

Although both multiple comparison and homogeneous subset tables
will be produced, we present only the former. Also note that for ease of
reading, the post hoc results, which appear in a single pivot table, are
displayed below as three figures (within the pivot table editor, the pivot
tray window was opened and the post hoc test (Test) icon was moved into
the layer dimension).

Figure 5.31 LSD Post Hoc Test for Experience

MUmiple Coinparnsons

Test | LSD ~|

Mean 5% Canfidence Interval

Cependent Difference Lowwer Lpper

Variable ([ EXPER () EXPER (-3 Std. Error Sig. Bound Bound
COST 1-3 PLANTE 4-9 PLANTS 1200867 59.712 =t 24,1234 2642965
10 OR MORE PLAMTS -43.0830 51.452 480 -170.2376 24.0516
4-9 PLANTS 1-3 PLANTS -120.0867 60712 nos 26 2065 24,1239
10 OR MORE PLANTS -163.1797" &7 6 oz4 202 6403 237186
10 OR MORE PLANTS  1-3 PLAMTE 43,0930 51.462 A0 24,0515 1702376
4-9 PLANTS 16317977 57 415 nz4 237186 302 5405
TIME 1-3 PLAMTS 4-9 PLANTS a.7500" 3B62 014 21737 17 3263
10 OR MORE PLAMTS 18462 3229 573 -4.8335 8.5258
4-9 PLANTE 1-3 PLANTS -0.7500" 2E62 014 B el 2ATIT
10 OF MORE PLANTS 70038t 3542 kel -15.2306 S5TT
10 0R MORE PLAMTS  1-3 PLANTS -1.8462 3229 573 -8.5258 48335
4-89 PLANTS 7 03" 3542 3 STTH 15 2306

Based on abserved means.
* The mean difierence is significant atthe .05 level.

Note The multiple comparison table was edited in the Pivot Table Editor and
the tests (TEST icon) were placed in the layer dimension (see Chapter 4
for instructions) so we can separately view the results from each post hoc.

Multivariate Analysis of Variance 5 - 27



SPSS Training

Figure 5.32 Scheffe Post Hoc Test for Experience

Multiple Comparisons

Test | Scheffe ~|
Mean 95% Confidence Interval
Dependent Difference Lowwer Lpper
Wariable I EXPER ) EXPER (-0 Std. Error Sig. Bound Bound
COST 1-3 PLANTS 4-9 PLANTS 1200867 69.712 248 62,2804 302 4639
10 OR MORE PLAMTS -43.0930 51.462 784 -203.8880 117.7020
4-8 PLANTE 1-3 PLANTS -120.0867 52.712 295 3024629 62.2004
10 OR MORE PLAMTS 1631797 67 G o074 -330 5510 13.1916
10 OR MORE PLANTS  1-3 PLANTS 4320020 54 462 Fe4 1177020 202 2280
4-9 PLANTS 163.1797 67 416 o074 131816 330.5510
TIME 1-3 PLAMTE 4-9 PLANTS 9.75007 3 B62 045 B26 19.3314
10 OR MORE PLAMTS 1.8462 3229 250 -5.6014 102937
4-8 PLAMTS 1-3 PLANTS 075007 3662 045 183314 - 626
10 OR MORE PLAMNTS 78038 3542 05 71657 13620
10 OR MORE PLAMTS  1-3 PLANMTS -1.8462 3229 850 -10.2837 5.6014
4-9 PLANTS 7.8038 3542 105 -1.3620 17.1697

Baszed on observed means.
* The mean diffierence is significant atthe .05 level

Figure 5.33 Games-Howell Post Hoc Test for Experience

Multiple Comparisons

Test | Games-Howell ]

Mean 95% Confidence Interval

Dependent Difference Lower Upper

Wariahle (I EXPER ) EXPER (-3 Stil. Errar Sig. Baund Bound
COST 1-3 PLANTS 4-5 PLAMNTS 1200867 69712 224 -55.2010 208 3744
10 OR MORE PLAMTS -43.0020 51,462 &z0 22356490 1372780
4-9 PLAMNTS 1-2 PLAMTS -120.0867 63712 224 2083744 582010
10 OR MORE PLAMTS -163.1797" 67 415 045 3235228 28267
10 OR MORE PLAMTS  1-3 PLANTS 430930 61962 &z0 -137.3780 273 5640
4-5 PLANTS 16317977 67 6 045 28267 3735328
TIME 1-3 PLANTS 4-9 PLANTS Q.7500 3662 01 16887 21.1887
10 OR MORE PLANTS 1.8462 2220 &7 75124 11.2047
4-9 PLANTS 1-3 PLANTS -0.7500 2EEZ 04 211887 16887
10 OR MORE PLAMTS 78038 3542 155 184635 2 5558
10 OR MORE PLAMTS  1-3 PLANTS 12462 3220 BTz -11.2047 75129
4-9 PLANTS 7.8038 3542 158 -2 BESS 18 4635

Based on ohserved means.
*. The mean difference is significant atthe 05 level.

We can see that for both cost and time, every possible group pairing
appears for the factor. The “Mean Difference” column contains the
difference in sample means between the two groups, and the “Standard
Error” column contains the standard error of the difference between the
means. The “Sig” column contains the significance value when the
particular test is applied to the group differences. These post hoc test
results provide detail concerning significant main effects.

Not surprisingly, the Scheffe results show fewer significant group
differences than LSD. Notice that there are no group differences on time
using the Games-Howell tests, although both Scheffe and LSD show

differences. This is probably due to the Games-Howell being less powerful
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when homogeneity of variance holds, as it does for time.

SUMMARY In this chapter we discussed multivariate analysis of variance and

applied it to the plant data. We examined residuals from the analysis and
performed post hoc tests.
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Chapter 6

Objectives

Method

Data

INTRODUCTION

Within-Subject Designs:
Repeated Measures

The objective of this chapter is to understand the distinguishing
characteristics, assumptions, and methods of approaching within-subject
(repeated measures) ANOVA, and to see how SPSS implements such
analyses. We will discuss the univariate and multivariate approaches to
the repeated measures analysis.

We discuss the logic and assumptions of repeated measures and use the
Explore procedure to examine the data. We then use the GLM Repeated
Measures procedure to run a repeated-measures ANOVA with a single
within-subject factor. Pairwise comparisons are run and planned
comparisons are set up.

The data set contains vocabulary test scores obtained from the same
children over four years (grades 8 through 11). The sex of each child is
also recorded, but not used in this analysis.

case where each subject (or unit of analysis) appears in several

conditions. We will see that this repeated measurement feature
requires some additional assumptions and a more complicated approach
to computing error terms. The variation within each group, our constant
companion to this point, must undergo some revision to accommodate the
fact the same subject is tested in multiple conditions. We will discuss the
general features and assumptions of within-subject ANOVA, then anchor
the discussion with an actual analysis.

I n this chapter, we discuss yet another species of ANOVA, the special
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WHY DO A Repeated measures (also called within-subject) studies are used for
REPEATED several reasons. First, by using a subject as her own control a more
MEASURES powgrful (greater Ilkellhood_ of flndl_ng a real difference) analy5|§ is

5 possible. For example, consider testing me under two drug conditions
STUDY" compared to testing two individuals, each under a single condition. By
testing me twice instead of different people each time, the variability due
to person-to-person differences is reduced when comparing the two
means, which should provide a more sensitive analysis. A second reason
in practice is cost reduction; recruitment costs are less if an individual
can contribute data to multiple conditions.

However, repeated measures analyses have potential problems. Since
an individual appears in multiple conditions there may be practice,
fatigue, or carryover effects. Counterbalancing the order of conditions
addresses the carryover problem, and the different trials or conditions are
often well spaced to reduce the practice and fatigue issues.

Examples of Repeated Measures Analysis:

1. Marketing — Compare customer’s rating on four different
brands, or different products, for example four different
perfume fragrances.

2. Medicine — Compare test results before, immediately after,
and six months after a procedure.

3. Education — Compare performance test scores before and
after an intervention program.

4. Engineering — Compare output from different machines after
running 1 hour, 8 hours, 16 hours, and 24 hours.

5. Agriculture — The original research area for which these
methods were developed. Different chemical treatments are
applied to different areas within a plot of land (split plots).

6. Human Factors — Compare performance (reaction time,
accuracy) under different environmental conditions. For
example, examine pilot accuracy in reading different types of
dials under varying lighting conditions.

For an accessible introduction to repeated measures with a number of
worked examples, see Hand and Taylor (1987). For more technical and
broad (beyond ANOVA) discussions of repeated measures analysis see
Lindsey (1993) or Crowder and Hand (1990).

THE LOGIC OF In the simplest case of repeated measures analysis two values are
REPEATED compared for each subject. For example, suppose that for each individual
MEASURES we record a physiological measure under two conditions. We can obtain

sample means for each drug and want to determine whether there are
significant differences between the drugs in the larger population. One
direct way to approach this would be to compute a difference or change
score for each individual, obtained by subtracting the two drug measures,
and testing whether the mean difference score is different from zero. We
illustrate this in the spreadsheet below.
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Table 6.1 Difference Scores with Two Conditions

Subject || Drugl  Drug 2 Difference
1 30 2a 2
2 14 15 -4
3 24 20 4
4 3a 34 4
5 26 2a -2
Heans 26.40 25 .80 0.80
S.D. 2.63

We see a difference score is calculated for every individual and these
scores are averaged together. If there were no drug differences then we
would expect the average difference score to be about zero. To determine
if the population mean difference score is different from zero, we need
some measure of the variability of sample mean difference scores. We can
obtain such a variability measure by calculating the variation of
individual difference scores around the sample mean difference score. If
the sample mean difference score is far enough from zero that it cannot
be accounted for by the variation of individual difference scores, we say
there is a significant population difference. This is what a paired t test
does.

The analysis becomes a bit more complex when each subject (unit of
analysis) appears in more than two levels (conditions) of a repeated
measure factor. Now no single difference score can summarize the
differences. We illustrate this below.

Table 6.2 Difference Scores with Four Conditions

suhject Drugl Drug2 Drug3d Drugd Diff 1 Diff 2 Diff 3
1 Versus 2 2Versus3 3 Versus4
1 30 28 16 34 2 12 -1%
2 14 18 10 22 -4 g -12
3 4 20 18 30 4 2 -12
4 38 34 20 44 4 14 -24
5 26 28 14 30 -2 14 -16
Hean 0.80 10.00 —16.40
5. D. 3. 63 5.10 4.918
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Although no one difference score can summarize all drug differences
here, we can compute additional difference scores, and thus account for
drug effects. As you would imagine the number of these differences, or
contrasts, is equal to the degrees of freedom available (one less than the
number of levels in the factor). For two conditions, only one contrast is
possible; for four conditions, there are three; for k conditions, k-1
contrasts are required. If the assumptions of repeated measures ANOVA
are met then these differences, or contrasts between conditions, can be
pooled together to provide a significance test for an overall effect.

We used simple differences to compare the drug conditions (drug 1
minus drug 2, etc.) There are many other contrasts that could be applied.
For example, we could have calculated drug 1 minus the mean of drugs 2,
3, and 4; then drug 2 versus the mean of drugs 3 and 4; and finally drug 3
versus drug 4. As long as the assumptions of repeated measures are met,
the specific choice of contrasts doesn't matter when the overall test is
calculated. However, if you have planned comparisons you want tested,
then you would request those.

In each of the two above examples, we wound up with one fewer
difference variable than the original number of conditions. There is
another variable that is calculated in repeated measures, which
represents the mean across all conditions. It is used when testing effects
of between-group factors, having averaged across all levels of the
repeated measure factor(s). This mean effect is shown in the illustration
below:

Table 6.3 Mean and Difference Scores with Four Conditions

Subject Drugl
1 30
2 14
3 24
4 38
5 26
Hean
5.D

Drug2 Drug3 Drug4d Mean Across Diff 1 Diff 2 Diff 3
FourDrugs 1 Versus2 2Versus3 3 Versus4

28 la 34 27 2 12 -18
18 10 42 16 -4 3 -12
20 18 30 23 4 2 -12
34 20 44 34 4 14 -24
28 14 30 245 -2 14 -la
24.90 0.E0 10.00 -l6.40
6.52 363 510 498

The mean score across drug conditions for each subject is recorded in
the mean column. As mentioned above any tests involving only between-
group factors (for example, sex, age group) would use this variable.

This idea of computing difference scores or contrasts across conditions
for each subject, then using the means and subject to subject variation as
the basis of testing whether the average contrast value is different from
zero in the population, is the core concept of repeated measures ANOVA.
Once you become comfortable with it, the rest falls into place. SPSS
performs repeated measures ANOVA by computing contrasts across the
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ASSUMPTIONS

repeated measures factor levels for each subject, and then testing
whether the means of the contrasts are significantly different from zero.
A matrix of coefficients detailing these contrasts can be displayed and is
called the transformation matrix.

A repeated measure ANOVA has several assumptions common to all
ANOVA. First, that the model is correctly specified and additive.
Secondly, that the errors follow a normal distribution and are
independent of the effects in the model. This latter assumption implies
homogeneity of variance when more than a single group is involved. As
with general ANOVA, moderate departures from normality do not have a
substantial effect on the analysis, especially if the sample sizes are large
and the shape of the distribution is similar from group to group (if
multiple groups are involved). In multi-group studies, failure of
homogeneity of variance is a problem unless the sample sizes are about
equal.

In addition to standard ANOVA assumptions, there is one specific to
repeated measures when there are more than two levels to a repeated
measures factor. If a repeated measures factor contains only two levels,
there is only one difference variable that can be calculated, and you need
not be concerned about the assumption. However, if a repeated measures
factor has more than two levels, you generally want an overall test of
differences (main effect). Pooling the results of the contrasts (described
above) between conditions creates the test statistic (F). The assumption
called sphericity deals with when such pooling is appropriate. The basic
idea is that if the results of two or more contrasts (the sums of squares)
are to be pooled, then they should be equally weighted and uncorrelated.
To illustrate why this is important, view the spreadsheet below:

Table 6.4 Scale Differences and Redundancies in Contrasts

Suhject

L T R WL

Hean

Drug 1

30
14
24
i
il

Drug2 Drug3 Drugd Diff 1 Diff 2 Diff 2
1 Versus 2 100+ (2-3) 1 Versus 2

28 16 34 2 1200 2
12 10 2d -4 a00 -4
20 12 30 4 200 4
34 20 44 4 1400 4
e 14 30 -2 1400 -2

0.80 1000.00 0.80

3.63 509.90 3.63

The first contrast variable represents the difference between drug 1
and drug 2 (Drug 1 — Drug 2). However, the second is 100 times the
difference between Drug 2 and Drug 3. It is clear from the mean and
standard deviation values of the second difference variable that this
variable would dominate the other difference variables if the results were
pooled. In order to protect against this, normalization is applied to the
coefficients used in creating the contrasts (each coefficient is divided by
the square root of the sum of the squared coefficients).
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Also, notice that the third contrast is a duplicate of the first.
Admittedly, this is an extreme example, but it serves to make the point
that since the results from each contrast are pooled (summed), then any
correlation among the contrast variables will yield incorrect test
statistics. In order to provide the best chance of uncorrelated contrasts
variables, the contrasts or transformations are forced to be orthogonal
(uncorrelated) before applying them to the data.

This combination of normalization and forcing the original contrasts
to be orthogonal (uncorrelated) is called orthonormalization. Again, when
actually applied to the data, these properties may not hold, and that is
where the test of sphericity plays an important role.

This combination of assumptions, equal variances of the contrast
variables and zero correlation among them, is called the sphericity
assumption. It is called sphericity because a sphere in multidimensional
space would be defined by an equal radius value along each
perpendicular (uncorrelated) axis. Although contrasts are chosen so that
sphericity will be maintained, when applied to a particular data set,
sphericity may be violated. The variance-covariance matrix of a group of
contrast variables that maintain sphericity would exhibit the pattern
shown below.

Table 6.5 Covariance Matrix of Contrast Variables when Sphericity
Holds

Dif 1 Dif 2 Dif 3
Dif 1 Y I I
Dif 2 I Y I

Dif 3 I I W

The diagonal elements represent the variance of each contrast when
applied to the data and the off-diagonal elements are the covariances. If
the sphericity assumption holds in the population, the variances will
have the same value (represented by the V) and the covariances will be
zero.

A test of the sphericity assumption is available. If the sphericity
assumption is met then the usual “F” test (pooling the results from each
contrast) is the most powerful test. When sphericity does not hold, there
are several choices available. Technical corrections (Greenhouse-Geisser,
Huynh-Feldt) can be made to the “F” tests (adjusting the number of the
degrees of freedom) that modify the results based on the degree of
sphericity violation. Another alternative is to take a multivariate
approach in which contrasts are tested simultaneously while taking
explicit account of the correlation and variance differences. The difficulty
in choosing between these approaches is that no single method has been
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Data Set

PROPOSED
ANALYSIS

KEY CONCEPT

found (in Monte Carlo studies) to be best under all conditions examined.
Also, the test for sphericity itself is not all that sensitive. For a summary
of the various approaches and a suggested strategy for testing, see
Looney and Stanley (1989).

The data are reported in Bock (1975, p.454) and consist of vocabulary
scores obtained from a cohort of pupils at the eighth through eleventh
grade level. Alternative forms of the vocabulary section of the
Cooperative Reading Tests were administered and rescaled to an
arbitrary origin. Interest is in the growth rate of vocabulary at a time
when physical growth is slowing. Sixty-four subjects were studied.

We will perform a repeated measures analysis on the vocabulary growth
data. There is specific interest in the trend over time — is it linear? The
data will be examined then repeated measures ANOVA applied with
attention paid to the assumptions mentioned above.

The key concept to repeated measures analysis is that the contrasts
(which are data transformations) will be applied across conditions of the
within-subject factors, and if we conclude the contrasts are non-zero in
the population, there are significant differences between the conditions.

Click File..Open..Data (move to the c:\Train\Anova directory)

Select SPSS Portable (.por) on the Files of Type drop-down list

Double-Click on Vocab

Click on Analyze..Descriptive Statistics..Explore

Select the variables Grade8, Grade9, Grade 10, and Gradell
and move them to the Dependent List box.
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Figure 6.1 Explore Dialog Box

-iEmploe x|

£ sen Dependent List: K
#> subject #» grade10 -
EI #> gradel1 - Easte
Beszet
Eactor List:
Cancel
|:| Help
Label Cazes by:
Drizplay
@ Both ¢ Statistics T Plots 5tatistics...| Flats. ..

E xplore: Plots
Boxplots Descriptive Conhinue
" Factor levels together | W Stem-and-leaf - I
: \ _ ance
" Dependerts together | [ Histogram
Help

[v Marmality plats with tests

Click on the Plots pushbutton
Click Dependents together option button in the Boxplots area

Click the Normality tests with plots check box

Figure 6.2 Plots Dialog Box

" Maone

Spread ws. Level with Levene Test
~

[Natural g~ |

I B

Placing the dependent variables together in a single boxplot, instead
of separate plots (Factor levels together), permits direct comparison of the
variables. Normal probability plots and tests are also requested.
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Click Continue

Click OK

The command below will run the analysis.

EXAMINE

VARIABLES=grade8 grade9 gradel0 gradell
/PLOT BOXPLOT STEMLEAF NPPLOT
/COMPARE VARIABLES

ISTATISTICS DESCRIPTIVES

/CINTERVAL 95
IMISSING LISTWISE

INOTOTAL.

We request summaries of the four variables, a normal probability plot
with normality test will appear (/Plot Npplot) for each variable. Also, the

four variables will appear in a single boxplot (/Compare Variables).

Figure 6.3 Descriptives for Grade 8

Statistic Std. Errar

GRADES Wean 11372 2361
5% Confidence Lower Bound BES3
nterval for Mean Upper Bound 1 B4
A% Trimmed Mean 1.0465
fledian 1.2300
Yariance 1568
Std. Deviation 1.2890
Minirmurm -2.19
Maximum 8.2A
Fange 10.445
Intergquarile Range 2.26480

Skewness B0z 299

Kurosis 2,304 580
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Figure 6.4 Descriptives for Grade 9

GRADEY Mean 28417 2B0E
458% Confidence Lower Bound 2.0208
Interal far Mean Upper Bound 3 0625
5% Trimmed Mean 24533
Median 2. 4440
Yariance 4.347
Std. Dewiation 2.08448
Minirmum -1.31
Maximum 845
Range 10.86
Intergquartile Range 23774
Skewness a0 289
kurosis 1131 AA80

Figure 6.5 Descriptives for Grade 10

GRADETD  Mean 2.9883 2711
5% Confidence Lower Bound 24465
Intersal for Mean Lpper Bound 32.5300
5% Trimmed Mean 2.8510
Median 2.71a80
Variance 4.704
Std. Dewiation 216388
Minimum -.6B6
Maximum 10.24
Range 10.90
Interquartile Range 2.8574
Skewness H2a L2049
Kurtosis 1.516 540

Figure 6.6 Descriptives for Grade 11

GRADETT  Mean 34716 2407
95% Confidence Lowwer Bound 2.9906
Interval for Mean Upper Bound 38525
A% Trimmed Mean 34017
mMedian 3.2700
Yariance 3708
Std. Deviation 1.82545
Minimurm =222
Maximum 10.68
Fange 12.80
Interquartile Range 23024
Skewness GAE6 288
Kurtosis 2.813 590
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As we can see from the descriptive statistics, the mean score for the
reading tests is going up in each year (from 1.1372 in Grade 8 to 3.4716
in Grade 11), but the variances are fairly constant across the years (from
3.568 t0 4.704).

Figure 6.7 Normality Tests

Tests of Normality

I«cil:nlr’nu:ngu:nn:lv-Er’nirnn:nwa
Statistic df =1}
GRADES 074 fi4 200
GRADEY 118 64 026
GRADETD 065 64 200
GRADET 111 fi4 048

Expected MNormal

*. This is a lower bound of the true significance.

a. Lilliefars Significance Carractian

The normality tests show that there is no problem with the
assumption of normality for grades 8 and 10. However, grades 9 and 11
show that there is some deviation from normality in those grade results.
Although the assumption of normality is violated, the sample size is large

enough that we can probably ignore that violation.

Figure 6.8 Q-Q Plot for Grade 8

Normal Q-Q Plot of GRADES

T

=]

Observed Value

kg

o

=y

el

10
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Figure 6.9 Q-Q Plot for Grade 9

Normal Q-Q Plot of GRADES

Expected Mormal
()
o

Observed Yalue

Figure 6.10 Q-Q Plot for Grade 10

Normal Q-Q Plot of GRADE10

3

Expected Mormal
(]
o

Observed Yalue

Figure 6.11 Q-Q Plot for Grade 11

Normal Q-Q Plot of GRADE11

Expected Normal
o]

Ohserved Walue
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These Q-Q plots also give us some indication of the degree to which
the normality assumption is violated. Although the normality tests
showed that grades 9 and 11 had some deviation from the normal, the Q-
Q plots are similar for all the grades. Again, we should note that the
sample size is somewhat large and that we can probably not worry about
these violations of normality.

Figure 6.12 Box and Whiskers Plot

12

10 o

2m

=

-2

Bl B4 B B
GRADES GRADES FRADE1D GRADE1

COMPARING THE
GRADE LEVELS

The Box plot indicates that the variation of scores within a test year is
fairly constant. There are a few outliers; the case id information indicates
that for the most part, the same few individuals stand out. From the
medians we see that vocabulary scores grow over the several year period,
and this growth seems to be slowing.

We have only one group of subjects. Each subject has a vocabulary
score under the four grade levels. Notice all four of the vocabulary scores
are attached to a single case (examine data in Data Editor window — not
shown). If the four measures for a subject were spread throughout the
file, the analysis can still be run within SPSS, but only by using the
General Linear Model Univariate dialog box.

Click Analyze..General Linear Model..Repeated Measures
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Repeated Measures Define Factor[s]
Within-5ubject Factor Mame: Ozl
Mumber of Lewvels: [

Rezet

tirme(4) Canicel
Help

M eazune >

Here we provide names for any repeated measures factors and
indicate the number of levels for each. Unlike a between-group factor
which would be a variable (for example, region), a repeated measures
factor is expressed as a set of variables.

Replace factorl with Time in the Within-Subject Factor Name
text box

Press Tab key to move to the Number of Levels text box

Type 4

Click Add pushbutton

Figure 6.13 Define Repeated Measures (Within-Subject) Factor

We have defined one factor with four levels. In a more complex study
(we will see one later in this chapter) additional repeated measures can
be added. The Measure pushbutton is used to provide two pieces of
information. First if there are multiple dependent measures involved in
the analysis (for example, suppose we also took four measures of
mathematical skills for each of our 64 subjects), this is declared in the
measure area. Secondly, you can use the Measure area to provide a label
for the dependent measure in the results. Recall we named our four
variables Timel to Time4 so there would be no ambiguity about which
factor level each represented. However, this choice on names does not
indicate that these variables all measure vocabulary scores. You can
supply such labeling information in the Measures area.

Click Define pushbutton
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i Repeated Measures

In this dialog box we link the repeated measures factor levels to
variable names, and declare any between-subject factors and covariates.
Notice the Within-Subjects Variables box lists Time as the factor and
provides four lines labeled with level numbers 1 through 4. We must
match the proper variable to each of the factor levels. This step should be
done very carefully since incorrect matching of names and levels will
generally produce an incorrect analysis (especially if more than one
repeated measure factor is involved). We can move the variables one by
one, but since they are in the correct order we will move them as a group.

Move grade8, grade9, gradel0, and gradell into the Within-
Subjects Variables box (maintain this variable order)
Click gradell to select it.

Figure 6.14 Main Repeated Measures Dialog Box

#> zen
#» subject

Model...

Wwfiithin-Subjects Wariablez  [time]: oK

E|:| graded(1] Paste
graded[2]

Erade'l Dﬁ Heset

Cancel

ElEfE e B

Help

Bebween-Subjects Factor(z]):

]

LCovariates:

]

EDﬂtra$lS...| Plotz... | Pozt Hoc... Save... Optionz...

The variable corresponding to each grade level is matched with the
proper time level. Since gradell is selected, the up arrow button is active.
These up and down buttons will move variables up and down the list, so
you can easily make changes if the original ordering is incorrect. We have
neither between-subject factors nor covariates and can proceed with the
analysis, but first let us examine some of the available features.
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In the model dialog box (not shown) by default a complete model (all
factors and interactions) will be fit. As with procedures we saw earlier in
the course, a customized model can be fit for either between or within-
subject factors. This is usually done when specialty designs (Latin
squares, incomplete designs) are run. The Contrasts pushbutton is used
to request that particular contrasts be applied to a factor (recall our
discussion of difference or contrast variables earlier).

Click Contrasts pushbutton

Figure 6.15 Contrasts Dialog Box

Hepeated Measures: Contrasts
Eactors: Contirue
Cancel
Help

Change Contrazt

Contrazt:  |Mone j Ehange|
i i

Check to see which contrast is selected

If it is not polynomial then change it to Polynomial
Click Continue

Click Plots pushbutton

The Plots pushbutton generates profile plots that graph means at
factor level combinations for up to three factors at a time. Such plots are
powerful tools in understanding interaction effects. We will only request
a plot for time, our repeated measure factor.

Within-Subject Designs: Repeated Measures 6 - 16



SPSS Training

Click on Time and move it to the Horizontal Axis list box
Click Add

Figure 6.16 Plots Dialog Box

Repeated Measures: Profile Plots
Factors: Hanzantal iz Carfiius
tirne |
Cancel

Separate Lines:
| Help

__ Separate Plotg:

.................................................................................................................................................................

Click Continue

The Post Hoc dialog box was discussed earlier in the class; it performs
post hoc tests of means for between-subject factors. We will look at the
available tests for repeated measures factors shortly. The Save dialog box
allows you to save predicted values, various residuals and influential
point measures. Also, you can save the estimated coefficients to a file for
later manipulation (perhaps in a prediction model, or to compare results
from different data sets). We will look at the Option dialog box more
closely.

Click Options pushbutton

Move Time into the Display Means for list box

Click to check the Compare Main Effects checkbox

Select Bonferroni on the Confidence interval adjustment
drop-down list

Click on Descriptive statistics check box

Click Transformation Matrix check box
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Figure 6.17 Options Dialog Box
Repeated Measures: Options

E ztimated Marginal Meanz
Factor(z) and Factor Interactions: Dizplay Means far:

[OWERALL]

K

[v Compare main effects

Confidence interval adjustrment:

| Bonferroni j

Dizplay
W Descriptive statistics [¥ (T ransformation matr<

S e
[ Obzerved power

-
-
[ Parameter eztimates [
-
-

Beszidual plots
[ S5CF matrices Lack of fit test
[ Residual S5CF matrix General estimable function
Significance lexel: |.EI5 Confidence intervals are 95%
Continue Cancel Help

We request descriptive statistics. Estimated marginal means can be
produced for any factors in the model (here time). Since we are fitting a
complete model, the estimated marginal means are identical to the
estimated means. We request pairwise comparisons for the time factor
using Bonferroni adjustments (the available adjustments for repeated
measure factors are LSD, Bonferroni and Sidak). In addition, we have
asked to see the transformation matrix. The transformation matrix
contains the contrast coefficients that are applied to the repeated
measures factor(s) to create the difference or contrast variables used in
the analysis. Here we display it only to reinforce our earlier discussion of
this topic. Diagnostic residual plots are available and there is a control to
modify the confidence limits (default is 95%). The SSCP (sums of squares
and cross products) matrices are not ordinarily viewed. However, they do
contain the sums of squares for each of the contrast variables. By viewing
them you can see that the overall test simply sums up the individual
contrast sums of squares, which is why sphericity is necessary.
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EXAMINING
RESULTS

Click Continue to process the option requests
Click OK to run the analysis

The SPSS syntax below will run the repeated measures analysis.

GLM
grade8 grade9 gradel0 gradell
/WSFACTOR = time 4 Polynomial
IMETHOD = SSTYPE(3)
/PLOT = PROFILE( time)
/EMMEANS = TABLES(time) COMPARE ADJ(BONFERRONI)
/PRINT = DESCRIPTIVE TEST(MMATRIX)
/CRITERIA = ALPHA(.05)
/WSDESIGN = time .

First the variables that constitute the repeated measures factor are
listed. The WSFACTOR (within-subject factor) subcommand declares
time to be a within-subject factor with four levels. In addition, polynomial
contrasts will be applied when creating the contrast variables.
Polynomial contrasts will perform linear, quadratic, and cubic contrasts
on the time factor. If there are significant changes in vocabulary over
time, as we expect, these contrasts will allow us to examine its specific
form. The Print TEST (MMATRIX) specification will have the
transformation (called the M Matrix) display. Method declares the sums
of squares type.

The first summary displays information about the factors in the model.

Figure 6.18 Factor Summary

Within-Subjects Factors

Measure: MEASLIEE_1

Dependent
TIME Variable
1 GRADES
2 GRADEY
3 GRADETD
4 GRADET1

There is only a single within-subject (repeated measures) factor and
no between-subject factors.
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Figure 6.19 Descriptive Statistics

Descriptive Statistics

Std.
Mean Deviation M
GRADES 1.1372 1.8890 G4
GRADESY 28417 2.0849 G4
GRADEI1D 2.9883 21688 G4
GRADET 34716 1.9255 G4

Means, standard deviations, and sample sizes appear for each factor
level. If you were unsure of your matching the variable names to factor
levels in the Define Repeated Measures Factors dialog box, you can
compare these means to those you would obtain from the Descriptives,
Means, or Explore procedures to insure the proper variables are matched
with the proper factor levels. Again, we see the increase in the mean
scores as grade level increases.

Multivariate test results appear next. Since they would typically be
used only if the sphericity assumption fails, we will skip these results for
now and examine the sphericity test.

Figure 6.20 Mauchly’s Sphericity Test

Mauchhy's Test of Sphericity®
Measure: MEASLIRE_1
Withir Epsilon®
Subjects | Mauchl's Approx. Greenhouse | Huynh- | Lower-
Effert Wy Chi-Square df Sig. -iGRisser Feldt hound
TIME 403 f.314 a | 277 A432 441 333

Tests the null hypothesis that the errar covariance matrix of the orthonormalized
transfarmed dependent variables is propodional to an identity matrix.
. May he usedto adjustthe degrees of freedarm far the averaged tests of
sighificance. Corrected tests are displayved in the Tests of Within-Subjects Effects
tahle.

h.
Design: Intercept
Within Subjects Design: TIME

We see from the Significance (Sig.) information that the data are
consistent with the sphericity assumption. The significance value is above
.05 (.277), indicating that the covariance matrix of orthonormalized
transformation variables is consistent with sphericity (diagonal elements
identical and off-diagonal elements zero in the population). Since
sphericity has been maintained we can use the standard (pooled) ANOVA
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results, and need not resort to alternative (multivariate) or adjusted
(degree of freedom adjustment) tests. The Epsilon section of the pivot
table provides the degree of freedom modification factor that should be
applied if the sphericity result were significant. Let us take a brief look at
the multivariate results.

Figure 6.21 Multivariate Tests

Multivariate Tests?

Hypothesis
Effect Yalue F df Errar df Sig.
TIME  PFillai's Trace 826 96 4462 3.000 §1.000 .0aa
Wilks' Lambda AT4 964462 3.000 g§1.000 .0na
Hotelling's Trace 4743 96,4462 3.000 g§1.000 .ooa
Foy's Largest Root 4743 96 4452 3.000 £1.000 .0oo
2. Exact statistic
h.

Design: Intercept
Wyiithin Subjects Design: TIME

Remember these results need not be viewed since sphericity has been
maintained. Here the test is whether all of the contrast variables
(representing vocabulary score differences) are zero in the population,
while explicitly taking into account any correlation and variance
differences in the contrast variables. So if sphericity were violated these
results could be used. Explanations about the various multivariate tests
were given in Chapter 5. The multivariate tests indicate there are
vocabulary score differences by grade.

Figure 6.22 Within-Subject Effects

Tests of Within-Subjects Effects

Measure: MEASLIRE_1

Type ll
Sum of Mean
Source Sguares df Square F Sig.
TIME Spheticity Assumed 194,338 3 G4.774 T9.019 .000
Greenhouse-Geisser 194,338 2.827 E8.743 T8.019 .0an
Huynh-Feldt 154,338 24974 [5.355 790149 .0an
Lower-hound 194338 1.000 194338 79.018 0oo
Error(TIMEY  Sphericity Assumed 154.942 1849 820
Greenhouse-Geisser 154 942 178102 870
Huynh-Feldt 154,942 187.336 82T
Lower-hound 154,942 g3.000 2459

This table contains the standard repeated measures output based on
summing the results from each contrast, as well as sphericity corrected
results. It shows the results for (1) sphericity assumed, and then (2)
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Greenhouse-Geisser, (3) Huynh-Feldt, and (4) Lower Bound adjustments.
The test result (sphericity assumed) is highly significant, more so than
the multivariate test, which is what we expect if sphericity holds: the
pooled test is more powerful. Thus, we conclude there are significant
differences in vocabulary across grade levels.

Figure 6.23 Test of Contrasts

Tests of Within-Subjects Contrasts

Measure: MEASILIRE_1

Type lll
Curn of Moan
Source TIME Squares df Square F Sig.
TIME Linear 177.6483 1 177.5493 221.883 .0aa
=uadratic 13.5749 1 13.4749 19,465 .0oo
Cubic 3166 1 3166 3,243 074
Errar(TIME)  Linear A0.42%5 A3 800
Guadratic 43951 A3 B98
Cubic G0AET f3 461

Significant tests will be performed on each of the contrast variables
used to construct a repeated measure factor. Recall that by default,
polynomial contrasts are used. Since the repeated measure factor is time,
these contrasts test whether there are significant linear, quadratic and
cubic trends in vocabulary growth over time. Note that linear and
guadratic trends are significant (the linear contrast has a very large F
value), while cubic is not. This is consistent with the earlier comment
that vocabulary scores increase over time, but the growth seemed to be
slowing down.

Figure 6.24 Test of Between-Subjects Effects

Tests of Between-Subjects Effects

Measure: MEASURE_1
Transfarmed Variahle Average

Type

Sum of Mean
Source Souares df Sguare F Sig.
Intercept 1644.708 1 1644.708 118.608 .0oo
Error a73.603 63 13867

There were no between-subject factors in this study. If there were,
the test results for them would appear in this section. There is a test of
the intercept, or grand mean; this simply tests whether the average of all
vocabulary scores is equal to zero in the population — not an interesting
hypothesis to test.
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Figure 6.25 Transformation Matrix

Average

Measure: MEASURE_1

Transformed Yariahle: AYERAGE

ERADES 400
GRADES 400
GRADE1D 4500
GRADEN 500

TIME®
Measure: MEASLIRE_1

TIME

Dependent Wariable Linear Guadratic Cubic
ERADES -.B71 400 -.224
GRADES =224 -.400 BT
GRADE1D 224 -.400 - 671
GRADE1 T 500 224

a.

The cantrasts for the within subjects factors are:
TIME: Folynamial contrast

The transformation variables are split into two groups: one
corresponding to the average across the repeated measures factor, the
others defining the repeated measures factor. The coefficients for the
Average variable are all .5, meaning each variable is weighted equally in
creating the Average transformation variable. If you wonder why the
weights are not .25, recall that normalization requires the sum of the
squared weights to equal one. Turning to the transformed variables that
represent the time effect, the three sets of coefficients are orthogonal
polynomials corresponding to linear, quadratic, and cubic terms. Looking
at the first we see that there is a constant increase (of about .447) in the
value of the coefficients across the four grade levels. In a similar way, the
second transformation variable has two sign changes (negative to
positive, then positive to negative) over the grade levels; this constitutes
a quadratic effect. The SPSS Advanced Models manual has additional
information about the commonly used transformations.

Recall that the transformations are orthogonal; you can verify this for
any pair by multiplying their coefficients at each level of the factor and
summing these products. The sum should be zero. For linear and
guadratic we can calculate (-.671*.5 -.224*5 +.224*.5 +.671*.5), which is
indeed zero.
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Figure 6.26 Transformation Matrix (M Matrix)

Transformation Coefficients {M Matrix)

Measure: MEASURE_1

TIME
Dependent Variahle 1 2 3 4
GRADES 1 1] 1] 1]
GRADES 0 1 1] 1]
GRADE1D 1] 1] 1 1]
GRADET1 0 0 0 1

Since we ask for analyses to compare main effects in the Options
dialog box, a new transformation matrix is used to create four variables
equivalent to the four grade levels: the identity transformation. Notice
this is a separate analysis after the others have been completed using the
original transformation matrix.

Also, note the estimated marginal means match the observed means
(this pivot table is not shown).

Figure 6.27 Pairwise Test Results

Pairwise Comparisons

Measure: MEASURE_1

95% Confidence Interval
Mean for Differance”

Difference Lower Upper

(I TIMFE LI TIMFE (-1 Stel Frenr Sin 4 R R
1 2 -1.405* 1488 Julili] -1.826 -.8a3
3 -1.891% 138 Julili] -2219 -1.483
4 -2.3347 a7 Julili] -2.761 -1.008
2 1 1.405* 1488 Julili] 983 1.826
3 -.447 748 ara -.823 2.951E-02
4 -.830r AT6 Julili] -1.408 -.451
3 1 1.851% 38 Julili] 1.483 2219
2 447 174 ara | -2.951E-02 823
4 -.483F 60 022 -8919 | -4.803E-02
4 1 2334 a7 Julili] 1.908 2.761
2 830 ATE Julili] 4481 1.408
3 483 6D 022 4. 803E-02 9149

Based on estimated marginal means
*. The mean difference is significant atthe .05 level.

a. Adjustment for multiple comparisons: Bonferroni.
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Each grade level mean is tested against every other; essentially we
are performing all pairwise tests with a Bonferroni correction. The
footnotes indicate that each test is performed at an adjusted level of
significance using a Bonferroni correction. Thus the probability of
obtaining one or more false positive results is .05. We find in our study
that the grade 8 (time 1) scores are significantly different from all the
others; grade 9 (time 2) is different from grade 8 and grade 11 (time 4);
grade 10 (time 3) is different from grade 8 and 11; while grade 11 is
significantly different from grades 8, 9, and 10. Substituting Bonferroni
corrected paired t tests for post hoc comparisons provides a means to
investigate differences within a repeated measures factor.

The program will also run a multivariate ANOVA attempting to test
the pairwise comparisons simultaneously; this is of no interest to us.

Figure 6.28 Profile Plot of Means

Estirmated Marginal Means

4.0

Estimated Marginal Means of MEASURE_1

35

304

254

204

1.5 4

[y
Loy
I

This plot (not really necessary since with one factor there can be no
interaction) shows us how the mean of the vocabulary scores is increasing
with grade level.
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PLANNED
COMPARISON

Suppose we had some specific hypothesis about the grade levels that we
wished to test. For example, if we thought that the grade to grade
promotion made a difference in the student’s vocabulary score, we might
want to test grade 8 versus grade 9; grade 9 versus grade 10; and grade
10 versus grade 11. The Contrast pushbutton provides a variety of
planned comparisons and customized contrasts can be input using
syntax.

Click the Dialog Recall tool | , then click Repeated

Measures
Click Define pushbutton
Click Contrasts pushbutton
Click Contrast drop-down arrow and select Repeated
Click Change pushbutton

Figure 6.29 Requesting Planned Comparisons

Repeated Measures: Contrasts

Eactors: Continue

‘himelRepeated)
Cancel

Help

Change Contrast

Contrast:  |Repeated j Ehange|
& o

Repeated contrasts will compare each category to the one adjacent.
Right click on any contrast on the list to obtain a brief description of it.
The SPSS Advanced Models manual contains more details. Also be aware
that you can provide custom contrasts using the Special keyword in
syntax.

Click Continue to process the contrasts
Click OK to run the analysis

The command below will run the analysis.

Within-Subject Designs: Repeated Measures 6 - 26



SPSS Training

GLM
grade8 grade9 gradel0 gradell
/WSFACTOR = time 4 Repeated
/IMETHOD = SSTYPE(3)
/PLOT = PROFILE( time)
/EMMEANS = TABLES(time) COMPARE ADJ(BONFERRONI)
/PRINT = DESCRIPTIVE TEST(MMATRIX)
/CRITERIA = ALPHA(.05)
/WSDESIGN = time .

The Wsfactor subcommand now requests that repeated contrasts be
used in place of the default polynomials.

Again, most of the output is identical to the previous runs; we focus
on the contrast tests and the transformation matrix.

Figure 6.30 Tests of Contrasts

Tests of Within-Subjects Contrasts

Measure: MEASURE_1

Type
Sum of Mean
Source TIME Sguares df Sguare F Sig.
TIME Level 1 vg. Level 2 126.273 1 1262483 82284 000
Level 2vs. Level 3 12.763 1 12763 f.A30 013
Level 3vs. Level 4 14948 1 14848 91449 o4
ErrarTIME)  Lewel 1 vs. Level 2 9F.FG4 f3 14534
Level 2vs. Level 3 123142 63 1.955
Level 3vs. Level 4 102931 63 1.634

We see that all three contrasts are significant at the .05 level. The
first contrast, comparing grade 8 to grade 9 has by far the greatest F
value. The second compares grade 9 to grade 10, and the third compares
grade 10 to grade 11. These seem inconsistent with the pairwise tests we
just ran in which the grade 9 scores were not different from the grade 10
scores. However, recall that we performed Bonferroni corrections on those
tests and the second contrast (here with significance level of .013) would
not be significant we testing at the adjusted Bonferroni level (about .008).
If you return to the pairwise analysis you will see the results are quite
close.

To confirm our understanding of the contrasts, we view the
transformation matrix.
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Figure 6.31 Transformation Matrix

Average

feasure: MEASLURE_1
Transformed Yariahle: AVYERAGE

GRADESR .24l
GRADES 250
GRADETQ 24l
GRADET 240
TIME®
fleasure: MEASLURE_1
TIME

Level 1 ws. Level 2 vs. Level 3 vs.
Dependent Variable Leve| 2 Level 3 Level 4
GRADESR 1 1] n
GRADES -1 1 n
GRADETN 1] -1 1
GRADEN 1] 1] -1

4

The contrasts for the within subjects factors are;
TIME: Repeated contrast

We see the transformed variables do compare each grade level to the
adjacent one. The transformed matrix is very useful in understanding
and verifying which contrasts are being performed. These contrasts are
not orthogonal, and would not be used without modification
(orthonormalization) in the sphericity and pooled significance tests
appearing earlier.

SUMMARY In this chapter we reviewed how repeated measures ANOVA differs from
between-group ANOVA and why it is used. Assumptions were discussed
and an analysis was run based on student vocabulary scores measured
over time. A second analysis applied planned comparisons (a priori
contrasts) to a repeated measure analysis.
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Chapter 7

Objective

Method

Data

Technical Note

INTRODUCTION

Between and Within-Subject
ANOVA: (Split-Plot)

In this chapter we will expand upon the last chapter to include both
between and within-subject factors in one analysis. We will discuss the
assumptions of this design and show an example. We will also explore the
interactions using simple effects.

We will first use the Explore command to examine the data and then run
the repeated measures ANOVA to do the basic mixed-model analysis
(split-plot) and look at information regarding the assumptions.

The data set we will use is the same data as we used in Chapter 6,
containing vocabulary test scores obtained from the same children over
four years (grades 8 through 11). However, in this analysis we will use
the sex of the subject as a between-subject factor.

The term “mixed model” technically refers to ANOVA models containing
fixed and random factors. The designs we discuss, where subject is a
random effect, are a special case of the mixed model. The common usage
of “mixed model” refers to designs with between and within-subject
factors.

between and within-subject factors. Within-subject factors will

hopefully lead to a more sensitive analysis, while between-
subject factors are necessary if any demographic characteristics are
included or if there is reason to believe there would be strong carry-over
effects. Mixed model refers to a mixture of between and within factors
and is a direct generalization of the within-subjects analysis. These
designs are also called split-plot designs, the term taken from
agricultural experiments in which a given plot of land would receive
single level of one treatment factor, but would be split into subplots that
would receive all treatment levels of a second factor. This would yield
between-plot and within-plot factors equivalent to the between and
within-subject effects we have covered. We will discuss the features and
assumptions of such analysis and run an example.

M any studies, especially experimental work, incorporate both
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ASSUMPTIONS If we take the assumptions of within-subject analyses as a starting point,
OE MIXED normality of the variables and sphericity when there are more than two
levels of a within-subject factor, mixed model analyses involve little more.
MODEL ANOVA Since there are multiple groups, the normality of the variables now
applies to the variation within each group. Also, homogeneity of
covariance matrices is assumed (this can be applied to the original
variables or the transformed variable — homogeneity of one implies
homogeneity of the other). This combination of assumptions, homogeneity
and sphericity, is sometimes called compound symmetry.
PROPOSED We will fit a model with one between-subject factor (Sex) and one within-
ANALYSIS subject factor (Time) with four levels. Thus for this analysis the
sphericity issue is relevant and will be approached just as it was in
Chapter 6. While we deal with a single between and a single within-
subject factor, no additional assumptions are required to expand the
analysis to handle multiple factors of each type.
A LOOK AT THE As before, we will use the Explore procedure to examine the distribution
DATA of vocabulary scores across grades and sex groups. Since we know from
Chapter 6 that there are changes in vocabulary scores over time (grades),
we will focus on the comparison of the two sex groups. This will provide
some indication of normality and homogeneity of the vocabulary scores.
Click File..Open..Data
Move to the c:\Train\Anova directory
Select SPSS Portable (.por) from the Files of Type drop-down
list
Double-click on vocab
Figure 7.1 Data from Vocabulary Study
Untitled - SP55 Data Editor [_ (O] ]
File Edit “iew Data Transform  Analvze Graphs  Utliies  Window  Help
== ==t e S e = e R e )
1 zubject 1
subject graded | graded | grade10 | grade11 | Sex | | i‘
1| 1.00 1.75 260 376 368 1
2 2.00 .90 247 244 3.43 1
3 3.00 B0 g3 A0 247 1
4 4.00 242 415 456 421 1
& 5.00 -1.31 -1.31 - BB 222 1
] B.00 -1.56 1.67 18 233 1
7 .00 1.09 1.50 52 233 1
8 8.00 -1.92 1.03 A0 3.04 1
El 9.00 -1.61 .29 73 3.24 1
10 10.00 247 3.64 287 538 1
11 11.00 -95 A1 ey 1.82 1 -
| [ ]\ Data view { Variable View ; |« L|_‘
SPS5 Processzor iz ready
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Click Analyze..Descriptive Statistics..Explore

Move Grade8, Grade9, GradelO, and Grade 11 into the
Dependent list box.

Move Sex into the Factors box

Figure 7.2 Explore Dialog Box

1 Explore

#> subject Dependert List: ok
% grades -
\:l #> graded j Paste
Beset
Factaor Ligt: Q
\Il W Cancel
Help

Label Cazes by

]

& Both " Statistics " Plafs gtatigticg___| Plotz.. | Options..

Dizplay

Click on the Statistics pushbutton
Make sure that the Descriptives checkbox is the only one
selected

Figure 7.3 Explore Statistics Dialog Box

E xplore: Statistics

¥ Descriptives

Confidence Interval for Mean: W 4
[ M-estimatars
[ Outlers

[ Percentiles

Continue Cancel Help

Click on Continue to process the Statistics choices

Click on the Plots pushbutton

Verify that the Factor levels together option is selected.

Verify that the Stem-and-leaf checkbox is checked

Click Normality plots with tests checkbox

Select Power Estimation option button in Spread vs. Level with
Levene Test area

Between and Within-Subject ANOVA: (Split-Plot) 7 -3
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Figure 7.4 Explore Plots Dialog Box

Explore: Plots

B oxplots Dezcriptive Camlie
' Factar levels together | W Stem-and-leaf

: Cancel
" Dependents together | [ Histogram

" Mone Help

[+ Marmality plots with tests

Spread ve. Level with Levene Test
" Maone

" Power estimation
" Tranzformed

[Naturallog 7]

" Untranzsformed

ddil,

Click on Continue to process the Plots choices

Click on OK to run the EXPLORE procedure.

The syntax command below will run the analysis.

EXAMINE

VARIABLES=grade8 grade9 gradel0 gradell BY sex
/PLOT BOXPLOT STEMLEAF NPPLOT SPREADLEVEL

/ICOMPARE GROUP
ISTATISTICS DESCRIPTIVES
/ICINTERVAL 95

IMISSING LISTWISE
INOTOTAL.

Normality tests and plots are generated by the Npplot keyword and
homogeneity tests are due to the Spreadlevel keyword on the Plot
subcommand.

Figure 7.5 Descriptives for Grade 8 Males

Descriptives
SEX Statiztic Std. Errar
GRADESR Male Mean 400 2672
95% Confidence Lower Bound 2951
Interval far Mean Upper Bound 13849
2% Trimmed Mean BE1T
Median 1.2850
Wariance 2.264
Std. Deviation 15114
Minimurm -1.4a2
Maxirmum 330
Range 5.22
Interquartile Range 2 6&a0
Skewness -454 A14
kurtosis 1410 a0a
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Figure 7.6 Stem and Leaf for Grade 8 Males

GRADES Stem—and-Leaf Plot for

3EX= HNale

Fregquency Stem & Leaf
&.00 -1 . 134589
3.00 -0 . 589
5.00 o . 11259
g.00 1 . 0DzZ346679
9.00 2 Qoo01z 447
1.00 3 3

Stem width: 1.00

Each leaf: 1 casze(3)

Figure 7.7 Descriptives for Grade 8 Females

Descriptives

SEX Statistic Std. Errar
GRADES Female  Mean 1.4344 S8EY
95% Confidence Lower Bound B45T
Interal for Mean Upper Bound R 1]
5% Trimmed Mean 1.3049
edian 1.1700
Variance 4785
Std. Deviation 21874
Minirmum -214
flaxirmum 83.26
Fange 10.45
Interguartile Range 26475
Skewness 1.007 A14
kurosis 2075 a09

Figure 7.8 Stem and Leaf for Grade 8 Females

GRADES 3tem—and-Leaf Plot for
3EE= Female
Frequency 3tem & Leat
2.00 -2 . 11
1.00 -1 . 2
6.00 -0 . 000246
5.00 o . 11565
6.00 1 . 012455
6.00 2 . 112588
3.00 3 . 125
1.00 4 ., 2
1.00 5. 9
1.00 Extremes [==8.3])
Stem width: 1.00
Each leaf: 1 case(s)
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Notice that the range for 8" grade males is about half the range for
females, but the interquartile ranges are about the same. This is due in
part to an outlier among the females. While not shown, the vocabulary
scores of the females were consistent with the normal distribution using
the Shapiro-Wilks criterion, while the males showed a significant
departure from normality.

Figure 7.9 Box Plots for Grade 8 Scores

GRADES

—

=
hlale Female

SEX

The medians for the sex groups are very similar and the variation in
the female group seems greater. Despite appearances in the plot, the 8"
grade sex groups do not show significant differences in variation of test
scores as evidenced by the Levene homogeneity test (not shown).

Figure 7.10 Descriptives for Grade 11 Males

Descriptives
SEX Statistic Std. Errar
GRADE11  hale 95% Confidence Lowwer Bound 26451
Interval for Mean Upper Bound 39531
8% Trimmed Mean 33306
Median 314900
Yariance 3316
Std. Deviation 1.8209
Minirmum 222
Maximum TAE
Range 963
Interguartile Ranoe 20675
Skewness -.343 414
kKurtosis 1.900 803
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Figure 7.11 Stem and Leaf for Grade 11 Males

GRADE11 3tem—and-Leaf Plot for

3JEE= Hale

Frequency Stem & Leaf
1.00 Extrewmes [=<—-2.2)
4,00 1 . 0348
Q.00 2 . 1123346877
.00 3 . 01234668
4,00 4 ., 0zZ47
4.00 5 . 2369
1.00 & . 0
1.00 Extremes [>==7.5)

3tem width: 1.00

Each leaf: 1 casei=)

Figure 7.12 Descriptives for Grade 11 Females

Descriptives

SEX Statistic Std. Error
GRADE11  Female  Mean 36416 3605

95% Confidence Lower Bound 20063

Interval for Mean Upper Bound 43769

8% Trimmed Mean 34838

mMedian 33450

WVariance 4159

Std. Deviation 20394

i 53

M aximum 1058

Range 1003

Interguartile Range 23925
Skewnhess 1.403 A14
kurtosis 3.279 E09

Figure 7.13 Stem and Leaf for Grade 11 Females

GRADE1l 3tem-and-Leaf Plot for
3EX= Female

Frequency Jtem & Leaf
z.00 o . 57
3.00 1. 178
i0.00 2 . 1345666659
§.00 3 . 33557399
3.00 4 . 889
4.00 5 . 16589
.00 [N
1.00 7.7
1.00 Extremes [==10.14)
Stem width: 1.00
Each leaf: 1 case(s)
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Most of the summary statistics are similar for males and females in
the grade 11t grade. The normality tests (not shown) indicate that the
scores for males, but not females, are consistent with normal distribution.

Figure 7.14 Box Plots for Grade 11

12
O
10 «
G
e - 1
E o —_—
i o
2
0x -
i
9 2 o
o
-4
H- = T
bdale Female
SEx

Once again, the medians are very close and there are a few outliers.
The Levene test (not shown) indicated that the sex populations do not
differ in variance on 11* grade vocabulary scores.

ot and 10t The distribution of vocabulary scores within sex group was consistent
Grades with the normal for 9™ and 10*" grade, the only exception being 10*" grade
females. Neither grade departed from homogeneity of variance between
sex groups. (These results are not shown.)

SUMMARY OF Overall, the data look good as far as homogeneity is concerned, and the
EXPLORE departures from normality are not dramatic. If we had access to the
original test sheets, we might want to check the accuracy of the scores for
the outliers. We will proceed with the mixed-model ANOVA.

SPLIT-PLOT Click Analyze..General Linear Model..Repeated Measures
ANALYSIS Replace factorl with Time in the Within-Subject Factor
Name text box
Press Tab and type 4 in the Number of Levels text box
Click Add pushbutton

Between and Within-Subject ANOVA: (Split-Plot) 7 -8
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Figure 7.15 Define Factors Dialog Box

Repeated Measures Define Factor(s]
Within-Subject Factor Mame: ||7 Define
Mumnber of Lewvels: I_ E

tirmel4) Cancel
Help
Meazure »>

Click Define pushbutton

In the Repeated Measures dialog box, click and drag Grades,
Grade9, Gradel0, and Grade 11 to the Within-Subject
Variables list box.

Move Sex into the Between-Subjects Factors list box

Figure 7.16 Between and Within-Subject Factors Defined

! Repeated Measures
ﬂ}> subject Wwithin-Subjects Yariables  [time]: Ik

Dj oraded(1] Paste
graded[Z]
aradel0[3] Rezet
gradel1(4)

E Cancel

Help

Between-Subjects Factor(s):

E@ﬁ

Covarniates:

]

Model... Enﬂtrasts...| Flats. . | Past Haoe... Save... | Optionz... |

Click Contrasts pushbutton

Between and Within-Subject ANOVA: (Split-Plot) 7 -9
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Select time in the Factors: list box

Select Repeated from the Contrast drop-down list
Click Change button

Verify Sex is set to none for the contrast

Figure 7.17 Contrasts Dialog Box

Repeated Measures: Contrasts
DT Continue
zem[Maone) Cancel
Help

Change Contrast
Contrast | Repeated j ‘Lhange:

f+ 0

Repeated contrasts will compare each factor level with the one
following it. Thus with four time level (8, 9, 10 and 11), the three
repeated contrasts compare 8™ to 9, 9*" to 10", and 10*" to 11" grades,
respectively.

Click Continue to process the Contrast changes

Click Options pushbutton

Individually move Sex and Time into the Display Means for
list box

Click the Compare Main Effects checkbox

Click Descriptive statistics, Transformation matrix, and
Homogeneity tests option buttons

Between and Within-Subject ANOVA: (Split-Plot) 7 - 10



SPSS Training

Figure 7.18 Options Dialog Box

Repeated Measures: Options

E ztimated Marginal Meansz
Factor[s] and Factaor Interactionz:

[OWERALL]
FEN

bime
getime

Drigplay

[v Dezcrptive statiztics
[ Esztimatez of effect zize
[ Obzerved power

[ Parameter estimates
[~ 55CP matrices

Dizplay Mea

s fiar;

ZER

<]

[v Compare main effects

Confidence interval adjuztment:

LSO (none]

[

v Transformation matris

[v Homoge

neity tests

[ Spread vs. level plots
[ Hesidual plots
[ Lack of fit test

[ Residual SSCF matrix [ General estimable function
Significance level: |05 Confidence intervalz are 95%
Continue Cancel Help

Click on Continue to process the Options requests
Click on OK to run the analysis

Besides descriptive statistics, we request estimated marginal means
(which equal the observed means since we are fitting a full model) for
each of the factors. Since there are several groups involved in the
analysis, we ask for homogeneity of variance tests. We also request
pairwise comparisons for sex and time with no adjustement (LSD (none)).
Since sex has only two levels, pairwise tests are not needed.

We will proceed with the analysis. The GLM command shown below
will produce this analysis (obtained by clicking the Dialog Recall tool

|, then Repeated Measures, and the Paste pushbutton)

Between and Within-Subject ANOVA: (Split-Plot) 7 - 11
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Figure 7.19 Syntax for This Analysis

GLM
graded graded grade1l grade11 BY sex
PWSFACTOR = time 4 Repeated
METHOD = S5TYPES)
EMMEANS = TABELES(sex) COMPARE ADJILSD)
EMMEANS = TABLES(time) COMPARE ADJILSD)
PRIMNT = DESCRIPTIVE TESTIMMATRL) HOMOGEMEITY
CRITERIA = ALPHA[OS)
AVSDESIGH = time
DESIGH = sex .

The four vocabulary variables form the basis of the time factor.
Estimated marginal means will be computed for the sex and time main
effects. The Print subcommand requests that descriptive statistics, the
transformation matrix (TEST(MMATRIX)) and homogeneity test
summaries appear. The Wsdesign subcommand declares time as the only
repeated measure factor in the model; similarly sex (see Design
subcommand) is the only between-subject factor.

EXAMINING Figure 7.20 Factors in the Analysis
RESULTS

Within-Subjects Factors

Measure: MEASURE_1

Dependent
TIME Yariahle
1 GRADESR
2 GRADEA
3 GRADETQ
4 GRADET1

Between-Subjects Factors

Yalue
Label I
SEX 1 Male 3z
i Female 32

The factors in the analysis are listed along with the sample sizes for
the between-subject factor.

Between and Within-Subject ANOVA: (Split-Plot) 7 - 12
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Figure 7.21 Descriptive Statistics

Descriptive Statistics

Std.
SEX Mesn Deviation [
GRADESR Male 8400 1.58114 32
Female 1.4344 21874 32
Total 11372 1.8840 G4
GRADEY Male 19224 1.74449 32
Female 316049 2.23456 32
Total 258417 2.023449 G4
GRADETD  Male 28472 2.0328 32
Female 34284 22416 a2
Total 2.9883 2.16343 G4
GRACET1T  Male 33016 1.82049 32
Female 36416 2.0394 32
Total 34716 1.9255 G4
Subgroup means appear separately for each of the repeated measure
variables.
TESTS OF Although they do not appear together in the output, we will first examine
ASSUMPTIONS results pertaining to the assumptions of the analysis. Concerning

homogeneity of variance, the program provides Box’s M statistic and
Levene's test. Box's M is a multivariate statistic testing whether the
variance-covariance matrices composed of the four repeated measures
variables are equal across the between-subject factor subgroup
populations (multivariate homogeneity). Levene’s test is univariate and
tests homogeneity of variance for each of the four repeated measure
variables separately (univariate homogeneity).

Figure 7.22 Box’'s M Test of Homogeneity

Eox's Test of Equality of Covariance Matrices®

Box's M 15413
F 1.434
dfl 10
df2 18378
Sig. 1468

Tests the null hypothesis that the observed covariance matrices
ofthe dependent variables are equal across groups.

a.
Design: Intercept+SEX
YWithin Subjects Desian: TIME

Between and Within-Subject ANOVA: (Split-Plot) 7 - 13
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Box’s M is not significant (significance value is .158), indicating that
the data are consistent with the hypothesis of homogeneity of covariance

matrices (based on the four repeated measures variables) across the
population subgroups.

Figure 7.23 Levene’s Test of Homogeneity

Levene's Test of Equality of Error Yariances®

F df1 df2 Sin.
GRADER 1.3M 1 B2 258
GRADES 1.10% 1 B2 297
GRADETD 030 1 B2 863
GRADET 183 1 B2 70

Tests the null hypothesis that the errar variance of the
dependent variahle is equal across groups.

a.

Design: Intercept+SExX
Within Subjects Design: TIME

SPHERICITY

Not surprisingly, the results of Levene’s test are consistent with Box's
M. Box’s M test has the advantage of being a single multivariate test.
However, Box's M test is sensitive to both homogeneity and normality
violations, while Levene’s is relatively insensitive to lack of normality.
Since homogeneity of variance violations are generally more problematic
for ANOVA, Levene’s test is useful.

Since the within-subject factor (Time) has more than two levels, we will
test for the sphericity assumption. As discussed in Chapter 6, if the
assumption is met the usual averaged F tests are correct and are the test
of choice. If sphericity conditions are not met, several choices are
available: multivariate tests may be used, corrections to the averaged F
test can be made (Greenhouse-Geisser, Huynh-Feldt, etc.), or more
complicated decision rules may be applied (Looney & Stanley, 1989). We
now view the sphericity test results.

Figure 7.24 Mauchly’s Sphericity Test

Mauchh/'s Test of Sphericity®
Measure: MEASURE_1
Within Epsilon’
Subjects Mauchhy's ARpro. Greenhouse | Huynh- | Lower-
Effect W Chi-Square df Sig. -Geisser Feldt hound
TIME 800 B.367 5 | 272 a4z 1.000 333

The Mauchly test shows no evidence of sphericity violations and the
Greenhouse-Geisser and Huynh-Feldt degree of freedom adjustments are
close to or equal to one. This result indicates we can proceed directly to

Between and Within-Subject ANOVA: (Split-Plot) 7 - 14
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MULTIVARIATE
TESTS
INVOLVING TIME

the averaged F tests for effects involving Time. However for comparison
purposes, we will also view the multivariate tests.

Figure 7.25 Multivariate Tests

Multivariate Testst

Hypothesis

Effect Yalue F df Errar df Sig.

TIME Fillai's Trace 826 951384 3.000 G0.000 0aa
Wilks' Lambda AT4 951393 3.000 G0.000 .aoa
Hotelling's Trace 4757 951384 3.000 G0.000 0aa
Roy's Largest Root 4747 951392 3.000 60000 .oon

TIME *SEX  Pillai's Trace 135 3.1094 3.000 G0.000 033
Wilks' Lambda .BE5 3.1082 3.000 G0.000 033
Hotelling's Trace 1488 3.1089 3.000 60.000 033
Roy's Largest Root 1845 31092 3.000 60.000 033

b

2. Exact statistic

Design: Intercept+SEX
Within Subjects Design: TIME

TESTS OF
BETWEEN-
SUBJECT
FACTORS

As expected from the analysis in Chapter 6, there are significant
differences in vocabulary scores over time. In addition, there is a
significant interaction between Sex and Time. This can be phrased in two
ways; the population sex difference is not uniform across grades, or the
trend over time is not identical for the two sex populations.

Figure 7.26 Between-Subjects Tests

Tests of Between-Subjects Effects

Measure: MEASURE 1
Transfarmed Yariable: Average

Type

Sum of Mean
Source Squares df Soquare F Sig.
Intercept 411177 1 411177 121936 .0on
SEX 59333 1 9333 2.768 01
Error 209.068 G2 3372

The Repeated Measures procedure also presents the tests for the
between-subject factors, in this case Sex. There is no significant
difference in overall vocabulary score between the females and males
(significance value is .101).
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AVERAGED F
TESTS

INVOLVING TIME Figure 7.27 F Tests

Tests of Within-Subjects Effects

heasure: MEASLURE_1

Type
Sum of Mean
Source Squares df Square F Sig.
TIME Sphericity Assumed 194,338 3 BF4.7749 81.433 ono
Greenhouse-Geisser 194,338 2.825 B8.781 81.533 000
Huynh-Feldt 194,338 3.000 B4.779 81.5433 Rulila]
Loweer-hound 194,338 1.000 184,338 81.533 Rulila]
TIME * SEX  Sphericity Assumed 7162 3 2.387 3.005 03z
Greenhouse-Geisser 7.162 2.825 2435 3.0048 035
Huynh-Feldt T.162 3.000 2,387 3.005 032
Loweer-hound 7162 1.000 7.162 3.005 .0as
Errar(TIME)  Sphericity Assumed 147.780 186 795
Greenhouse-Geisser 147.780 175178 844
Huynh-Feldt 147.780 186.000 745
Laower-bound 147720 F2.000 2.384

The averaged F tests indicate a significant effect of time and a sex by
time interaction. Here we view only the test results labeled “sphericity

assumed” since the sphericity assumption was met.

Figure 7.28 Repeated Measures Contrasts

Tests of Within-Subjects Contrasts

Measure: MEASIIRE_1

Type lll
Sum of Mean
Source TIME Squares df Square F Sig.
TIME Lewvel 1 vs. Level 2 126.253 1 126.2453 26.948 .ooao
Lewel 2 vs. Level 3 12.763 1 12.763 6.534 013
Lewvel 3vs. Level 4 14.948 1 14,948 9.435 .0o3
TIME*SEX  Lewel 1 vs. Level 2 6.637 1 6.637 4.471 036
Level 2vs. Level 3 2031 1 2.031 1.040 312
Level 3vs. Level 4 4703 1 4703 2.9649 .090
ErrorfTIME)  Lewel 1 vs. Level 2 90.027 62 1.4452
Level 2vs. Level 3 121111 62 1.953
Level 3vs. Level 4 Ha.227 52 1.584

As we saw in Chapter 6, the contrasts show that there are significant

differences between each pair of grades on the vocabulary scores.
However, the only significant sex by time interaction term involves

grades 8 and 9. Thus the interaction between sex and time centers on
these two grades. The means involving both sex and time (see Figure
7.21) can be examined for more detail.
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Figure 7.29 Transformation Matrix

Average
Measure: MEASURE_1
Transfarmed Variable: AVERAGE
GRADESR 240
GRADEY 240
GRADEID 280
GRADE11 280
TIME=
Measure: MEASURE_1
TIME
Leval 1 ws. Lewel 2 vs. Lewel 3ws.
Dependent Wariahle Leval 2 Level 3 Level 4
GRADESR 1 a 0
GRADESY -1 1 1]
GRADE1D i 1 1
GRADE11 i] 1] -1
a.
The contrasts far the within subjects factars are:
TIME: Repeated contrast

This is shown only to verify that the repeated contrasts were used.

Figure 7.30 Pairwise Comparisons Involving Time

Pairwise Comparisons

Measure: MEASLUIRE_1

95% Canfidence |ﬂ§ENE|
Mean for Difference

Difference Lower Lpper

() TIME  (J) TIME {-J) Std. Errar Sig. Bound Bound
1 2 1 4057 151 000 -1.706 1103
3 -1.851% 135 000 2121 -1.581
4 -2.334% 187 000 -2.648 -2.021
2 1 1.405% 151 000 1103 1706
3 - 447% 175 013 795 | -9.733E-02
4 -530* 168 000 -1.265 - 595
3 1 1851% 135 000 1581 2171
2 447+ 175 013 | 9733802 TO6
4 - 483 187 003 -798 - 168
4 1 2.334% 157 000 2021 2648
2 B30 168 000 505 1.265
3 483 157 003 169 793

Based on estimated marginal means
* The mean difference is significant atthe .05 lewel.

a. Adjustment for muoltiple comparisons: Least Significant Difference (equivalent to

no adiustments.

Pairwise comparisons appear for both sex and time. Since there are
only two sex groups, the pairwise comparisons tell us no more than the
overall main effect, and so are not of interest (not shown). The pairwise
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comparisons involving time (with no adjustment due to the number of
tests performed) are all significant.

ADDITIONAL The sphericity assumption applies to all within-subject factors with more
WITHIN-SUBJECT than two levels. In such designs Repeated Measures will perform
sphericity tests for the appropriate within-subject factors and relevant
FACTORS AND interactions (effects involving within-subject interactions). The approach
SPHERICITY taken above applies to these situations as well.

EXPLORING THE A technique that can be used to explore interactions involves simple
INTERACTION - effects, that is, looking at the differences in one factor within a single
SIMPLE EEFECTS level of a second factor. For example, an interaction might be clarified by

a factor showing a significant difference at one level of a second factor
while showing no difference at a second level. Below we run simple effects
examining sex differences within each grade and also examine time
differences with each sex group. Typically, both analyses would not be
run, but we wish to demonstrate how to set them up.

Within the SPSS Univariate (Unianova) or Repeated Measures
(GLM) procedures, the method to obtain simple effects involves
requesting the estimated marginal means table for the two factors
involved, and then obtaining tests on the factor of interest, applied to the
means table. For example, if we want tests performed on the time factor
within each sex group, we need to request tests on the time factor, based
on the sex-by-time table of estimated marginal means. Currently, this
analysis cannot be run directly from the Univariate and Repeated
Measures dialog boxes, but involves only a minor change to syntax pasted
from the dialogs. To demonstrate, we first return to the Repeated
Measures dialog box.

Click the Dialog Recall tool | and then click Repeated

Measures
Click the Define pushbutton
Click the Options pushbutton
Move sex*time into the Display Means for list box
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Figure 7.31 Requesting the Sex by Time Table

Repeated Meazures: Options

E ztimated Marginal Means

Eactornz] and Factaor Interactions: Dizplay Means far:
[OWERALL) sENR
ZEN D tirne
tirne
semtime

v Compare main effects

Confidence interval adjustment:

ILSD [rone] |
Dizplay
[v Dezcriptive statistics W Transfarmation matris
[ Estimates of effect zize v Homogeneity tests
[ Obzerved power [ Spread vz level plotz
[ Parameter eztimates [ Rezidual ploks
[ 55CF matrices [ Lack of fit test
[ Rezidual S5CF matrix [ General estimable function
Significance level: |.EI5 Confidence intervals are 35%
Continue Cancel Help

We have requested estimated margin means for the sex*time table
and must later indicate the tests we want performed. We could have
dropped the means display and main effects comparison for the
individual factors, sex and time, but will keep them to better illustrate
the changes we must make concerning the sex*time table.

Click Continue
Click Paste pushbutton
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Figure 7.32 Syntax for Repeated Measures Analysis

B Syntaxl - SPSS Syntax Editor [_ O] x|
File Edt Wiew Analpze Graphs Utlities Bun  Window Help

sE|E8| =B | Ol=|k]| & »] @ 72

GLM -
graded graded grade10 grade11 BY sex
ANSFACTOR = time 4 Polynomial
/METHOD = SSTYPE(3)
‘EMMEANS = TABLES(sex) COMPARE ADJ(LSD)
/EMMEANS = TABLES(time) COMPARE ADJ(LSD)
‘EMMEANS = TABLES(sex™time)

| /PRINT = DESCRIPTIVE TEST{MMATRIX) HOMOGENEITY
CRITERIA = ALPHA(.05)
ANSDESIGHN = time
/DESIGN = sex .

¥ SPSS Processor is ready

There are three EMMEANS (estimated marginal means)

subcommands. The first two, involving the sex, and time tables, contain

the COMPARE keyword. It requests that main- or simple main-effect

tests (depending on how many factors are specified under TABLES) and

pairwise comparisons be performed. Pairwise tests can be adjusted using
Bonferroni or Sidak adjustments, but, by default, no adjustment (LSD) is
made. Our task is to obtain these tests for time within the sex*time table.

We must add the COMPARE keyword referencing one of the factors to
the /EMMEANS subcommand that contains the sex*time table.

Type COMPARE (SEX) at the end of the EMMEANS =
TABLES (sex*time) line

Copy and paste the modified/ EMMEANS = TABLES (sex*time)

line just below the original

Change COMPARE (SEX) to COMPARE (TIME) in the second

/EMMEANS = TABLES (sex*time) subcommand
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B Syntaxl - 5PSS Syntax Editor
Filz  Edit

2(R(8| B | D[] &) ] 2| F

Figure 7.33 Syntax Requesting Tests for Simple Effects

Wiew Analpze Graphs:  Utlities Bun  Window  Help

GLM

graded grade9 grade10 grade11 BY sex

ASFACTOR = time 4 Polynomial

/METHOD = SSTYPE(3)

'EMMEANS = TABLES isex) COMPARE ADJ(LSD)
'EMMEANS = TABLES{time) COMPARE ADJI{LSD)
'EMMEANS = TABLES{sex™ime) compare (sex)
'EMMEANS = TABLES{sex™ime) compare (time)

/PRINT = DESCRIPTIVE TEST{MMATRIX) HOMOGENEITY
/CRITERIA = ALPHA(.05)

ASDESIGH = time |
/DESIGHN = sex . -

¥ SPSS Processor is ready

Now significance tests will be applied to the sex factor and then to the
time factor, each performed within every level of the other factor, based
on the sex-by-time table of estimated marginal means. Since the table
involves more than one factor, the tests will be run separately at each
level of the other factor(s). This logic can be extended to additional
factors, so you can perform simple effect tests on one factor within a table
involving more than two factors.

Note that we do not need the estimated marginal means and tests for
the individual factors sex and time (/EMMEANS subcommands
containing TABLES(SEX) and TABLES(TIME)) and these subcommands
could be removed. They were left in the “Display means for” list box in
the Repeated Measures Options dialog so we could see the syntax needed
to request the tests.

Click Run..Current to run the analysis

Most of the results are identical to those viewed earlier. Here we
focus on the summaries involving simple effects.

Scroll down to the first Sex * Time section under Estimated
Marginal Means heading
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Figure 7.34 Estimated Marginal Means

Estimates
Measure: MEASUIRE_1
95% Confidence Interval
SEX TIME Mean Std. Error | Lower Bound | Upper Bound
Male 1 840 332 AT6 1.604
2 1922 354 1.214 2R3l
3 2.547 378 1.791 2.303
4 3.302 342 2h18 3.984
Female 1 1.434 33z 70 2.0949
2 3161 354 24482 2.870
3 3.429 378 2673 4,186
4 3642 342 2.958 4,325

The simple effects analysis will be based on this table. Even if a more
complex model were being analyzed, say with three or four between-
subject factors, then the simple effects analysis of a two-factor
interaction, would be based on the estimated means table involving the
two factors of interest.

Figure 7.35 Pairwise Comparisons of Sex within Grade Levels (Time)

Pairwise Comparisons

Measure: MEASLIRE_1

Mean 95% Confidence Interval for
Difference Difference”

TIME i SEX [y BEX (-3 Std. Errar Eig.a Lower Bound | Upper Bound
1 hale Female - 594 470 21 -1.534 345
Female  Male Rl 470 21 -.345 1.534

2 hale Female -1.238* A0 016 -2.241 - 236
Female  Male 1.238% A0 016 236 2.241

3 hale Female - 882 435 A04 -1.952 Aar
Female  Male a8z 435 A04 -187 1.952

4 hale Female -.340 483 484 -1.306 B26
Fermale  Male .340 483 484 - G256 1.306

Based on estimated marginal means
*. The mean difference is significant at the .09 level.

a. Adjustment for multiple comparisons: Least Sianificant Difference {equivalent to no
adjustments).

Recall that the COMPARE keyword on the /EMMEANS subcommand
will produce both overall tests and pairwise comparisons for the specified
factor. The Pairwise Comparisons table presents for each level of the time
factor (which represent grades 8, 9, 10 and 11), the female-male
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comparison. Because there are only two levels to sex, there is only one
unique comparison at each grade level. However, for factors with more
than two levels, all pairwise comparisons would appear.

Examining the comparisons, we see that only at time 2 (9t grade)
was there a significant difference between males and females. Thus we
can describe the nature of the sex by time interaction: there are no
significant differences between males and females in vocabulary scores
except in the 9" grade.

Figure 7.36 Univariate Tests (Simple Effects)

Univariate Tests

Measure: MEASLURE_1

Sum of

TIME Squares df Mean Sguare F Sig.

1 Contrast 5.653 1 5.653 1.599 211
Errar 219148 62 2.535

2 Contrast 24,540 1 24 840 6.103 016
Errar 249310 62 4.0

3 Contrast 12.452 1 12.452 2.720 04
Errar 283.864 G2 45749

4 Contrast 1.8480 1 1.840 485 484
Errar 231.724 G2 3737

Each F tests the simple effects of SEX within each level combination of the other effects
shown. These tests are hased on the linearly independent pairwise camparisons
amang the estimated marginal means.

In addition to the simple pairwise comparisons, overall simple effect
tests are presented. As the caption indicates, each F test represents a test
of the simple effect of sex within a grade level (time). Since sex has only
two levels, these tests match the pairwise results viewed above, which
were already discussed. However, for a factor with more than two levels,
this summary would present an overall test of a factor within each level
of the second factor.

Now we examine the interaction question using simple effects of time
within each sex group.

Scroll down to the second Sex * Time section under Estimated
Marginal Means heading
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Figure 7.37 Pairwise Comparisons for Time Performed Separately for
Males and Females (Complete Table Not Shown)

Pairwise Comparisons

Measure: MEASLIRE_1

Mean 95% Confidence Interval for
Differance Difference?
SEX MNTIME (N TIME (-3 Std. Error Eig.a Lower Bound | Upper Bound
Male 1 2 -1.082* 213 .oon -1.663 -.502
3 -1.707* 191 .oon -2.228 -1.187
4 -2 462 222 .0oa -3.067 -1.856
2 1 1.082* 213 .oon A0z 1.663
3 - 625 247 084 -1.298 4 872E-02
4 -1.379% 23T .oon -2.024 -.7a3
3 1 1.707* 191 .oon 1.187 2223
2 625 247 084 -4 8Y2E-02 1.298
4 -754% 223 .oo7 -1.361 -.148
4 1 2.462F 222 .0oa 1.856 3.067
2 1.379% 23T .oon T33 2024
3 Ta4% 223 .0ov 148 1.361
Female 1 2 -1.727* 213 .oon -2.307 -1.146
3 -1.995* 191 .oon -2.516 -1.474
4 -2.207* 212 .oon -2.812 -1.602
2 1 1.727F 213 .oon 1.146 2307
3 -.268 247 1.000 -.842 405
4 -.481 23T 282 -1.127 66
3 1 1.995*% 191 .0oa 1.474 2516
2 268 247 1.000 -.40%5 42
4 -212 223 1.000 -.819 394
4 1 2207 212 .oon 1.602 2812
2 481 237 282 - 166 1.127

Multiple comparisons of the grade levels are done separately for
females and the males (levels of the sex factor). A caption appears at the
below the table (not shown) indicating that the comparisons are based on
the estimated marginal means. All grade (time) comparisons are
significant for the males, while all but two (9t versus 10*, and 10 versus
11™) are significant for females. Thus males show a significantly increase
in vocabulary scores at each grade level, while females didn’'t show
significant change from 9t to 10*" or 10 to 11* grades. Females and
males thus show different patterns of vocabulary change over time, which
is the basis of the interaction.

In this way, understanding of a two-way interaction can be improved
by examining the simple effects of either factor. A plot is also helpful
(shown later).
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Figure 7.38 Multivariate Tests (Simple Effects)

Multivariate Tests

SEX Yalue F Hypothesis df Error df Sig.

Male Fillai's trace Jaon 46 60T 3.000 B0.000 .0oa
Wilks' lambda 300 46.6072 3.000 B0.000 .0oo
Hotelling's trace 2.330 46 60T 3.000 B0.000 .0oo
Roy's largest root 2.330 46.6072 3.000 G0.000 000

Female  Pillai's trace T2 A1.6413 3.000 B0.000 .0oo
Wilks' lambda 2749 a1.6412 3.000 B0.000 .0oo
Hotelling's trace 2482 A1.6413 3.000 B0.000 .0oo
Foy's largest root 2.582 51.6414 3.000 G0.000 .00n

Each F tests the multivariate simple effects of TIME within each level comhbination of the ather
effects shown. These tests are based on the linearly independent painvise comparisons among
the estimated marginal means.

a. Exact statistic

GRAPHING THE
INTERACTION

When examining the simple effects of sex within grade, overall F
tests were presented in the “Univariate Tests” table. This will be the case
for simple effects of any between-subject factor. Multivariate tests are
used to perform overall tests of simple effects for within-subject factors.
Multivariate tests are used to avoid complications that would occur if
Bonferroni or Sidak corrections were requested and sphericity were
violated. However, this means that when the sphericity assumption
holds, which is the case here, the simple effects test used (multivariate
test) is not the most powerful test. We find that there are significant
overall grade differences in vocabulary scores for both males and females.
In this instance the overall test sheds less light on the nature of the
interaction than did the pairwise comparisons. For this reason, it is
useful to examine both results.

Profile plots, seen earlier in the course, provide a means of visualizing a
two- or three-factor interaction. We will request a plot of vocabulary
means for the grade and sex groups.

Click the Dialog Recall tool | and then click Repeated

Measures
Click the Define pushbutton
Click Plots pushbutton
Move time into the Horizontal Axis box
Move sex into the Separate Lines box
Click Add pushbutton
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Figure 7.39 Requesting a Profile Plot

Repeated Meazures: Profile Plots
Factors: Horizontal &z e
time: Cancel
Separate Lines:
|
E Separate Plobs:
Plotz: | | |
time“sex

Click Continue, and then OK

Figure 7.40 Profile Plot of Vocabulary Scores Across Grades for Males
and Females

Estimated Marginal Means of MEASURE_1

SEX

Y hale

5 O Female

Estimated Marginal Means

-
ro
i
N

The plot of the estimated marginal means (here identical to the
observed means) shows the steady increase in vocabulary score over time
for the males. In comparison, the females show a sharper increase from
grade 8 to grade 9, and more gradual increases in the later grades. The
greatest difference between males and females occurs in grade 9. These
patterns, as you would expect, are consistent with the simple effects tests
we performed earlier.

Between and Within-Subject ANOVA: (Split-Plot) 7 - 26



SPSS Training

Chapter 8

Objective

Method

Data

INTRODUCTION:

AD VIEWING
WITH PRE-POST
BRAND RATINGS

More Split-Plot Design

Understand the issues involved with more complex split-plot analyses.

Use GLM to run a between- and within-subject analysis (split-plot)
involving multiple between- and multiple within-subject factors.

A marketing study in which different groups of subjects (groups based on
sex and current brand used) rated different brands before and after
viewing a commercial. The aim of the analysis was to determine if ratings
improved for a specific brand and whether this related to sex or brand
used.

but will be done with fewer variations. A marketing experiment

was devised to evaluate whether viewing a commercial produces
improved ratings for a specific brand. Ratings on three brands (ona 1 to
10 scale, where 10 is the highest rating) were obtained from subjects
before and after viewing the commercial. Since the hope was that the
commercial would improve ratings of only one brand (A), researchers
expected a significant brand by pre-post commercial interaction (only
brand A ratings would change). In addition, there were two between-
group factors: sex and brand used by subject. Thus the study had four
factors overall: sex, brand used, brand rated, and pre-post commercial.
We view the data below.

The example in this chapter will involve a more complex analysis,
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SETTING UP THE Click File..Open..Data (move to the c:\Train\Anova directory if

ANALYSIS necessary)
Click SPSS Portable(*.por) in the Files of Type drop-down list

Double-click on brand

Figure 8.1 Data from the Brand Study

Untitled - SP55 Data Editor - [O] x|
File Edit “iew Data Transform Analyze Graphs  Utilities  window Help
ER& 8| o | =[] al £ SEE %2
1:id 1
id gEY | user | pre_a | pre_h | pre_c |p09t_a| post_b | post_c | | | ﬂ
1 1 1 1 7 7 5 9 7 B
2 2 1 1 4 2 3 B 4 2
3 3 1 1 4 =) 1 4 3 3
4 4 1 1 =) 4 4 B a a
5 5 1 1 7 3 B B a a
b b 1 1 3 2 4 4 4 3
7 7 1 1 4 B 3 B 4 4
8 8 1 1 4 4 2 5 4 3
9 9 1 1 7 =) 4 7 a 4
10 10 1 1 =) 2 4 =) a =3
11 11 1 1 5 5 3 5 3 4 -
'\ Data View 4 ‘ariable View / 1K ﬂ_‘
SPSS Processor is ready

Sex and user are the between-subject factors. The next six variables
pre_a to post_c contain the three brand ratings before and after viewing
the commercial.

Click Analyze..General Linear Model..Repeated Measures

Replace factorl with prepost in the Within-Subject Factor
Name text box

Press Tab and type 2 in the Number of Levels text box

Click Add pushbutton

Type brand in the Within-Subject Factor Name text box

Press Tab and type 3 in the Number of Levels text box

Click the Add pushbutton

Click the Measure pushbutton

Type rating in the Measure Name text box

Click the Add pushbutton in the Measure Name area
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Figure 8.2 Two Within-Subject Factors Declared

Repeated Measures Define Factor|z]
Within-Subject Factar M ame: Diefime
Murmber of Lewvels:

Hezet
prepost[2] Cancel
brand(3] —_—

Help

teazure Name: ||

rating

SPSS now expects variables that comprise two within-subject factors.
The order you name the factors only matters in that SPSS will order the
factor levels list in the next dialog so that the last factor named here has
its levels change most rapidly. Therefore depending on how your
variables are ordered in the data, some factor orders make the later
declarations easier.

Click the Define pushbutton
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! Repeated Measures

Figure 8.3 Repeated Measures Dialog with Two Factors

i
# post_a
#E:* post_b
#» post_c
# pre_a
ﬂ} pre_b
# pre_c
#r zex

# uzer

Model...

within-Subjects Wanables  [prepostbrand):

ED _ 7 [1.1rating)
_ " [1.2rating)

_ 7 [1.3rating) Beset
__ 7 [21 rating] —
_ 7 (2.2 rating) Cancel
_ 7 [2.3rating) = ——

Help

Between-Subjectz Factorz):

]

LCovariates:

]

D:ugtra&tﬁ...| Flots... | FPoszt Hoc... Save... Options...

Both prepost and brand are listed as within-subject factors. There are
siX rows, so every possible combination of levels between the two factors
is represented. Notice that the brand level changes first going down the
list. This was due to defining brand last in the Repeated Measures Define
Factor dialog. Defining the factors in an order consistent with the order of
variables in your data file makes this step easier.

Move the following variables into the Within-Subjects
Variables list in the order given: pre_a pre_b pre_c
post_a post_b post c

Move sex and user into the Between-Subjects Factors list box
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Figure 8.4 Between and Within-Subject Factors Defined

! Repeated Measures
w Within-Subjects Yariables  [prepost,brand); 0K
Dj pre_al1.1 rating] Pazte
pre_b[1.2 rating) —_—
pre_c(1.3 rating] Reszet
poszt_a[2,1 rating] —
l:l pozt_b[2,2 rating) Cancel
post_c(2,3.rating) —
Help

Between-Subjects Factar(s):
# sex

Covariates:

]

Model... EDﬂtraStS...| Flats... | Foszt Hoc... Save... Optionz...

We can proceed with the analysis, but first let us request some
options.

Click the Options pushbutton

Click the Descriptives checkbox

Individually move sex, user, prepost, and brand into the
Display Means for list box

Click the Homogeneity check box
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Figure 8.5 Options Dialog Box
Repeated Measures: Options

E stimated M arginal Meanz

Factaor=] and Factor Interachions: Dizplay Means far:
[OWERALL] - TEN
SEN ‘I\ Lzer
Lzer repost
prepost
brand _
FERTLITE! [ Compare main effects
zex“prepost
usnler“nrennst Jﬂ
4 | B | J
Dizplay
[v Descriptive statistics [ Transformation matris
[ Estimates of effect size [v Homogeneity tests
[ Observed power [ Spread ws. level plots
[ Parameter estimates [ RBesidual plotz
[~ S5CP matrices [ Lack of fit test
[ FRezidual S5CF matrix [ General estimable function
Significance level: |.EIE Confidence intervals are 953
Continue Cancel Help

Besides the descriptive statistics, we request estimated marginal
means (which equal observed means since we are fitting a full model) for
each of the factors. Since there are several groups involved in the
analysis, we ask for homogeneity of variance tests.

We will proceed with the analysis. Contrasts can be applied to any
factors in the same way as we have done earlier.

Click Continue to process the options
Click OK to run the analysis

The command syntax below will produce this analysis.
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Figure 8.6 Syntax to Run Analysis

LN

JMELASURE = rating
/METHOD = SSTYPE(3)

{CRITERIL LLPHA(.O5)

JEMMEANS = TLBLES izex)
fEMMEANS = TLELES (user)
JEMMEAINZ = TABLEZ iprepost)
FEMMEANS = TALELES (hrand)

fPRINT = DESCRIPTIVE HOMOGENEITY

pre a pre b pre o post a post_b post o BT sex user
FUWIFACTOR = prepost Z Polynomwial brand 3 Polynomial

fWIDESIGHN = prepost hrand prepost¥hrand
FDEZIGH = =Zex user sex¥user

Variables which comprise the repeated-measures factors precede the
BY keyword and the between-subject factors follow it. Notice the repeated
measure variables are ordered so that brand levels change first and
brand is mentioned last in the WSFACTOR subcommand. This order is
critical for the analysis, so care must be taken when running from syntax.
The levels of each repeated measures factor are given and polynomial
contrasts (here uninteresting) are used. We requested estimated
marginal means for each of the factors. The PRINT subcommand will
display the descriptive statistics and the homogeneity tests.

EXAMINING Figure 8.7 Factors in the Analysis

RESULTS Within-Subjects Factors

Medsure. RATING
Dependent

FREFQST BRAMND Yariahle
1 1 FRE_A

2 FRE_B

3 PRE_C
2 1 FPOST_A

2 FOST_B

3 FOST ©

Betwieen-Subjects Factors

Walue
Lakel I
SEX 1 Female 43
2 Male 49
Brand 1 A 30
Used 2 B 3
3 C 31
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The factors in the analysis are listed along with the sample sizes for
the between-subject factor groups.

Figure 8.8 Descriptive Statistics (Beginning)

LesSCrIPpIive STATISTICS
St
SEX Brand Used Mean Cieviation il
Brand A- Pre Commercial  Fermale A 4,64 1.45 14
B 3.83 1.54 14
[ 3.87 1.30 15
Total 414 1.44 43
Male A £.13 1.08 16
B AR5 1.22 17
C A.480 110 16
Tatal a.76 114 49
Tuotal A 5.43 1.45 kli]
B 487 1.61 kil
[ 471 1.44 kil
Total 5.00 1.42 §2
Brand B - Pre Female A 3.93 1.548 14
Commercial B 479 163 14
[ 4.47 1.68 14
Total 4.40 1.64 43
Male A A.00 1.15 16
B f.24 1.30 17
[ a.a0 1.03 16
Tuatal 5.59 1.26 449
Total A 440 1.46 30
B 5.88 1.61 Kl

Subgroup means appear separately for each repeated measure
variable. Means for the repeated measures factors can be seen in the
estimated marginal means pivot tables, or viewed in profile plots.

TESTS OF Although they do not appear together in the output, we first examine
ASSUMPTIONS some assumptloni_s of the analysis. _Co_ncernlng homogeneity of variance,

the program provides Box’s M statistic and Levene’ test. Box's M is a
multivariate statistic testing whether the variance-covariance matrices
composed of the six repeated measures variables are equal across the
between-subject factor subgroup populations. Levene’s test is univariate
and tests for homogeneity across subgroup populations for each of the six
repeated measure variables separately.
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Figure 8.9 Box's M Test of Homogeneity

Eox's Test of Equality of Covariance Matrices®

Box's M 120.294
F 836
rif1 104
fz 114480
Sin. RiGd

Tests the null hypothesis that the ohsered covariance matrices
ofthe dependent variahles are equal across groups.
a. Design: Intercept+SEX+LUISER+SEX * LSER
Within Subjects Design:
PREFOST+BRAMND+PREFPOST*BRAMND

Box’s M test is not significant, indicating that the data are consistent
with the assumption of homogeneity of covariance matrices (based on the
six repeated measures variables) across the population subgroups.

Figure 8.10 Levene’s Test of Homogeneity

Levene s Test of Equality of Error Variances®

F df1 df2 Sig.
Brand A- Pre Comimercial 510 - o 68
Commercial 529 5 86 w78
E?rﬂ?nﬁr]:;ﬁe 784 5 86 561
oAl 1102 5 a6 365
g::uarg?ﬂ?ar-clijacllgt T3z 5 B B0
E?rﬂ?ni{.:ZT“ 1.301 5 86 271

Tests the null hypothesis that the errorvariance of the dependent variable is
equal across groups.
a.

Design: Intercept+3EX+LUSER+SEX * LISER
Wiithin Subjects Design: PREPOST+BRANMD+PREFPOST*ERAMND

Not surprisingly, the results of Levene’s test are consistent with Box’s
M. Box’s test is sensitive to both homogeneity and normality violations,
while Levene’s is relatively insensitive to lack of normality. Since
homogeneity of variance violations are generally more problematic for
ANOVA, the Levene’s test is useful.
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Now let us examine the sphericity assumption since this determines
whether we simply view the pooled ANOVA results, or move to
multivariate or degree of freedom adjusted results.

Figure 8.11 Sphericity Tests

Mauchly's Test of Sphericityt

Measure; RATIMG

Epsilon®
Within Subjects Mauchly's AR, Greenhouse-
Effect ) Chi-Square df Sig. Geiszer Huynh-Feldt | Lower-bound
FREFOET 1.000 Rululi] il . 1.000 1.000 1.000
BRAMD 956 367 2 832 995 1.000 A00
PREFOET * BRAND 9599 051 2 975 989 1.000 500

b

Tests the null hypothesis that the errar covariance matrix of the athonormalized transformed dependent variables is
proporional to an identity matrix.

a. May be usedto adjust the degrees of freedom for the averaged tests of significance. Corrected tests are
displayed in the layers (hy default) of the Tests of Within Subjects Effects tahle.

Design: Intercept+SEX+IJSER+SEX ™ USER
Within Subjects Design: PREPOST+BRAND+FREFPOST*BRAND

Notice no sphericity test is applied to the prepost factor. This is
because it has only two levels, so only one difference variable is created,
and there is no pooling of effects. The sphericity test for brand is not
significant (Sig. = .832), nor is the sphericity test for the brand by prepost
interaction (Sig. = .975). Thus the data are consistent with sphericity. As
a result we will not view the multivariate test results or the adjusted
pooled results (Huynh-Feldt, etc.), and instead focus on the standard
(averaged) results.
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ANOVA RESULTS

Measure: RATING

Figure 8.12 Within-Subject Tests

Tests of Within-Subjects Effects

Spheticity Assumed

Type

Sum of Mean
Saurce Squares df Souare F Sig.
FREFOST 39.784 1 39.784 IE1T .0oo
PREFPOST * SEX 2.334 1 2334 1.8585 ATT
PREPOST * USER 1.76849 2 874 6849 .A00
FREPOST* SEX * LUSER 1.953 2 A7E JTE AB3
ErroriPREFCOSET) 108.214 26 1.258
BRAMD 451 2 226 220 .e03
BRAMD * SEX 1.470 2 T35 g7 480
BRAND * LISER 1M1 AN 4 IR ATAH 74 TRA nnn
BRAMD * 5EX * LUSER 5.597 4 1.34949 1.366 248
ErroriBRAMD) 176.216 172 1.024
PREFPOST * BRAKD 1.156 2 &78 ATE B22
EE}EPOST* BRAND 21876 2 1.288 1.062 348
PREPOST * BRAMD *
LISER 4482 4 1.120 824 451
FREFOST * BRAMD *
SE¥ * LUSER 3812 4 .a7a T24 ATT
ErroriPREFCSTBRARMD) 208.604 172 1.213

Note

Note that this table has been edited in Pivot Table Editor (epsilon
corrected results with sphericity assumed were placed in the top layer) to
display only these results.

This table contains all tests that involve a within-subject factor; those
involving only between-subject effects appear later. Looking at the
significance (Sig.) column, we see a highly significant difference for pre-
post commercial and a brand by user interaction. The brand by pre-post
commercial effect is not significant, indicating that although the
commercial may have shifted ratings (pre-post commercial is significant)
it did not differentially improve the rating of brand A, which was the aim
of the commercial. We will view the means and profile plots to
understand the significant effects.

We will not view the multivariate results or the degree of freedom
corrected (appropriate if sphericity is violated) results. Nor will we
examine the tests of specific contrasts since we had no planned contrasts
and the polynomial contrasts over brand categories make no conceptual
sense.
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Figure 8.13 Between-Subjects Tests

Tests of Between-Subjects Effects

Measure: RATING
Transformed Variahle: Average

Type Il

Surn of Mean
Source Sguares df Square F Sig.
Intercept 14830726 1 14830726 | 2165476 .oon
SEX 335180 1 335180 45.941 .0nn
USER 7638 2 3819 558 5TA
SEX * LUSER 5106 2 2,853 373 .B90
Error A58.9849 fola] f.8449

Of the between-subjects effects, only sex shows a significant
difference. Let us take a look at some of the means.

Figure 8.14 Means for Sex and Pre-Post Commercial

Estimated Marginal Means
1. SEX
Measure: RATIMG
95% Confidence Interval
Lower pper
SEX Mean Std. Error Bound Bound
Female 4 416 63 4.08z2 4740
Male a.478 1483 a.678 G282
3. PEEPOST
Measure: RATING
95% Confidence Interval
Lowwer Lpper
FREFOQST Mean Std. Error Bound Bound
1 44928 A1 4 (932 5163
2 5. 466 24 5214 5713

We see males give higher ratings than females and the post-
commercial ratings are higher than the pre-commercial ratings. It seems
that the commercial was a success, but a success for all brands, not just
brand A as hoped.
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PROFILE PLOTS To better view the interaction between user (brand used) and brand
(brand rated) we request a profile plot

Click the Dialog Recall tool | , then select Repeated

Measures
Click Define pushbutton
Click Plots pushbutton
Move user into the Horizontal Axis list box
Move brand into the Separate Lines list box
Click Add pushbutton

Figure 8.15 Requesting a Profile Plot

Repeated Measures: Options
E stimated M arginal Means
Eactorz] and Factar [nteractions: Dizplay Means for:
[OWERALL] - zEH
sEN l:l LSEr
user repost
prepost
brand
SEMFLISET [ Cornpare main effects
zex prepost
usTr”DreDnst f
F | B | J
Drizplay
[v Deszcrnptive statistics [ Transformation matrs
[ Estimates of effect size [v Homogeneity tests
[ Observed power [ Spread vs level plots
[ Parameter estimates [ HBesidual platz
[~ SSCP matrices [ Lack of fit test
[ Residual SSCP matrix [ General estimable function
Signifizance lexel: .05 Confidence intervals are 95%
Contine Cancel Help

As many as three factors can be displayed in a profile plot, and so up
to a three-way interaction can be examined. Note that multiple profile
plots can be requested, which allows for many views of your data.

Click Continue to process the plot request
Click OK to run the analysis

The command below will produce the profile plot.
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GLM
Pre_a pre_b pre_c post_a post_b post_c BY sex user
/WSFACTOR = prepost 2 Polynomial brand 3 Polynomial
IMEASURE = rating
/IMETHOD = SSTYPE(3)
/PLOT = PROFILE(user*brand)
/EMMEANS = TABLES(sex)
/EMMEANS = TABLES(user)
/EMMEANS = TABLES(prepost)
/EMMEANS = TABLES(brand)
/PRINT = DESCRIPTIVES HOMOGENEITY
/CRITERIA = ALPHA(.05)
/WSDESIGN
/DESIGN .

The Plot subcommand requests a profile plot of user by brand.

Figure 8.16 Profile Plot of Brand Used by Brand Rating

Estimated Marginal Means of RATING

6.0

2.0 .

36 o

54 .

9.2

S0

40 »

0
45§

Estimated Marginal Means

4.4 &g
iy

Dy
i1

Brand Used

In the plot, brand levels 1, 2, and 3 correspond to brands A, B, and C,
respectively. The Brand used by Brand interaction shows (as we surely
would expect) that those who regularly use a particular brand rate it
higher than the other brands. Especially when there are many factor
levels, or several factors involved, profile plots can be very helpful in
practice.
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SUMMARY OF
RESULTS

SUMMARY

The homogeneity and sphericity assumptions were met. We did not
examine normality, but could do so by requesting residual plots in the
Options dialog box. We found that men gave higher brand ratings than
women, that the post-commercial ratings were higher than pre-
commercial ratings, and that respondents rated their own brand highest.
The expected brand by pre-post commercial interaction was not evident.

In this chapter we examined a more complex split-plot ANOVA involving
two between and two within-subject factors. We also used a profile plot to
describe an interaction effect.

More Split-Plot Design 8 - 15



SPSS Training

More Split-Plot Design 8 - 16



SPSS Training

Chapter 9

Objective

Method

Data and
Scenario

Design

Note

Analysis of Covariance

In this chapter we will discuss the purpose, assumptions, and
interpretation of analysis of covariance. In addition, we will demonstrate
an approach if the parallelism assumption is not met. We will then
extend the analysis to include within-subject designs while using
constant and varying covariates.

We will use the General Linear Model Univariate and Repeated
Measures procedures to perform the various runs to do the analyses and
check the assumptions.

The data presented here are taken from page 806 of Winer(1971).
However, we provide a different scenario that will influence the
interpretation of the results. It should be noted that the data file is very
small and is only for illustrative purposes. Suppose a study was done to
evaluate the effectiveness of three treatment drugs on pain-reduction of
ankle injuries. There are three types of treatment drugs (variable Drug
with labels A, B, and C) and each patient is in one of the three drug
groups (between-subjects factor). There is within-subject factor, which
involves measures taken during the early and later stages of the drug
intervention (time periods 1 and 2). The dependent measure is a pain
rating scale. Also, physical therapy was performed throughout the study,
and the amount of physical therapy varied from patient to patient. Since
physical therapy may influence the level of pain reported, it is treated a
covariate in the study. There are two measures of the hours of physical
therapy a patient experienced, one taken from the period just after the
drug treatment was initiated (time period 1) and one taken later in the
course of treatment (time period 2).

The main question concerns whether the drugs are effective in pain
reduction after controlling for the amount of physical therapy.

We will run various designs using the same data set. There will be a fixed
between-subject factor Drug with 3 levels and a within-subject factor
(time) with two levels. The dependent variable is reflected in PAIN1 and
PAIN2. The covariate (hours of physical therapy) was measured at the
same time points as the dependent variable and is stored in PT1 and
PT2.

We will run many different analyses on the same data set to demonstrate
the flexibility of the technique and reduce possible confusion to constantly
switching data. In practice, you would be interested in a specific set of
models.
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INTRODUCTION

HOW IS
ANALYSIS OF
COVARIANCE

DONE?

ASSUMPTIONS
OF ANCOVA

statistical control in place of lack of experimental control.

Inclusion of a covariate allows the researcher to run the usual
ANOVAs while controlling for some other variable. This is not control in
the experimental sense, but control in the sense of making a statistical
adjustment to equate all groups on the covariate. Covariates are interval
scale variables; if they were categorical then they would be included as
additional factors in the design.

Q nalysis of covariance can be viewed as an attempt to provide some

One purpose of analysis of covariance is to obtain a more sensitive
ANOVA by reducing the within-group variability. If the covariate is
related to the dependent variable the same way in each group, the within
group variation can be reduced by removing the effect of the covariate.
The classic case is an experiment in which subjects are randomly
assigned to groups, but vary on some background measure; analysis of
covariance (ANCOVA) will control for this source of variation.

Analysis of covariance is often spoken of as a conditional analysis.
Removing the effect of the covariate essentially equates all subjects on
the covariate, so instead of speaking of factor A having an effect we speak
of factor A having an effect if subjects had identical values on the
covariate. A common example of analysis of covariance is the adjusting
for body weight in medical experiments. In this context, analysis of
covariance adjusts the analysis as if each subject began at the same
weight.

ANCOVA is also used in non-experimental studies to substitute
statistical control for factors beyond the control of the researcher. Care
must be taken since if the covariate relates to factors in the study,
controlling for covariate modifies the estimated effects of the factors
themselves.

Basically, the dependent variable is regressed on the covariate, but the
relevant variation of the dependent variable is not its variation around
the grand mean but instead is based on the pooled within-group
variation. Thus a within-group regression with the covariate(s) is run and
the analysis of variance is performed on the residuals from the
regression.

The major assumptions specific to ANCOVA are: 1) The relationship
between the covariate and the dependent variable (within groups) is
linear; 2) The within-group distribution of the residuals is normal; and 3)
The relationship between the covariate and the dependent variable (the
slopes in the within-group regressions) is the same across all groups.

Assumption (1) need not hold, but the routines available in most
software are based on a linear relationship. Assumption (2) is the usual
normality assumption, this time after the covariate has been applied. The
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CHECKING THE

last assumption is important and can be tested. The degree of adjustment
made is based on the pooled within-groups regression. If the slope
relating the covariate to the dependent variable varies across groups,
then the common slope used to adjust each group does not reflect the true
relationship for that group. We will see that a different slope can be fit to
each group, but this requires rethinking just what we hope to accomplish
with the analysis.

Plots of the dependent variable and the covariate can be made separately
for each group (if there are relatively few cells in the analysis) to take an

ASSUMPTIONS ; .
informal look at the homogeneity of slopes. The residuals can be
displayed in normal plots. The homogeneity of slopes assumption can be
formally tested.
BASELINE We first run a one-factor ANOVA to provide a baseline. We use the
ANOVA Univariate procedure instead of a One-Way ANOVA in order to use the
same procedure throughout.
Click File..Open..Data
Move to the c:\Train\Anova directory (if necessary)
Select SPSS Portable (.por) from the Files of Type drop-down
list
Double-click on PainTreat.por
Figure 9.1 Data for Analysis of Covariance Example
Untitled - 5P55 Data Editor _ O] %]
File Edit Wiew Data Transform  Analyze  Graphs  Utbilies  wWindow  Help
==IE] O = e S e B S )
1: dug 1
drug ntl | paint | pt2 | pain2 | | =
1 1 3 B 4 14
2 1 & 11 g 18
3 1 11 15 14 22
4 2 2 B 1 &
5 2 & 12 ] 14
B 2 10 g g 10
7 3 7 10 4 10
B 3 & 14 10 18
g 3 ] 15 12 22
| T Ty Data iew £ Variskle View |« ,
SPSS Processor is ready

Click Analyze..General Linear Model..Univariate
Move PAINL1 into the Dependent Variable list box
Move Drug into the Fixed Factors list box
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Figure 9.2 Univariate Dialog Box

! Univariate
@ painZ Dependent Wariable; Model...
# ptl D | # paint
Contrasts. ..
# pt2 Fized Factar(z): —
‘I\ 1!;&:) drug Flats. ..
Fozt Hoo.
R andom Factor(z):
Save...
D Options...
Covanate[s]:
D WLS 'wieight:
ak. Paste | Beset | Cancel | Help |

Click on OK to run the analysis.

PAINL1 (pain during period 1) is the dependent variable and there is
one between-subjects factor (Drug) with three levels. The following
command will run this analysis.

UNIANOVA
painl BY drug
IMETHOD = SSTYPE(3)
/INTERCEPT = INCLUDE
ICRITERIA = ALPHA(.05)
/DESIGN = drug .
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Figure 9.3 ANOVA Table

Tests of Between-Subjects Effects

Dependent Variable: Period 1 Treatment Pain

Type I Sum
Source of Bquares df Mean Square F Sin.
Corrected Model 24 8854 2 12.444 1.1484 aT6
Intercepnt 1133.444 1 1133.444 105,165 0oo
DRUG 24889 2 12.444 1.145 aTE
Errar B4 6ET B 10778
Total 1223.000 g
Corrected Tatal a9 556 8

4. R Sguared = 278 (Adjusted R Sgquared = .037)

This table shows no suggestion of a main effect of Drug in this
analysis (significance level is .376). Thus during the early treatment
period, there were no differences attributable to drug found in the pain
measure.

ANCOVA — In the second run we will include the covariate and the interaction term
HOMOGENEITY of the covariate and the between-subject factor. The assumption of
OF SLOPES equality (homogeneity) of regression slopes can be tested by fitting a
model containing the main effects of Drug and PT1, as well as the
Drug*PT1 interaction. The interaction term provides the test of the null
hypothesis of equal slopes. If the slopes relating the covariate to the
dependent variable are identical (parallel) across the different groups,
this interaction will not be significant.

Click the Dialog Recall tool | , then click Univariate

(Verify that PAIN1 is in the Dependent variable box and Drug is
in the Fixed Factor(s) list box)

Move PTL1 into the Covariate(s) list box

Click the Model pushbutton

Select Custom model option button

Click Drug, then click the Build Term arrow to add Drug to the
model

Click PT1, and then click the Build Term arrow to add PT1 to
the model

Select both Drug and PT1 in the Factors & Covariates list box
(use Ctrl-click), then click the Build Term arrow to add the
Drug*PT1 interaction term to the model
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Figure 9.4 Univariate Dialog Box

Univariate: Model
Specify Madel _
" Full factarial * Cusztam Laiiue
Factors & Covariates: del: Cancel
druglF]
pHC) Help
drugptl
Build Termis) aF
| Interaction
Sum of sguares: | Type IlI ﬂ v Inchude intercept in model

Click Continue to process the model requests
Click on OK to run the analysis

The following command will also run the analysis:

UNIANOVA
painl BY drug WITH ptl1
IMETHOD = SSTYPE(3)
/INTERCEPT = INCLUDE
ICRITERIA = ALPHA(.05)
/DESIGN = drug ptl drug*ptl .

The keyword WITH precedes covariates in UNIANOVA, just as BY
precedes factors. From the first command line alone, UNIANOVA would
run a standard analysis of covariance, not testing the interaction term. In
the DESIGN subcommand we include the between-subjects factor (Drug),
the covariate (PT1), and the factor by covariate interaction (Drug BY
PT1). This interaction effect is the main focus of our interest.
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Figure 9.5 ANCOVA Table with Homogeneity of Slopes Test
Tests of Between-Subjects Effects

Dependent Wariable: Period 1 Treatment Pain

Type Il Sum
Source of Sguares df hWean Square F Sin.
Corrected Maodel 78.78R4 L 18.757 4,380 27
Intercept A78 1 478 a3 a8
DRUG 4 7h4 2 2.382 BG4 AT
FT1 28414 1 28.414 7.914 067
DRUG*PT1 9410 2 4705 1.311 350
Error 10.7649 3 3.58490
Total 1223.000 L
Corrected Total a849.556 a

4. R Snuared = 880 (Adjusted R Squared = 679

The summary table indicates that the interaction is not significant
(Sig. =.390), so the homogeneity of slopes assumption seems to be met.
Thus the linear relationship between hours of physical therapy and pain
level does not differ across drug treatment groups. There is a suggestion
of an effect of the covariate (Sig. = .067), but no effect due to Drug. To
repeat, with such a small sample there is little power to detect
assumption violations, but we wish to demonstrate the method.

STANDARD
ANCOVA

Having checked the parallelism of slopes assumption, we proceed with
the standard ANCOVA.

Click the Dialog Recall tool | then click Univariate

Click the Model pushbutton

Select the Full factorial model option button
Click Continue to process the change

Click Options pushbutton

Click Parameter Estimates checkbox

Click Continue

Click OK to run the analysis.

The following command will run the analysis using syntax.

UNIANOVA
painl BY drug WITH ptl
/IMETHOD = SSTYPE(3)
/INTERCEPT = INCLUDE
/PRINT = DESCRIPTIVE PARAMETER
/CRITERIA = ALPHA(.05)
/DESIGN = ptl drug.
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Figure 9.6 ANCOVA Summary Table

Tests of Between-Subjects Effects

DependentVariahle: Period 1 Treatment Pain

Type Ul Sum
Source of Sguares df Mean Sguare F Sig.
Zorrected Model B9 37RE 3 23124 a.73a0 045
Intercept 40.630 1 40.630 10.067 025
FT1 44 4848 1 44 488 11.023 021
DRUG 17.143 2 8876 2125 215
Errar 201749 5 4.036
Total 1223.000 g
Corrected Total 29 556 a

4. R Bguared = 774 (Adjusted R Squared = F38)

DESCRIBING THE
RELATIONSHIP

The results are similar to the previous analysis, no effect due to factor
Drug, and a significant relationship between the covariate and dependent
measure. The reason for the covariate now being significant probably has
to do with the extra degrees of freedom added to the error term — going
from 3 to 5 degrees of freedom is a big jump.

The Univariate procedure also presents some information to characterize
the relation between the covariate and dependent variable.

Figure 9.7 Parameter Estimates

Parameter Estimates

DependentYariahle: Period 1 Treatment Fain

95% Confidence Interval
Farameter B Std. Error 1 Sig. Lower Bound | Upper Bound
Intercept 6.682 2228 2.8499 030 854 12.411
FT1 .40 238 3.320 02 78 1.4
[DRUG=1] | -1.71E-02 1.638 =010 REIE -4.355 4.3
[DRUG=2] -2.8947 1.671 -1.764 138 -7.242 1.348
[DRUG=3] na

a. This parameter is setto zero because it is redundant.

In the GLM parameterization, the intercept parameter estimate gives
the estimated value of the last category of Drug (Drug = 3) when the
covariate is equal to 0. The Drug = 1 and Drug =2 coefficients subtract
the level 3 predicted value from the level 1 and level 2 predicted values,
respectively. Adding one of these coefficients to the intercept estimate
gives the estimated value for that level of Drug when the covariate is

equal to 0.

The B coefficient for PT1 is the regression coefficient used to predict
the dependent variable based on the covariate. Its positive coefficient
indicates that higher levels of physical therapy are associated with
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greater pain levels. This is not the expected relationship and if this were
real data, it should be examined more carefully (perhaps patients with
more serious and painful injuries received more physical therapy). The
95% confidence band for the regression coefficient is rather wide.

FITTING NON- If an interaction between a covariate and a factor in the model is
PARALLEL significant, it indicates that the slopes relating the covariate to the
SLOPES dependent variable vary across groups. If there is interest in modeling

this, that is, fitting different slopes to each group, this can be specified in
the Univariate procedure. It is no longer the standard analysis of
covariance since the degree of adjustment varies with the group, but the
analysis may be of interest in its own right.

Click the Dialog Recall tool | then click Univariate

Click the Model pushbutton

Select the Custom Model option button

If Drug and Drug*PT1 are not already in the Model list box (from
our earlier analysis) then move Drug and Drug*PT1 (Ctrl-
click to select both) into the Model box

Remove PT1 from the Model list box (if necessary)

Figure 9.8 Model for Separate Slope Analysis

Univanate: Model
Specify Mode| _
" Full factarial * Cusztom Lot
Eactorz & Covaniates: M odel: Canhcel
druglF) drug
pH[C) drugpt1 Help
Build Term(z]

Sum of zquares: | Tupe | ﬂ [+ Include intercept in model

Since PT1 is removed from the model, Univariate will assign three
degrees of freedom to the PT1 by Drug interaction. Thus it will fit a
separate slope (between PT1 and the dependent measure) for each level
of Drug. If we left PT1 in the model, as we did when testing slope
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homogeneity, then the PT1 effect would represent the overall slope
between PT1 and the dependent measure, while the two degrees of
freedom PT1 by Drug effect would test the interaction of PT1 and Drug.

Click Continue to process the change
Click OK to run the analysis

The following syntax will run the analysis.

UNIANOVA
painl BY drug WITH ptl
IMETHOD = SSTYPE(3)
/INTERCEPT = INCLUDE
/PRINT = PARAMETER
/ICRITERIA = ALPHA(.05)
/DESIGN = drug drug*pt1 .

Figure 9.9 Between-Subject Tests
Tests of Between-Subjects Effects

Dependent Variable: Period 1 Treatment Pain

Type I Sum
Source of Squares df Mean Square F Sin.
Corrected Model 78.7854 a 15747 4.3490 27
Intercept A78 1 473 133 g3
DRUG 4764 2 2382 BG4 AT
DRLUG ™ PT1 53.8497 3 17 966 5.004 109
Error 10.TES K] 2580
Total 1223.000 g
Corrected Total 89556 8

a. B Sguared = 830 (Adjusted B Squared = BT 3)

We notice that neither the main effect of Drug, nor the covariate

main effect or interaction of the factor and the covariate (bundled
together in Drug*PT1) are significant (.577 and .109, respectively).
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Figure 9.10 Parameter Estimates
Parameter Estimates

DependentYariahle: Period 1 Treatment Pain

H5% Confidence Interval
Pararmeter B Std. Errar 1 Sii. Lower Bound | Upper Bound
Intercept -7.000 10774 -.650 62 -41.286 27 286
[DRUG=1] 12577 11.0149 1.141 33T -22.490 47 644
[DRUG=2] 12.538 11.0389 1.136 339 -22.504 47 671
[DRUG=3] g4 . ) ) . .
[DRUG=11*PT1 HEZ 322 2.0988 058 -B.2545E-02 1.986
[DRUG=2]*PT1 A14 322 1.614 205 -804 1.543
[DRUG=3]*PT1 2.500 1.340 1.866 154 -1.764 G764

3. This parameter is setto zero hecause itis redundant.

The values for the intercept and Drug = 1, Drug = 2, and Drug = 3 are
the same as explained earlier. Notice that there are 3 degrees of freedom
for Drug*PT1: one for each of the three slopes. The parameter estimates
for Drug*PT1 provide the slope estimates, relating hours of physical
therapy to reported pain level, for each of the three groups.

REPEATED To illustrate analysis of covariance in the context of repeated measures
MEASURES we will first run a split-plot analysis (between-subject factor Drug,
within-subject factor time with two levels), using only the first
ANCOVA WITH A measurement of the covariate PT1 to illustrate the analysis. This is also
SINGLE termed repeated measures with a constant covariate since a single
COVARIATE covariate value applies across levels of the repeated measure factors.

Click Analyze..General Linear Model..Repeated Measures
Replace factorl with time

Enter 2 in the number of levels box

Click the Add pushbutton

Click the Measure pushbutton

Type pain in the Measure Name text box
Click the Add pushbutton in the Measure Name area
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Figure 9.11 Repeated Measures Define Factors Dialog Box

Repeated Meazures Define Factor[s)
Within-Subject Factar Marme: Ii Define
Mumber of Lewvels: |_ E

tirme(2] Cancel
Help

Meazure Mame: |

pain

Click the Define pushbutton

Move PAIN1 and PAINZ2 into the Within-Subject Variables
list box in that order

Move Drug into the Between-subject Factor(s) list box

Move PT1 into the Covariates list box

Figure 9.12 Repeated Measures Dialog Box

i Repeated Measures

‘9 pt2 Within-Subjects Variables  [time]: 0K,
|:|:| pairl[1.pain) E
painZ[2.pain)
Rezet
‘:\ Cancel

Help

Between-Subjects Factorz):

‘:\ # drug

LCovariates:

E@ﬁ

bodel... Contragts. .. | Plats... | | Save... Optionz. ..
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Click the Options pushbutton
Select Descriptives, Parameter Estimates, Transformation
Matrix, and Homogeneity Tests

Figure 9.13 Options Dialog Box

Repeated Meazures: Options

Estimated K arginal Means

Factor(z) and Factor [nteractions: Dizplay Meanz for;

[OYERALL)

drug ‘:I

irme

drug*time

-
Drizplay
[v Descriptive statistics v Transformatian matris
[ Estimates aof effect zize v Homogeneity tests
[ Obzerved power [ Spread vz level plotz
[v Parameter estimates [ Besidual plotz
[~ S5CP matrices [ Lack of fit test
[ Reszidual S5CF matrix [ General estimable function
Significance level: |.05 Confidence intervals are 95%
Contirue Cancel Help

Click Continue to process the request
Click OK to run the analysis

The following command will also run the analysis.

GLM

painl pain2 BY drug WITH ptl

/WSFACTOR = time 2 Polynomial

/IMEASURE = pain

/IMETHOD = SSTYPE(3)

/PRINT = DESCRIPTIVE PARAMETER TEST(MMATRIX)
HOMOGENEITY

ICRITERIA = ALPHA(.05)

/WSDESIGN = time

/DESIGN = ptl drug .

Scroll down to Transformation section of results
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Figure 9.14 Transformation Matrix

Transformation Coefficients (M Matrix)

Averaijge

Measure: PAIMN
Transformed YWariahle: AYERAGE

Fetiod 1 Treatment Pain Jar
FPeariod 2 Treatment Pain i
TIME®

Measure: PAIMN

TIME
Dependent Variable Linear
Feriad 1 Treatment Pain - 707
Periad 2 Treatment Pain 07

a. The contrasts for the within subjects factors
are:
TIME: Falynomial contrast

The first transformation is the average of PAIN1 and PAIN2. Thus
the covariate will be applied to the effects that involve the average of
PAIN1 and PAINZ2, that is, only between-subject effects.

Scroll up to the Tests of Between-Subjects Effects’ pivot table

Figure 9.15 Tests of Between-Subject Effects

Tests of Between-Subjects Effects

Measure: PAIM
Transformed Variahle: Average

Twpe Il Sum
Source of Sguares df Mean Sguare F Sig.
Intercept 141.882 1 141.882 8414 034
FT1 92 R4 1 592 FG4 54493 i
DRLIG 89.903 2 44 951 2 BRA 163
Error ad.3m ] 16.860

The covariate is not quite significant (Sig. = .066). If it were
significant, this would indicate that the amount of physical therapy
during the early phase of drug treatment is related to overall (period 1
and period 2 measures, averaged together) pain ratings. The effect of the
Drug factor, adjusted for the covariate, is not significant.
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Figure 9.16 Tests of Within-Subjects Effects (Sphericity Assumed)

Measure: PAIN

Tests of Within-Subjects Effects

Sphericity Assumed

Type Il Sum
Source of Squares df Mean Sguare F ain.
TIME 8.383 1 8.393 3.237 132
TIME * PT1 3.816E-02 1 3.816E-02 014 Ana
TIME * DRLIG 16.476 2 8.238 2178 124
Errar(TIME) 12.962 a 2.592

Note: the pivot table above was edited in the Pivot Table Editor so only
the sphericity assumed results appear. Since there are only two levels of
the repeated measure factor, the sphericity test and corrections are not
relevant). We find no effects significant: main effect of time, interaction
between time and factor Drug, interaction between the covariate and
time. This latter effect (Time by PT1) tests whether the slope relating the
covariate (physical therapy) to the dependent measure (pain) is the same
(parallel) for each of the two time periods.

Figure 9.17 Parameter Estimates

Parameter Estimates
95% Confidence
Interval

Stdl. Lower I pper
Dependent Variahle Parameter B Error 1 Sin. Bound Bound
Period 1 Treatment Pain  Intercept GEE2 | 2228 | 29499 030 G54 | 12411
PT1 Jan 238 3.320 021 78 1.401
[DRUG=1] | -1.71E-02 | 1688 -0 492 -4.385 4321
[DRUG=2] -2.947 | 1671 | -1.764 138 -7.242 1.348
[DRUG=3] na . ) ) . .
Period 2 Treatment Pain - Intercept 10087 | 4386 | 2316 63 -1.1049 [ 21.284
PT1 822 AGA 1.769 A37 -.373 2017
[DRUG=1] 2704 | 32498 .820 A50 -5774 | 11182
[DRUG=2] -4.4903 | 3265 | -1.502 93 | -13.287 3.4490

[DRUG=3] 03

a. This parameter is setto zero hecause it is redundant.

This is the standard ANCOVA table of parameters under the general
linear model. Note a separate slope coefficient (for covariate PT1) is
calculated for PAIN1 and PAINZ2; the model effects are adjusted for both.
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REPEATED Since covariates are not always fixed measures at one time point,
MEASURES covariates that are measured under each condition can be used in the
analysis. We will analyze the same data using PT1 and PT2, measures of
ANCOVAWITH A the covariates at the two time points. Note that GLM will adjust each
VARYING level of the repeated measure factor (PAIN1, PAIN2) for every covariate.
COVARIATE Thus a covariate that varies over time is treated identically to the

situation in which multiple covariates are recorded at a single time point.

Click on the Dialog Recall tool | , then click Repeated

Measures
Click on the Define button
Add PT2 to the Covariates box
Click on OK

The following command will run this analysis.

GLM
painl pain2 BY drug WITH ptl pt2
/WSFACTOR = time 2 Polynomial
IMEASURE = pain
IMETHOD = SSTYPE(3)
/PRINT = PARAMETER TEST(MMATRIX) HOMOGENEITY
/CRITERIA = ALPHA(.05)
/WSDESIGN = time
/DESIGN = ptl pt2 drug .

Figure 9.18 Test of Within-Subjects Factors
Tests of Within-Subjects Effects
Measure: PAIN

Sphericity Azsumed

Type Il Sum
Source of Sguares df Mean Square F Sig.
TIME 5973 1 09973 17.370 014
TIME * PT1 8.049 1 a.0449 14.0149 020
TIME = PT2 10665 1 10.665 18.576 013
TIME * DRUG 1.923 2 HE1 1.675 246
ErrorTIME) 2297 4 A7

As before, the pivot table has been edited so only the results that
assume sphericity appear.

As we can see Time, the interaction of Time and PT1, and the
interaction of Time and PT2 are both significant, but the Time by Drug
interaction is not significant. This suggests that there is a change in pain
level over time and that this change is related to the amount of physical
therapy in both the early and late stages of drug treatment. Although not
significant, a Drug by Time interaction would suggest that the effect of
Drug is not uniform across the two time periods.
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Figure 9.19 Test of Between-Subjects Factors

Tests of Within-Subjects Effects

Measure: PAIN
Sphericity Assumed

Type Il Sum
Source of Spuares df Mean Square F Sin.
TIME 98973 1 8973 17.370 014
TIME * PT1 3.049 1 2.049 14.0149 020
TIME * PT2 10665 1 10.665 18.476 013
TIME * DRIIG 1.823 2 61 16745 296
EtrorTIME) 2287 4 A74

The only significant effect is the covariate PT2 (the amount of
physical therapy during the second time period). The results of the other
effects are consistent with the previous analysis.

Figure 9.20 Parameter Estimates

Parameter Estimates

95% Confidence
Interval
Std. Lower Upper
Dependent Variable Pararmeter B Error t Sig. Bound Bound
Period 1 Treatment Pain Intercept 7348 1428 |5.144 ooy 3382 [11.314
PT1 -9189E-02 a3a | -272 789 -1.030 846
PTZ J37 253 (233 044 | 3.8E-02 1.439
[DRUG=1] -1.732 1.219 | -1.42 228 -51T 1.653
[DRUG=2] -2.403 1.073 | -2.24 089 -5.383 AT8
[DRLG=3] na . ) ) . .
Period 2 Treatment Pain  Intercept 11.583 1672 | 7.368 ooz 7.218 [15.948
PT1 -1.158 AT -3 036 -219 - 126
PTZ 1.656 T8 [ 5.4948 .oo4 883 2,429
[DRUG=1] -1.140 1.342 | -.8487 440 -4.876 2676
[DRUG=2] -3.681 1181 | -312 036 - 861 - 400
[DRLG=3] 2

a. This parameter is setto zero hecause itis redundant.

The interpretation of the parameter estimates is identical to our
earlier discussion (see Figure 9.17); each of the covariates is summarized
separately. As we found earlier with PT1 (physical therapy during the
first period), the estimates for the covariate coefficients of PT2 (physical
therapy during the second period) indicate that pain level increases with
more physical therapy. Oddly, higher levels of physical therapy during
the first period relate to lower pain levels during the second period.
Notice a coefficient relates PT2 (amount of physical therapy during the
second period) to the first period pain measure; it might be argued on
logical grounds that this coefficient should not be included in the model.

The fact that the intercept for the second period is greater (11.583)
than that for the first period (7.342) indicates that pain levels increased

Analysis of Covariance 9 - 17
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over time! This could be shown more clearly by requesting the estimated
marginal means for the Time factor using the Options dialog.

FURTHER This process can be generalized to additional covariates and repeated
VARIATIONS measures factors, and even more complicated variations. If you attempt
these analyses, make sure you display the transformation matrix that
will inform you of the actual analysis that the General Linear Model
procedures are performing.

Analysis of Covariance 9 - 18
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Chapter 10

Objective

INTRODUCTION

Special Topics

We will discuss the setups for some specialty statistical models: Latin
Square Designs and Random Effects Designs. We will not discuss
substantive interpretation of the results.

previous chapters, there are a number of more specialized ANOVA

applications. The family of incomplete designs, which includes Latin
Squares, allows experimenters to control for nuisance factors, or to study
a number of factors without including all possible combinations of the
factor levels in the analysis. The price of this involves giving up the
opportunity to test for interaction effects. In this chapter we demonstrate
that the GLM procedure can perform such analyses with experimental
data collected from a Latin Square design. A second application we will
explore involves ANOVA designs that contain more than a single random
factor. Again, such models can be run using the GLM procedure.

I n addition to the more or less standard analyses discussed in the

Special Topics 10-1
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LATIN SQUARE
DESIGNS

AN EXAMPLE

Latin Square designs are useful when there is interest in performing a
multiple factor ANOVA, but it is impossible or undesirable to represent
all combinations of levels of factors in the analysis. For example, a three-
factor design with each factor containing five levels implies 125 groups!
Another common use of Latin Square designs involves controlling for
nuisance factors, that is, controlling for the effects of factors that may
influence the outcome, but are not themselves of experimental interest.

The basic idea is that not all combinations of levels of levels of factors
are included, but those included are counterbalanced so that independent
main effects can be tested. The counterbalancing is designed to confound
main effects with certain interaction terms, and an assumption is made
that the interaction terms are not significant. As a result of not including
all cells, at least some and possibly all interaction questions cannot be
tested. When there are no replicates within cells, the variation usually
attributed to higher-order interactions is used as the error term in testing
main effects.

To illustrate a Latin Square design, Montgomery (1984) provides an
example of a dynamite manufacturer interested in evaluating the results
of five chemical formulations on the explosive force of the resulting
compound. In addition, two other factors have been identified as
potentially influencing the compound, namely the quality of the raw
materials and the person mixing the materials. These will be considered
to be systematic sources of error (nuisance factors) that need to be
removed from the analysis. Thus we consider three factors: formulation,
batch of raw materials, and operator. Ideally, an experiment would be
performed so that each operator uses each batch of raw materials in
preparing each formulation (5 x 5 x 5, or 125 cells). Here we run into the
practical problem of there being not enough raw materials in a batch to
supply each operator for each formulation (25 combinations). For this
reason the researcher cannot perform the fully balanced experiment and
instead a Latin Square will be used.

Below we show the formulation assignments (A-E) with five operators
(1-5) and five batches of material (1-5). The equal number of levels within
each factor is required for balancing and is a feature of such designs.

Batches

Operator 1 Operator 2 Cperator 3 Operator 4 Operator 5

al = |l B0 | —

(el Raw Rl fu=] iy
o el law ) Lan) fu=)
n=g e ico ] L aw ) Low
Ll la=g ol ool )
e B iu=] be N
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Notice that each formulation appears once in each row and column of
the table — that is, once with each batch of materials and once with each
operator. If interactions between batches, operators, and compounds are
negligible, then we can test for the effects of different formulations of
compounds on explosive force without the noise introduced by raw
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materials and operators (by adjusting for it).

Click on File..Open..Data

Move to the c:\Train\Anova directory

Select SPSS Portable (.por) from Files of Type drop-down list
Double click on Latinsq

Figure 10.1 Data from Latin Square Design

Untitled - SP55 Data Editor

File Edit “iew Data Transform  Analyze Graphs  Utilites  Window  Help

=z@|a|=| | || k] sl Fe OE5 9|9
1: batch 1
batch operatar | form | force | | | =
1] 1 1 1 24
2 1 2 2 20
3 1 3 3 19
4 1 4 4 24
5 1 5 5 24
B 2 1 2 17
7 2 2 3 24
g 2 3 4 30
o 2 4 ] 27
10 2 5 1 36
11 3 1 3 18
12 3 2 4 35 Jj
| [ [\ Data view £ variable View § | >
SPSS Proceszor is ready

Click Analyze..General Linear Model..Univariate

Move Force into the Dependent Variable list box

Move Batch, Operator, and Form into the Fixed Factors list
box

Special Topics 10-3
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Figure 10.2 Univariate Dialog Box

» Univariate

]
_J

]

]
]

Dependent Y anable: bodel
| # force
. Contrasts...
Eixed Factor(z]:
#» operator E‘ Flats...
fl:lrrl'l
@ bt Fozt Hoc...
Randorm Factorlz]:
Save...
Optionz...

Covvariatelz];

Wil 5 \Weight:

0k | Easte| Eeset| Eance|| Help |

Click the Model pushbutton
Select Main Effects on the Build Term(s) drop-down list
Separately move Batch, Operator, and Form into the Model

list box

Figure 10.3 Univariate: Model Dialog Box

Univariate: Model

Specify Model
" Full factarial
Eactars & Covariates:
batchiF)
aperator(F)
farm(F) ;
Build Termlz)
|Interan::tin:ur'| hd |
Surn of sguares; |T_|,I|:ue 11} j

& Custom Cantinue
todel: Cancel
batch
Help

DEeratDr

W Include intercept in model
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Instead of the full model (all main effects and interactions), we will fit
a custom model consisting of only main effects. The residual variation
from this model will be used as the error term.

Click on Continue to process Model
Click on OK to run the analysis.

The following syntax will also run the analysis.

UNIANOVA
force BY batch operator form
/IMETHOD = SSTYPE(3)
/INTERCEPT = INCLUDE
/CRITERIA = ALPHA(.05)
/DESIGN = batch operator form .

The DESIGN subcommand indicates that only a main effects model
will be tested. The remaining effects will be pooled together into a
residual term, which will be used as the error term in significance
testing. This is why the assumption of no interactions is so important.
Since Unianova is the univariate version of the GLM procedure, the GLM
command could have been used instead.

Figure 10.4 ANOVA Table

Tests of Between-Subjects Effects

Dependent Yariahle: FORCE
Type [l Sum
Source of Squares df Mean Sguare F Sig.
Corrected Model f48.0002 12 45 BEY 4231 004
Intercept 16129.000 1 16128.000 | 1512.094 000
BATCH G2.000 4 17.000 1.594 238
OFERATCR 160.000 4 37.500 3516 040
FORM 330.000 4 82.4800 T.734 003
Errar 128.000 12 10.667
Total 16805.000 25
Corrected Taotal G76.000 24
a. K Sguared = .811 iAdjusted B Squared = .621)

We see the tests of main effects performed using the residual as the
error term. The main effect of Form (formulation) is of greatest interest
and is highly significant. For some designs, if there were replication
within each cell, the within-cell error term could be used for significance
testing.

Special Topics 10-5
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COMPLEX
DESIGNS

RANDOM
EFFECTS
MODELS
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There are additional variants along this theme of Latin Square designs
(Greco-Latin Square, etc.) as well as other classes of designs (for example,
fractional factorial). They can be set up in GLM in much the same way as
demonstrated above. Such designs generally demand more knowledge of
the user to plan the experiment, to understand which effects (main
effects, main effects and some two-way interactions, etc.) can be tested,
and to interpret the results. For those who need to perform such studies,
SPSS Trial Run is a design of experiments program that can generate a
variety of complex designs. It can then analyze the results using the GLM
procedure, which is included in the program.

The preceding designs in this course contained only single random
factors: plant variation within group, subject variation within group, and
Y variation within levels of A. In SPSS, by default GLM assumes there is
a single random factor reflected in the case to case variation. GLM can
accommodate multiple random factors quite easily using dialog boxes
when the random factors are crossed with the other factors, and can be
run using syntax when the random factors are nested. This is because the
nesting operation cannot be expressed currently in the GLM — General
Factorial Model dialog box. Most applied statistics books that discuss
experimental design either cover the common designs or supply rules to
determine the correct error terms in the presence of multiple random
effects (for example, Kirk (1982) or Milliken and Johnston (1984)).

To illustrate we will consider a simple two random-effect design. An
experiment is performed in which subjects (5) inflate rubber rafts (6). The
time it takes to inflate each raft is recorded. Rafts are sampled from a
production line and each subject inflates each raft once. Here we have a
completely crossed (each subject inflates each raft) two-factor design with
both factors assumed random. In this case the interaction term is used to
test each of the main effects, and if there had been replications (if each
subject inflated each raft several times), the interaction itself would be
tested using the within-cells error term.

Click on File..Open..Data

Move to the c:\Train\Anova directory (if necessary)

Select SPSS Portable (.por) from the Files of Type drop-down
list

Double click raft.por to open the file

Click No when asked to save the Data Editor’s contents
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Figure 10.5 Raft Data

Untitled - 5P5S5 Data Editor
File Edit “iew Data Transform Analwze Graphs  Utlties  'Window  Help

cR|s| =] | | | =[]l £l D|EE %o
1 zubject 1
subject raft | tirme | | | | =
1] 1.00 1.00 279
2 1.00 2.00 8.63
3 1.00 3.00 1224
4 1.00 4.00 5.82
5 1.00 5.00 311
B 1.00 5.00 13.99
7 2.00 1.00 5.93
g 2.00 2.00 83.91
9 2.00 3.00 1.05
10 2.00 4.00 206
11 2.00 5.00 282
12 200 B.00 i f
[ [ [\ pata View 4 variable View [ |« ,
SPSS Proceszor is ready

Notice the data are arranged so each subject by raft combination
appears as a different case. If we structured the data as we ordinarily
would for repeated measures, each respondent on a single row of data, we
would not be able to declare raft as a random factor (there is no Random
Factor(s) list box in the General Linear Model — Repeated Measures
dialog box).

Click on Analyze..General Linear Model..Univariate

Move time into the Dependent Variable list box
Move subject and raft into the Random Factor(s) list box

Special Topics 10-7
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Figure 10.6 Univariate Dialog Box

' Univariate
Dependent Variable: b odel...
L) e
. Contrasts. ..
Eized Factors]:
Flatz. ..
E Fost Hoc...

Fandarn Factarz]:
- Save..
E # subject - _
@w - Optiohz....
LCovariate(z):
D WS Wwieight:

0k, | Easte| Ee&et| Ean-:el| Help |

Click OK to run the analysis
The following syntax will run the analysis

Figure 10.7 Syntax for Two Random Effects Analysis

M IATJOW A
time EBY subject raft
ARANDOM = subject raft
AMETHCOD = 3ISTYFPE (3)
S INTERCEFT = INCLUDE
ACRITERIL = ALPHAL(.OE)
JDESIGH = subject raft subject¥raft

The Random subcommand declares both subject and raft to be
random factors.

Special Topics 10-8



SPSS Training

Figure 10.8 Results

Cependent Wariakle: TIME

Tests of Between-Subjects Effects

Twpe Hl Sum

Source of Squares df Mean Sguare F Sig.

Intercept Hypothesis 1822.750 1 18227456 a4.186 036
Error 45 462 1.476 20,7974

SUBJECT  Hypothesis 182808 4 457M 1.383 275
Error BE0.815 20 33.041b

RAFT Hypothesis 90683 A 18137 A49 Tar
Errar BE0.815 20 33.041b

SUBJECT  Hypothesis BE0.815 20 3304

*RAFT Error oo I ki

4.1.000 MS{SUBJECT) + MS(RAFT) - 1.000 MS(SUBJECT * RAFT)
b. ME(SUBJECT * RAFT)
c. MS(Erran

We have tests for both subject and raft main effects. Notice that the
interaction could not be tested (the error term for it has 0 degrees of
freedom) because there were no replications.

A specific extension to the multiple random effects model is that in which
random effects are nested within random effects. A common example of
this involves analyzing student test scores within schools when the
schools are sampled from school districts. A variation of random effect
models, named hierarchical linear analysis, can be applied to such data.
SPSS will perform such analyses for a balanced design, but does not
currently handle the general case. Specialized programs are available to
run hierarchical linear analysis.

Extensions

SUMMARY

Armed with knowledge of experimental design and the appropriate error
terms, incomplete and random effects designs can be tested using SPSS.

Special Topics 10-9
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Note on Exercise
Data

Note About the
Exercises

Chapter 3

Exercises

The exercise file for this class (Workload.por) is located in the
c:\Train\Anova folder on your training machine. If you are not working
in an SPSS Training center, the training files can be copied from the
floppy disk that accompanies this course guide. If you are running SPSS
Server (click File..Switch Server to check), then you should copy these
files to the server or a machine that can be accessed (mapped from) the
computer running SPSS Server.

These exercises are based on a single, rich data file. You will perform a
variety of analyses (for example, a one-factor and a three-factor ANOVA)
on the same data. Typically, if three factors were believed to be relevant,
then a one-factor ANOVA would not be run. Thus analyses suggested
here conform to the topical sequence in the training guide and are not
necessarily optimal to answer a specific research question. In fact, some
analyses that might be performed on this data (doubly-multivariate
analysis of variance) are not discussed in the course.

One-Factor ANOVA

Open the SPSS portable file Workload.por. This file contains data from
an experimental investigation of the effects of a training workshop into
stress and workload reduction techniques in airline pilots. The variables
are in four sets - descriptive grouping information, workload measures
taken before a flight, workload measures taken after a training course on
stress and workload management, and a follow-up set of workload
measures taken three months after the training course. Each pilot was
measured once each (to avoid distraction) per flight and the two
subsequent flights were on the same route for comparative purposes. In
all two hundred pilots were measured over three time periods.

AGE Age in years

HRSEXP Previous flying experience in flying hours

TYPE Type of aircraft cockpit (1=Automated, 2=Manual)

ROUTE Designation of journey (1=Short Haul, 2=Medium Haul,
3=Long Haul)

STAGE Stage of flight (1=Take Off, 2=Cruise, 3=Approach,
4=Landing)

FLYTIME Length of flight (measured in seconds, presented in date/
time format)

(Before Stress and Workload Training Course)

HEART Heart Rate (Beats Per Minute)
BLOOD Blood pressure (mmhg)
TEMP Core Body Temperature (deg. f)

Exercises E-1
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Exercises E -2

STRESS Stress Rating (1=Low stress up to 7=High stress)

CAPACITY Spare Mental Capacity Rating (1=All used up to 10 None
used up)

ATTEN Percent of attention remaining (in percent)

TIRED Tiredness Rating scale (1=Invigorated up to 10=Asleep)

(After Stress and Workload Training Course)

HEART?2 Heart Rate (after training)
BLOOD?2 Blood pressure (after training)
TEMP2 Core Body Temperature (after training)

STRESS2 Stress rating (after training)

CAPACIT2 Spare Mental Capacity (after training)
ATTEN2 Percent of attention remaining (after training)
TIRED2 Tiredness ratings (after training)

(Three Months After the Stress and Workload Training Course)

HEART3 Heart Rate (after 3 months)
BLOOD3 Blood Pressure (after 3 months)
TEMP3 Core Body Temperature (after 3 months)

STRESS3 Stress Rating (after 3 months)

CAPACIT3 Spare Mental Capacity (after 3 months)
ATTENS Percent of attention remaining (after 3 months)
TIRED3 Tiredness Rating (after 3 months)

Familiarize yourself with the variables and data within this dataset by
using the Frequencies, Descriptives and Explore procedures (with any
associated graphical plots you choose).

Using the Means procedure and error bar graphs, compare the mean
stress levels (use the stress variable, which measures stress before the
training course) at different flight stages (use the variable type). Recall
that a pilot was tested at a single flight stage. Before performing a one-
factor ANOVA, explore the data (asking for means, error bars etc.) and
try to predict the outcome of the analysis. Do you think there will be a
significant difference between the groups?

Perform a one-factor ANOVA, testing for stage differences in stress level.
If differences are found, perform post hoc tests to explore these
differences in more detail. How would you summarize the results?

If the assumptions of ANOVA were not met, perform a nonparametric
test of group (stage) differences in stress. Are the results consistent with
the ANOVA analysis?
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Chapter 4

Chapter 5

Chapter 6

Multi-Way Univariate ANOVA

Open the SPSS portable file Workload.por. Now we are going to examine
stress differences as a function of flight stage, route, and type of aircraft.
Run an exploratory analysis examining stress (use the stress variable,
which reports stress before taking the training course) within subgroups
based on flight stage (stage), length of route (route) and aircraft type
(type). Does the stress measure conform to the ANOVA assumptions?

Perform a three-factor ANOVA of stress with type, route, and stage as
the factors. Are there significant interactions among aircraft type, route
length, and flight stage as they relate to stress? If there are no
interactions, but there are significant main effects, then perform the
appropriate post hoc tests to identify which subgroups differ from each
other.

Multivariate Analysis of Variance

Open the SPSS portable file Workload.por. Perform a three-factor (route,
type and stage) multivariate analysis of variance on several physiological
measures of stress: blood pressure (blood), heart rate (heart), and body
temperature (temp). Which effects and interactions are significant?
Examine the univariate results. Are the effects consistent across the
three dependent measures?

Request a profile plot to examine the three-way interaction of route by
stage by type as it relates to core body temperature (temp)? Describe the
nature of the interaction.

For those with extra time: Perform a multivariate analysis using the
same factors, but on the subjective measures of workload (stress,
capacity, atten, and tired)? Are the results similar to what you found for
the physiological measures?

Within-Subject Designs: Repeated Measures

Open the SPSS portable file Workload.por. Perform and exploratory data
analysis on stress measured at the three time points (stress, stress2,
stress3). Run a one-factor repeated-measures analysis examining the
stress measure (stress, stress2, stress3) at the three time points of the
study.

If there is a significant main effect of the time factor, explore the nature
of it with post hoc tests and plots.

Exercises E -3
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Chapter 7

Chapter 9

Exercises E -4

Between- and Within-Subject ANOVA: Repeated Measures
Open the SPSS portable file Workload.por. Perform a repeated measures
analysis with time (three levels) as a within-subject factor and type,
route, and stage as between-subject factors. The dependent measure will
be stress (stress, stress2, stress3). Which effects are significant?

If there are significant interactions, explore then using simple effects and
profile plots.

For those with extra time: Run the same analysis using one of the
physiological measures.

Analysis of Covariance

Open the SPSS portable file Workload.por. We will add a covariate to the
analysis run in Chapter 4. Run an analysis of covariance on stress with
type, route, and stage as between-subject factors and age as a covariate.
The dependent measure will be stress.

Test for the parallelism of slope assumption (test for a four-way
interaction among, age, type, route and stage).

If the parallelism of slopes assumption is met, then run the analysis of
covariance and assess the relevance of the age covariate. Ask for
parameter estimates and interpret the relationship between age and
stress (even if nonsignificant).
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