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The topic of Sampling Methods and Practice fits wel with that of Categorica
Data Andyss. Indeed, most survey questionnaires produce categoricd data by asking
for YeslNo or AgreeDisagree responses. Typicdly, the reports on the surveys present
proportions and percentages of the responses. In this section, we will consder the topic
of Survey Sampling, itsimportant features and gppropriate techniques of andyss.

Sample Surveys and Experiments

A sample survey differs from an experiment in severd important ways. A sample
survey is characterized by

adlearly specified population

a sample selected by a random process from that population

the god of estimating some population parameters

An experiment is characterized by
atrestment or treatments of interest
some form of control, either a control group or another treatment
randomized assgnment of the experimenta unit (subject) to a treatment
the god of establishing trestment differences, if they exig.

The gods of a sample survey and an experiment ae very diffeeent. The role of
randomization aso diffe's.  In both cases, without randomization there can be no
inference. Without randomization, the researcher can only describe the observations and
cannot generdize the results.  In the sample survey, randomization is used to reduce bias
and to dlow the reaults of the sample to be generdized to the populaion from which the
sample was drawn. In an experiment, randomization is used to bdance the effects of
confounding variables.

Some Terminology
Element: An dement is an object on which a measurement is made. This could
be a voter in a precinct, a product as it comes off the assembly lineg, or a plant in a fied

that has either bloomed or not.

Population: A population is a collection of eements about which we wish to
make an inference. The population must be clearly defined before the sampleis taken.
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Sampling Units  Sampling units are nonoverlgoping collections of dements
from the population that cover the entire population. The sampling units partition the
population of interest.  The sampling units could be households or individua voters.

Frame: A frameisaligt of sampling units.

Sample: A sample is a collection of sampling units drawn from a frame or
frames. Data are obtained from the sample and are used to describe characteristics of the
population.

Examplel  Suppose we ae interested in what sudents in a particular high school
think about the drilling for oil in our nationd wildiife preserves. The dements are the
high school students and the population is the students who attend this high school. The
sampling units could be the students as individuds with the frame the dphabeticd liding
of dl sudents enrolled in the school.  The sampling units could be homerooms, since
each dudent has one and only one homeroom, and the frame the class lig for
homerooms.

Example 2 Suppose we ae interested in what voters in a particular precinct think
about the drilling for ol in our naiond wildlife presarves.  The dements are the
registered voters in the precinct. The population is the collection of registered voters.
The sampling units will likdy be households in which there may be severa registered
voters. Theframeisalist of householdsin the precinct.

When the population is the resdents of a city, the frame will commonly be the
city phone book. However, not everyone in the city has their phone lised in the phone
book. In this gdtuation, the frame does not match the population. A survey conducted
from the frame of the phone book would likely suffer from undercoverage bias.

Probability Samples

Sample desgns tha utilize planned randomness are caled probability samples.
The mog fundamentd probability sample is the simple random sample. In a smple
random sample, a sample of n sampling units is sdected in such a way that each sample
of dze n has the same chance of being sdected. In practice, other more sophisticated
probability sampling methods are commonly used, but mogt of the datidtica theory for
the introductory course in gatigtics is based on the smple random sample,

Firg, we will define a dratified random sample, a sysemdatic sample, and a cluster
sample.

Stratified Random Sample: A draified random sample is one obtained be separaing the
population dements into nonroverlapping groups, cdled drata, and then sdecting a
gmple random sample from each dratum. (Scheaffer, Mendenhall, and Ott, Elementary Survey
Sampling, 5 edition, page 125).
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Sysemdtic Sample: A sysematic sample is obtained by randomly sdecting a random
one dement from the first k elements in the frame and every k' dement theresfter. This

is known as a 1-ink systemaic sample. (Scheaffer, Mendenhall, and Ott, Elementary Survey
Sampling, 5" edition, page 252).

Cluger Sample: A duder sample is a probability sample in which each sampling unit is
a collection, or clugter, of elements. (Scheaffer, Mendenhall, and Ott, Elementary Survey Sampling,
5" edition, page 289).

Dick Scheaffer, in Elementary Survey Sampling (p. 407-408) gives and
excellent overview and comparison of the different standard methods of
conducting probability samples. We include this discussion with only slight
modification.

COMPARISONS AMONG THE DESIGNS AND METHODS

Smple random sampling is the badc building block and point of
reference for dl other desgns discussed in this text. However, few large-
scde surveys use only smple random sampling, because other designs
often provide greater accuracy or efficiency or both.

Stretified random sampling produces esimators with smaler
vaiance than those from smple random sampling, for the same sample
sze, when the measurements under study are homogeneous within dtrata
but the dratum means vary among themsdves. The ided dtudion for
dratified random sampling is to have dl measurements within any one
gratum equa but have differences occurring as we move from stratum to
stratum.

Sysematic sampling is used mogt often Smply as a convenience. It
is relatively easy to cary out. But this form of sampling may actudly be
better than smple random sampling, in terms of bounds on the error of
edimation, if the corrdaion between pars of dements within the same
sysematic sample is negaive. This Stuaion will occur, for example, in
periodic data if the sysematic sample hits both the high points and the low
points of the periodicities. If, in contrast, the systematic sample hits only
the high points, the results are very poor. Populaions that have a linear
trend in the data or that have a periodic dructure that is not completely
understood may be better sampled by using a dratified design. Economic
time series, for example, can be dratified by quater or month, with a
random sample sdected from each dratum. The dratified and the
gysematic sample both force the sampling to be caried out dong the
whole st of data, but the dratified design offers more random selection
and often produces a smaller bound on the error of estimation.

Clusger sampling is generdly employed because of cost
effectiveness or because no adequate frame for dements is avalable.
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However, cluser sampling may be better than ether smple or dratified
random sampling if the measurements within cdugters are heterogeneous
and the cluster means are nearly equd. The ided dStuation for cluster
sampling is, then, to have each cluser contain measurements as different
as possible but to have the cluster means egua. This condition is in
contrast to that for dratified random sampling in which drata are to be
homogeneous but stratum means are to differ.

Another way to contrast the last three dedgns is as follows.
Suppose a population conssts of N =nk dements, which can be thought
of as k sysematic samples each of sze n. The nk dements can be thought
of as n clugers of sze k, and the sysgematic sample merdly sdects one
such cluger. In this case the clusters should be heterogeneous for optimal
systematic sampling. By contrast, the nk dements can aso be thought of
as n drata of k dements each, and the systematic sample sdects one

dement from each doratum.

In this cae the draa should be as

homogeneous as possible, but the stratum means should differ as much as
posshle This desgn is condgent with the cluster formulation of the
problem and once agan produces an optima dtuation for systematic
sampling. So we see that the three sampling designs are different, and yet
they are consstent with one another with regard to basic principles.

The Need for Probability Samples

Congder the table shown bdow of the accuracy in the find Gdlup Presdentid Polls

from 1936 to 1984.
Gallup Poll Accuracy
Year | Gallup Final Survey | Election Result % Error
1936 55.7% Roosevet 62.5% Roosevet 6.8%
1940 52.0% Roosevet 55.0% Roosevet 3.0%
1944 51.5% Roosevet 52.3% Roosevet 0.8%
1948 44.5% Truman 49.9% Truman 5.4%
1952 51.0% Eisenhower 55.4% Eisenhower 4.4%
1956 | 59.5% Eisenhower 57.8% Eisenhower 1.7%
1960 51.0% Kennedy 50.1% Kennedy 0.9%
1964 64.0% Johnson 61.3% Johnson 2.7%
1968 43.0% Nixon 43.5% Nixon 0.5%
1972 62.0% Nixon 61.8% Nixon 0.2%
1976 48.0% Carter 50.0% Carter 2.0%
1980 47.0% Reagan 50.8% Reagan 3.8%
1984 59.0% Reagan 59.2% Reagan 0.2%

Source: G. Galup, Jr. The Gallup Poll, Public Opinion 1984. Copyright & 1985, Scholarly Resources Inc., Wilmington, DE.

From Scheaffer, Mendenhall, Ott, Elementary Survey Sampling, 5" Edition, Duxbury Press.
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Prior to 1948, the Gdlup Poll used a quota sampling technique, which is not a probability
sample. They had sought to find a representative group that matched the demographics
of the country. Although the resulting sample did accurately represent the demographics
of the country, it incorrectly predicted that Dewey would beat Truman in the dection.
Quota sampling falled. The samples taken after 1948 were probability samples. Even
though the number of people in the sample was smdler than for polls used prior to 1948,
the errors are generaly much smadler.

Sourcesof Errorsin Surveys

Statigtician Robert Gross of the Universty of Michigan has categorized the kinds
of errorsin surveysinto errors of non-observation and errors of observation.

Errors of non-observation include sampling error, error in coverage, and errors due to
noN-response.

Sampling error is the “naturd” error that is a part of any sampling process. If the
sampling process were repested a number of times, the results would differ each
time, producing a variation in the estimates of the population parameters.

Coverage error results when the frame does not maich the population. For
example, if the frame is the town phone book, then people with unlised numbers
and those without phones will be missng from the frame.

Non-response eror is a result of eements in the frame that have died, moved
away, refuse to participate, or otherwise are missing from the sample.

Errors of observation include interviewer error, respondent error, measurement error, and
errorsin data collection.

Interviewer error is a result of the interaction between the interviewer and the
subject being interviewed. Most people who agree to an interview do not want to
appear disagreeable and will tend to side with the view apparently favored by the
interviewer, especiadly on questions for which the respondent does not have a
drong opinion. Reading a question with ingppropriate emphags or intonation can
force a response in one direction or ancther. Interviewers of the same gender,
racid, and ethnic groups as those being interviewed are, in generd, dightly more
successful.

Respondent error is a result of the differing abilities of the respondents in a
sample to answer correctly the questions asked. Most respondent errors are
unintentional and are due to ether recal bias (the respondent does not remember
correctly) or presige bias (the respondent exaggerates). At times, respondent
eror may be due to intentiond deception (the respondent will not admit bresking
alaw or has aparticular gripe against an agency).
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Measurement error occurs when inaccurate responses are caused by errors of
definition in survey quedions. For example, what does the term unemployed
mean? Should the unemployed include those who have given up looking for
work, teenagers who cannot find summer jobs, and those who lost part-time jobs?
Does education include only forma schooling or technica training, on-the-job
classes and summer inditutes as well? Items to be measured must be precisey
defined and be unambiguoudy measurable.

Errors in data collection occur in dl surveys. The most commonly used methods
of daa collection in sample surveys are persond interviews and tdephone
interviews. These methods, with appropriately trained interviewers and carefully
planned cdlbacks, commonly achieve response raes of 60% to 75%. The
procedure usudly requires the interviewer to ask prepared questions and to record
the respondent’'s answers.

The primary advantage of thee interviews is tha people will usudly
respond when confronted in person. However, if the interviewers are not
thoroughly trained, they may deviate from the required protocol, thus introducing
a bhias into the sample data Any movement, facid expresson, or statement by the
interviewer can affect the response obtained. Errors in recording the response can
also lead to erroneous results.

A mgor problem with telephone surveys is the establisiment of a frame
that closdy corresponds to the population. Telephone directories have many
numbers that do not beong to households, and many households have unlisted
numbers. A technique that avoids the problem of unlisted numbers is random digit
diding. In this method, a telephone exchange number (the firg three digits of the
seven-digit number) is sdected, and then the last four digits are dided randomly
until afixed number of households of a specified type are reached.

A maled questionnaire sent to a specific group of interested persons can
achieve good results, but, response rates for this type of data collection are
generdly so low that al reported results are suspect. Nonresponse can be a
problem in any form of data collection, but snce we have the least contact with
respondents in a maled questionnaire, we frequently have the lowest rate of
response. The low response rate can introduce a bias into the sample because the
people who answer questionnaires may not be representative of the population of
interes. To diminate some of this bias investigators frequently contact the
nonrespondents  through  follow-up letters, telephone interviews, or persond
interviews.

Stepsin Planning a Survey
(modified from Scheeffer, et a. Elementary Survey Sampling, 5" Ed., 1996. p. 68-70)

1. Statement of objectives. State the objectives of the survey clearly and concisely
and refer to these objectives regularly as the design and the implementation of the survey
progress. Keep the objectives smple enough to be understood by those working on the
survey and to be met successfully when the survey is completed.

NCSSM Statistics Leadership Institute 6 Sampling Methods and Practice
July, 1999



2. Target population. Carefully define the population to be sampled. If adults are to
be sampled, then define what is meant by adult (all those over the age of 18, for example)
and state what group of adults are included (al permanent residents of a city, for example).
Keep in mind that a sample must be sdected from this population and define the population
S0 that sample selection is possble.

3. The frame. Select the frame (r frames) so0 tha the lig of sampling units and the
target population show close agreement. Keep in mind that multiple frames may make the
sampling more efficient. For example, resdents of a city can be sampled from a list of
city blocks coupled with alist of resdents within blocks.

4, Sample design. Choose the design of the sample, including the number of sample
dements, s0 that the sample provides sufficient informetion for the objectives of the
urvey.

5. Method of measurement. Decide on the method of measurement, usudly one or
more of the following mehods persond interviews, teephone interviews, mailed
questionnaires, or direct observations.

6. Measurement instrument. In conjunction with sep 5, carefully specify how and
what measurements are to be obtained. If a questionnaire is to be used, plan the questions
S0 that they minimize nonresponse and incorrect response bias.

7. Sdection and training of field-workers. After the sampling plan is dearly and
completely set up, someone must collect the data Those collecting data, the field-
workers, must be carefully taught what measurements to meke and how to make them.
Traning is egpecidly important if interviews, ether persond or teephone, are usd
because the rate of response and the accuracy of responses are affected by the
interviewer's persond style and tone of voice.

8. The pretest. Sdect a smdl sample for a pretest. The pretest is cruciad because it
dlows you to fidd-tes the questionnare or other measurement device, to screen
interviewers, and to check on the management of field operations. The results of the
pretest usudly suggest that some modifications must be made before a full-scae
sampling is undertaken.

0. Organization of fieldwork. Pan the fiddwork in detal. Any large-scae survey
involves numerous people working as interviewers, coordinators, or data managers. The
vaious jobs should be caefully organized and lines of authority clearly established
before the survey is begun.

10.  Organization of data management. Outline how each piece of datum is to be
handled for dl stages of the survey. Large surveys generate huge amounts of data. Hence,
a wdl-prepared data management plan is of the utmost importance. This plan should
include the steps for processng data from the time a measurement is taken in the fidd
until the find andyds is completed. A qudity control scheme should dso be included in
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the plan in order to check for agreement between processed data and data gathered in the
fid.

11. Data analysis. Outline the andyses that are to be completed. Closdly related to
gep 10, this step involves the detailled specification of what andyses are to be performed.
It may a0 list the topics to be included in the find report.

12. Final Report. The find report should match the stated objectives in step 1.
Conddering the find report before the survey is conducted may be helpful in determining
what items are to be measured in the survey.

13. Recapitulation.  After the find report is completed, you should consider what
changes should be made if/iwhen the survey is repested. Most surveys are conducted
periodicdly. It is important to keep track of what went wdl and what difficulties
occurred.

Simple Random Sampling

Suppose the observations y,,Y,,...Y, ae to be sampled from a population with
mean m, standard deviation s , and Sze N in such a way that every possble sample of
Sze n has an equd chance of being selected. Then the sample vy, Y,,... Y, was selected
inasmple random sample. |If the sample mean is denoted by Y, then we have

E(Y)=m
and
y_s?aN-nd
\% =— -
) n&N-1g
The term ?Hg in the above expresson is known as the finite population correction
-1lg

factor. For the sample variance s?, it can be shown that

E(SZ):EeNl_l%sz.

When usng s° as an edimae of s?, we must adjust with Sz»gNl\-l 1952.

7]

Consequently, an unbiased estimator of the variance of the sample mean is given by

aN - 16
— .. 2
\’/‘(7):8N g aN-no_s"aN-n

n &N-1 n& N

5
2
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As a rule of thumb, the correction factor ?%9 can be ignored if it is greater than 0.9,
(9]

or if the sample is less than 10% of the population.

As an example, congder the finite population composed of the N =4 dements
{0,2,4,6. For this population m=3 and s®=5. Smple random samples, without

replacement, of 9ze n=2 ae sdected from this population. All possble samples aong
with their summary datidtics are listed below.

Sample Probability Mean Variance
{02 1/6 1 2
{04 1/6 2 8

{0, 6} 1/6 3 18
{21 4} 1/6 3

(2.6 16 4

{4’ 6} 1/6 5

1) The expected vaue of the sample meansis
6 ..
E(Y)=a v (V) :§E2(1+ 2+3+3+4+5)=3.
i=1 6ﬂ
Noticethat E(Y) =

2 The variance of the sample meansis

v(9)=E()- (E) =E(7)- (. 0

o\ _ 8 o (o _ oy 2, g2\ _64
E(y)=a 5 (V) =gt +Z+ 3+ T+ 4+ 5) =
and
V(y)=%-9=§

i \_S N6 _abdest- 20_ab 0e20_ 5
Weseemthlse(anplethaV(Y)ZFg 1y &284-15 825235 3

3 The expected vaue of the sample variancesis

E(SZ) = 516 s ><|0(sz) =§e—ég(2+8+18+ 2+8+2) :2_:.

i=1
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_eN ¢ 2_3546(5):?, as the theory states must

Agan, we see tha E(SZ) —8m+8 _8§+
) (]

be true.
Estimation of a Population Mean

If we are interesed in edimating a population mean from a Smple random
sample, we have

have

~r v _SfaN-no
V =— -
(v) NS N 5
where
a(y-y)y
82:|:l
n-1

The margin of error is 2 standard errors, so
= SaN-no
29 () “ATEN 5

Estimation of a Population Proportion

If each observation in the sample is coded 1 for “success’ and O for “falure’, the
sample mean becomes the sample proportion.  In addition, we have

s _P(-P)
n n-1 '
a(v-yy
where p denotes the sample proportion. To seethis, recdl that s :‘:1—1, 5]
n_

(-1’ =4 (vi-y) =a (v -2wy+y’)=a(y’)- zva v +a v
i=1 i=1 i=1 i=1 i=1
ay :
Snce =42, wehave ny=g y,. Also, since each v, is dther 0 or 1, we
n i=1

haed y' =8y, ad y=p.
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Then

Qo

(v?)- 2y v +

1 i=1 i

. 9)03

V=@ y- 207" +ny° =ny- ny* =np- np* =np(1- p).
i=1

> af1 a
So, we have (n- 1)s® =np(1- p) or equivaently, S - p(1 1p) .
n n-

Udng the formulas for the mean and the equdity above, we can determine the
esimator of the population proportion, of the variance of p, and the margin of error for

the proportion.
ay,

The estimator of the population proportionis p=y =-=2—.
n

The esimated variance of p isV (p)= p(1- 1p) ?\IN no
n- 7}

The margin of error of estimationis 2,V () :2\/p(1- p)gN -n

Estimating the Population Total

Findng an edimae of the population totd is meaningless for an infinite
population. However, for a finite population, the populaion totd is a very important
population parameter. For example, we may want to estimate the totd yield of corn in
lowa, or the total number of gpples in an orchard. If we know the population sze N and
the population mean m, thenthetotd t isjust = Nm.

Né. Y,
S0, the estimator of the populationtota t is tt =Ny =—=—
n

N ~ N 2 - ..
The esimated varianceof t is V () =V(NY)=N*¥/(y) =N ChiE N &
2

Findly, the margin of error of estimationfor t is

— &’ 0aN - no 1 1
21/5 NY)=2|N?c—ic——==2Ns,[—- —.
( y) \/ 8n,&,8 N ¢ > n N
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Sampling with Subsamples

Suppose you require severd fidd workers to peform the sampling or the
sampling tekes place over saverd days. There will be varigion in the messurements
among the field workers or among the days of sampling. The population mean can be
esimated using the subsample means of each of the fidd workers or for each of the days.
This is not a dratified sample, but amply bresking up the sample into subsamples. This
method of sampling was developed by Edward Deming.

The sample of gze n is to be divided into k subsamples, with each subsample of
szem. Let Y denote the mean of thei'™ subsample.

The edimator of the population mean m is y:%éy, the average of the
i=1
subsample means.
k
) nos am-vy)y
The edtimated variance of ¥ is V (V) = —_ e g==_—— and
8 N gk k-1

measures the variaion among the subsample means.

Stratified Random Sampling

As described earlier, dratified random sampling produces estimators with smaler
vaiance than those from smple random sampling, for the same sample sze, when the
measurements under study are homogeneous within drata but the stratum means vay
among themsdves. The ided dgtuation for dratified random sampling is to have dl
measurements within any one stratum equa but have differences occurring as we move
from dratum to stratum. To create a dratified random sample, divide the population into
subgroups o that every element of the population is in one and only one subgroup (nork
overlapping, exhaudtive subgroups). Then take a sample random sample within each
subgroup.

The reasons one may choose to perform a dratified random sample are

(@D} Possible reduction in the variation of the estimators (datistical reason)

2 Adminigtrative convenience and reduced cost of survey (practical reason)
3 Estimates are often needed for the subgroups of the population

Stretification is a widdy used technique as mogt large surveys have dratification
incorporated into the desgn. Additiondly, dratification is one of the basic principles of
measuring quaity and of qudity control. (The noted Satidician Edward Deming spent
helf of his life working in survey sampling and the other hdf in quality control.) Findly,
dratification can subgtitute for direct control in observationd studies.
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A graified sample cannot be a smple random sample.  As an example, consder
the population of 10 letters given below.

AB CDE AB CDE

FGHIJ FGHIJ

Nimple Random Stratified Random
Sample sample

Take a sample of size 4 from the population on the left. The probability that A isin the
sample is P(A):%. The probability of the sample ABCF (order does not matter) is

P(ABCF) :% In the dratified population on the right, in which two eements are
0
45

taken from the first row and two from the second, the probability that A is in the sample

is il P(A)=%. However, the probability of achieving the sample ABCF is

P(ABCF)=0. Even though the probability of any single eement being in the sample is
the same, dl samples of sze 4 ae not equdly likdy, and thus, this is not a smple
random sample.

Stretification methods for the Galop Poll and New York Times are presented
below (quoted from Schesffer, et d, Elementary Survey Sampling, 5" Edition, page 50-
51):

The Gallup Pall

Although most Gdlup poll findings ae bassd on tdephone
interviews, a dgnificant proportion is based on interviews conducted in
person in the home. The majority of the findings reported in Gdlup Poll
surveys is based on samples congsting of a minimum of 1,000 interviews.
The tota number, however, may exceed 1,000, or even 1,500, interviews,
where the survey specifications cadl for reporting the responses of low-
incident population groups such as young public-school parents or
Hispanics.

Design of the Samplefor Telephone Surveys

The findings from the telephone surveys are based on Gdlup's
gandard nationd telephone samples, condgting of unclustered directory-
asssted, random-digit telephone samples utilizing a proportionate,
dratified sampling desgn. The random-digit aspect of the sample is used
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to avoid "liging" bias. Numerous studies have shown that households with
unlised telephone numbers ae different from liged households.
"Unligedness’ is due to household mobility or to cusomer requests to
prevent publication of the teephone number. To avoid this source of bias,
a random-digit procedure designed to provide representation of both listed
and unlisted (induding not-yet-listed) numbersis used.

Telephone numbers for the continental United States are dratified
into four regions of the country and, within each region, further arranged
into three sze-of-community drata The sample of teephone numbers
produced by the described method is representative of al telephone
households within the continental United States.

Only working banks of teephone numbers ae sdected.
Eliminating nonworking banks from the sample increases the likelihood
that any sampled telephone number will be associated with aresidence.

Within each contacted household, an interview is sought with the
youngest man 18 years of age or older who is a home. If no man is home,
an interview is sought with the oldes woman a home. This method of
respondent sdection within households produces an age didribution by
sex that closdly approximates the age didribution by sex of the totd
population.

Up to three calls are made to each sdected teephone number to
complete an interview. The time of day and the day of the week for
cdlbacks are varied to maximize the chances of finding a respondent at
home. All interviews are conducted on weekends or weekday evenings in
order to contact potential respondents among the working popul ation.

The find sample is weighted so that the digribution of the sample
matches current estimates derived from the U.S. Census Bureau's Current
Population Survey (CPS) for the adult populaion living in telephone
households in the continental United States.

Design of the Sample for Personal Surveys

The dedgn of the sample for persond (face-to-face) surveys is
that of a replicated area of probability sample down to the block leved in
the case of urban areas and to segments of townships in the case of rurd
areas.

After grdifying the naion geographicdly and by dze of
community according to information derived from the mos recent
census, over 350 different sampling locations ae sdected on a
mathemdticdly random bass from within cities towns, and counties
that, in turn, have been sdected on a mathematically random basis.

The interviewers are given no leeway in sdecting the aeass in
which they ae to conduct ther interviews. Each interviewer is given a
map on which a specific garting point is marked and is indructed to
contact households according to a predetermined travel pattern. At each
occupied dweling unit, the interviewer sdects respondents by following
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a sysematic procedure tha is repeasted until the assgned number of
interviews has been completed.

TheNew York Times

The latet New York Times/CBS News Poll is based on
telephone interviews conducted from Sept. 8 to 11 with 1,161 adults
around the country, excluding Alaska and Hawaii.

The sample of tdephone exchanges caled was sdected by a
computer from a complete lig of exchanges in the United States The
exchanges were chosen to assure that each region of the country was
represented in proportion to its population. For each exchange, the
telephone numbers were formed by random digits, thus permitting access
to both liged and unlisted numbers. Within each household, one adult
was desgnated by a random procedure to be the respondent for the
urvey.
The results have been weighted to take account of the household
gze and the number of telephone lines into the resdence, and to adjust
for varidions in the sample rdating to region, race, sX, age and
education.

In theory, in 19 cases out of 20 the results based on such samples
will differ by no more than three percentage points in ether direction
from what would have been obtained by seeking out al American adults.
For gmdler subgroups the potentid sampling eror is larger. For
example, for blacksit is plus or minus 10 percentage points.

In addition to sampling error, the practicd difficulties of
conducting any survey of public opinion may introduce other sources of
eror into the poll. Vaidaions in quesion wording or the order of
questions, for example, can lead to somewhat different results.

Estimating the Population Mean in a Stratified Sample

Suppose we wish to edimate the yidd of corn in two counties (A and B) in
lowa County A has N, acres of corn and County B has N, acres of corn. Here, we
ae asuming that dl N. ae sufficiently large o0 that the finite populaion correction
factor can be ignored. The counties conditute two drata and we will teke a smple
random sample of sze n, from County A and ng; from County B, as described in the
diagram below.
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Ny=9000 ng 6

o »

N=5000 n=4 .
— s ]

[]

[] _ 0
g []
. r D
County A ]
County B

We want to edtimate the total amount of corn for the two counties. If Y, isthe
mean yield of corn per acre for the 4 plots in County A and Y, is the mean yidd of
corn per acrefor the 6 plotsin County B, then

tA = NAVA+ NBVB
isour estimate of the total amount of corn in the two counties.

Our estimate of the mean yield of corn per acre for the two countiesis
m= NAYa+Ne¥e - ﬁVA +£VB ,
N, +Ng N N
if welee N=N,+N; be the total acreage for the two counties. This estimator can be
written as aweighted average

r’h:WAVA +WBVB with WA = % and WB = %

where the weights are the population proportions. The variance of m is eadly

computed

2 2
V(i) =V (WY, + W ¥ =W,3V(7A)+W§V(VB)=W§Z—A+W§S},—B.
A B

L
In generd, if there are L dtrata of sze N, with § N, = N with samples of size
i=1
L
n, with § n = n taken from each Strata, respectively, then:
i=1

L
the estimator of thetotd ist" = N,y .

i=1
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the etimator of the meen is ng%—i or m:éLV\/,y with V\/,:% the
population proportion. - -
We have our estimated mean
=AWy oV (7)=AWV(3) =8 w2
i=1 i=1 i=1 n
Thislast expresson can be rewritten using sample proportions as weights w :ﬂn . So,
o\ _ & W?s?
v(y)=a -

The Problems of Sample Size and Allocation

Suppose we want to estimate the mean yield of corn to within 100 bushels/acre.
How can we use the equations above to determine the appropriate sample size n and the
dlocations n, to produce an estimate accurate to a specified tolerance? Wewill, as

usud, use 2, N (7) = B asour margin of error. Werequirevauesof nand n, so that

2 . . 165 W3s2u
Vv (y) -5 op (called the dispersion). Then D==a§ —— ¢ and conseguently,
4 Negia= W (
_1ég WisPi
De=x W H’
B? B?
with D:T when esimating mand D = NE whenedimating t .

We know that W :% are population proportions. However, in order to find n we

must know the weights w; .

One method for determining the sample proportions w, is to Smply asign them

the same values as the populaion proportions, so w :V\{:%. This method is
particularly useful when the variances of the Srataare amilar.

Ancther standard procedure is to use the weights that minimize the variance.
Condder the case when two strataare used. Then
22 2a 2 2 2
V(y) WSy Wes: KL K here k? =W’s ? isacongant.
n n, n n-n
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Now, to find the value of n, thet minimizes V (), we use calculus. So,

da’ k 6_-k, K _,
dnén n-ng (n-q)2

Solving for n, , we have

k22 :k_l2 Orizzk_l2 Soi:ﬁ:vvlsl
(n'n1)2 nlz nz2 kz2 n, kz W,s,
+k 0 @k ©
Then n= q+n-nl+—r5 n1 . Solving for n,, we have n, = g ———+
K, é k1 o ek Tk, g
& 0 e 0
¢k T GSws I
I
Ak gaws, ;
i1 @ i=1 7]

This last eguation indicates that the dlocation to region i will be large if
W :% is large, tha is, if it contains a large portion of the population. This should

make sense. It dso indicates that the dlocation to region i will be large if there is a lot
of vaiability in the region. If there is little variation in the region, the dlocation will be
gndl, snce a smdl sample will give the necessary informaion. As an extreme
example, if there is no vaiaion in a region, a sngle sample will tdl you everything
about the region. This optima dlocation was developed by the datistician Jerzy
Neyman and is cdled the Neyman dlocation.

Example 1.  Condder the two counties A and B with N, =5000 acres and N, = 9000
acres.  Suppose we can gpproximate the variance of the yidds for the two counties
based on past performance as s, »12 bushelsacre and s » 20 bushesacre. We
want to edimate the mean yield in bushels per acre for the two counties with a margin
of error of 5 bushels/acre. What arethevauesof n, n,, and ng if

a) we use proportiond alocation
b) we dlocate samples to minimize the variance (optimal alocation)

a) Here we have &:&:E. This means that n, :in and ng :gn and
ng  Np 14 14
_n,_ 5 . _9 . :
w, =42 =— with w,; = E Using the formula derived above,
n

_1é5 W?s?u_ 1eVV2,§ W2s2u
"DESw f DEw, Wg u'
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we can find the gppropriate vaues of n, n,, and n;. We know everything except D.

2
Tofind D, wehave B=5, so D—BT—E.

4
Now,
€56 .2 2908 u
12 20
e814ﬂ( ) 81 g( ) Uy 50
256 50 &6 U
& &u4j &4y 8

So proportional alocation gives n=50, n, = 25134950 »18 and n, = gel%?so »32.
(%] 4]

b) Optima dlocation requires that

&b 0
& Ws, ('5_ 814;3(12) _
M _nQWs +Ws n a5 0 ae90 _Zn
5 @ 12 20
€12 2112 * g1, -(%0)
ad
a9 o
= Ws, o gapd
e _nQWs +Ws " &5 0 29 6 _Zn'
5 0 = 2(12)+&=Zx(20
As before,
1eWAzsf\ WZsZU
e W, We
and so,
€x5 o : 298 u
12 20
4 %3 ) G )3 B
25e &l 0 a6 U
& &4p &5

So proportiond dlocation givesn=47, n, = 2%947 »12 and ng = 3947 » 35.
(4] a

Notice that, dthough fewer samples were needed, more samples came from
County B, since it had both greater variation and was a larger proportion of the
population.

NCSSM Statistics Leadership Institute 19 Sampling Methods and Practice
July, 1999



Consdering Cost and Finite Population Factor

The eguations developed in this section become somewhat more complex if
the finite population correction factor must be included in the cdculations. In this
case, we have

L
n= i=1 - i
N?D+§ N,s?
i=1
B? B?
with DZ? when esimating mand D = NE whenedimating t .

The agpproximate dlocation that minimizes totd cost for a fixed vaiance or
minimizes variance for afixed costs (¢ ) is

8
Z
[
o

L

[9]

a ;
k=1 \/Ck &
Notethat n, isdirectly proportiond to N, and s, and inversdy proportiond to w/c, .

Alo note that if dl ¢ ae equa, the dlocation is Neyman's optima alocation
presented earlier.

Comparison of Stratified Random Sampling to Simple Random
Sampling

Stratification usudly produces gans in  precson, especidly if  the
drdification is accomplished through a varigble corrdated with the response.  We
would like to dtratify when the strata are homogeneous and different, that is, we have

1) low variation in the Srata

2) differing means among the Strata.

The following comparisons aoply for gtudtions in which the N, ae dl rdaivey

large, so we can replaceL with i. Hereweuse f =n and W :&.
N -1 N. N N

The variance of a SRS, denoted Vg, compared to the variance of a
proportional alocation, denoted V. is described in the equation

1-f

prop ~
n

prop

VSRS'V éW(Y_i'Y_)Z-
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From this eguation, we see that the proportiona dlocation will be useful
(produce a smdler variance than SRS) when there is a large difference in the means
for the different dtrata

The variance of proportiona alocation compared to the variance of an optima
Neyman dlocation, denoted V,, is described in the equation

1 —\2

Vprop-voptzﬁé.vvi(S' S) )
where § is a measure of the random varidion of the population srata and
§:§1V\48,. From this eguation, we see that the optimd dlocation is an

improvement over proportionad dlocation when there is a large difference in the
variaion anong the strata.

In summary, one should atempt to condruct strata so that the strata means
differ. If drata variances do not differ much, use proportiond dlocation. If drata
variances differ greetly, use optimum Neyman dlocation.

A Word on Post Stratification

At times, we wish to drdify a sample after a smple random sample has been
taken. For example, suppose you wish to dratify on gender based on a telephone poll,
where you can't know the gender of the respondent until after the SRS is taken. What
pendty do we pay if we decide to dratify after sdecting a smple random sample? It

is possible to show that the estimated variance, \7p (¥),isgivenby
7 (— é\l - n(.jflf 2 1 le 2
V =—aWs+—=all-W)s .
(V) =g saWs +za (l-W)s
The firg term is what you would expect from a dratified sample mean using proportiona
dlocation, so the second term is the price pad for dratifying after the fact. Notice that

the term 1 reduces the pendty as n increases. Pogt-dratification produces good results
n

2

whennislargeand dl n, arelarge aswell.

Ratio Estimation

Rdio edimation is an important issue in clusger sampling.  We will develop
the principles of ratio estimation and then proceed to cluster sampling.

How do you determine the mpg for your car? One way would be to note the miles
driven and the number of gdlons of gas used each time you fill up the gas tank. This
will produce a set of ordered pairs, each of which can be used to estimate your mpg.
Whét is the best estimate you can make from this information?
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miles Vil Yol Yaf | Wn

gallons | X | X | X3 | -+ | X,
: e
We can compute dl n ratios A and find the average vdue %é 2%—
X eX o

F=sYA ('_51 m, Each divis Y, .
¢+t —. ivisgon of = produces some bias, so we want to
eXg M X

perform asfew divisons as possble.

Unfortunately, E

Qo5

Y,
The best estimator of the population ratio R:ﬂ isr=43Ll__ =
o ax

i=1

O

x| <l

The estimated variance of r can be approximated by

- S
. G N - neel des? 6
V(r :V(;';l = C—5 <C— +
(r) 4 § N &t &n
i1 @
a(y-rx)
i=1

where §° = The estimated variance of r is amilar to the formula for the

n-1

el o
variance of a sample mean, but has the additiond ¢— -+ tem. The vaue of s is
el o

gmilar to the variance of resduds.
If we plot the ordered pairs (xi,yi), we are comparing these points to the line
y=rX.
Our edimate of the ratio r dlows us to make estimates of the population mean,
m,, and the population total, . If m is estimated by % then we should be able to
X

m
edimate m, with
~ Y
m, = 3 m =rm
The esimated variance of my, is
~ A - alN - n s’
\Y =mV(r)= T
(m/) mv(r) SN &n
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Smilarly, the ratio estimator of the populationtotd, t | , is
£ =Yt =rt

X
The esimated variance of t | is

Al - aN - npeel 05
VI, )=t >V(r)=t? o
(Y) X () Xg N ﬁgnfgn

Note that we do not need to know t, or N to esimae m, when usng the raio
procedure. However, we must know m,.

Exampl e (Adapted from Schesffer, et a, Elementary Survey Sampling, 5™ Edition, page 205-206):

In Forida, orange farmers are paid according to the sugar content in ther
oranges. How much should a farmer be paid for a truckload of oranges? A sample is
taken, and the totd amount of sugar in the truckload can edimated usng the ratio
method.

Suppose 10 oranges were sdected a random from the truckload to be tested
for sugar content. The truck was weighed loaded and unloaded to determine the
weight of the oranges. In this case, there were 1800 pounds of oranges. Larger
oranges have more sugar, so we want to know the sugar content per pound for the
truckload and use this to estimate the total sugar contert of the load.

Orange 1 2 3 4 5 6 7 8 9 10

Sugar Content (lbs) | 0021 | 0.030 | 0.025 | 0022 | 0033 | 0027 | 0.019 | 0021 | 0.023 | 0.025

Wt of Orange (Ibs) 040 (048 | 043 | 042 |05 (046 | 039 |04 |042 |044

0035 T
L ]
o
2 oo .
e
Y
o .
=z
£ oot ..
2 L]
) .
= L .
¥ 00z T
L ]
0.015 : : ; |
0.35 0.4 045 0.5 0.55
Weight of Oranges (1bs)

The scatterplot above shows a srong linear rdationship between the two

varishles, so a ratio edimate is approprigte.  Using the formula t', :%txzrtX we
X

esimate
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£ = 0.0246
7 0.4350
of sugar in the truckload. A bound on the eror of esimation can be found as well.

We have V (f,) =t 2V(r) =t gduoael Os , but in this case, we know neither N

&7

nor m. Snce N is large (a truckload of oranges will be at least 4,000 oranges), so the

finite population correction ?%9 Is essentidly 1. We will use X as an estimate of
2

(1800) = (0.05655)(1800) =101.8 pounds

m,. With these modifications, we can compute

AR e 1 50.0024 _
2N (t,) =2 \/t ‘STEn 2\/(1800) CoaTs 10 ~03

Our edimate of the total sugar content of the truckload of oranges is 101.8+6.3
pounds.

If the population sze N is know, we could aso use the estimator Ny instead
of rt, to esimate the totd. Generaly, the estimator rt, has a smdler variance then
Ny when there is a srong postive corrdation between x and y. As a rule of thumb,
if r>1, the raio edimate should be used. This decrease in vaiance results from

taking advantage of the additiona information provided by the subsdiay varidble x
in our caculations with the ratio estimation.

Relative Efficiency of Estimators
Suppose there are two unbiased (or nearly unbiased) estimators, E, and E,,

for the same parameter. The rddtive efficiency of the two edtimators is measured by
theratio of the reciprocds of their variances. That is,

aEElo V(E,)
Ezﬂ V(E:L)
5
If RE%»L esimator E; will be more efficient. If the sample sizes are the same,
e—g

the variance of E, will be smdler. Another way to view this is that estimator E; will
produce the same variance as E, with asmaler sample sze.

We can compute the relative efficiency of m, and y. Here, we have
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Both variances have the same vdues of N and n, s0 the finite population
correction factor divides out. The variance of ), can be re-written in terms of the

predicted correlation ' so that
A . 2
EZD 0 S

gg_syzﬂzsf- 2ri'ss,

—~ adl 8 . . . .
If REQ?V+>1 then m, is a more efficent egimator. To deaemine when
eYo
. P S2
RE?&2>1,weconsider ———————=—— >1. Then
&V o sy+rsf-2rrsxsy

S, >s;+r’s;- 2ri' s s,
or
2r s, >rs.
If r >0, then
~_rs _1&/06
r > =— +.
255, 28%

As is often the case in raio estimation, %»%, we see that M, is a more efficient
Xy

esimator than y when 1 >%.

Cluster Sampling

Sometimes it is impossible to develop a frame for the dements that we would like
to sample. We might be able to develop a frame for clusters of dements, though, such as
city blocks rather than households or clinics rather than patients. If each dement within a
sampled clugter is measured, the result is a single-stage cluster sample. A cluster sample
is a probability sample in which each sampling unit is a collection, or cluster, of dements.
Cluger sampling is less codly than smple or dratified random sampling if the cost of
obtaining a frame that ligs al population dements is very high or if the cost of obtaining
observations increases as the distance separating the e ements increases.

To illudrate, suppose we wish to estimate the average income per household in a
large city. If we use smple random sampling, we will need a frame lising dl households
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(elements) in the city, which would be difficult and codly to obtain. We cannot avoid this
problem by usng dratified random sampling because a frame is ill required for each
dratum in the population. Rather than draw a smple random sample of elements we could
divide the city into regions such as blocks (or clusters of dements) and sdect a smple
random sample of blocks from the population. This task is easly accomplished by using a
frame tha ligs dl city blocks. Then the income of every household within each sampled
block could be measured.

Cluger sampling is an effective desgn for obtaning a specified amount of
information a minimum cost under the following conditions:

1. A good frame liging population dements dther is not available or is very codly to
obtain, while aframe listing clutersis essly obtained.

2. The cost of obtaining observations increases as the distance separating the dements
increases.

Elements other than people are often sampled in clugters. An automobile forms a
nice cluster of four tires for sudies of tire wear and safety. A circuit board manufactured
for a computer forms a cluser of semiconductors for testing. An orange tree forms a
cluser of oranges for invedtigating an insect infedtation. A plot in a foret contans a
cluster of trees for estimating timber volume or proportions of diseased trees.

Notice the main difference between the optima congruction of drata and the
congtruction of clusters. Strata are to be as homogeneous (alike) as possible within, but one
gratum should differ as much as possble from another with respect to the characteristic
being measured. Clugters, on the other hand, should be as heterogeneous (different) as
possble within, and one custer should look very much like another in order for the
economic advantages of cluster sampling to pay off.

Estimation of a Population Mean and Total

Clusger sampling is ample random sampling with each sampling unit containing a
collection or cluser of dements. Hence, the edtimators of the population mean m and

tota t ae dmilar to those for ample random sampling. In particular, the sample mean
y isagood estimator of the population mean m.

The following notation is used in this section:
N = the number of clugtersin the population

n = thenumber of clusters selected in asmple random sample

m = thenumber of dementsindugeri,i=1,...,N
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m = 1a m = theaverage cluster szefor the sample

i=1

<
I
Qo

m = the number of dementsin the populaion

z|Z*

M = = the average cluster size for the population
y, =thetotd of dl obsarvaionsintheith custer
y; = themeasure for the jth eement in theith cluster

The estimator of the population mean m isthe samplemean y, which isgiven by

Snceboth y. and m are random variables, y is a rétio estimator, o the formulas
developed earlier will apply. We smply replace x. with m..

The estimated variance of Y is
(y)zé\l anioﬁES
& N M2 &

:|“N
Q - O

where

aly-vy

2 — =1
3 n-1

S~—r
N

If M isunknown, it can be estimated by m. Thisestimated variance is biased and will
be agood estimate of V () onlyif nislarge. A rule of thumb isto reguire n3 20. The

bias disgppearsif dl m are equdl.
Example 8.2 (Scheaffer, et al, page 294)

A city is to be divided into 415 clusers. Twenty-five of the cugers will be
sampled, and interviews are conducted at every household in each of the 25 blocks
sampled. The data on incomes are presented in the table below. Use the data to estimate
the per-capitaincome in the city and place a bound on the error of estimation.
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Totd Totd
Nurmber income Number of | income
Cluster of per Cluster| Residents oer
! Ra:]mts duster, : m clugter,
I Y, Y,
1 8 $96,000 14 10 $49,000
2 12 121,000 15 9 53,000
3 4 42,000 16 3 50,000
4 5 65,000 17 6 32,000
5 6 52,000 18 5 22,000
6 6 40,000 19 5 45,000
7 7 75,000 20 4 37,000
8 5 65,000 21 6 51,000
9 8 45,000 22 8 30,000
10 3 50000 23 7 39,000
11 2 85,000 24 3 47,000
12 6 43.000 25 8 41,000
13 5 54,000

Herewehave § m =151, § y =1,329,000, and s = 25,189.

i=1 i=1
Solution

— _ $1,329,000

The best etimae of the populaion mean m is y= 151 =$8801. The

estimate of per capitaincome is $8801.

Since M is not known, M must be estimated by M= —=""-=6.04. Since there
were at total of 415 clusters, N = 415. So,

~r v aN-np=el oass,o a15- 258 1 2518926
——653785
v(y)= EN MZping, & 415 pE6.04258 25 4

Thus, the estimate of m with a bound on the error of estimation is given by
y+2.V (y) =8801+2,/653,785 = 8801+1617

The best estimate of the average per-capita income is $8801, and the error of
edimation should be less than $1617 with probability close to 0.95. This bound on the
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eror of edimation is rather large; it could be reduced by sampling more clusters and,
consequently, increasing the sample Size.

Comparing Cluster Sampling and Stratified Sampling

It is advantageous to use a cluser sample when the individud clusters contain
as much within cduder variability as possble but the duders themsdves ae as
amilar aspossble. This can be seen in the computation of the variation,

(- ym) & m(% - y)
Sr2:|1 — _i=1 ’

n-1 n-1

Q0.

which will be smdl when the y’'s ae dmilar in vdue For duser sampling, the
differences are found within the clusters and the smilarity between the clusters.

It is advantageous to use dratified sampling when dements within each drata are
as dmilar as possible, but the strata themselves are as different as posshle. Here, the
differences are found between the drata and the smilarity within the drata  Two
exampleswill help illugrate this diginction.

Examplel  Suppose you want to teke a sample of a large high school and you must
use classes to accomplish your sampling.  In this school, students are randomly assigned
to homerooms, so each homeroom has a mixture of sudents from dl grade-leves
(Freshman-Senior).  Also, in this school, the sudy hdls are grade-levd specific, so al of
the dudents in a large study hdl are from the same grade. If you bdieve that sudents in
the different grade-levels will have different responses, you want to be assured that each
grade-levd isrepresented in the sample.

You could perform a cluser sample by sdecting n homerooms a random and
surveying everyone in those homerooms. You would not use the homerooms as drata,
snce there would be no advantage over asmple random sample.

You could perform a dratified sample using study hdls as your drata.  Randomly
sect k sudents from study hals for each grade-level.  Study hdls would make a poor
clugter, since the responses from al of the students are expected to be smilar.

Example2  We would like to edtimate the number of diseased trees in the forest
represented below. The diseased trees are indicated with a D, while the trees free of
disease are represented by F. Consider the rows and columns of the grid.

@ If acluster sampleis used, should the rows or columns be used as a cluster?

(b) If adratified sample is used, should the rows or columns be used as Strata?
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Row|Cl1 | C2|C3|[C4|C5
1 F|IF|F|D|D
2 F|1F|D|D|D
3 FIF|F]|F|F
4 F|IF|D]|F|D
5 FIF|F]|F|D
6 D|F|DJ|F]|F
7 F|IF|D|F|D
8 F| D|D]|F|D
9 F|IF|F|D|D

100 | F| F| F | D|D
11 FIF|F|D|F
12 F| D|D|D|D
13 F|ID|F|D|D
14 | F| F|F | D|D
15 F|ID|F|D|D
16 F|IF|D|D|D
17 F|1F|D|D|D
18 F|IF|F|D|D
19 F|IF|D|D|D
20 | F|F|F]|F|F
21 | D | F| F|D|F
22 F|IDJ|F|F|D
23 F|IF|D|D|F
24 | F | F| F | D|D
25 F|IF|F|D|D
26 F|ID|F|F|D
27 F|IF|D]|F|D
28 | D|F|F|F|D
29 FIF|F]|F|D
30 | F| F|D|D|D

It appears that there are more diseased trees in the right-most columns, however,
there does not appear to be a difference among the rows. If we wanted a sample of sze
25, we could obvioudy sdect a smple random sample, but we might miss the
concentration of diseased trees in C4 and C5 just by chance. We want to insure that C4
and C5 show up inthesample.  We have two choices:

For a cluster sample, we should use the rows as clusters. We could select 5 rows
at random, and consider every tree in each of those clusters (rows).

For a draified sample, we could use the columns as srata.  We would sdlect 5
eements from each of the 5 dtrata (columns) to consider.
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Systematic Sampling

Suppose the population éements are on a lig or come to the invedtigator
sequentidly. It is convenient to find a darting point near the beginning of the lig and
then sample every k™ dement theresfter. If the starting point is random, this is cdled a
1-in-k systematic sample.

If the population dements are in random order, sysemdic sampling is equivalent
to ample random sampling. If the population eements have trends or periodicities,
sysematic sampling may be better or worse than smple random sampling depending on
how information on population dructure is used. Many estimators of variance have been
proposed to handle various population structures.

Repeated Systematic Sampling

In the 1-ink sysematic sample, there is only one randomization, which limits the
andyss. The randomness in the sysematic sample can be improved by choosng more
than one random dart. For example, instead of sdlecting a random number between 1
and 4 to start and hen picking every 4" dement, you could sdect 2 numbers a random
between 1 and 8, and then selecting those dementsin each group of 8.

Relationship to Stratified and Cluster Sampling
Recdl that if the dements are in random order, we have no problem with

gysemdic sampling. If there is some dructure to the data, as shown below, we can
compare systematic sampling to dratified and cluster samples.

25T

20T

15T

1T

o1 2 3 4 5 6 7 8 9 1011 12 13 14 15 16 17 12 19 2021

Systematic sampling is closdly related to
dratified sampling with one sample element per stratum
clugter sampling with the sample conssting of asingle cluster
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As a dratified sample, we think of having 4 different drata, each with 5 dements.
The dements of the drata are Smilar and the means of the drata are different, o this fits
the requirements for a dratified sample. We take one dement from each stratum (in this
illugration, the second in each dratum). We have log some randomness, since the
second item is teken from al dtrata rather than arandom e ement from each stratum.

As a cluser sample, we think of the 5 possble clusters. Clugter 1 contains al of
the first elements, cluster 2 (the one selected) contains dl the second dements, etc. Here
we have surveyed dl dements in one cluser (cluster 2). In this case, the clusters contain
as much variation as possble with smilar means, so the cluster process is gppropriate.
Since we have only one cluster, we have no edimate of the variance. A repeated
systematic sample (taking clusters 2 and 5, for example) would diminate this difficulty.

If the dtructure of the data is periodic, it is important that the systematic sample
not mimic the periodic behavior. In the diagram below, the circles begin a the 3™
dement and sdlect every 8" dement.  Since this matches closely the period of data, we
sdect only values in the upper range. If we begin at the 3% dement and select every 5"
element, we are able to capture data across the full range.

Estimating the Size of the Population

In the preceding sections, we estimated means, totals, and proportions, assuming
that the population sze was ether known or s0 large that it could be ignored if not
expressly needed to cdculate an estimate. Frequently, however, the populaion sze is not
known and is important to the gods of the study. In fact, in some Sudies, estimation of
the population size is the main god. The mantenance of wildlife populaions depends
crucidly on accurate estimates of population sizes.

Direct Sampling

One common method for edimating the Sze of a wildlife populaion is direct
sampling. This procedure entails drawing a random sample from a wildlife population of
interest, tagging each animad sampled, and returning the tagged animds to the population.
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At a laer dae, another random sample of a fixed d9ze n is dravn from the same
populétion, and the number s of tagged animals is observed. If N represents the totdl
population Sze, t represents the number of animds tagged in the initid sample, and p

represents the proportion of tagged animas in the population, then tﬁz p. Also, we
expect to find approximately the same proportion (p) of the sample of sze n tagged as

well. So p »2. This gives us a way to estimate the size of the population N,
n

since> »t— . Solving for N provides an estimator for N,
n

n_t

S

The approximate estimated variance of N is
~r~y t’n(n-s
V(N)——( ).

N =

- 3
S
Notice that we have serious problems when s is zero, and a large variance

when s is small.

As an example, suppose we initially capture and tag 200 fish in a lake.
Later, we capture 100 fish, of which 32 were tagged. So t=200, n=100, and
s=32. Then our estimate of N is

N = nt _100(200) B
S
Also, we approximate the variance with

-1y _ tPn(n-'s) _(200)*(100)(100- 32) _
V(N)= = ~ =8301.

The margin of error is 2, /G (N) =2./8301=182. Our estimate of the
number of fish in the Lake is between 443 and 807 fish.
The graphs below illustrate how sensitive are both the estimate of N and the

margin of error when s is small. If sis less than 4, the error of the estimate is
larger than the estimate for these values of n and t.
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Inverse Sampling

We can get around the problem of having a small value of s by sampling
until we have a pre-specified value of s. For example, we could fish until we have
caught 50 of the tagged fish. This techniqueis cdled inverse sampling. That is, we
sample until a fixed number of tagged animds, s, is observed. Using this procedure, we

can aso obtain an estimate of N, the tota population Sze by computing N :n_t. Thisis
s

the same computation as before, only s is fixed and n is random. This changes the

vaianceof N . Theestimated varianceof N is
~y t’n(n-s
v(N)= #
s*(s+1)

This variance estimate is almost the same as before, but it can be
considered as a function of n, rather than s. We no longer have to worry about a
small s, but this procedure may take much longer and be more expensive, since we
do not know how long we need to continue the recapturing process before the pre-
set value of sis achieved.

Example Congder our earlier example in which we initially captured and
tagged 200 fish in a lake. Later, we fished until we had captured 50 fish that had
previously been tagged. This required us to catch 162 fish. So t =200, n=162,
and s=50. Then our estimate of N is
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We approximate the variance with

=5692.

-1y _t?n(n-'s) _(200)°(162)(162- 50)
V(N)‘ $(s+1) 507 (51)

The margin of error is 2, NA(N) =2/5692=151. Our margin of error is

smaller since we forced a larger value of s, but it required more resources to catch
the extra 62 fish.

Another method for computing the edtimated interva is to find a confidence
interval on the proportion f):i and use it to create the interval for N agebraicdly. In
n
s_ 32 _

our fird example, we have —=——=0.32. A 95% confidence intervd for this
n
proportionis
1.96«/0.32 0.68
032+ (066) =0.32+0.09 or (0.23, 0.41).
V100
~ N . .~ t 200 . .
Now, we have N=—t, 0 our edimate is N»—~=——=625 fish. An intervd
S () 0.32
esdimate can be derived usng the two extremes of the interval (0.23, 041). So
N »L:@:WO and N »L:@:488. Our egtimate then is between 488 and
(¢) o023 () o041

870 fish. Notice that the point estimate 625 is not in the center of the interva (488, 870).
Experimental Design for Capture-Recapture

There are two factors, t and n, that influence the variagbility of the etimae of N
when usng capturerecepture. A common question about capture recapture is, “Is it
better to mark more fish initidly or is it better to take a larger sample in the recapture
phase? The quedtion is redly about where to put your energy and resources. The
recapture phase can be repeated many times and the resulting estimates of N compared,
perhaps in a stem-lesf plot. One could then vary the number of tagged animas and
repeat the process to see how the variability of the estimates depends on t. One could
dso vay the sze of the second capture to see how the variability of the estimates
dependson n.

Below are box-plots comparing 100 estimates of N =1000 udng ether t =100 or
t =200 and @ther Nn=60 or Nn=120. From the boxplots you can see that changing t
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from 100 to 200 has a greater effect on reducing the variabdility than does changing n
from 60 to 120. Greater benefits are achieved when more effort is put on the initid
sample to be tagged. Note that when both t and n are smdl, smdl vaues of s were more
often generated producing large estimates of N.
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