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Letter to the Editor 

Comment on "Indicator Principal Component Kriging" by 
V. Suro-P6rez and A. G. Journel 

I N T R O D U C T I O N  

This paper  is interesting in different respects, and it is well worth commenting 

on it. The authors are proposing a technique to look for orthogonal random 

functions, which are l inear transforms of  the indicators at a given set of  cutoffs, 

and which generates the same linear space that the considered indicators. Such 

functions are called factors. From this, indicator cokriging (or discrete disjunc- 

tive kriging, which is the same method under a different name),~ can be per- 

formed as a sequence of  separate krigings of  each factor. In other words, the 

method proposed is an attempt to build discrete isofactorial models.  

A possible basis for this construction is the indicator covariance matrix 

estimated at a part icular distance h o. Factorial  data analysis of  this matrix can 

be performed to compute factors orthogonal at ho. Checks have then to be done 

to make sure that orthogonali ty also holds at other distances. 

This approach, was used as well by C. Lanturjoul  and myself,  and pre- 

sented by us in Avignon geostatistic congress (Lajaunie and Lanturjoul ,  1989). 

More details on the factorial analysis aspects are given in Lajaunie (1986). 

However ,  the two approaches diverge in several places,  and here we men- 
tion three o f  them: 

(i) Choice o f  cumulative indicators coding in Suro-Prrez and Joumel ' s  

paper  (subsequently referred to as SPJ), or  of  complete  disjunctive coding of  

the information, in our approach (referred to as LL).  These are defined from 

the cutoffs considered zl < z2 < • • • < z, as: 

t l do not agree with the authors statement on top of p, 763, which mixes up an estimation method 
(projection on space spanned by sums ~ f,(Zi)) with a particular type of bivariate distributions. 
Incidently, the property given by the authors is true for some, but not every isofactorial distribution 
model (see for instance Matheron, 1984a, and Hu, 1988 for some case studies). 
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l ( x  ; Zi)  : lz<x) _< ze 

J ( x ;  Z i )  : lz<~oeo i with  Di = [ z i _  1 - Z i ]  

(ii) Choice of  principal component in SPJ, or correspondence analysis in 
LL, as a factorial method. 

(iii) Use of empirical factors in the estimation (SPJ), or as a basis for 
further modeling (LL). 

Suro-P6rez and Journel preferred to use cumulative indicator coding, and 
principal component analysis. This choice has some unfortunate consequences: 

C A N  T H E  F A C T O R S  BE O R T H O G O N A L ?  

In the cumulative indicator coding, the covariances are associated with 
cumulative bivariate distributions: 

Ci , j (ho)  .= Fi,j(ho) - F i F  j 

Then the analysis of Cij(ho)  produces a set of eigenvectors a.(i) :  

¥i ~-~ Cij(ho)an(j)  = Xnan(i)  
J 

orthogonal relatively to Co(ho): 

.~. an(i)a, , , ( j )Cij(ho) = 6,,mh n (1) 
l,J 

orthonormal relatively to the Euclidean distance: 

E a n ( i ) a m ( j )  = ~nm (2) 
i , j  

and complete: 

a . ( i ) a , , ( j )  = 5ij 
n 

From this, the following decomposition can be derived: 

Ci,j(ho) = ~ hnan( i )an ( j )  
n ', 

or in matrix form, using the author's notations: 

C(ho) = A A A  t 

A A  t = AtA = I 

From the matrix A it is possible to calculate empirical factors: 

Yn(x) = ~ a,,(i)lz~x)<_z, 
i 

(3) 

(4) 
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Due to Eq. (1) these factors are effectively orthogonal for the particular distance 
h0 considered: 

C o y  [Yn(X + ho), Ym(X)] = ~ an(i)am(j)Cu(ho) --- ~n,nXn ij 

At this point, the authors make the assumption that orthogonality holds for every 
possible distance h as well. 

Unfortunately, this does not seem to be so even for h = 0. For this would 
require: Cov lYe(x), Ym(x)] = 6~m. Instead of this, we have: 

Cov [Y~(x), Ym(x)] = ~-J a,,(i)am(j) Coy [I(x; zi), l(x; zj)] 
i , j  

= .~ a,,(i)a,n(j) [Fi^j - FiF:.] 
l,J 

(where i A j stands for the minimum of i and j ) ,  a condition which is by no 
means implied by Eqs. (2) and (4). (In this regard, I think that on Figure 7b, 
p. 780, the line segment added by SPJ, joining the origin to the first experimental 
point on the curve, is misleading.) 

In contrast to this, if we use the class indicators in a complete disjunctive 
coding (use of J(x;  zi) instead of I(x; zi)), the empirical bivariate joint proba- 
bility is used: 

Wij(ho) = Prob [Z(x + ho) e Di; Z(x) ~ D~] 

Then the use of correspondence analysis 2 yields the following eigenvalue 
problem3: 

¥i ~ Wij(ho)Xn(j ) = /,z n ~ Wij(O)xn(j) 
J J 

(The matrix W~/(0) is a diagonal matrix formed from the marginal distribution 
14i = Prob [Z(x) e Di]). The vectors X~ are orthogonal relative to Wo.(ho): 

~ X. (i)Xm (j)  W~/(ho) = 6.,~ #. (5) 
q 

orthonormal relative to W/j (0): 

~.. xn(i)xm(j)W,7(O) = ~,,~ (6) 
q 

and we have the following isofactorial decomposition of VC~j (ho): 

Wij(ho) = wiwj ~ #, ,xn(i)x, ,( j)  
n 

2Correspondence analysis (Benz6cri, 1973) originated as a method to study discrete empirical bi- 
variate distributions. This makes it more appropriate in this context. 

3 With a simplification on account of the symmetry of W. 
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The associated factors: 

Y ' ( x )  = ~,, x,(i)lz~x)~D i 
i 

are effectively orthogonal for distance h0: 

Cov [ Y ' ( x  + ho), Y~(x)] = t~nm~n 

as well as for distance 0: 

Coy [Y'(x) ,  Y ' (x) ]  = ~.m 

So that we are in a more comfortable situation to make the further assumption 
that orthogonality also holds for other distances, This is due to the more appro- 
priate choice o f  the metric, where the marginal distribution is taken into account. 

DOES THE MODEL PRODUCE VALID INDICATORS 
C O V A R I A N C E ?  

In the method proposed by SPJ, the covariances of  Y,,(x)  are calculated 
and modeled independently one from the other as kn (h). The form implicitly 
used in the indicator cokriging, for the indicator covariance is: 

C ( h )  = A • A(h) • A t (7) 

For kn (h) > 0 this is effectively a valid covariance matrix. But is it automatically 
a valid cumulative indicator covariance? For it to be so, one would require the 
quantities: 

Wi, j (h) : F i,j (h)  - Fi - l , j  (h)  - F i j  - 1 (h) + Fi - 1,j - 1 (h) 

to be positive. I believe that it is rarely the case if cumulative indicators co- 
variance matrix is used. For instance the following matrix: 

/ 0 . 2 0  0.29 0 . 3 4 ~  

t0.29 0.58  .70} 
\ 0 . 3 4  0.70 . 

is a valid c d f  matrix. The marginal c d f  associated with it is: 

F; = (0.34 0.70 1.) r 

Then the eigenvalues of  the covariance of  cumulative indicators variables as- 
sociated: 

C~ = F o -  Fi  " F j  (8) 

are: Xo = 0.0, )xl = 0.03512, and kz = 0.1393. I f  this matrix is interpreted as 
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valid at distance h 0, and if exponential models are fitted to the factor covariances, 
then for distance h = ho/2, the eigenvalues are changed to: 

hk(ho/2) = ~k(ho) 

The cdffor ho/2, calculated by means of Eqs. (7) and (8) is: 

/ 0 . 3 9  0.33 0 .34~  

Fq(ho/2)= ~0.33 0.78 ~ . 7 0 )  

\ 0 . 3 4  0.70 . 

with the corresponding unacceptable probabilities: 

( o .  -oo6 o 
Wij(ho/2) = - 0 . 0 6  0.50 - 0 . 0 8 ~  

/ 

0.01 - 0 . 0 8  0 . 3 8 /  

This example is thought to be typical of  the behavior at short distances. 
I f  instead of principal components, correspondence analysis had been per- 

formed, then we would have ended up with: 

Wij(h ) = WiI/V j ~ e-~"lhlx,,(i)xn(j) 
t l  

(with r n = - l o g  (t~n)/ho if t~ > 0. The zero eigenvalues can safely be dis- 
regarded in the summation). This matrix is indeed a valid bivariate probability 
law. 4 But anyway, even using this more appropriate factorial decomposition, 
there is no guarantee of this, for a more general modeling of hn(h). Some 
warning should be stressed on this point. 

C H A N G E  OF S U P P O R T  M O D E L S  

Very often, when indicator estimation is needed, a change of support is 
involved. This was the case in the problem we were dealing with in LL, which 
was for mining applications, but it is likely to be the case in environment 
applications as well. The volume at which the measurements are made is gen- 
erally different from the volume at which estimation is needed. 

A typical illustration of this is the case of  nutrient deficiency in the soils 
studied in Rivoirard and Webster (1991). As the cattle move while feeding, they 
might suffer from nutrient deficiency if the average concentration over the field 

4 T h i s  is the bivariate distribution of a stationary Markovian process with generator A o = - -  IVy 

znxn(i)xn(j). More generally, expressions like W,j(h) = W/Wj ~ e-~'~h)xn(i)x~(j) where t(h) is 
a valid variogram that could be used. 
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where they stay is less than a critical level.  Therefore,  the required distribution 
is for field support,  not for sample support. 

For  this reason, we preferred to use the empirical  factors as a basis for 
inference of  models.  The discrete isofactorial models,  proposed in Matheron 
(1984b), are a very flexible f ramework for modeling the bivariate distributions 
o f  discrete random functions. In addition to that, a large family o f  change of  
support models  is available in this methodology.  Therefore, it was just  the 
modeling tool needed to produce more consistent models  from the empirical 
factors. 

C O N C L U S I O N S  

The indicators covariance is equivalent to the bivariate distribution of  the 
class index. The factor decomposi t ion of  the indicator covariance proposed by 
SPJ is an isofactorial model  o f  the corresponding bivariate distribution. How- 
ever,  the choices of  cumulat ive indicators and o f  principal component  analysis 
produce unacceptable inconsistencies. In LL,  a correspondence analysis of  the 
bivariate distribution was used to produce more satisfactory empirical  factors. 
These were used in the procedure of  identification of  discrete isofactorial models, 
with improved consistency, and the benefit of  change o f  support models.  

Ch. Lajaunie 
Centre de G~ostatistique 
Ecole des Mines de Paris 
35 Rue St. Honore 
77305 Fontainebleau 
France 
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