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A siructural model of the demand for college attendance is derived
from the theary of comparative advantage and recent statistical
tmadels of self-selection and unobserved companents. Estimates
from NBER-Tharndike data strongly support the theory. First, ex-
pected lifetime earnings gains influence the decision to atiend col-
lege. Secand, those who did not avend college would have earned
less thair measurably similar people who did attend, while thase who
attended college would have earned less as high school graduates
than measurably similar peaple who stopped afier high school. Posi-
tive selection in both groups implies no “ability bias”™ in these data.

I. Inireduction

In this paper we specify and esumate a model of the demand for
college education derived from its effect on expected lifetime earn-
ings compared with its cost. Attention is focused on specifying the role
of earnings expectations in the derived demand for schooling; these
are faund to be empirically imporrant determinants of the decision to
attend college. In addition to including financial incentives, the madel
allows for a host of selectivity or sorting etfects in the data that are
related to “ability bias,” family effects, and tastes that have occupied
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other researchers. Background and motivation are presented in Sec-
tion II. The structure of the model, a variant of a simultaneous-
equations problem involving discrete choices, is presented in Section
I11. The estimates, based on data from the NBER-Thorndike sample,
appear in Section I'V. Some implications and conclusions are tound in
Section V.

II. Nature of the Problem

Estimates of rates of return to education have been controversial
because they are based on ex post realizations and need not reflect
structural parameters necessary for correct predictions. For example,
it is well understood that college and high school graduates may have
different ahilities so that income forgone during college by the farmer
is not necessarily equal to observed earnings of the latter. Qur objec-
tive here is twofold. One is to estimate life earnings conditioned on
actual school choices that are purged of selection bias. The other is to
determine the extent to which alternative earnings prospects, as dis-
tinct from family background and financial constraints, influence the
decision to attend college.

One would need 0 go no further than straightforward compari-
sans of earnings outcomes among school classes for structural rate of
return estimates if educational wage differentials were everywhere
equalizing on the direct, opportunity, and interest costs of schooling.
For then the supplies of graduates {or “demands” for each level of
education) would be nearly elastic ar the equalizing wage differentials,
and the distribution of human wealth would be approximately inde-
pendent of the distribution of schooling.! However, recent evidence
an the structure of life earnings based on panel data strongly rejects
this as a serious possibility. Total variance of earnings among people
of the same sex, race, education, and market experience is very large,
and maore than two-thirds of it is actributable to unobserved compo-
nents or person-specific effects that probably persist over much of the
life cycle. The panel evidence therefore suggests that supply elas-
ticities are substantially less than completely elastic at unique wage
differentials and that there are inframarginal “ability rents.” Put in
another way, observed rates of return are not wholly supply deter-

' The equalizing difference model ariginates with Friedman and Kuznets {1945},
Jacob Mincer (1974) has developed it most completely in recent years,

? See Lillard and Willis {1978) for additional derail and canfirmacion of these re-
marks. Related studies have reached similar conelusions, e.g., Weiss and Lillard {1978}
OfF course, it is conceivable, but unlikely, that educational wage differentials are exactly
equalizing for each individual, although considerable lifetime income inequality exists
among individuals. This possibilicy is rejected in the empirical findings presented
below.
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mined and depend on interactions with relative demands for grad-
uates as well.

A natural approach has been to incorporate measures of ability into
the statistical analysis, either directly or as indicators of unobserved
factors, in aorder to, in effect, impute ability rent. But merely parti-
tioning observed earnings into schooling and ability components does
not use any of the restrictions imposed on the data by a school-
stopping rule, and that decision embodies all the economic content of
the problem. Same of thar additional structure is incorporated here.

Economic theories of education, be they of the human-capiral or
signaling varieties, are based on the principle of maximum capital
value: schooling is pursued to the point where its marginal (private)
internal rate of return equals the rate of interest. It is easy to show
that this leads to a recursive econometric model in which (i) schooling
is related to a person’s ability and family background, and (i) earnings
are related to “prior” school decisions and ability. Earnings gains
attributable to education do not appear explicitly in the schooling
equation. Instead, the cost-benefit basis of the decision is embedded in
cross-equation restrictions on the overall model, because the earnings
equation is a constraint for the maximum problem that determines
education attainment.* There are many estimates of recursive maodels
in the literature, but very few have tested the economic (wealth-
maximizing) hypothesis.*

We begin with the assumption of marked heterogeneity and diver-
sity in the population, as in the unobserved-component approach to
panel data. Costs and benefits of alternadve school-completion levels
are assumed to be randomly distributed among people according to
their capacities to finance education, tastes, perceptions, expectations,
and an array of talents that affect performance in work activities
associated with differing levels of schooling. Some of these things are
observed, while others are unobserved. Individuals are sorted into
educational classes according to the interaction of a selection criterion
{such as maximum present value) and the underlying joint distribu-
tion of tastes, talents, expectations, and parental wealth. The selection

1 'he basic model is discussed in Becker {1975). See Rasen {1977} for an elaboration
of this argument and a survey of the relevant literature. Blaug (1976} also stresses the
tieed for estimating structural demand for schoaling relationships, and Griliches (1977)
discusses the difficulry of doing so in conventional models, Part of Griliches’s discussion
is pursucd in Griliches, Hall, and Hausman (1977). The model elabarated here is
conceptually distinct from that work, though some of the statistical techniques ave
similar. A similar remark applies to the wark of Kenny, Lee, Maddala, and Trost (in
press).

* T'here is aggregare-time-sevies evidence that earnings are impartant determinants
of professional school enrollment (see Freeman [1971] and numerous subsequent
stuclies by the same author); but there is virtually ne micro evidence even thaugh such
data have been mast aften studied in the human-capital and signaling frameworks.
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rule partitions the underlying joint density into a corresponding
realized educational distribution. The supply function of graduates at
any level of schooling is “swept out” of the joinc raste, talent, parental
wealth distribution as increased wage ditferentials enlarge the subset
of the partition relevant for that class.

Let ¥y represent the potential lifetime earnings of person : if
schooling level j is chosen, X, a vectar of observed talent or ability
indicators of person i, and 7; an unobserved ralent component rele-
vant tor person i. Similarly, split family-background and taste effects
inte an observed vector Z; and an unobserved component w;. Let V;
denote the value of choosing school level § for person i. Then a
general school-selection model is:

Yi=yv, (X4 74, j=1,...,n; (1)
Vi =g, Z;, @); (2)
i belongs toj if Vi; = max (Vyy, . .., Vo) (3
and
(r,0) ~ F(7, @). (4)

Equation (1) shows how potential earnings in any given classifica-
tion vary with ralent and ability.® The earnings function differs among
schoal classes because work activities associated with alternative levels
ot education make use of different combinations of talent. Equation
(2) translates the earnings stream from choice § into a scaler such as
present value and is conditioned on family background to reflect
tastes and financial barriers to extending schooling. Equation (3) is the
selection rule: the person chooses the classification that maximizes
value and is observed in ane and only one of the n possibilities open to
him. Equation (4) closes the model with a specification of the distribu-
tion of unobservables. Since abserved assignments of individuals to
schooling classes are selected on (X, Z, 7, w), earnings abserved in each
class may be nonrandom samples of population potential earnings,
because those with larger net benefits in the class have a higher
probability of being observed in it.

This formulation is suggested by the theory of comparative advan-
tage.® It allows for a rather eclectic view of the role of talent in

" Actually, expository convenience dictates a move restrictive formulation chan is
necessary. The X and Z need not be arthagonal. They may have some elements in
contimon, bud identfication tequires that they not have all elements in camman {see
below).

“Roy (1951} gives a surprisingly modern and rigorous treatment of a selection
problem based on the theary of comparative aclvantage. See Rosen {1978) for exten-
sions and elaboration on this class of problems. Heckman (1976), Lee {19763, and
Maddala {1977) develop the appropriate estimation theory.
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determining observed outcomes, since the X’s may affect earning
capacity differently ac different levels of schooling (see eq. [1]) and
covariances among the unobservables are unrestricted. Indeed, there
may be negative covariance amang talent companents. For example,
plumbers ¢high school graduates) may have very limited potential as
highly schooled lawyers, but by the same token lawyers may have
much lower potential as plumbers than those who actually end up
choosing that kind of work. This contrasts with the one-factor ability-
as-IQ} specifcations in the literature which assume that the best
lawyers would also be the best plumbers and would imply strictly
hierarchical sorting in the absence of financial constraints. In effect an
[Q-ability madel constrains the unobserved ability components tw
have large positive covariances—an assumption that is probably er-
roneous and is not necessary for our methods. Note also that popula-
tion mean “rates of return” among alternative schooling levels have
no significance as guides to the social or private profitability of in-
vestments in schooling. For example, a random member of the
population might achieve a negative return from an engineering
degree, yet thase with appropriate talents who choose engineering
will obtain a return on the time and money costs of their training
which is at least equal to the rate of interest.

There are difficult estimation problems associated with selectivity
models. In brief, the unobservables impose distinct limits on the
amount of structural information that can be inferred from realized
assignments in the data. For example, it would be very desirable to
know the marginal distribution of talents in (4), since it would then be
possible to construct the socially efficient assignment of individuals to
school classes, defined as the one that maximizes overall human
wealth. Then the deadweight losses due to capital market imperfec-
tions could be computed by comparing optimal with observed as-
signments. However, the marginal density is not itself identified, since
unobserved financial constrainis and talent joindy determine ob-
served outcomes. These issues will be made precise shortly, but,
roughly speaking, we do not necessarily know if a person chose
college education because he had talent for it or because he was
wealthy. What can and will be dane is to map out the joint effects of
the unobservables embedded in the actual demand curve for college
auendance, which embaodies all constraints inherent in the actual
market but which nevertheless is a valid structural basis for predic-
tion. Selectivity or ability bias in unadjusted rate of return computa-
tions that do not take account of the sorting by talent inherent in
observed assignments can also be computed.

A few limitations to these methods must be noted at the outset. It is
crucial to the spirit of the model, based as it is on human diversity,
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that few covariance restrictions be placed on the disiribution of unob-
servables. This practically mandates the assumption of joint normal-
ity, since no other nonindependent multivariate distribution offers
anything close to similar computational advantages. While the general
selection rule specified below is likely to emerge from a broad class of
econamic models of school choice, it is not known how sensitive the
results are to the normality assumptions. In addition, nonindepen-
dence forces some aggregation in the number of choices considered
for computanonal feasibility, even though the statistical theory can be
worked out for any finite number.” This rules out of consideration
other selection aspects of the problem that should be considered, such
as choice of school quality#® All people in our sample have at least a
high school education, and we have chosen a dichotomous split be-
tween choice of high school and more than high school (college
attendance). Some internal diagnostic tests help check on the validity
of this aggregation. Experiments with a college completion or more
classification, compared with a high school graduation or some college
classification, yielded results very similar to those reported below.

III. The Model

Speaification of the econametric model is tailored to the data at gur
disposal. More details will be given below, but at this point the impor-
rant feature is that earnings are observed at two points in the life cycle
for each person, one point soan after entrance into the labor market
and another point some 20 years later. The earnings stream is param-
eterized into a simple geometric growth process to motivate the deci-
sion rule. This 1s a reasonable approximation to actual life earnings
pauterns for the period spanned by the data. Two levels of schooling
are considered, labeled level A (for more than high school) and level
B (for high school).
If person i chooses A, the expected earnings stream is

Yai (t) = 0O, 0=<t=3§, (5)
i) = Yuexplgait —5), S=t<o,

" The problem is that the aggregates are sums of distributions that are themselves
truncated and selected. Therefore the distributions underlying the aggregats assign-
ments are not necessarily normal. We are unaware of any systematic analysis of this
kind of aggregarion problem.

& Methads such as conditianal logit have been designed to handle high-dimensioned
classifications (McFadden 1973} but require independence and other (homogeneicy)
restrictions that are not tenable for this problem. Hausman and Wise (1978) have
worked out computational methods an general normal assumptions for three choices,
Note also that maximum-likelihood methods ave available, but are extremely expensive
because multiple integrals must be evaluated. Hence we follow the literature in using
COTsistent estimators,
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where § is the incremental schooling period associated with A over B
and ¢ — § is market experience. If alternative B is chosen, the ex-
pected earnings stream 1s

Yoi (€)= Wi Xp {gmt), O ={ <o (6)

Thus earnings prospects of each person in the sample are charac-
terized by four parameters: initial earnings and rates of growth in
cach of the two alternatives. Diversity 1s represented by a random
distribution of the vector {(y, ga. ¥a, gs) among the population.?

Equations (%) and (6) yield convenient expressions for present val-
ues. Assume an infinite horizon, a constant rate of discount for each
person, vy, with r; > g4, £ 5, and ignore direct costs of school. Then the
present value of earnings is

Va = J‘x Ve (1) eXp (—ri ) dt = Diad(ri — gaidl exp (—7:S} (7

if A is chosen and

Vbi 2-[1 Vhi (t] €XpP (‘_?‘,- l} dt = Eb@"r(f@ - gbi] (8)

if B is chosen. These are likely to be good approximations, since the
consequences of ignoring finite life discount corrections and non-
linearities in earnings paths toward the end of the life cycle are highdy
weighted for nonnegligible values of ».

Selection Rule

Assume that person i chooses A if V4 >V, and chooses Bif Vo, = V.
Definel; = In (V¥ ). Substitution from (5) to (8) yields 7; = In yg; — In
Yoo — 1S —In(r; — g} + In {ry — gu). A Taylor series approximation
10 the nonlinear terms around their population mean values (g, g5, 7)
vields

Ii=ay+ oy (Inyg — Inyp) + daga + @sgp + ayry, 9
with
a, =1,
oy = OMBg, = U(r — ga) = 0,
ay = lldg, = — /(T — g4} <0, {10y
Qg = — [S + @q _gb)"r(? _5_%} (? _gb)]-

? Wise (1975}, Lazear (1976), and Zabalza (1977} have used initial earnings and
grawth of earnings to study life earnings patterns. The distribution of potential earn-
ings and growth is not constrained in our madel, thus, e.g., allowing the possibilicy that
¥a and g, are negatively correlated {and similarly for ¥y and gy}, as in Mincer (1974). On
this see Hauge {1977).
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Hence the selection criteria are
Pr (choose A) = Pr (V, > V) = Pr(f > (),
Pr {choose By = Pr(V,=V,) = Prd = Q).

(11)

Earnings and Discount Functions

Let X; represent a set of measured characteristics that influence a
person’s lifetime earnings potential, and let «,, . . . , uy denore
permanent person-specific unohserved components reflecting un-
measured factors influencing earnings potential.'* Specify structural
(in the sense of population) earnings equations of the form

In Yo = X By + 1y, (12)
Fai = X Yo + thu

if A is chosen and
Inyp = XiBs + g, (13)
Foi =Xy + 1y

if B 1s chosen. The variables on the left-hand sides of (12) and {13 are
to be interpreted as the individual's expectation of initial earnings and
growth rates at the time the choice is made. In order to obtain
consistent estimates of (8,, ., Bu ¥s) from data on realizations it is
assurhed that expectations were unbiased. Hence forecast errors are
assumed to be independently normally distributed, with zero means.

Let Z; denate another vector of observed variables that influence
the schooling decision through their effect on the discount rate. Then

TE:Z,:S +u5,-, (].4)

where u is 2 permanent unobserved component influencing financial
barriers 1o school chaice. The vector (u;) is assumed to be jointly
normal, with zero means and variance-covariance matrix 3 = [oy].
The X is unrestricted.

Reduced Form

The structural model is (9), (12), (13}, and (14). A reduced form of the
selection rule is obtained by substituting (12)-(14) into (9):

" The 7's of Section [l are related to {x, . . ., uy) by a set of implicit prices that vary
acrass school dassifications, as in Mandelbrot (1960). See Rasen (1978) for the logic of
why these differences in valuation can be sustained indefinitely and cannot be arbi-
traged.
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I'=aqg+ Xla, (Ba — Ba) + asye + agysl + ayZ8 + oy (u, — uy)
+ gty + gty + oegtiyg (15)
=Wnr — ¢,

with W = [X,Z]and —€ = ¢, {1, — w3} + &tiq + @sug + agus. Thus, an
observationally equivalent statement to (9) and (11} is

(16)

Pr (A 1s observed) = Pr (Wa > ¢) = F ( qu),

where F(-) is the standard normal c.d.f. Equation (16) is a probit

funcuon determining sample selection into categories A or B, to be
estimated from observed data.'!

Selection Bias and Earnings Functions

The decision rule selects people into observed classes according to
largest expected present value. Hence the earnings actually observed
in each group are not random samples of the population, but are
truncated nonrandom samples instead. The resulting bias in observed
means may be calculated as follows. Note that Pr [observing y, (¢)] =
Pr (I = 0) = Pr (Wm > €). Therefore, from (12), E{In y, |1 >0)=X8,
+ E(u, | Wrm > €). Define p, = p (ufo,, €lo,) = o, Ja,0,. Then E (In
Yol > 0) = XB, + 00, E(ela, | €lo, < Wrlo) = XB, + a0, [f
(Warla )IF (Wala,)], where F is the cumulative normal density and f is
s p.d.f. Define

Ao = ~f(Wrle )JJFWnla,) {17)

as the truncated mean (with truncation point Wa/a,) of the normal
density due to selection. Making use of the definition of p; and A,
yields

E(n 3,1 > 0) = X, + 22, (18)

A parallel argument for g,., ¥s, and g, yields
Eg.|l > 0) = Xy, + 221, (19)
E(ln 3,11 = 0) = XB, + ‘;1 Ao, (20)

't For cotnpleteness, ~¢ should be redefined to take account of deviations between
realizations and expectations at the time school decisions were made. Thus, let In Vo =
In Fur + vy, where ¥y is realized initial earnings, y,; is expected initial earnings, and vy, is
normally distributed forecast errar. Similarly, forecast errars vy, wy, and v, are defined
for gui, In Ypi, and gy Then the complete definition of —¢ is obrained from replacing u;
with (e + w5l f = 1,. .., 4, in (15). Clearly this has no aperational signuficance for the
model, given the assumption of unbiased expectations.
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and
Elgs |1 < 0) = Xyy + 3N, @1

with
Ay = E(dcré = > l’%’l) - fWria )l -~ FWrlo)]  (22)

and
T = —lo(Ty — Og) + @0 + 30y + asogl, & =1,.., 4. (23

Note from (17) that A, = 0. Therefore the observed (conditional)
means of initial earnings and rates of growth among persons in A are
greater or less than their population means as o, and a5, 5 0, from
(18) and (19). Conversely, A, = (0 {see [22]), and there is positve or
negatve selection bias in inital earnings and growth rates for people
observed in class B according to a;, (and o} £ 0. Since o 1s unre-
stricted, ay, 1s also unrestricted, and selection bias can go in either
way. In particular, it is possible that the bias is positive in both groups,
consistent with the comparative-advantage argument sketched above.
Pasitive bias in A and negative bias in B would be consistent with a
single-factor (hierarchical) interpretation of ability. Of course, neither
finding yields a definitive “ability” interpretation because of the pres-
ence of expectational errors and financial factors (ag) in (23): the
assignments are based on talent, expectations, and wealth, not on
talent alone. '

Estimation
Consider the following regressions applied 10 abserved data:
In 3, = XBa + Bk +
Ba =Xv¥a t VdRa + M,
Iny, =X8, + BFNy + 7,

gy =Xvp + vEXN + M

(24)

Equations (18)-(21) suggest that BF estimates o Jao,, yF estimates
o /7., and so on. Including A, or A, in the regressions along with
X corrects for truncation and selectivity bias, and E(n;) = O forj = I,
.. ., 4. In addition, E(n%) is heteroskedastic (see below), because the
observauons are truncated and at different points for different
people. Equation (24) cannat be implemented directly because A, and
Ay are not known. However, it can be shown'® thar consistent estimartes

2 See Heckman (1976) and Lee {1976).
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of (24) are obtained by replacing h; and X, with their values predicted
from the reduced-form probit equation (16). These values are

Nt = —f(WiTrf(\:rf}f’F(Wm/f\o'c),

25)
Ao = FOVAIS NI — FWaily,)]

and are entered as least-squares regressors along with X;. Estumation
of {24} with ; replaced by A; corrects for selectivity bias in the obser-
vations. What is more interesting for the economic theory of educa-
tional chaice is that these estimates provide a basis for estimating the
structural selection rule or structural probit function (9) and (11). The
structural probit is

Pr (choose A} = Pr {{oy + o (In v, — In ) + asg,  (26)
+ aygy + a2V, > ela,},

fram (9), (L1), and (14}. Use the consistent estimates of structural
earnings and growth described above o predict earnings gains for
each person in the sample according to

10 Gudynd =XilBa — Bu),
gAm‘ :Xﬂl’m (27)
§ wo=X :’)7!;,

where 3 and 7 are estimated by the method above.”® These predicted
values are inserted into (26) and estimared by the usual probit method
to test the economic restrictions (10).1

Other Tests

Alternative estimates are available to serve as an internal consistency
check on the model. In particular, the model can be specified using
the observed level of earnings at time £ and earnings growth instead of
initial earnings. From (5) and (6) it follows that

lnyf!(f) ':Xi(ﬁﬂ + ')’(,E) + e + Euz,
In yu@) = X, + ‘}’ut’} + uy + tiy.

(28)

Y This methad is due to Lee (1978), who used it w study unionization status. OGur
model differs samewhat in that there Is more than one structural equation in each
classification.

" Heckman (1976) and Lee (1977) show that QLS estimates of the standard errors of
B, ¥uo Ay and y, in (24) are biased if oo, # () when estimated values of &, are used in
place oof their true values, Lee also shows that the usual estimates of standard errars far
the structural probit (26) are biased when estimated values of In 3,/F), g., and gy are
used in place of their true values and derives exact asymptotic distributions for these
parametcers. We use Lee's (1977) results to compute consistent estimates of stancard
errors below.
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Substitute for the level equations in (12) and (13) and this model also
can be estimated as described above. However, now the structural
probit is of the form

Pr (A is chosen) = Pr ({8, + &, [In p.{t) — Lo y,(2)]
+ bhg, + Oygpr + Qlo, = €la). (29)

Since In y,¢t) — In () = In 5, — In 35 + (ga — gu}t — gaS, the
following restrictions are implied:

61 = @y,
¢~ 88 + 6, + as, (30)

_!_81 + 63 = ¥q.

+

Hence we have a check on the validity of the model. Of course, its
main validaton is the power to predict behavior and assignments on
independent data.

{dentification

Two natural questions regarding identification arise in this model.

1. Estimation of the selection rule ar structural probit equation is
passible only if the vectors X and Z have elements that are not in
common. If X and Z are identical, the predicted values of ln %, — In ¥y,
g« and g, are colinear with the other explanatory variables in (26),
and its estimatton is precluded. Note, however, that even if X and Z
are identical, the reduced-form probit (16) is estimable, and it stll
may be possible to estimate initial earnings and growth-rate equations
and selection bias. The reason is that, although the X corrections in
(24) are functions of the same variables that enter the X or Xy parts
of these equations, they are nonlinear functions of the measured
variables. Structural earnings equations might be identified off the
nonlinearity, though in any particular application there may be in-
sufficient nonlinearity if the range of variation in War (see [15]) is not
large enaugh.'®

Y% Herkmman (1979) raises some subtle issues regarding specification error in selec-
tion models. Elements of Z may be incorrectly specified in X and can be statistically
significant in least-squares regressions because of truncation. Conversely, coefficients
an selection-bias variables A, and k. can he significant because variables are incarrectly
atributed o selection when they more properly belong directly in X. E.g., some might
argue that family background belongs it structural earnings equations and our selec-
tivity effects work (see below) because family background cames in the back deor
through its indirect effect on k. However, a reversal of the argument suggests that
Family-background variables might have significant estimated direct effects on earnings
merely because they work through selection and resulting truncation. There is no
statistically satisfactory way of resolving this problem. In any event, we cannat be
“agnostic” about specification because both the economic and staiistical theories require
certain nontestable zero identifying restrictions. The problem is even mare complicated
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In the general discussion of Section I, X was tentauvely associated
with measured abilities and Z with measured financial constraints
(and tastes), corresponding to the Beckerian distinction between fac-
tors that shift the marginal rate of return to investment schedule and
those that shift the marginal supply of funds schedule. Evidently, if
one takes a sufficiently broad view of human investment and in
particular of the role of child care in the new home economics, easy
distincrions between the content of X and of Z become increasingly
difficult, if not impossible, to make. If X and Z are indistinguishable,
the economic theory of school choice has no empirical content. kn the
empirical work below a very strong dichotomy with no commonalities
is maintained: X is specified as a vector of ability indicators and Z as a
vector of family-background variables. This hypothesis is maintained
for two reasons. First, it provides a test of the theory in its strongest
form. Certainly if the theory is rejected in this form there is little hope
for it. Second, there have been no systematic attempts to find empiri-
cal counterparts for the things that shift marginal rate of return and
marginal cost of fund schedules that cause different people to choose
different amounts of schooling. The validity of the theory rests on the
possibility of actually being able to find an operational set of indi-
cators, and this distinction is the most straightforward possibility.

Given resolution of problem I, not all parameters in the model can
be estimated. Some are overidentified and some are underidentified.
The selectivity-bias-corrected structural earnings equations (24) di-
rectly estumate B, Bs, Ya, ¥, and the structural probit (26) provides
estimates of (a,/a,, ala,, arlo,, abla,.}. Furthermore, from the ap-
proximations in (10), the coefficient on In (y./3) in (26) estimates 1/a,
(given that @, = 1), so that it is also possible to estimate population
average real rates of interest. In addition, there are 15 parameters in
the unobserved-component variance-covariance matrix 3. Following
a development similar to the one leading to (18)-(21), it can be shawn
that the variances of residuals in (24) are

T; W,mr .
var (ng) = o + —= ( . Ay — )\ii),] =1, 2;
(31}
_ a; W{’IT a2 .
var (m;) = oy + 0': (Te Aps )\M) f =134

Similar expressions hold far covariances between m;, and m; and
between %;; and 7. Hence it is possible to estimate the own-
population variances g for j = 1, . . ., 4, two within-group

in the present cantext because the theary is based on unobserved talent and financial
constraint shifters and must have observable counterparts to be operational. Evidently
choice amang alternative specifications ultimately must rest on predictive performance
autside the sample.
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covariances, and four covariances o, forj = 1, ..., 4. These, along
with the estimate of o, provide anly 11 statistics to estimate 15
parameters. Evidently all the covariance terms in % cannot be esti-
mated without additional zero or ather restrictions because we never
observe the path not taken. This is the basis for the statement above
that deadweight losses from assignments based jointly on wealth and
talent rather than on talent alone cannot be imputed. The demand
funcrion for college attendance implicit in (26) reflects the joint den-
sity of ralent, wealth, tastes, and expectations, and their separate
effects cannot be disentangled.

IV. Estimation

The maodel has been estimated on a sample of 3,611 respondents to
the NBER-Thorndike-Hagen survey of 1968-71.' These data refer
to male World War II veterans who applied for the army air corps.
They do not come from a random sample of the papulation, since the
military screening criteria were based on certain aspects of ability and
physical fitness. Therefore it is not possible to extrapolate these re-
sults to the population at large. However, the sample's advantages
more than compensate for this. First, it covers more than 20 years of
labor-market experience, far longer than any other panel of compa-
rable size and most appropriate for measuring lifetime earnings ef-
fects of educational choice as the theory requires. Second, it contains
extensive information on family background and talent. While several
other panels are as good on family background, virtually none com-
pare in their range of talent and ability indicators most appropriate to
the theory of comparative advantage.

The sample actually used is a subset of 5,085 total respondents.
Forty-two observations were dropped for not responding to the age
question, another 480 persons were deleted because they were pilots,
had extended military service, or did not report a job in 1969, and 952
were dropped because they did not report both initial (y) and latest
{y[t]) earnings required for structural estimation. Definitions of vari-
ables are given in Appendix A. Individuals were put into two catego-
ries: group A represents thase who entered college and group B those
who stopped school after high school graduation. Not all members of
group A completed college, and a substantial fraction completed
more than a college education. They are labeled “college attendees”
hereafter. Descriptive statistics appear in table 1. Notice that more
than 75 percent of the sample chose to atend college for some period,

““ These data have been extensively analyzed by other investigators, especially
Taubman ¢{1975), who also discovered them. For complete decumentation see NBER
(1973).
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Father's ED

Father's ED*

DK ED
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Clerk

Fareman

Unskilled

Farmer

DK job

Catholic
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Old sibs

Young sibs

Mother works:
Full 5
Part 5
Nane 5
Full 14
Parc 14
-None 14

H.5. shop

Read

NER read

Mech

NR mech

Math

NR math

Drext

NR dext

Exp

Exp*
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Year 69
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reflecting the unusual ability distribution in the sample and eligibility
for a liberal school subsidy (the GI Bill). However, the presence of the
GI Bill is common ta bath college attendees and high school grad-
uates.

There are some obvious differences between the two groups. Both
mean and relative variance of earnings in both years are smaller for
high schaol graduates, as tends to be true in other samples. In add:-
tion, high school graduates had smaller earnings growth over the
period, had more siblings and were lower in birth order than college
attendees, and were more likely to have taken vocatignal training in
high school. Their fathers had less schooling and were more likely to
be blue-collar workers as well. Four ability measures have been chosen
tor analysis, out of some 16 indicators available in the data. Mach and
reacling scores are related to 1Q) tvpe of ability (in fact, it is known that
math score is highly correlated with IQ) score in these data), while the
ather two are more associated with manual skills. The four together
seem well suited to the comparative-advantage logic underlying the
formulation of the model. High school graduartes tend to score lower
in the math and reading-comprehension tests, about the same in
manual dexterity, and somewhat better on mechanical ability. In line
with the previous discussion, all ability measures in table | are as-

signed to X, while the family-background measures—reflecting finan-
~cial constraints, tastes, and perceptions—are assigned to Z. Experi-
ence, school-completion dummies (for group A), and year of reported
earnings are used exclusively as controls in structural earnings
equatons.

The first columns in table 2 present estimated coefficients and
asymptotic ¢-statistics of the reduced-form probit selection inta group
A—equation (16). These effects more or less parallel the summary of
table 1 given above. Math scare has a particularly strong positive
effect and mechanical score a sirong negartive effect on the college
attendance decision. The effect of mother's working is somewhat
unexpected. Mather's home time when the respondent was 5 years
old or younger has virtually no effect on college attendance, whereas
the respondent was more likely 1o go to college if his mother worked
when he was 6-14 years of age. This is more supportive of markert
investment through relaxation of financial constraints than of home
investments in kind."

Structural estimates of earnings and growth equations corrected for
selection are found in table 3. These are somewhart different from the
typical earnings equations found in che literature, because they in-

¥ Recall that female labor-force participation during the war increased. The nor-
malized categary for mather's work classifications is nonresponse. We do not know how
many <id not resportd because no mather was in the hame.
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clude a much sparser set of regressors. For example, we know re-
spondents’ unemployment experience, weeks worked, weeks ill, mar-
wal status, and so forth but have not included them in the regressions.
The logic of this lies in the model itself: at the time the college
attendance decision was made, there is no reason to expect that
respondents knew the outcomes of such variables. It is more in the
spirit of the choice framework of the model o allow these “current”
events to be captured indirectly via their correlations with included
variables in order to estimate expected or anticipated values relevant
to the structural probit.'® The problem is more difficult in the case of
school-compleuon differences among members of group A in table 3
and, in truth, raises an unresolvable aggregation problem. The an-
ticipations argument above suggests that school-completion dif-
ferences within group A may not enter the earnings equations, so that
included variables pick up average completion experience in the
sample. Alternatively, it can be argued thac the level of schooling
achieved within group A should be controlled by including school-
completion dummies. This latter specification is reported in table 3
and 1s the one used to estimate the structural probit in table 2. Of
course we do not switch on the school-completion dummies to esti-
mate the earnings advantages of college attendance, since that would
clearly stack the deck in favor of finding strong financial effects.
Earnings and structural probit equations were also estimated with
school dummies deleted, and the results were very similar to those
reported here. However, it is clear that this issue only can be resolved
by going into a more disaggregated model with multiple classi-
fications.

With the exception of experience, most of the variables have little
effect on initial earnings in either A or B (see cols. 1 and 2 of table $).*°
Experience effects are the strongest and are known to be most im-
portant at early and late stages of career patterns, facts borne out in
these dara since experience has litle effect on later (surveyed around
1969) earnings. The ability measure that has the largest effect on

" A related and tharough discussion of this issue appears in Hanoch {19673, to which

the reader is referred. It has not escaped aur attention that current variables such as
hours of wark and unemployment experience might serve as indicatars of an unob-
served “taste for leisure” campanent, but we have not experimented with that possibil-
iry.
** [nitial earnings is recall data from the 1955 Thorndike survey and refers to a
periad as much as 9 years prior to that survey date. Late earnings is ddoser to the NBER
survey date and probably has less recall error in it. The low R? statistics in table 3 are
due ta the fact that we are toaking at within-group variation, whereas most results in the
literature get a lot of mileage out of current vartables and explanation of between-
group mean variation. It is alse worth nating thart the standard errors in the earnings
and growth equations computed from the exact asymptotic distribution reported in the
table are virtually identical with those estimated by OLS.
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TABLE 3
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StrUCTURAL FarninGs Estimares: EQuaTions (24) anvo (283, QLS

DEPENDENT VARIABLE

In %, In 3y ga &b In yat) In i)
REGRESSOR () 23} {3 (4) 4] (6}
Conatarnt B.7124 2 AG01 L1261 2517 10.32370 7.5328
(16.51) {1.37) £3.901) (2.1 {5.59) (2.08)
Read L0009 —.K119 REIe01 0003 0027 0057
(L21y (=1.17) (L.11) (3.20) £2.80) {3.28)
NR read 4791 {506 —.0{34 — ({46 0033 — {402
{1.24) {.58) (~.76) (— 89 (.04 {—42)
Mech — A2 — 005 — .00 1 — ] —.0021 — 0017
{—.48) (—54)  (—2.168)  (—L.18) (-359)  (-1.7%)
NR mech S 1969 . 02 . 2196
(.69 {01 {68)
Math LR —.0013 0001 — W0 0030 —-.0Ma
(2.02) (749 (1.18) (—.20) 331) (=100
NR mach —.1087 0563 015 0006 —.0877 0712
{(—1.94) (83 {.38) (.15 (~1.24) {96}
Dlext 0008 - 0419 — {000 0003 Aoy 0036
(1.0%) {(—1.21) {—.78) (2.77) {.16) (219}
NR dext 0751 . — 0004 . 1466 .
{.28) (—.02) (.43)
Exp —.0523 4260 {028 —.0l54 =129 776
{—1.49} {310 (=111 (—1.9% (—.29% (.53)
- FExp* RUNE — 0067 0000 {1002 —. 0004 — 0012
(2.99)  (—2.95) (9l (L.82) (—.00) (—.49)
Year 48 =080 —.01h6 S L . Ca
(—48)  (—1.79
Year 69 . L — QU&7 0039
(—.26) (.09)
51315 1288 —.{062 {168 .
(5. 15) {—3.49) {52}
516 0760 {026 95
£3.82) (1.79) (4.26
520 1318 (049 256()
(4. 10 {2.13) (6.15)
Ay —. 10649 058 0206
(=321 {2.45) (.49
Ay S —.05h58 . 0T18 . 2247
(—.66) (2.39) {2.48)
R? 750 0439 1578 0513 A)740) {03568

Mok —NR: Mo response, dutmy variable; ther varizhles are gefined in Appendiz A --values are shewn in

parentheses.

initial earnings is math score for college attendees. Ability indicators
are more mmportant for earnings growth (cols. 3 and 4) and later
earnings (cols. 4 and 5). Dexterity and reading scores have positive

effects on g, and y,(t), while math and reading scores have positive
effects on In y, () but exhibit much weaker effects on earnings
growth. Interestingly enough, the effect on mechanical score is nega-
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tive in all cases, raising obvious questions abour what it is thac this test
supposedly measures (recall, however, the sample truncation on
high-ability military personnel). Even so, it seems to have a more
important negative effect for members of group A. This, along with
the results for dexterity and math scores, lends support to the
comparative-advantage hypothesis.

Selectivity biases are particularly interesting in that regard. The
coefficients of A, show no selectivity bias for initial earnings of high
school graduates, but positive bias for growth rates. Therefore, ob-
served earnings patterns of high school graduates show higher rates
of growth compared with the pattern that would have been observed
for the average member of this sample had he chosen not to continue
school. On the other hand, the coefficients of A, show positive selec-
tion bias for initial earnings of callege attendees and negarive bias for
earnings growth. The latter is due to the fact that there are no
selection etfects for late earnings. Thus, the observed earnings pat-
tern among members of group A is everywhere higher than the
population mean pattern would have been and converges toward the
population mean late earnings level. Positive selection among both A and
B also lends support to comparative advantage.

The most novel empirical results are the stiructural probic estimares
in table 2, which show how anticipated earnings gains affect the
decision to attend college. The predicted earnings variables are statis-
tically significant except for gy i (26) and g+ 1in (29) ** More striking,
however, is the agreement of the sign patterns predicted by the theory
{see eq. [10] and recall thac the structural probit coefficients are
normalized by o, from [26] and [29]). T'he model passes two internal
consistency checks. The first is restriction (30). Working backward to
normalized & estimates from directly estimated #'s in column 5 of
table 2 yields*! a predicted {(o/c,) vector of (5.15, 155.90, —h2.68),
which 1s similar to the direct estimates in column 3 of (5.15, 138.39,

* Recall (n. 14) that the t-stadistics for the structural probit in table 2 are based an
consistent estimates of the standard errors, as suggested by Lee {1977). The f-statistics
on background variables are not very different from the biased values computed by a
standard probit algorithm. However, the (-statistics an the predicted earnings and
growth variables are substantially reduced when corrected for bias; e.g., the standard
probit estimates of (-values for In (F/%), g.. 2nd g, in {26) are {108, 8.15, —4.81),
compared with the unbiased values of (2.25, 1.83, ~1.28) in table 2.

"t There are two ways of estimating £ and (£ — §) for these computations. First, a direct
estirnate af ¢ — § is obtained as the difterence between average year of 1969 job and average
year of initial job for members of group A in table L. A direct estimate of f is the average
difference between 196% job and initial job for members of graup B. However, an in-
dependentestimate of § is the average years of schooling amang mernbers of group A mi-
nus 12.0. Hence another estimate of ¢ — 5} is the direct estimate of (f — S} minus the direct
estimate of §; and another estimate of (¢ — §) ts the direct estimate of £ minus the direct
esimate af §. The two estimates for each parameter were averaged for purposes of
these checks. They are 24.19 for £ and 19.68 for ¢ — ).
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—44.27). Working forward from actual estimates of normalized « to
predicted estimates of @ gives prediction (5.15, 37.04, 80.31), com-
pared with actual (5.15, 7.66, 71.90). These comparisons probably
would not be so close if the two-parameter approximation to earnings
patterns in (5) and (6) was not reasonably good. Second, equations
{15} and (26) indicate that estimated coefficients on the Z variables in
structural and reduced-form prabits should be the same. Direct com-
parison of caefficients of Z in table 2 shows extremely close similarity
of ,8 in all three equations. In sum, the results give direct, internally
consistent evidence on the validity of the economic theory of the
demand for schooling derived from its (private) investment value,
The economic hypothesis cannot be rejected.

V. Conclusions

The structural probit estimates of table 2 support the economic hy-
pothesis that expected gains in life earnings inAuence the decision to
attend college. They also show important effects of financial con-
stramnts and tastes working through family-background indicators, a
finding in common with mast other studies of school choice.? Availa-
bility of the GI Bill might well be expected to dull the observed
monetary effects, but they remain strong enough to persist for a
significant fraction of the sample.

The estimates also show positive sorting or positive selection bias in
observed earnings of both high school graduates and college atten-
dees. To be clear about the implications of these results it is necessary
to distinguish between the effects of measured abilities and unmea-
sured components on earnings prospects in A or B. The selection
results refer to unmeasured components of variance. If we examine a
subpopulation of persons with given measured abilities (i.e., with the
same values of X in [12] and [13]), the empirical results on selectivity
imply that those persons who stopped schosling after high school had
better prospects as high school graduates than the average member of
that subpopulation and that those whao continued on to college also
had better prospects there than the average member of the subpopu-
lation. That is, the average earnings at most points in the life cycle of
persons with given measured characteristics who actually chose B
exceeded what earnings would have heen for those persons (with the
same characteristics) who chose A instead. Canversely, average earn-

™ See Radner and Miller (1970) and Kohn, Manski, and Mundel {1976} for logit
madels of college chotce. These models contain more detail in personal and college
artributes but do nat make any attempt o assess the effects of anticipated earnings in
college attendance decisions. See Abowd (1977} for another approach to the selection
problem focusing on school quality.
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ings for those who actually chose A were greater than what earnings
would have been for measurably similar people who actually chose B
had they continued their schooling instead. This is a much different
picture than emerges from the usual discussions of ability bias in the
literature, based on hierarchical or one-factor ability considerations.
The one-factor model implies that persons who would do better than
average in A would also do better than average in B. That is, positive
selectivity bias in B cannot occur in the strict hierarchical model.2

The most attractive and simplest interpretation is the theory of
comparative advantage, because hierarchical assignments are not ob-
served. While the results are consistent with comparative advantage,
they do nat prove the case because life-persistent luck and random
extraneous opportunities could have played just as important roles in
the observed assignments as differential talents did. For all we know,
those who decided to stop school after high school may have married
the hoss's daughter instead, or made better career connections in the
military, and so forth. The important point is that their prospects in B
were higher than average.

As noted above, the population average rate of discount, 7, is an
identifiable statistic in the model. Estimates are obtained by applying
restriction (10) to the estimates in table 2. Maintain the hypothesis that
e, = 1. Then the estimated coefficient of In (y,/4,) in table 2 estimates
(lo,), from equation (26}. Since all the equations of the structural
prabit are normed by o, this estimate provides a basis for estimating
the population parameters in (10).

Straightforward computations using the structural probit estimates
{26) in table 2 yield

(F — Za) = 0872,
(F — Z») = .1163.

(32)

Estimates of g, and g, are necessary to impute values of 7, and a slight
ambiguity arises because the growth rates are functions of measured
characteristics (see [12] and [13]). For illustrative purposes we use the
overall sample mean values of characteristics (the X’s) to impute g,
and gy from the structural earnings estimates in table 3, purged of
selectivity bias. The average person in the sample would have ab-

# It should be emphasized that the special nature of this sample makes it impossible
ta extrapolate this result to the entire population. The reason is that the selection
criteria far sample eligibility were established by entrance requirements into the,army
and our sample is 2 subset of those who volunteered for the air carps. It is possible to
canceive of systematic truncation and selection rules by the military that would support
the comparative-advantage argument in chis subset, even though roughly hierarchical
talents and paesitive correlations among alternative income prospects might well
characterize the population at large.
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tained growth rates g, = .0591 and gy = 0262 in A and B, respec-
tively. The population mean discount rate, 7, is overidentified. The
first equation of (32) yields an estimare of ¥ = .0963, while the second
gives 7 = .1425. Two more estimates of 7 are implied by the structural
probit that uses the late earnings difference rather than the initial
earnings differences. These are 7+ = .0981 and 7 = .1240. Even if the
precise derivation and specification of the model in Section 111 strain
the reader's credulity, it is nonetheless clear that the structural
spectfication is consistent with more casual derivations, and the esti-
mated sign patterns in the structural probit, if not the precise restric-
tions among coefficients, would be predicted by virtually any eco-
nomic maodel. '

The pasitivity of earnings selection effects in hoth groups also
implies that selection bias in simple rate of return estimates could go
in either direction. The following procedure gives a rough and ready
indication in this sample. First the two-parameterization of earnings
in (5) and (6) implies that the average internal rate of return, i, is
estimated by In (ya/ys) + In (G — g) — In ¢ — g,) — iS = 0, where i is
the rate of discount that equates average present values. Using sample
mean values of y,, yu, £4, and g, in table 1 and a schoaoling increment of
4.11 years yields a simple unadjusted rate of return of i = 9.0 percent.
This is comparable to the statistic usually presented in rate of return
studies that make no allowance for differential ability between high
school and college graduates. Several adjustments must be made to
this number, however. First, correcting for selectivity alone yields an
adjusted mean rate of return of i = 9.8 percent, which is actually
larger, not smaller, than the observed mean rate of return. The 9.8
percent figure is obtained by subtracting the selectivity bias correc-
tions from the observed sample means of j,, Y41 gar and gy and in
principle could be larger or smaller than the unadjusted figure due to
paositive selection in both A and B. It does nor make any allowance for
differential measured ability effects between the two groups. A more
meaningful computation in the context of the model is to use mea-
sured abilines and the parameters of the corrected earnings and
growth-rate functions to answer the following question: What is the
expected rate of retirn to college of the typical person who chase A as
compared to the expected rate of return of the typical person who
chose B? This is 2 “standardized” comparison: the rates of return
differ between the rypical A person and the typical B person because
their measured abilities differ and because the values of these abilities
(the regression coefficients in table 3) differ in A or B. Assuming thac
persons with the average characteristics of thase who chase B would
have exhibited the same values of experience and initial year of
earnings as those who actually chose A and vice versa, the average race
of return for persons of type A is 9.9 percent, while the average is 9.3
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percent for persons of type B. Thus, those who actually chose A had
measured abilities that were more valuable in A than did those who
actually chose B.

Predictions

The model passes the test of empirical verification of its structural
restrictions. How well does it do in predicting assignments on inde-
pendent data? The sample used is not a random drawing of the U.S.
population and for this reasen cannot be extrapolated to the popula-
tion at large. However, only a subset of the NBER-Thorndike-Hagen
sample was used to estimate it, and the remaining remnant is more
likely to be a suitable group for prediction purposes. The remnant
refers to those wha did not report initial earnings. For this reason it
may not be a random sample of the relevant population either. And
while there is no reason to suppose that the censoring of initial
earnings was systematically related to the selection mechanism of the
model, it should be noted thata somewhat smaller proportion of these
individuals (66 percent of them) chose to attend college than in the
sample used for structural estimartion.

One indirect test of the model’s predictive content has been calcu-
lated. First, the reduced-form probit was reestimated for the rem-
nant, which does natinvolve extrapolations, since the sample selection
between A and B and the content of W = [X,Z] is known far these
people. Results appear in Appendix B. While there is some confor-
mity with table 2, there are also many differences between reduced-
form estimates in the twa samples. In short, family-background
coefficients are not too stable.

The second experiment involves an extrapolation. Both inical
carnings differences and growth rates were predicted for members of
the remnant sample from the structural earnings estimates of table 3
and then used to reestimate the structural probit of this group (no
t-statistics are reported for structural probit coefficients because of the
large expense of doing s0). The results also appear in Appendix B.
The sign reversals on family-background indicators carry over to these
estimates too, though the coefficients and signs of the Z variables in
the structural estimates are very close to those found in the reduced-
form estimates in Appendix B. However, the coefficients on the
earnings differences and growth rates for the remnant sample are
very close to those estimated for the original sample of tahle 2.

Enroliment Functions

Perhaps the simplest and most useful summary of the results is ab-
tained from the demand function for college attendance implicic in
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the structural probit estimates. Recalling the definition of the index
function in (9), the probability of atending college is given by Pr (A is
chosen} = F(l/o,), where F i1s the standard normal c.d.f. Let m denote
the size of the relevant population, and let N represent the number
choosing o attend college. Then the number enrolled in college is
given by

N = mFd/c,). (33)

This would be equivalent to a supply function of graduates were it not
for the aggregation involved in group A. The supply of graduates is
somewhat different since we do not know how long people outside the
sample would stay in school. The normality assumptions imply that
the enrollment function (33) follows the cumulative normal curve. It
therefore has zero elasticity at its extremes and positive elasticities in
between. The major point of interest here is responsiveness of en-
rollments to earnings opportunities near the sample mean. From the
definitions of present value in Section III, note that dln (V,/V,)/dln
(3./95) = 1. A 1 percent change in relative initial earnings changes
relative capital values by 1 percent. To clarify a possible point of
confusion on this conceptual experiment, dln (y./y;} represents a
permanent—not a transitory—change in lifetime prospects, because it
increases relative differences between potential earnings in A com-
pared with B not only iniually buc forevermore (see [5] and [6]).
Differentiating (33) yields an elastcity formula

din N/dIn (3,/3,) = [F'(Ha e o iIF(ia,),

where I/a, is evaluated at the desired sample proportion. For exam-
ple, the elasticity evaluated at a sample proportion of .5 (half in A and
halfin B) is 4.1. On the other hand, the initial earnings elasticity at the
observed sample proporton 1s 1.94, still a substanual response given
the presence of marked diversity in the population. By way of com-
parison, an increment of father’s education of 1.59 years (the dif-
ference in means of father’s schoaling between groups in table 1)
elicits a relative response of .0337.

Appendix A
Definitions of Variables for Tables
Father's ED Father's years of school. Nonresponse assigned mean.
Fathet's ED? Square of Father's ED.
DK ED Dummy variable: 1 if respondent did not know father’s education.
Manager Dummy variable: 1 if father was a businessman, manager, or pro-
fessional.
Clerk Dumeay variable: 1 if father had white-collar occupation other than

thase in management.

Foreman Dummy variable: | if father was a foreman, supervisar, or skilled
craftsman.



Unskilled

Farmer

DK job
Catholic

Jew

Old sibs
Young sibs
Mather works:

Full &
Parc 5
None 5
Full 14
Part 14
None 14
H.5. shop
Read

NR read
Mech

NR mech
Math

MR math
Dext

NR dext
Exp
Exp?
513-15
514

520

Year 48
Year 69

In ¥
I yie)

Dummy variable: | if father was semiskilled operative or unskilled
laborer.

Dummy variable: | if father was a farmer.

Dummy variable: | if respondent did not know father's aoccupation.
Dummy variable: | if respondent is Catholic.

Dummy variable: | if respondent is Jewish.

Number of older siblings.

Number of younger siblings.

Dummy variable: | if mother warked Full tdme when respondent
was less than 6 years of age.

Dummy variable: | if mother worked part time when respondent
was less than 6 years of age.

Dummy varizble: | if mother did not work when respondent was
less than 6 years of age.

Dummy variable: 1 if mother worked full ime when respondent
was 614 years of age.

Dummy variable: | if mother warked part time when respondent
was G- 14 years of age.

Dummy variable: | if mother did not work when respandent was
6-14 years of age.

Dummy variable: 1 if respondent majored in vocational courses in
high schoaol.

Raw scare on college undergraduate level reading comprehension
test. Continuous variable, nonrespondents assigned mean.

Dummy variable: | if reading score not reported.

Raw scare on pictorial represencation of mechanical problem test.
Continuous variable, nonrespondents assigned mean.

Dummy varizble: I if mechanical seore not reported.

Raw score on mathematics test (performance in advanced arithme-
tic, algebra, and trigonometry). Continuous varjable with nonre-
spondents assigned mean.

Durmimy variable: 1 if muth score unreported.

Score an test of Anger dexterity. Continuous variable, nanrespon-
dents assigned mean,

Durnmy variable: 1 if dexterity score not reported.

Continuous variable: Age — Schooling — 6.

Square of Exp.

Dummy variable: | if respondent received 13-15 years of schaol.
Dummy variable: 1 if respondent received 16 years of schaol.

Dummy variable: 1 if respondent received 20 or more years of
school.

Year in which inital postwar earnings are reported. Continuous
variable.

Year in which earnings at time of NBER survey are reported.
Continuous variable.

Log of earnings on first job after finishing schoal, in 1967 prices.
Log of earnings at time of NBER survey in 1967 prices.

(In earn 69 — In earn 48} + (Year 69 — Year 48) percentage rate
of growth between the two observations.

See equation (17}, based on estimates in table 2, column |,
See equarion (22), based on estirmates in table 2, column 1.
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Appendix B
CoOLLEGE SELECTION RULES: PROBIT ANALYSIS
(Independent Subsample of Individuals with
No Repore on [nitial Earnings)

ReEDucGED Form STRUCTURE  STRUCTURE
(16} (26) (29}
VaRIABLE Caefficient 1 Coefhcient Coefficient
Caonstant —.4424 — 986 = 1174 —. 1514
Background:
Father's ED —.3183 27 0131 0123
Father's ED? 0020 al 023 0023
DK ED —.2645 -1.69 ~.2548 —.2608
Matager 2009 1.5 1689 1768
Clerk 1664 92 1523 1490
Foreman —.1275 -.83 —.1359 —.1369
Unskilled. —.53118 —1.79 —.3298 A264)
Farmer 1353 75 1174 ~.1332
DK job —.3h1% — .04 —-.3133% —.3426
Cathalie —.0887 — 8 —.()847 —. 1024
Jew -.2149 —.95 —.1879 —.2159
Ol sibs 0335 1.2 0343 1336
Young sibs 191 56 A)170 0176
Mather works:
Full 5 — 603G —2.06 — 6080 —.6080
Part 5 — (47 —.I8 —.409 — 0351
None 5 —.0200 —.11 —.0345 —.0248
Full 14 1656 a7 1747 1764
Part 14 —. 1248 —.58 —. 1258 —. 1310
None 14 —.{1581 ~.31 — {1360 0448
H.5. shap —.5387 —3.95 —.h436 —.5395
Ability:
Read )56 1.07
NR rea 3393 T4
Mech — (4B} —1.84
NR mech . .
Math A¥251 4.80)
NR math - 4775 —-2.15
Dext A050 1.03
NR cdext o .
Earnings:
In gafyn) o . 4.9674 S
£o 122 1460 —1.8%41
£ o o —34.8393 76.4555
I {yaft )pe ()] o . o 4 8837
Ohservations 952 952 952
Limic observarions 321 321 321
Nanlimit ohservatinns 631 631 a3l

=2 In {likelthood ratio) 184.446 179419 184.446
x* degree freedom o e .

Neve— is asvmpletic siacistio; DR Daec know, dummy variahle; NR: Na respanse, dumniy variable; ather
varlahles zre defined in Appeodic A
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