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We develop a theory of rational addiction in which rationality means
a consistent plan to maximize utility over time. Strong addiction to a
good requires a big effect of past consumption of the good on cur-
rent consumption. Such powerful complementarities cause some
steady states to be unstable. They are an important part of our
analysis because even small deviations from the consumption at an
unstable steady state can lead to large cumulative rises over time in
addictive consumption or to rapid falls in consumption to absten-
tion. Our theory also implies that “cold turkey” is used to end strong
addictions, that addicts often go on binges, that addicts respond
more to permanent than to temporary changes in prices of addictive
goods, and that anxiety and tensions can precipitate an addiction.

Use doth breed a habit. [WiLLIAM SHAKESPEARE, The Two
Gentlemen of Verona)

I. Introduction

Rational consumers maximize utility from stable preferences as they
try to anticipate the future consequences of their choices. Addictions
would seem to be the antithesis of rational behavior. Does an alcoholic
or heroin user maximize or weigh the future? Surely his preferences
shift rapidly over time as his mood changes? Yet, as the title of our
paper indicates, we claim that addictions, even strong ones, are usu-
ally rational in the sense of involving forward-looking maximization
with stable preferences. Our claim is even stronger: a rational frame-
work permits new insights into addictive behavior.

People get addicted not only to alcohol, cocaine, and cigarettes but
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also to work, eating, music, television, their standard of living, other
people, religion, and many other activities. Therefore, much behavior
would be excluded from the rational choice framework if addictions
have to be explained in another way. Fortunately, a separate theory is
not necessary since rational choice theory can explain a wide variety
of addictive behavior.

Sections II and III develop our model of rational addiction. They
set out first-order conditions for utility maximization and consider
dynamic aspects of addictive consumption. They derive conditions
that determine whether steady-state consumption levels are unstable
or stable. Unstable steady states are crucial to the understanding of
rational addiction.

Sections IV and V consider in detail the variables highlighted by the
previous sections that determine whether a person becomes addicted
to a particular good. These sections also derive the effects on the
long-run demand for addictive goods of permanent changes in in-
come and in the current and future cost of addictive goods.

Section VI shows that consumption of addictive goods responds less
to temporary changes in prices than to permanent changes. In addi-
tion, the effects on future consumption of changes in current prices
become weaker over time when steady-state consumption is stable,
but they get stronger when the steady state is unstable. This section
also shows how divorce, unemployment, and similar tension-raising
events affect the demand for addictive goods.

Section VII indicates why strong rational addictions must terminate
abruptly, that is, must require going “cold turkey.” Rational binges
are also considered.

Our analysis builds on the model of rational addiction introduced
by Stigler and Becker (1977) and developed much further by Iannac-
cone (1984, 1986). He also relates the analysis of addiction to the
literature on habit persistence, especially to the work by Pollak (1970,
1976), Ryder and Heal (1973), Boyer (1978, 1983), and Spinnewyn
(1981). We appear to be the first to stress the importance for addic-
tions of unstable steady-state consumption levels, to derive explicit
long- and short-run demand functions for addictive goods, to show
why addictions lead to abrupt withdrawals and binges, and to relate
even temporary stressful events to permanent addictions.

II. The Model

Utility of an individual at any moment depends on the consumption
of two goods, ¢ and y. These goods are distinguished by assuming that
current utility also depends on a measure of past consumption of ¢
but not of y, as in

2 B>
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u(t) = uly(t), c(t), S(t)]- (1)

For most of the discussion we assume that u is a strongly concave
function of y, ¢, and §S. Past consumption of ¢ affects current utility
through a process of “learning by doing,” as summarized by the stock
of “consumption capital” (S). Although more general formulations
can be readily handled, a simple investment function is adopted for
the present:

S@t) = c(t) — 8S(t) — R[(D(t)], (@)

where § is the rate of change over time in §, c is gross investment in
“learning,” the instantaneous depreciation rate 8 measures the exoge-
nous rate of disappearance of the physical and mental effects of past
consumption of ¢, and D(t) represents expenditures on endogenous
depreciation or appreciation.

With a length of life equal to 7 and a constant rate of time prefer-
ence, o, the utility function would be

v0) = [ e "uly), (0, SOl 3)

Utility is separable over time in y, ¢, and § but not in y and ¢ alone
because their marginal utilities depend on past values of ¢, as mea-
sured by §.

A rational person maximizes utility subject to a constraint on his
expenditures. If A, is the initial value of assets, if the rate of interest
(r) is constant over time, if earnings at time ¢ are a concave function of
the stock of consumption capital at ¢, w(S), and if capital markets are
perfect, then the budget equation would be

T T
I e” [y + pi)e(t) + pa(O)D()])dt = Ao + f e "w(S(e)dt, (4)
o 0
where the numeraire (y) has a constant price over time. A person
maximizes his utility in equation (3) subject to this budget constraint
and to the investment equation (2). The value (in utility terms) of the
optimal solution, V(Ag, So, w, p), gives the maximum obtainable utility
from initial assets Ao, initial stock of capital S, the earnings function
w(S), and a price structure p(t). Since u(-) and w(S) are concave func-
tions, V(Aq, So, p) is concave in Ag and So. If p = 3V/dA,, then by
concavity du/dAy = 0.

The optimal paths of y(t) and ¢(t) are determined by the first-order

conditions. If we let

T_

T
a) = [[ee Ve udn + [TV, (5)

t t
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then
w(t) = ne®,
ha(t)a(t) = ppa(t)e® =", (6)
u(t) = wp)e® 7" ~ a(t) = M.

The expression a(t) represents the discounted utility and monetary
cost or benefit of additional consumption of ¢ through the effect on
future stocks. It measures the shadow price of an additional unit of
stock. A rational person recognizes that consumption of a harmful
good (u,, w, < 0) has adverse effects on future utility and earnings,
while consumption of a beneficial good (u,, w; > 0) has positive effects
on future utility and earnings. The shadow, or full, price of ¢(z), 11.(2),
equals the sum of its market price and the money value of the future
cost or benefit of consumption (see also Stigler and Becker 1977, eq.
[8]). The stock component of the full price is itself endogenously
determined by the optimal path, and yet it can also be said to help
determine the optimal path by affecting the cost of ¢.

Clearly, if future consumption is held fixed, the absolute value of
a(t) is smaller when the depreciation rate on past consumption (8) and
the rate of preference for the present (o) are greater. This suggests
that consumption of a harmful ¢ is larger, and consumption of a
beneficial ¢ is smaller, when & and o are greater. We will see that 8 and
o are also important in determining whether c is addictive.

It is clear from the second first-order condition that the optimal
expenditure on endogenous depreciation (D) to reduce the stock of
capital is larger, or the optimal expenditure on endogenous apprecia-
tion to increase the stock is smaller, when the marginal value of the
stock, a(t), is smaller. This value falls as the stock increases since the
value function is concave in S. Therefore, individuals will take steps to
depreciate the stock more rapidly when it is larger.

III. Dynamics

The first-order conditions (5) determine the initial consumption level
of ¢, ¢o, as a function of the initial stock of consumption capital, Sy,
prices p(t), and the marginal utility of wealth p. To simplify the dis-
cussion of dynamics, we first assume an infinite life (I' = »), a rate of
time preference equal to the rate of interest (¢ = r), and no endoge-
nous depreciation (D(t) = 0). Since p remains constant over time, the
relations between ¢y and S, for given p and p also give the relation
over time between ¢ and § for these values of p and p.

To analyze the dynamic behavior of ¢ and S near a steady state, we
can either take linear approximations to the first-order conditions or
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assume quadratic utility and earnings functions that have linear first-
order conditions. (Related dynamics were developed by Ryder and
Heal [1973] and Boyer [1983].) If the utility function u is quadratic in
¢,y, and S, if earnings are quadraticin S, and if p.(t) = p. for all ¢, then
the value function is also quadratic. By optimizing y out with its first-
order condition, we obtain a function that is quadratic only in ¢(t) and
S(t):

aL‘L‘

F(t) = aclt) + aS(0) + = [0 + 3= SO

(7
+ acsc(t)S(t) - P«Pcc(t)»
where the coefficients o, and a,, depend on the coefficients of both the
utility and earnings functions. We know that a,; < 0 and a,. < 0 by
concavity of the u and w functions. Then the optimization problem
involves only ¢(¢) and S(¢):

V(Ao, So. p) = k + max J " eTIFIS (1), o)), (8)
¢, S Jo

where £ is a constant that depends on Ay, p, o, and the coefficients for
y in the quadratic utility function. The maximization occurs subject to
equation (2) with £ = 0 and to the transversality condition

lim e~ "[S()]* = 0. 9)

Equation (8) is a straightforward maximization problem in the cal-
culus of variations, where F is a function only of § and § through the
linear relation between ¢, S, and § in equation (2). The Euler equation
can be expressed as

+ da, + a, (o + dpp

a[[ aCC

§—o5—Bs =2 (10)

with

a[S

(11)

= 8(c + 8) + : + (o + 29)
This is a second-order linear dlfferentlal equation in §(¢), with two
roots given by

AN=g*Vo +48 ";*’43_ (12)
The term under the radical is positive because essentially it is 2 qua-
dratic form in o + 28 and 2:

o2 + 4B = (o + 28)2a, + 4o, + 4(c + 28)a,] > 0, (13)

cC
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and the Hessian of the concave function F is negative definite. Hence
both roots of (12) are real. Moreover, the larger root exceeds 0/2 and
can be ignored with an infinite horizon; otherwise, [¢(t)]* would even-
tually grow at a faster rate than o, which would violate the transversal-
ity condition in equation (8).

The optimal path of the capital stock is determined from the initial
condition and the smaller root alone:

S() = de™ + §*, withh, = & — YO + 4B “;*43

If the steady state, S*, is stable, S grows over time to $* if §o < $* and
declines over time to §* if §o > §$*. Equation (14) shows that S* is
stable if and only if B > 0 because then A; < 0.

Equation (14) also implies that

ct) = (& + A)S(t) — M S™ (15)

,d =Sy — S*. (14)

The slope between ¢ and § increases as A, increases, and it reaches a
maximum value when \; = 0/2, that is, when 6% + 4B = 0. Given the
definition of X, in equation (14) and of B in equation (11), equation
(15) implies that ¢ and § are positively related (\; > —8), negatively
related (A; < —38), or unrelated (A, = —8) as

(0 + 28)a, 2 ~a, > 0. (16)

Since “unrelated” means that past consumption of ¢ has no effect
on its present consumption, behavior would then be the same as when
preferences are additively separable over time in ¢ and y, even though
the utility function is nonseparable in § and ¢. Whether behavior is
effectively separable over time depends not only on the current-
period utility and earnings functions but also on time preference and
the rate of depreciation of past consumption.

The line s's' in figure 1 has a stable steady state at 8S*! = ¢*!,
whereas the line s%° has an unstable steady state at §§*° = ¢*°, The
arrows indicate that deviations from $*! cause a return to $*' along
the linear path s's'. Deviations from $*° cause further deviations in
the same direction along the linear path s%°.

IV. Adjacent Complementarity and Addiction

If the marginal utility of ¢ in the F function is greater when the stock
of consumption capital (S) is greater (a, > 0), the marginal utility of ¢
would rise over time if S rose over time. Consumption of ¢, however,
might still fall over time because the full price of ¢ (I, in eq. [6]) also
rises over time since a,; < 0. The rise in full price would be larger
when the function F is more concave in § (o, is larger in absolute
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c

c=58

cHx

value for a given value of a,), when the future is less heavily dis-
counted (o is smaller), and when depreciation of past consumption (d)
is less rapid. The increase over time in the marginal utility of ¢ would
exceed the increase in full price if and only if the left-hand side of
equation (16) exceeds the right-hand side. There is said to be “adja-
cent complementarity” when this inequality holds (the concepts of
adjacent and distant complementarity were introduced by Ryder and
Heal [1973)).

The basic definition of addiction at the foundation of our analysis is
that a person is potentially addicted to ¢ if an increase in his current
consumption of ¢ increases his future consumption of ¢. This occurs if
and only if his behavior displays adjacent complementarity. This
definition has the plausible implication that someone is addicted to a
good only when past consumption of the good raises the marginal
utility of present consumption (a., > 0). However, such an effect on
the marginal utility is necessary but is by no means sufficient even for
potential addiction since potential addiction also depends on the
~ other variables in equation (16).

The relation between addiction and adjacent complementarity was
first recognized by Boyer (1983) and Iannaccone (1986). Boyer con-
siders discrete time and the special case in which (in our notation) §,
= ¢-1- The distinction between adjacent complementarity and the
effect of § on the marginal utility of ¢ is not interesting analytically
in that case because the sign of o, is then the sole determinant of
whether past and present consumption are complements or substi-
tutes.

Experimental and other studies of harmful addictions have usually
found reinforcement and tolerance (Donegan et al. 1983). Reinforce-
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ment means that greater current consumption of a good raises its
future consumption. Reinforcement is closely related to the concept
of adjacent complementarity. Tolerance means that given levels of
consumption are less satisfying when past consumption has been
greater. Rational harmful addictions (but not beneficial addictions) do
imply a form of tolerance because higher past consumption of harm-
ful goods lowers the present utility from the same consumption level.

According to our definition of addiction, a good may be addictive
to some persons but not to others, and a person may be addicted to
some goods but not to other goods. Addictions involve an interaction
between persons and goods. For example, liquor, jogging, cigarettes,
gambling, and religion are addictive to some people but not to others.
The importance of the individual is clearest in the role of time pref-
erence in determining whether there is adjacent complementarity.
Our analysis implies the common view that present-oriented individ-
uals are potentially more addicted to harmful goods than future-
oriented individuals. The reason for this is that an increase in past
consumption leads to a smaller rise in full price when the future is
more heavily discounted.

The rate of depreciation of past consumption (8), complementarity
between present and past consumption (a,;), and the effect of changes
in the stock of consumption capital on earnings depend on the indi-
vidual as well as on the good. For example, drunkenness is much
more harmful to productivity in some jobs than in other jobs.

Whether a potentially addictive person does become addicted de-
pends on his initial stock of consumption capital and the location of
his demand curve. For example, the curves that relate ¢ and § in
figure 1 display adjacent complementarity, yet the person with these
relations would ultimately abstain from consuming ¢ if So < $*° and
s%° is relevant. We postpone until Section VI a discussion of the
determination of the initial stock of consumption capital and the loca-
tion of demand functions.

The smaller root (A;) in (12) is larger in algebraic value when the
degree of adjacent complementarity increases because of increases in
o, §, or a,. This root along with the larger root would be positive if
adjacent complementarity is sufficiently strong to make B < 0. The
steady state is then unstable: consumption grows over time if initial
consumption exceeds the steady-state level, and it falls to zero if initial
consumption is below that level.

Unstable steady states are not an analytical nuisance to be elimi-
nated by appropriate assumptions, for they are crucial to the under-
standing of rational addictive behavior. The reason is that an increase
in the degree of potential addiction (i.e., an increase in the degree of
adjacent complementarity) raises the likelihood that the steady state is
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unstable. Moreover, there must be adjacent complementarity in the
vicinity of an unstable steady state because the curve that relates ¢ and
S must cut the positively sloped steady-state line from below at unsta-
ble points; see point (¢*°, $*°) in figure 1. Unstable steady states are
needed to explain rational “pathological” addictions, in which a per-
son’s consumption of a good continues to increase over time even
though he fully anticipates the future and his rate of time preference
is no smaller than the rate of interest. However, they are also impor-
tant in explaining “normal” addictions that may involve rapid in-
creases in consumption only for a while.

Unstable steady states also lead to another key feature of addic-
tions: multiple steady states. Quadratic utility and earnings functions
cannot explain multiple steady states because they imply the linear
relation between ¢ and § in equation (16). However, if a quadratic
function were only a local approximation to the true function near a
steady state and if the true function, say, had a cubic term in S% with a
negative coefficient added to a quadratic function, the first-order con-
ditions in equation (6) would then generally imply two interior steady
states, one stable and one unstable. The negative coefficient for §*
means that the degree of adjacent complementarity declines as S in-
creases (see curve p'p' in fig. 1) so that the level of ¢ is smaller at the
unstable steady state (c*°, $*°) than at the stable steady state (c*', S*').

With two steady states, relatively few persons consistently consume
small quantities of addictive goods. Consumption diverges from the
unstable state toward zero or toward the sizable steady-state level.
Therefore, goods that are highly addictive to most people tend to
have a bimodal distribution of consumption, with one mode located
near abstention. Cigarettes and cocaine consumption are good exam-
ples of such bimodality. The distribution of alcohol consumption is
more continuous presumably because alcoholic beverages are not ad-
dictive for many people.

This paper relies on a weak concept of rationality that does not rule
out strong discounts of future events. The consumers in our model
become more and more myopic as time preference for the present (o)
gets larger. The definition of a(t) in equation (5) shows that the pres-
ent value of the cost of an increase in the current consumption goes to
zero as ¢ goes to infinity (if the interest rate equals o). It is then
“rational” to ignore the future effects of a change in current con-
sumption.

The definition of adjacent complementarity in equation (16) makes
clear that time preference for the present is not necessary for addic-
tion. However, fully myopic consumers (o = <) do have the potential
to become addicted whenever an increase in past consumption raises
the marginal utility of current consumption (a;; > 0). Although fully
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myopic behavior is formally consistent with our definition of rational
behavior, should someone who entirely or largely neglects future con-
sequences of his actions be called rational? Some economists and phi-
losophers even suggest that rationality excludes all time preference.

Fortunately, we can reinterpret o so that it may be positive even
when individuals have neutral time preferences. If lives are finite, the
inverse of the number of years of life remaining is an approximation
to the rate of “time preference” for people who do not discount the
future. Then old people are rationally “myopic” because they have
few years of life remaining. Other things the same, therefore, older
persons are less concerned about the future consequences of current
consumption, and hence they are more likely to become addicted. Of
course, other things are not usually the same: older people are less
healthy and subject to different life cycle events than younger people.
Moreover, people who manage to become old are less likely to be
strongly addicted to harmful goods.

To simplify the discussion, most of the paper assumes that o = 7,
but the analysis also has novel implications about the consequences of
changes in o relative to . When utility functions are separable over
time, an increase in preference for the present compared with the
interest rate raises current consumption and reduces future con-
sumption. This intuitive conclusion may not apply with addictive
goods because the full cost of an addictive good depends on the
degree of time preference. Indeed, if the degree of addiction is suffi-
ciently strong, a higher o is likely to raise the growth over time in
consumption of the addictive good (see the fuller discussion in Becker
and Murphy {1986, sec. 8]). This steepening of the consumption
profile over time as time preference increases is contrary to the intui-
tion built up from prolonged consideration of separable utility func-
tions, but it is not contrary to any significant empirical evidence.

We follow Stigler and Becker (1977) in distinguishing harmful
from beneficial addictions by whether consumption capital has nega-
tive or positive effects on utility and earnings. Since the definitions of
adjacent complementarity and addiction do not depend on first
derivatives of the utility and earnings functions, they apply to both
harmful and beneficial addictions. For example, increases in ¢ and &
raise the degree of adjacent complementarity, and hence they raise
the extent of potential addiction to both beneficial and harmful
goods.

The stock component of full price—the term a(t) in equation (5)—
does depend on the signs of u, and w;: a future cost is added to the
current market price of harmful addictive goods, whereas a future
benefit is subtracted from the current price of beneficial goods.
Therefore, an increase in the rate of preference for the present and
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in the depreciation rate on consumption capital raises the demand for
harmful goods but lowers the demand for beneficial goods. As a
result, drug addicts and alcoholics tend to be present-oriented, while
religious individuals and joggers tend to be future-oriented.

V. Permanent Changes in Price

A permanent decline in the price of ¢, p., that is compensated to
maintain the marginal utility of wealth () constant would raise c(¢)
because the value function is concave. Moreover,

d [de()] _ 8¢ _ 9 [de o\ _ dc 938 o 4 [dec

a5 % w (&) - E e E) o
The second term on the far right-hand side is zero in the vicinity of a
steady state because S equals zero at the steady state. The sign of the
first term is the opposite of the sign of dc/dS because p. has a negative
effect on ¢(t) and hence on S. By definition, the sign of dc/dS is positive
with adjacent complementarity, zero with independence, and nega-
tive with adjacent substitution.

Therefore, the effect of a compensated change in p, on ¢ grows over
time when present and past consumption are adjacent complements;
that is, the effect grows over time for addictive goods. A permanent
change in the price of an addictive good may have only a small initial
effect on demand, but the effect grows over time until a2 new steady
state is reached (assuming that consumption eventually approaches a
stable state).

Indeed, if the utility function is quadratic, the long-run effect on
consumption of a permanent change in price tends to be larger for
addictive goods. To show this, differentiate the first-order conditions
in equations (6) with a quadratic utility function to get the change in
consumption between stable steady states:

de* _ p 8o + 9d)
dp. o B <0

The denominator is negative near stable steady states because o, < 0
and B > 0 (see eq. [14]). Since greater addiction lowers B, greater
addiction raises the long-run effect on consumption of a change in
own price.

Long-run elasticities would be proportional to the slopes in equa-
tion (18) if initial steady-state consumption were independent of B.
Changes in B need not affect the initial steady-state consumption
because steady-state consumption is determined by first derivatives of
the utility and wage functions that do not affect B.

The full effect of a finite change in price on the aggregate con-

(18)
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sumption of addictive goods could be much greater than the effect in
equation (18) because of unstable steady states. In figure 2, all house-
holds with initial consumption capital between $*2 and $*! would be
to the left of the unstable state when p, = p' and the relevant curve is
p'p', but they would be to the rlght of the unstable state when p, = p
and the relevant curve is p° p*. Hence a reduction in price from p' to
p* greatly raises the long-run demand for ¢ by these households.

Smoking and drinking are the only harmful addictions that have
been extensively studied empirically. Mullahy (1985, chap. 2) reviews
many estimates of the demand for cigarettes and shows that they are
mainly distributed between .4 and .5. Estimates that implement our
model of addiction imply long-run price elasticities for cigarettes of
about .6 (see Becker, Grossman, and Murphy 1987). This is not small
compared to elasticities estimated for other goods. Price elasticities
for alcoholic beverages appear to be higher, especially for liquor (see
the studies reviewed in Cook and Tauchen [1982]).

The aggregate demand for drinking and smoking could be quite
responsive to price, and yet the most addicted might have modest
responses. Fortunately, Cook and Tauchen consider the effect of the
cost of liquor on heavy drinking as well as on the aggregate amount of
drinking. They measure heavy drinking by the death rate from cir-
rhosis of the liver (heavy drinking is a major cause of death from this
disease). They conclude that even small changes in state excise taxes
on liquor have a large effect on death rates from this disease. This
suggests either that heavy drinkers greatly reduce their consumption
when liquor becomes more expensive or that the number of individ-
uals who become heavy drinkers is sensitive to the price of alcohol.

Heroin, cocaine, gambling, and other harmfully addictive goods
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are often illegal; beneficially addictive goods, such as particular reli-
gions or types of music, are also sometimes banned. Banned goods
become more expensive when the ban is supported by punishments to
consumers and producers. Our analysis implies that the long-run
demand for illegal heroin and other illegal addictive drugs tends to be
much reduced by severe punishments that greatly raise their cost.
However, the demand for banned addictive goods may not respond
much to a temporary rise in price due to a temporary burst of active
law enforcement or during the first year after a permanent ban is
imposed.

The full price of addictive goods to rational consumers includes the
money value of changes in future utility and earnings induced by
changes in current consumption. The information that began to be-
come available in the late 1950s on the relation between smoking and
health provides an excellent experiment on whether persons addicted
to smoking consider delayed harmful consequences or whether, in-
stead, they are myopic. Ippolito, Murphy, and Sant (1979) estimate
that 11 years after the first Surgeon General’s report on smoking in
1964, per capita consumption of cigarettes and of tar and nicotine
had been reduced by 34 percent and 45 percent, respectively. This
evidence blatantly contradicts the view that the majority of smokers
were myopic and would not respond to information about future
consequences because they discounted the future heavily.

Of course, persons who continued to smoke, and those who began
to smoke after the new information became available, might be more
myopic than quitters and persons who did not begin to smoke. One
explanation for the much stronger negative relation between smoking
and education in the 1970s and 1980s than prior to the Surgeon
General’s report is that more educated people tend to have lower
rates of preference for the present. Presumably, this is partly why
they accept the delayed benefits of higher education. Farrell and
Fuchs (1982) do show that the negative association between education
and smoking is not fully explained by any effects of education on the
" propensity to smoke.

The behavior of teenagers is persuasive evidence of forward-
looking behavior by smokers. Teenagers are often said to be among
the most impatient (see the questionnaire evidence in Davids and
Falkoff [1975]). If so, their propensity to smoke should be hardly
affected by health consequences delayed for 20 or more years, al-
though parental disapproval may have a big effect. Yet smoking rates
of males between ages 21 and 24 declined by over one-third from
1964 to 1975 (see Harris 1980).

The long-run change in the consumption of addictive goods due to
a change in wealth also exceeds the short-run change because the
stock of consumption capital would change over time until a new
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steady state is reached (Spinnewyn [1981, p. 101] has a similar result
for wealth effects). By differentiating the first-order conditions in
equation (6) with respect to p, the marginal utility of wealth, we get
the response of steady-state consumption to a change in wealth (if the
utility function is quadratic):

%

Since p and wealth are negatively related, ¢ is a superior or inferior
good as dc*/dp. S 0. If wealth rises because of an increase in earnings,
the term do,/dp is likely to be positive for harmfully addictive goods
because the negative effect on earnings of increased consumption is
likely to be greater when earnings are greater (dpw,/dp > 0). For
example, heavy drinking on the job reduces the productivity of an
airline pilot or doctor more than that of a janitor or busboy. Equation
(19) shows that ¢ would be an inferior good if the negative effect on
earnings were sufficiently large. Therefore, the spread of informa-
tion about the health hazards of smoking should have reduced the
income elasticity of smoking, and it could have made smoking an
inferior good. This elasticity apparently did decline after the 1960s to
a negligible level (see Schneider, Klein, and Murphy 1981). Since
women earn less than men, this may help explain why smoking by
women has grown relative to smoking by men during the past 25
years.

V1. Temporary Changes in Price and Life
Cycle Events

If utility and earnings functions are quadratic, the demand for ¢ at
each moment in time can be explicitly related to the initial S and to
past and future prices of ¢ (see eq. [A2] in App. A). Both past and
future prices affect current consumption, but the effects are not sym-
metrical. Changes in past prices affect current consumption by chang-
ing the current stock of consumption capital, whereas changes in
future prices affect current consumption by changing current full
prices through the effects on future stocks and future consumption.

The effect on consumption of a differential change in price over a
small interval divided by the length of this interval has a nonzero limit
as the length of the interval goes to zero. Equation (A2) implies that
these limits are

de(t) _ (@ + N)e ™

dp(T) a acc(h2 - Rl) [(8 + A2)eh2‘ - (8 + )\l)eht] for T>1,

(20)
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dC(t) = (8 + M)e)‘"

dap(r) a.(Ag — Ap) (@ + A)e™" = (B + M)e™™] fort>m,

@1

where changes in price are compensated to hold the marginal utility
of wealth constant, and Ay and A, are the larger and smaller roots of
equation (12).

The important implication of these equations is that the signs of
both cross-price derivatives depend only on the sign of 8 + \,. Section
11 shows that this term is positive with adjacent complementarity and
negative with adjacent substitution. Since the terms in brackets are
always positive and a,, is negative, dc(t)/dp(t) will be negative if and
only if 8 + \, is positive. Hence, adjacent complementarity is a neces-
sary and sufficient condition for negative compensated cross-price
effects.

A negative cross derivative when marginal utility of income is held
constant is a common definition of complementarity in consumption
theory. Therefore, adjacent complementarity is a necessary and suffi-
cient condition for present and future consumption, and for present
and past consumption, to be complements. This conclusion strongly
qualifies the claim by Ryder and Heal that adjacent “complementarity
. . . is different from complementarity in the Slutsky sense” (1973, p.
4). Since our definition of potential addiction is linked to adjacent
complementarity, a good is addictive if and only if consumption of the
good at different moments in time are complements. Moreover, the
degree of addiction is stronger when the complementarity in con-
sumption is greater.

The link between addiction and complementarity implies that an
anticipated increase in future prices of addictive goods lowers current
consumption. These negative effects of anticipated future price
changes on the present consumption of addictive goods are a major
way to distinguish rational addiction or rational habit formation from
myopic behavior (myopic behavior is assumed, e.g., by Pollak [1970,
1976), von Weizsicker [1971], and Phlips [1974]).

The longer that future price changes are anticipated, the bigger is
their effect on the current consumption of addictive goods. In equa-
tion (20), where T > ¢, an increase in 7 (with 1 — ¢ held constant)
increases the absolute value of dc(t)/dp(t) if \; + & > 0. The reason is
that the longer a future price rise of an addictive good is anticipated,
the greater is the reduction in past consumption of the good. There-
fore, the smaller would be the stock of capital carried into the present
period. We are not merely restating the familiar result that elasticities
of demand are greater when price changes are anticipated since the
elasticity for goods with adjacent substitution (\; + & < 0) is smaller



690 JOURNAL OF POLITICAL ECONOMY

when future price changes have been anticipated for a longer period
of time.

Equation (21) shows that recent past prices have larger effects on
current consumption than more distant past prices when steady states
are stable. However, with an unstable steady state, changes in con-
sumption at one point in time lead to larger and larger changes in
future consumption since consumption capital continues to grow.

The permanent changes in stationary price considered in Section V
can be said to combine changes in price during the present period
with equal changes in price during all future periods. Since a (com-
pensated) future price increase of an addictive good reduces its cur-
rent consumption, an increase only in its current price has a smaller
effect on current consumption than a permanent increase in its price.

The complementarity between present and future consumption is
larger for more addictive goods. Therefore, permanent changes in
prices of addictive goods might have large effects on their current
consumption. Although our analysis implies that rational addicts re-
spond more to price in the long run than in the short run, they may
also respond a lot in the short run.

The beginning and resumption of harmful addictions, such as
smoking, heavy drinking, gambling, cocaine use, and overeating, and
of beneficial addictions, such as religiosity and jogging, are often
traceable to the anxiety, tension, and insecurity produced by adoles-
cence, marital breakup, job loss, and other events (see the many stud-
ies reviewed in Peele [1985, chap. 5]). This suggests that consumption
of many harmfully addictive goods is stimulated by divorce, unem-
ployment, death of a loved one, and other stressful events. If these
events lower utility while raising the marginal utility of addictive
goods, then changes in life cycle events have the same effect on con-
sumption as changes in prices (see App. A). For example, a compen-
sated increase in stress during a future finite time interval raises fu-
ture ¢'s and future §’s. The same reasoning used to show that declines
in future prices raise present consumption of addictive goods shows
that anticipated future stress raises the current consumption of addic-
tive goods if it raises future consumption.

Therefore, even persons with the same utility function and the
same wealth who face the same prices may have different degrees of
addiction if they have different experiences. However, to avoid the
unattractive implication of equation (2) that all persons who never
consumed an addictive good—such as teenagers who never
smoked—would have a zero initial stock of consumption capital, we
assume that some events directly affect the stock of consumption
capital. If Z(¢) is the rate of such events at time ¢, the stock adjustment
equation would be changed to
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S = c(t) + Z(t) — 5S(). (22)

Even if ¢ had not been consumed in the past, S would vary across
individuals because of different experiences (Z). Appendix A ana-
lyzes the effects of past and future Z’s on the current consumption
of c.

Temporary events can permanently “hook” rational persons to ad-
dictive goods. For example, a person may become permanently ad-
dicted to heroin or liquor as a result of peer pressure while a teenager
or of extraordinary stress while fighting in Vietnam. If adolescence or
a temporary assignment in Vietnam raises demand for ¢ in figure 2
from ¢ to ¢a, he would temporarily move along the path p?p” from cs
to c5. At that point—when the stress ceases—he abruptly returns to
the path p'p! at ¢j. (Note that his consumption during the stressful
events is affected by how temporary they are.) In this example, he
accumulates sufficient capital while under stress to remain hooked
afterward. Starting at ¢,, he would have eventually abstained if he had
never been subject to such stress, but instead he ends up with a sizable
steady-state consumption. Although most Vietnam veterans did end
their addiction to drugs after returning to the United States, many
did not, and others shifted from dependence on drugs to dependence
on alcohol (see Robins et al. 1980).

Some critics claim that the model in Stigler and Becker (1977)—
presumably also the model in this paper—is unsatisfactory because it
implies that addicts are “happy,” whereas real-life addicts are often
discontented and depressed (see, e.g., Winston 1980). Although our
model does assume that addicts are rational and maximize utility, they
would not be happy if their addiction results from anxiety-raising
events, such as a death or divorce, that lower their utility. Therefore,
our model recognizes that people often become addicted precisely
because they are unhappy. However, they would be even more un-
happy if they were prevented from consuming the addictive goods.

It might seem that only language distinguishes our approach to the
effects of events on addictions from approaches based on changes in
preferences. But more than language is involved. In many of these
other approaches, different preferences or personalities fight for con-
trol over behavior (see Yaari 1977; Elster 1979; Winston 1980; Schel-
ling 1984). For example, the nonaddictive personality makes commit-
ments when in control of behavior that try to reduce the power of the
addictive personality when it is in control. The nonaddictive personal-
ity might join Alcoholics Anonymous, enroll in a course to end smok-
ing, and so forth (see the many examples in Schelling [1984]). By
contrast in our model, present and future consumption of addictive
goods are complements, and a person becomes more addicted at pres-
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ent when he expects events to raise his future consumption. That is,
in our model, both present and future behavior are part of a consis-
tent maximizing plan.

VII. Cold Turkey and Binges

Our theory of rational addiction can explain why many severe addic-
tions are stopped only with “cold turkey,” that is, with abrupt cessa-
tion of consumption. Indeed, it implies that strong addictions end only
with cold turkey. A rational person decides to end his addiction if
events lower either his demand for the addictive good sufficiently or
his stock of consumption capital sufficiently. His consumption de-
clines over time more rapidly when a change in current consumption
has a larger effect on future consumption. The effect on future con-
sumption is larger when the degree of complementarity and the de-
gree of addiction are stronger. Therefore, rational persons end stron-
ger addictions more rapidly than weaker ones.

If the degree of complementarity and potential addiction became
sufficiently strong, the utility function in equation (1) would no longer
be concave. Appendix B shows that the relation between present
consumption of an addictive good (c¢) and its past consumption (§) can
then become discontinuous at a pomt (S) (see fig. 2), such that ¢ > 8§
when § > § and ¢ < 8§ when § < §. Although $ is not a steady-state
stock, it plays a role similar to that of an unstable steady-state stock
when the utility function i is concave. If S is even slightly less than §,
consumption falls along p* to zero over time. Slmllarly, if S is even
slightly above $, consumption rises over time along p°, perhaps to a
stable level. However, a decline in § from just above to just below $
causes an infinite rate of fall in ¢ because the relation between ¢ and §
is discontinuous at $. Indeed, with a sufficiently large discontinuity,
an addict who quits would use cold turkey; that is, he would im-
mediately stop consuming once he decides to stop.

The explanation of this discontinuity is straightforward. If § is even
slightly bigger than §, the opumal consumption plan calls for high ¢ in
the future because the good is highly addictive. Strong complemen-
tarity between present and future consumption then requires a high
level of current c. If § is even slightly below $, future ¢ will be very low
because the addiction ends quickly, and strong complementarity then
requires a low level of current c.

Clearly, then, quitting by cold turkey is not inconsistent with our
theory of rational addiction. Indeed, our theory even requires strong
addictions to terminate with cold turkey. Moreover, when com-
plementarity is sufficiently strong to result in a nonconcave utility
function, we generate sharp swings in consumption in response to
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small changes in the environment when individuals either are begin-
ning or are terminating their addiction.

The short-run loss in utility from stopping consumption gets bigger
as an addiction gets stronger. Yet we have shown that rational persons
use cold turkey to end a strong addiction even though the short-run
“pain” is considerable. Their behavior is rational because they ex-
change a large short-term loss in utility for an even larger long-term
gain. Weak wills and limited self-control are not needed to under-
stand why addictions to smoking, heroin, and liquor can end only
when the consumption stops abruptly.

A rational addict might postpone terminating his addiction as he
looks for ways to reduce the sizable short-run loss in utility from
stopping abruptly. He may first try to stop smoking by attending a
smoking clinic but may conclude that this is not a good way for him.
He may try to substitute gum chewing and jogging for smoking.
These too may fail. Eventually, he may hit on a successful method that
reduces the short-term loss from stopping. Nothing about rationality
rules out such experiments and failures. Indeed, rationality implies
that failures will be common with uncertainty about the method best
suited to each person and with a substantial short-run loss in utility
from stopping.

The claims of some heavy drinkers and smokers that they want to
but cannot end their addictions seem to us no different from the
claims of single persons that they want to but are unable to marry or
from the claims of disorganized persons that they want to become
better organized. What these claims mean is that a person will make
certain changes—for example, marry or stop smoking—when he
finds a way to raise long-term benefits sufficiently above the short-
term costs of adjustment.

“Binges” are common in alcoholism, overeating, and certain other
addictions. We define a binge as a cycle over time in the consumption
of a good. Binging may seem to be the prototype of irrational behav-
ior, yet a small extension of our model makes binging consistent with
rationality.

Consider overeating. Weight rises and health falls as eating in-
creases. We assume that two stocks of consumption capital determine
current eating: call one stock weight and the other “eating capital.”
Our analysis so far, in effect, has absorbed weight and eating capital
into a single stock (). We readily generate binges if the two stocks
have different depreciation rates and different degrees of com-
plementarity and substitutability with consumption.

To get cycles of overeating and dieting, one stock (say eating capi-
tal) must be complementary with eating and have the higher depreci-
ation rate, while the other stock (weight) must be substitutable (see eq.
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(C8] in App. C). Assume that a person with low weight and eating
capital became addicted to eating. As eating rose over time, eating
capital would rise more rapidly than weight because it has the higher
depreciation rate.

Ultimately, eating would level off and begin to fall because weight
continues to increase. Lower food consumption then depreciates the
stock of eating capital relative to weight, and the reduced level of
eating capital keeps eating down even after weight begins to fall.
Eating picks up again only when weight reaches a sufficiently low
level. The increase in eating then raises eating capital, and the cycle
begins again. These cycles can be either damped or explosive (or
constant) depending on whether the steady state is stable or unstable.

Although, as is usual in such problems, two capital stocks are
needed to get cycles (Ryder and Heal [1973] also get cycles in con-
sumption with two capital stocks), these stocks in our analysis have a
plausible interpretation in terms of differences in rates of deprecia-
tion and degrees of complementarity and substitutability. In our anal-
ysis, binges do not reflect inconsistent behavior that results from the
struggle among different personalities for control. Rather, they are
the outcome of consistent maximization over time that recognizes the
effects of increased current eating on both future weight and the
desire to eat more in the future.

VIIl. Summary and Conclusions

In our theory of rational addiction, “rational” means that individuals
maximize utility consistently over time, and a good is potentially ad-
dictive if increases in past consumption raise current consumption.
We show that steady-state consumption of addictive goods is unstable
when the degree of addiction is strong, that is, when the complemen-
tarity between past and current consumption is strong. Unstable
steady states are a major tool in our analysis of addictive behavior.
Consumption rises over time when above unstable steady-state levels,
and it falls over time, perhaps until abstention, when below unstable
steady states.

Addictions require interaction between a person and a good. Obvi-
ously, cigarettes and heroin are more addictive than sweaters and
sherbet. Yet not all smokers and heroin users become addicted. We
show that, other things the same, individuals who discount the future
heavily are more likely to become addicted. The level of incomes,
temporary stressful events that stimulate the demand for addictive
goods, and the level and path of prices also affect the likelihood of
becoming addicted.

Permanent changes in prices of addictive goods may have a modest
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short-run effect on the consumption of addictive goods. This could be
the source of a general perception that addicts do not respond much
to changes in price. However, we show that the long-run demand for
addictive goods tends to be more elastic than the demand for nonad-
dictive goods.

Anticipated future increases in price reduce current consumption
of addictive goods because their consumption at different moments
of time are complements. This implies that temporary changes in the
price of an addictive good have smaller effects on current consump-
tion than (compensated) permanent changes.

Strong addictions to smoking, drinking, and drug use are usually
broken only by going cold turkey, that is, by abrupt withdrawal. The
need for cold turkey may suggest a weak will or other forms of less-
than-rational behavior. Yet we show that cold turkey is consistent with
rational behavior. Indeed, rational persons end strong addictions
only with rapid and sometimes discontinuous reductions in consump-
tion.

Addiction is a major challenge to the theory of rational behavior.
Not only cigarettes, alcoholic beverages, and cocaine are obviously
addictive, but many other goods and activities have addictive aspects.
We do not claim that all the idiosyncratic behavior associated with
particular kinds of addictions are consistent with rationality. How-
ever, a theory of rational addiction does explain well-known features
of addictions and appears to have a richer set of additional implica-
tions about addictive behavior than other approaches. This is the
challenge posed by our model of rational addiction.

Appendix A

If the utility function is quadratic, if the events Z(t) affect the stock of con-
sumption capital (see eq. [22]), and if the events E(¢) affect the utility function,
then the capital stock is a solution to the differential equation

og+d

$¢t) — oS(t) — BS({t) = h{t) = a + @ — ()

- Ze Ee)+ (0 + 8) -2 E@)  (AD)

€C (15

)zm,

(!'L'S

+2(t)—(o+8+

Q.

where pp(t) has been replaced by p(¢) to save on notation, .. is the coefficient
of E(t)c(t),a = (8 + a')(a,/acc) + (oy/a,.), and B is given by equation (11). With
the relation between § and ¢ in equation (22), the solution to this equation for
c(¢) that satisfies the initial condition $(0) = S° and the transversality condition
in equation (8) is
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+ terms for E(t) that equal —a,, times the corresponding terms for
p(0).

The definitions of A and \; in equation (12) together with some simple
calculations show that

at‘f (A3 acs
8+x,+-a;-<0,8+xg+z—“>8+%+7n~>0. (A3)

Equation (A2) implies the derivatives in equations (20) and (21) of ¢(¢) with
respect to p(1), 7 > or < t. Essentially identical derivatives of ¢(¢) with respect
to E(1) hold, so that if a,. > 0,

dc(t) =0 and de(t)

ap(r) 3E(7)

which is the condition for adjacent complementarity; similarly when v > t.
We also have

Z0asd+ N\ =0, (A94)

T<it

de) § B+ M (8 +Ag + — )e_“" - (8 A s )e"‘”]
aZ(T) 1<t Kz - k] 2 cc Q.
Z0asd+ M 20 (A5)
via equation (A3). However,
) | (s e )e'“"[(& + Ag)eM — (8 + A)e] < 0. (A6)
62(1') >0 o PP

Therefore, future events that raise the stock have a negative effect on current
consumption independent of whether there is adjacent complementarity.

Appendix B

If the degree of adjacent complementarity is sufficiently strong that the utility
function is no longer concave in c(t) and S(¢), the two roots in equation (12)
will be complex, and the form of the optimal consumption path will change
significantly. We consider the case in which the utility function is still concave
in ¢(t) and S(¢) separately, but it is not jointly concave in ¢(t) and S(¢):
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a, <0, a0, <0, a.o, <al (B1)

These assumptions indicate that a high degree of complementarity between
past and current consumption—that is, between ¢(t) and S(t)—is what creates
some convexity in the utility function, not a lack of concavity in either c(¢) or
$(t) alone. In regions in which 4B < —a?2, both roots of the characteristic
equation A2 — oA — B will be complex (see eq. [13)).

If the roots are complex, the unstable steady state is replaced by a discon-
tinuity in the optimal consumption function that relates consumption ¢ to the
current stock S. However, as long as the utility function satisfies a, < 0, then
this discontinuity will always be of a particular form: ¢(S) < &S to the left of a
critical stock value § (S is not the same stock that satisfies the steady-state
equauon) and ¢(S) > &S to the right of S.

1£ § is above a lower steady state at abstinence, the critical stock can gener-
ate the phenomenon of quitting cold turkey. That is, consumption could fall
considerably in response to even a small rise in price or a “small” event.

A simple example may be the best way to illustrate this result. Unfortu-
nately, quadratic utility functions that satisfy the inequalities in equation (B1)
have unbounded utility if the horizon is infinite. However, consider the fol-
lowing modified quadratic utility function:

ulc(t), S@)) = —o for ¢(t) < 0 or cft) > C (B2)
so that consumption is restricted to the interval [0, €], and
u(c(t), S(t)) = ac(t) + a,S() + auc()S() + Yearc(t)? for 0 < c(t) < c.

Although we assume ay, =0to snmpllfy the calculations, the basic results
require only that a2 > a,a,, and 4B < ¢>.
The first-order conditions are

c(t) = 0, then (a, — p) + a,S(t) + a.ct) + g(t) = 0,
0 <c(t) <C, then (o — p) + a,S(t) + a.c(t) + q(t) = 0, (B3)
oty = C, then (o, — p) + a,S{) + a.c(t) + q(t) = 0.

The term . is the product of the marginal utility of income and the constant
price of ¢, and ¢(¢) is the shadow price of the stock.

Define §; > 0 to be the highest stock such that ¢(t) = 0 satisfies the Euler
condition for a locally optimal solution. Clearly, S; must satisfy

a[.l'

(ac - P-) + u-c.(sl +

We assume that §; is strictly positive; that is, we assume that the cost of
increasing from a zero stock exceeds the benefits. Similarly, define the small-
est stock, Sj, such that c(t) = C satisfies the Euler equation (and transversality
condition). This stock is defined by

cC 1
s,.=s,—c(°‘ +o+8)' (B5)

Finally, the stock, $*, that satisfies the steady-state equation is

o, + a,dS5*

P = 0. (B6)

(. — p) + a,S* + a,85* +

0,c(t) = C,and

Ifa,/(c + 8) = —a,, then §; = §;, = §*. In this case, ¢(t)
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c(t) = 8S* are all solutions to the Euler equation. However, the convexity
induced by the strong complementarity between ¢ and § implies that lifetime
utility will be maximized by choosing either ¢(t) = 0 or ¢(t) = C when the
initial stock is §*.

Appendix C

We assume a quadratic utility function in ¢, y, and two stocks, §; and Sy, where
Sy and S do not interact (a;3 = 0). While the steady-state results are similar
for the two-stock and one-stock models, the dynamics are quite different. To
simplify notation, we transform the definitions of the stocks and consumption
so that the steady-state values of ¢ and § are zero. The solution to this stan-
dard control problem is of the form

Si(t) = due™ + diae™,

Sat) = o + oo,
The restriction that both stocks accumulate by the same consumption process
implies that

duAi + 8y) = dai(M + Bg), dra(he + 1) = bao(he + Bg). (C2)
The characteristic equation for these roots requires
by + dyjaa(n, + 3y)
c + 81 - K]

€1

a.py(\, + 81) + dyan + doae +

(C3)
+ doa92 + dgas(N + 8) _
g + 82 - XJ
1f (C2) is used to substitute ¢, (\, + 8,)/(\, + 8y) for ¢y in equation (C3), then
the characteristic equation becomes
A+ 8D\ + )0 + 8 — N(o + 8 — N)

-~ (AN + 8o+ 08— NA; — A+ 8)o + 8 — NA =0,

0, j=12

(C4)

where
-1

€C

A =—2l0+ 2)a, +a,], j=12 (C5)

measures the degree of substitution or complementarity.
Multiplying out and collecting terms yields a polynomial for the roots, A:
A — 2003 + (0% — v = y2 + A + AA?
+ oy + y2 — A — A + (Vrve = 1Az — Y24) = 0,

with vy, = §(8, + 0),j = 1, 2, and where y;y2 — v142 — v24; > 0 is a

necessary condition for the steady state to be stable.
The roots will be complex if
(1 = ¥2° + 2071 — ya)(A2 — A) + (A; + A < 0. (o))

Equation (C6) implies that a necessary and sufficient condition for complex
roots is that

(C6)

[(y1 = v2) + (A2 — ADP® + 44,4, < 0. (C8)
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Equations (C7) and (C8) together show that complex roots require the stock
with the higher depreciation rate to have adjacent complementarity and the
other stock to have adjacent substitution.
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