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A proliferation of scheduling research has done little to im-
prove production planning practice, despite calls for more
comprehensive models. Using a four-factor classification of
planning environments (planning level, production type, pro-
duction strategy, and production cycle time) we show schedul-
ing theory is relevant in few settings. For example, in increas-
ingly common short-cycle environments, where production
cycle times are shorter than the planning period, the order in
which one processes jobs is seldom important. Moreover, even
in long-cycle environments, capacity is seldom fixed, with
managers often negotiating for enough capacity to make
scheduling fairly easy. Based on extensive consulting experi-
ence in Australasia, we call for caution in applying scheduling
theory. While complex models are pertinent in some cases,
more benefit often arises from establishing appropriate perfor-
mance measures, planning periods, capacity negotiation pro-
cesses, and uncertainty reduction measures.

For more than 40 years academics have venturing into manufacturing plants have
plumbed the depths of scheduling found environments with little resem-
theory, often with little to show for their blance to those presumed in the literature.
efforts beyond journal pages. Researchers =~ Many have called for reductions in the
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gulf between theory and practice [Graves
1981; Sen and Gupta 1984; Melnyk,
Vickery, and Carter 1986; McKay,
Safayeni, and Buzacott 1988, 1995; Buxey
1989; MacCarthy and Liu 1993]. Research-
ers have responded to some of these de-
mands for realism, for example, by allow-
ing for uncertainty (processing times,
engineering changes, machine failure)
and dynamic settings (“hot” jobs, pre-
emption), but there is still a lack of under-
standing about applying scheduling mod-
els in manufacturing.

It would appear that classical schedul-
ing theory has contributed little to manag-
ing real operations. Dudek, Panwalker,

Classical scheduling theory
may have limited
applicability.

and Smith [1992, p. 10] commented that,
“At this time, it appears that one research
paper (that by Johnson 1954) set a wave of
research in motion that devoured scores of
person-years of research time on an intrac-
table problem of little practical conse-
quence.” While we do not fully agree with
that, our experience in a wide range of
manufacturing companies shows that
many scheduling problems thought to oc-
cur in practice are only apparent
problems.

During the past decade we have con-
sulted to nine manufacturing firms in New
Zealand and Australia with regard to their
problems in production planning and
scheduling. In these projects, as well as
our supervision of many student projects
and theses, we have found that theoretical
optimization-based scheduling models are
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rarely useful in solving the problems. In-
deed, we have found only one company
that a complex scheduling algorithm
would help. This has led us to answer the
inevitable question of why the gap be-
tween theory and practice is so wide. Our
answer is that the structure of production-
planning systems (hierarchy, planning pe-
riods, and so forth) renders much
production-scheduling theory redundant.
With our consulting experience limited to
narrow markets and moderate volumes of
production in Australasia, we do not claim
universal applicability for our ideas, al-
though they are being increasingly recog-
nised in the literature and at conferences.
Of the nine companies we studied (two
steel, two food, one car assembly, one fur-
niture components, one household appli-
ances, one paper, and one wood prod-
ucts), the one that could benefit from
using a full-scale scheduling model was a
steel-manufacturing plant in the
Australasia/Pacific Rim region that we
first visited in 1994. The mill is small by
world standards, producing about 400
tonnes of steel annually per employee
(Tokyo Steel produces 2,610 tonnes per
employee), and it is not fully automated.
It is, however, a fully integrated high-
tech plant that includes operations for
steel-slab production and mills for both
hot-roll and cold-roll processing into ei-
ther pipe or sheet product. In addition, it
has finishing plants for galvanizing and
painting the finished product. The com-
pany operates in a niche market filling
mostly small orders, offering a large
variety of products, and accepting most
orders. Production planning must cope
with complexity and avoid unsatisfactory
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service levels. Here the production plan-
ning required an optimization-based ag-
gregate capacity-planning algorithm.
Typology

Production scheduling occurs within en-
vironments characterized by four factors
[Portougal and Oliver 1996]:
—Planning level (company, aggregate,
shop-floor),
—Production type (job-shop, batch, flow-
shop),
—Production strategy (make to order,
make to stock), and
—Production cycle time (long or short).
Planning Level

To make profits, companies need plan-
ning (and control) systems at both the op-
erational (shop-floor) and strategic (com-
pany) levels. However, they generally
understand [Anthony 1965] that they need
at least one additional (aggregate) level to
plan for the time between the immediate
future and the distant future (Table 1).
They may want further levels if the bene-
fits of increased control outweigh the costs
for additional administration and loss of

The concept of planning levels is closely
connected to the management structure of
the organization—from company level, to
division (if applicable), and so on, down
to the management of shop-floor teams. It
is not essential that each organizational
level have a full-scale planning system. In
our experience, companies always have
planning systems at the top (company)
and bottom (shop floor). While managers
at other organizational levels may be
guided by the company-level plans, they
often introduce one or two artificial aggre-
gate planning levels for purposes of con-
trol, developing procedures for planning
and control for one or several organiza-
tional levels in the company.

As an illustration, the previously men-
tioned steel company describes its plan-
ning system as a three-level hierarchy—an
18-month corporate-planning level, fol-
lowed by a three-month order-acceptance-
planning level, and finally a one-week
shop-floor planning level. The company
does not use aggregate capacity-planning
to plan production but instead uses a reac-

flexibility. tive approach, an order-assignment proce-
Planning

Planning  Production Horizon Planning Planning

Level (PL) Unit (PU) (PH) Period (PP)  Item (PI)

Company Company as a whole 1,2,0r3 1,3, 0r 12 End products or volumes

years months of product groups

Aggregate Manufacturing sections 1, 3, or 12 1 week or1  Assemblies or

or groups of processes months month subassemblies or stages
of the product

Shop floor Groups of (or individual) 1 weekor1 1dayorl Batch of parts or single

machines or processes month shift operations on batches of

parts

Table 1. In these recommended planning parameters, for continuity and stability it is vital that
the planning horizon at a planning level equals the planning period at the planning level one

level above.
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dure to book available capacity for specific
orders (capacity booking), and it was here
that we identified a real need for a sched-
uling model. Planners try to support the
company’s goals of satisfying customers
and keeping production costs low. An or-
der for a finished product such as galva-
nized sheet steel triggers a series of orders
to upstream processes. When they sched-
ule delivery dates for finished product,
planners set the dates for dependent-part
processes. Simple capacity balancing for
each plant separately here does not work.
The capacities of plant units are not in bal-
ance, causing production units to be over-
committed or idle. Delivery dates are
based on the availability of feed stock. In-
terruptions in the supply of feed stock
from upstream production units create
havoc for downstream operations. The se-
verity of the problems is a function of the
number of production units affected, the
number of stock lines in the production
system, and the number of customer or-
ders being processed.

Prior to an upcoming planning period,
each planning level provides plans for the
production unit(s) (PUs) at its organiza-
tional level(s). At the end of the period, it
collects feedback on performance. The
planning levels must preserve continuity,
making sure the plans for each organiza-
tional level are detailed versions of the
top-level plan and making sure the feed-
back at the top levels is an aggregation of
feedback from the lower levels [Beischel
and Smith 1991].

Depending on the planning level, indi-
vidual PUs may correspond to a company,
shop, workstation, team, or single ma-
chine, and within each planning period
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(PP) they are free to schedule the work re-
quired of them. The choice of planning ho-
rizons and periods is influenced by many
factors, for example, the company’s man-
agement system and culture, and cost

and control goals. Long planning periods
increase work-in-process inventory and
lead times but provide a PU with freedom
and flexibility to improve productivity
[Bertrand, Wortmann, and Wijngaard
1990]. Recently some companies have re-
duced the number of planning levels or
increased planning periods or both. For
example, Volvo’s auto-assembly works in
Sweden used multiskilled teams to assem-
ble cars. In the past, the planning period
on the shop floor was one to three minutes
(the rhythm of the production line) and
thus every worker had an assignment (dic-
tated by the speed of the conveyor) of
what to do in each PP. Volvo manage-
ment, having sufficient trust in the effec-
tiveness of its teams, extended the shop-
floor PP to one day (that is, leaving the
scheduling of the work for each day up to
the work teams).

While hierarchical planning is not a
novel concept, planners must identify the
planning level intended for any schedul-
ing model, because each level has different
problems.

Production Type

Also important is the type of produc-
tion: flow shop, batch manufacturing, or
job shop. (We will not consider hybrid
processes and project mode.)

In operations management, production
type implies relationships among variety,
volume, and process. (In classical schedul-
ing, the terms job shop, flow shop, and open
shop are defined according to the techno-
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logical constraints on sequencing and pro-
cessing operations or jobs, rather than the
variety of products present.) Product vari-
ety and volume are generally seen as in-
versely related—if variety is high, volume
is low, and vice versa. This logically leads
to using job-shop processes for few of a
kind, and flowlines for high volumes of
few products [Hill 1994]. However, market
and technological forces are changing tra-
ditional paradigms of manufacturing. The
market demand for flexibility and the

The bargaining process is
seldom treated in the
literature.

many niche markets have made rigid
flow-shop production infeasible and have
promoted the rise of batch manufacturing
[Womack, Jones, and Roos 1990, p. 13].
While batch manufacturing is conceptually
a flow shop with modest variety (10 to 30
products) where the cost of setups has
been mitigated by increased productivity,
it is quite different from a flow shop from
a planning and scheduling point of view.
Scheduling theory, which for the most
part remains directed at job-shop and
flow-shop environments, provides little
help here. Rather, many of the critical is-
sues in batch manufacturing pertain to the
ability of a firm to increase variety by de-
creasing setup times (which still comprise
a large portion of capacity).
Production Strategy

Manufacturers either make to order
(MTO) or make to stock (MTS). Firms
seeking to improve their utilization of ca-
pacity and their lead times may adopt an
assemble-to-order strategy, which can be
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considered a variation of MTS. Generally
MTO or MTS dominates in an organiza-
tion. Food production is, in our experi-
ence, 90 to 95 percent MTS, and steel pro-
duction is typically 90 percent MTO
(where the risk of high inventory-carrying
costs and high manufacturing costs out-
weighs the benefits of short lead times for
customer orders).

From a planning point of view, these
are the essential characteristics of MTO
and MTS strategies:

—In an MTO company, the customer’s or-
der comes first, followed by production
during a quoted lead time. The due date is
firm, and the goal is to meet this due date.
Rescheduling an order or shipping an or-
der late affects an external customer.

—In an MTS company, production comes
first, and the customer’s order comes sec-
ond. Planners base due dates on the cur-
rent stock of finished goods and the cur-
rent utilization of capacity.

Although the only major difference be-
tween MTO and MTS appears to be exter-
nally versus internally specified due dates,
planning production is strongly influ-
enced. MTS permits greater flexibility in
rescheduling, as delays affect only the
stock levels (frequently only those of
safety stock); planners have the scope to
improve operating efficiency by adjusting
the (endogenous) due dates.

Production Cycle Time

At each level, the production-cycle time
(lead time) for a product is made up of
two components: a technological compo-
nent comprising run time (of the batch),
setup time, changeover time, and travel
time between work centers; and a system
component comprising queueing and
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Turning, hours

Drilling, hours Grinding, hours

Job1 100
Job2 27

Job 3 123

Job 4 144

Job 5 122

Job 6 90
Regular capacity

Vector P (hours) P, =220

50 43
32 45
45 38
68 37
32 54
50 51
P, = 110 P, = 100

Table 2. Production requirements (turning, drilling, and grinding) vary for six jobs. The capac-
ity available in a planning period (here one week) for each of the three production units (PUs)

is shown in the last row.

waiting. The system time is a function of
the variety of work undertaken.

A key factor in determining whether
scheduling theory is applicable or not is
the length of time a production unit re-
quires to complete the work it is assigned
in a planning period (time bucket). Where
the production-cycle time is less than the
planning period (CT = PP), we have a
short cycle, and the PU can produce the
items allocated to it within the planning
period. Where CT > PP (long cycle), we
have a more complex set of production-
planning problems. Planners make a plan
for the planning period, but few of the
production stages fit within the planning
period. Not all stages will start and finish
inside the PP: some will start inside the PP
but not end until after the PP ends and
others will start prior to the PP and finish
during or after the PP. In this case, manag-
ing planning and control requires a large
amount of technical information and non-
trivial scheduling. All theoretical schedul-
ing problems assume long-cycle
environments.

As an illustration of how long-cycle sit-
uations are intrinsically more difficult than
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short-cycle situations, consider a produc-
tion process comprising multiple stages,
with several production units (PUs) taking
part in the process in a fixed sequence.
This situation always occurs when the
production cycle is long. Here we limit
our attention to the simple case of a single
resource at each production stage.

The example reflects a job-shop environ-
ment in which there are three PUs, spe-
cialized in turning, drilling, and grinding.
The PUs are to produce the jobs during
the planning horizon. Table 2 shows the
job requirements and capacity characteris-
tics of the PUs. The planning period is
equal to one week, and the cycle time for
each operation is also one week.

Planning requires considering each job
as a whole, and each machine and period
simultaneously. Here, the planning hori-
zon must extend three weeks, comprising
the jobs performed by each PU for each
planning period (PP) in the horizon. Dif-
ferent plans may result in different plan-
ning horizons, job completion dates, over-
time requirements, and PU utilization
figures (Table 3). These should be taken
into account.
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PU1 Week 1 Week 2 Week 3
Job (hours) Job 1 (100) Job 2 (27) Job 3 (123)
Job (hours) Job 5 (122) Job 4 (144) Job 6 (90)
Production requirements vector T (hours) T, =222 T, = 171 T, =213
Regular capacity vector P (hours) P, =224 P, =224 P, =224
PU2 Week 2 Week 3 Week 4
Job (hours) Job 1 (50) Job 2 (32) Job 3 (45)
Job (hours) Job 5 (32) Job 4 (68) Job 6 (50)
Production requirements vector T (hours) T, = 82 T, = 100 T, =95
Regular capacity vector P (hours) P, =110 Py =110 P, =110
PU3 Week 3 Week 4 Week 5
Job (hours) Job 1 (43) Job 2 (45) Job 3 (38)
Job (hours) Job 5 (54) Job 4 (37) Job 6 (51)
Production requirements vector T (hours) T, =97 T, = 82 T, = 89
Regular capacity vector P (hours) P, =100 P, = 100 P, =100

Table 3. This is one set of feasible production schedules for the three planning units, PU1, PU2,

and PU3.

Clearly, scheduling issues arise in long-
cycle situations such as this. One must de-
cide which jobs to perform in each plan-
ning period, as it is impossible to complete
every job in a single (planning) period.
Short-cycle situations (such as would oc-
cur if job times were reduced, for example,
by a factor of five, or the capacity vector
increased by a factor of five) are very dif-
ferent in that all jobs can be completed
within the planning period. Sequencing
and scheduling is not an issue.

As the CT/PP ratio depends on the
length of the planning period, one way to
reduce planning difficulties is to increase
the planning period, as Volvo did when it
increased the shop-floor planning period
to one day. As the cycle time (the time for
the full assembly of one vehicle) was one
to three hours, Volvo had effectively trans-
formed a long-cycle environment (CT/PP
> 1) into a short-cycle environment
(CT/PP < 1). In this case, the experiment
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actually failed, indicating that increasing
the PP as a means of planning simplifica-
tion must be used with caution—only
when the work force is qualified to take
on the responsibility of planning and orga-
nizing the production effectively.

Once management has determined a PP
for a PU, it can be left to organize its own
activities. In effect, the PP corresponds to a
management treaty between planning lev-
els. By increasing the PP, the higher level
gives the team greater flexibility and thus
greater potential for improving productiv-
ity. However, this also decreases organiza-
tional control in terms of planning. Man-
agement must be sure that the PP reflects
the degree of confidence it has in the PU’s
ability to control its own performance.

In the steel company, the six production
areas have different cycle times, the long-
est being three days. To provide for man-
agement processing time (the PP is set as
one week, and one cannot set a lead time
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smaller than one PP) and a capacity buf-
fer, planners set lead times at one week
for each section (six weeks for all the pro-
cesses). However, despite the capacity buf-
fer, the firm does not achieve a depend-
able six-week production cycle. Since they
have competing goals, units often make
production decisions independently of the
system, interrupting the supply of feed
stock to downstream units. Clearly the
culture of the organization does not war-
rant such a long PP. Cutting the PP down
to one day would have a double benefit: it
would help to reduce the lead time and at
the same time restrict the freedom to make
wrong decisions.

The CT/PP ratio also depends on the
length of the cycle time. The other way to
reduce planning difficulties is to reduce
the CT. This approach, supported by the
just-in-time philosophy, brings many
benefits to production (for example, qual-
ity). Where, perhaps after great efforts to
reduce CT, long-cycle environments re-
main, scheduling theory becomes
pertinent.

The Rarity of Long-Cycle Environments

Theoretical scheduling models assume a

long-cycle (LC) environment (multiple ma-
chines, with the processing times of some
operations longer than the planning pe-
riod). In our experience of Australasian
manufacturing, the LC environment is rare
(Table 4). With few exceptions, planning at
the company level is short cycle (because
companies use long planning periods),
and planning in flow-shop environments
is short cycle (as a result of equipment and
manufacturing technology designed to re-
duce cycle times).

If we characterize the production envi-
ronment using the four-factor typology
(three planning levels, three production
types, two production strategies, and two
production-cycle times) which gives 36
(3 X 3 X 2 X 2) possible combinations,
scheduling may be problematic in only
eight of the 36 environments: (aggregate,
shop-floor) X (batch, job-shop) X (MTO,
MTS) X (long cycle).

As learning organizations move towards
longer planning periods and away from
job-shop production, short-cycle situations
(CT=PP) are becoming even more com-
mon. For example, the two food-product
companies and the wood-product com-

Production cycle time

Dominant Shop-

Production production Company Aggregate floor

Industry type strategy level level level
Steel (two companies) Job shop MTO Short Long Long
Furniture components Batch Mixed Short Long Short
Food (two companies) Batch MTS Short Short Short
Wood products Batch Mixed Short Short Short
Household appliances Batch MTO Short Short Long
Car assembly Flow shop MTO Short Short Short
Paper Batch MTS Short Short Short

Table 4. For nine Australasian manufacturers, only six of the 27 scheduling environments are

long cycle.
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pany in our sample of nine companies
have increased their planning periods at
the aggregate level from one shift to one
week after adopting policies to give pro-
duction teams more freedom to plan and
organize their work. In short-cycle envi-
ronments, the problem is not so much
scheduling as balancing capacity. The sim-
ple scheduling rule here is to load jobs un-
til you reach capacity. Sequencing the jobs
is irrelevant so long as you can complete
the work within the planning period.
When production cycle times are long (for
example, in steel production), technologi-
cal constraints make the order in which
jobs are performed pertinent.
Capacity Issues

Even in the eight environments (of the
36 in the classification scheme) in which
scheduling may be problematic, schedul-
ing theory may still be inapplicable, be-
cause it is based on questionable assump-
tions concerning capacity. At the level of a
production unit (PU) responsible for mul-
tiple resources (machines or production
lines), one would ideally seek to minimize
excess capacity subject to the total planned

workload not exceeding available capacity.

(We provide a mathematical description in
the appendix.) Since the primary concern
is to balance capacity and workload to
make implementation easy, this descrip-
tion of the model ignores possible techno-
logical constraints (assuming these can be
transferred to the PU scheduler). How-
ever, a more fundamental concern in
adopting this approach is how capacity is
defined and indeed whether it can be as-
sumed to be a fixed vector. We have ob-
served at least four definitions of capacity
in practice:
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(1) Design capacity (with a benchmark of,
for example, eight workers each working
eight hours per day) is the maximum out-
put that the PU has been designed to pro-
duce in ideal conditions with no restric-
tions or interruptions (typically assuming
a fixed number of workers working a
fixed number of hours per week each).

(2) Effective capacity is the maximum pos-
sible output given a particular production
environment and its accompanying im-
pediments to productivity (changeover
time, setup requirements, scheduling com-
plexity, time for machine maintenance).
The magnitude of these losses is clearly
dependent on production scheduling, and
thus effective capacity varies with time.
(3) (Historically) demonstrated capacity is
the typical real-life output rate of the PU.
This figure includes all the undesirable
and unplanned interruptions to produc-
tion, such as machine breakdowns, opera-
tor variation, scrap material, and organiza-
tion and planning inefficiencies. Demon-
strated capacity may be much lower than
effective capacity. In New Zealand firms,
we have found many cases in which aver-
age capacity utilization (that is, demon-
strated capacity/design capacity) is less
than 50 percent, due to overinvestment in
plant and equipment, a fairly small do-
mestic market, and the social characteris-
tics of the employment environment.

(4) Agreed capacity is the actual capacity
negotiated between directors of produc-
tion units.

Here again, classical scheduling theory,
including models (for example, those in-
corporating setup times and costs, and
machine breakdowns) seeking to address
the issue of time-varying efficiency (effi-
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ciency = demonstrated capacity/effective
capacity) may have limited applicability,
for it is agreed capacity that really counts.
All the companies we have worked with
tended to use demonstrated capacity to
drive company-level planning but agreed
capacity at the aggregate and shop-floor
levels. In practice, managers want a capac-
ity cushion as a means of coping with var-
iance (resulting from planning systems
failing to realize a smooth, controlled flow
of work to the shop; frequent emergency
orders being released to the shop floor; or
bottlenecks being difficult to identify or
manage), and they bargain for it with their
superiors. Thus negotiation theory, uncer-
tainty reduction, and performance mea-
surement (for poor metrics will also drive
managers to seek safety capacity) may be
more pertinent than classical scheduling
theory in production planning.

The bargaining process is seldom
treated in the literature, but it generally
centers on seeking stability and reliable
delivery of the final product, rather than
(myopic) optimization of the individual
PU. The power of the bargaining units will
likely depend on the abilities and perfor-
mance of the PU in question. Bad perform-
ers may eventually be reprimanded, pre-
scribed a very short planning period, and
given little discretion. Agreed (regular) ca-
pacity retains its negotiable status and
hence can be temporarily increased with
the right incentives. This situation is far
removed from the common assumption of
fixed capacity.

Appropriateness of Performance Criteria

Since the 1980s, scheduling models
based on due-date criteria have prolifer-
ated [Baker and Scudder 1990; Cheng and
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Gupta 1989; Sen and Gupta 1984]. We
think their applicability has been over-
stated. First, in MTS environments, flow-
time-based measures are more appropri-
ate. Second, in MTO situations, due-date
criteria really apply only at the company
or aggregate level. At the shop-floor level
in a job shop, one should not assign a
unique due date to each part of an order.
Essentially, one has a common due-date
problem (the due date being the end of the
planning period), which is fairly easy to
solve. This follows from the definition of

Scheduling is needed only in
long-cycle settings.

the planning period as a management
treaty between levels with no interference
from higher levels in the internal schedul-
ing. For example, in Table 3, Jobs 1 and 5
will be scheduled at a later stage by the
PU1 scheduler (who can decide on the se-
quence, although he or she will almost
certainly begin one of the jobs at time 0, as
the expected spare capacity in Week 1 is
only two hours!). The scheduler’s only
concern regarding due dates is that both
jobs be finished by the end of Week 1—
their common due date.

Due-date criteria with distinct due dates
may appear only in the long-cycle envi-
ronment, and even there they should be
applied with caution. In the 27 environ-
ments we analyzed (Table 4), only one
(aggregate planning in a steel company)
involved setting a separate due date for
each customer order at each stage of
production. And even in this case, the
company abandoned the policy when
customer service plummeted (placing
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multiple due dates on a single slab of
steel proved problematic!).

It is apparent from our experience that
scheduling models with due-date criteria
have limited applicability outside
aggregate-level MTO settings with long
cycles. Otherwise, planners should use
scheduling models to increase the flow of
products (via flow-time measures), bearing
in mind the importance of stability.
Scheduling Models and the Complexity
of Capacity Planning: Infinite-Capacity
and Finite-Capacity Scheduling

Defining scheduling rather broadly
[Morton and Pentico 1993] as planning the
utilization of various resources for periods
of time would include capacity planning
at each level from company level down to
the shop-floor level. Planners use two
basic approaches in practical planning:
infinite-capacity and finite-capacity sched-
uling; they most commonly apply theoreti-
cal scheduling models to finite-capacity
scheduling.

Infinite-capacity scheduling (assuming
no limitations on production capacity in
any period) is typically applied at the
company and aggregate level. The under-
lying assumption of infinite scheduling is
that variations in demand can be managed
either by temporarily increasing capacity
(for example, by using overtime or using
temporary staff) or by allocating produc-
tion to later or earlier periods. Companies
frequently justify the use of infinite-
capacity scheduling by holding large ca-
pacity cushions for various reasons. If a
company has average capacity utilization
of 50 percent, it does not need to be con-
cerned with variations of up to plus or
minus 100 percent about the average
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workload. Companies exploit infinite-
capacity scheduling to attain the desired
capacity balance over time, relying on
planners” experience (to reallocate produc-
tion) where infinite-capacity scheduling
has no mechanism to increase capacity
utilization. This being said, infinite-
capacity scheduling is computationally in-
expensive and, in our experience, often in-
corporated in ready-made software (for
example, in scheduling modules in some
MRPII systems), and it generally needs lit-
tle customization because most companies
have similar needs. Infinite-capacity
scheduling works well when capacity is
flexible (that is, when the company can
easily increase its capacity); otherwise the
scheduler must decide what orders to
move and to which time period.

Finite-capacity scheduling uses various
scheduling models and is typically applied
at the shop-floor-planning level. The off-
the-shelf software we have seen in Austra-
lasian firms generally requires a great deal
of customization for a particular company
(witness the huge variety of scheduling
models). When the scheduling model is
simple (that is, single machine), the sched-
uler may develop his or her own software
(for example, using spreadsheets). One
food manufacturer we know of that uses
the software package 12 has developed
such a procedure. For more complex
models, firms may seek professional help
often at very high cost. The household-
appliance manufacturer (Table 4) spent
several million dollars just for software
development, and one of the steel compa-
nies spent a comparable sum for schedul-
ing software for its paint line.

In long-cycle production, aggregate-
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level scheduling generally necessitates
complex scheduling models. The steel
company needed such software but could
not fund its development.

In summary, even when the firm’s pro-
duction environment justifies the use of
theoretical scheduling models, the firm
may not have the funds to implement
such models. Companies may resort to
developing and implementing infinite-
capacity scheduling models instead.
Conclusion

We do not argue that scheduling theory
has no application to practical production
planning—only that when one finds a real
application (the exception rather than the
rule), one must take extreme care. Sched-
uling is needed only in long-cycle settings
(which seem to be decreasing). Where job-
shops predominate (for example, in North
America and Europe), there may be valid
applications. Where flow-shops dominate
(for example, in Japan) and where most
manufacturers use batch production and
short cycles (New Zealand), few compa-
nies have real scheduling problems. In
such cases, one must pay attention to de-
fining and managing capacity and to per-
formance criteria.

At the steel company, we made recom-
mendations for alleviating the problems,
suggesting that the company use an aggre-
gate capacity-planning procedure (ACPP)
to link corporate planning and scheduling
and to determine order acceptance. The
ACPP has the following features:

(1) All processing times are expressed in
days with a rolling plan developed weekly
for a planning horizon of eight weeks.

(2) The technological order is expressed as
a linear sequence of operations, each a fa-

November-December 2000

cility’s processing of an order. A special
heuristic scheduling algorithm minimizes
mean flow time, using the rolling plan cor-
rected by feedback as an initial solution
and developing it while trying to avoid
changes in the closest weeks.

(3) The aggregate plan for each day is
transferred to each work center as its daily
assignment. Schedulers then produce daily
schedules, with the end of the last shift be-
ing established as the common due date
(no operations exceed one shift in length).
This procedure reduces the PP from one
week to one day.

While financial constraints prevented
immediate action, the company has now
embarked on implementing our recom-
mendations—including the adoption of
aggregate capacity planning and targetting
20 percent of its production as make-to-
stock.
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APPENDIX

Ideal Exploitation of Capacity in a

Production Unit (PU) with Multiple

Resources

Minimize (P — T)

subject to the feasibility constraint T = P

where

T = (T4, Ts,. . ., T,) is the projected produc-
tion requirements on the production unit,

T; = Zt;;X; is the projected workload of re-

source j,
tij is the volume of resource j required for

processing item i (in a special case of this,

tjj denotes a processing time),

X; is the planned production quantity of
item i,
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P = (Py, P,,... P, is the capacity of the
production unit (available capacity of re-
source j).
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